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Preface

The international conference Intelligent Information Processing and Web

Mining IIS:IIPWM’05, organized in Gdańsk-Sobieszewo on 13–16th June,

2005, was a continuation of a long tradition of conferences on applications

of Artificial Intelligence (AI) in Information Systems (IS), organized by the

Institute of Computer Science of Polish Academy of Sciences in cooperation

with other scientific and business institutions.

The Institute itself is deeply engaged in research both in AI and IS and

many scientists view it as a leading institution both in fundamental and ap-

plied research in these areas in Poland. The originators of this conference

series, Prof. M. Dąbrowski and Dr. M. Michalewicz had in 1992 a long-term

goal of bringing together scientists and industry of different braches from

Poland and abroad to achieve a creative synthesis. One can say that their

dream has come to reality. Scientists from five continents made their submis-

sions to this conference. A brief look at the affiliations makes international

cooperation visible. The research papers have either a motivation in con-

crete applications or are off-springs of some practical requests. This volume

presents the best papers carefully chosen from a large set of submissions

(about 45%). At this point we would like to express our thanks to the mem-

bers of Programme Committee for their excellent job. Also we are thankful

to the organizers of the special sessions accompanying this conference: Jan

Komorowski, Adam Przepiórkowski, Zbigniew W. Raś, Henryk Rybiński, Ro-

man Świniarski, Alicja Wakulicz-Deja. But first of all we are deeply indebted

the contributors to this volume and those whose papers were not qualified

for publication for their hard research work that made this conference such

an exciting event.

The conference was addressed especially to those who are active in Artifi-

cial Immune Systems (AIS) and other biologically motivated methods, Search

Engines (SE) research, Computational Linguistics (CL) and Knowledge Dis-

covery (KD). Frequently it is really hard to draw a border between these

subdomains of AI and the formal assignment to the chapters of this book was

a bit ambiguous. But this makes just the study of these papers more excit-

ing. The submitted papers covered new computing paradigms, including, but

not restricted to biologically motivated methods, DNA computing, advanced

data analysis, new machine learning paradigms, reasoning technologies, nat-

ural language processing, novelty detection, new optimization technologies,

applied data mining using statistical and non-standard approaches, technolo-

gies for very large text bases, uncertainty management, among others.

On behalf of the Program Committee and of the Organizing Committee

we would like to thank all participants: computer scientists mathematicians,

engineers, logicians and other interested researchers who found excitement
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in advancing the area of intelligent systems. We hope that this volume of

IIS:IIPWM’05 Proceeding will be a valuable reference work in your further

research.

We would like to thank Dr. M. Woliński for his immense effort in resolving

technical issues connected with the preparation of this volume.

Gdańsk, Poland, Mieczysław A. Kłopotek, Conference Co-Chair

June 2005 Sławomir T. Wierzchoń, Conference Co-Chair

Krzysztof Trojanowski, Organizing Committee Chair



VII

We would like to thank to the Programme Committee Members for their

great job of evaluating the submissions:

• Witold Abramowicz (Poznan University of Economics, Poland)

• David Bell (Queen’s University Belfast, UK)

• Peter J. Bentley (University College London, UK)

• Petr Berka (University of Economics Prague, Czech Republic)

• Leonard Bolc (Polish Academy of Science, Poland)

• Andrzej Czyżewski (Gdansk University of Technology, Poland)

• Piotr Dembiński (Polish Academy of Sciences, Poland)

• Włodzisław Duch (Nicholas Copernicus University, Poland)

• Tapio Elomaa (Tampere University of Technology, Finland)

• Floriana Esposito (Bary University, Italy)

• Jerzy W. Grzymała-Busse (University of Kansas, USA)

• Mohand-Saïd Hacid (Université Claude Bernard Lyon 1, France)

• Mirsad Hadzikadic (University of North Carolina at Charlotte, USA)

• Jan Hajič (Charles University, Czech Republic)

• Ray J. Hickey (University of Ulster, UK)

• Erhard Hinrichs (University of Tuebingen, Germany)

• Olgierd Hryniewicz (Polish Academy of Sciences, Poland)

• Janusz Kacprzyk (Polish Academy of Sciences, Poland)

• Samuel Kaski (University of Helsinki, Finland)

• Jan Komorowski (Uppsala University, Sweden)

• Józef Korbicz (University of Zielona Góra, Poland)

• Jacek Koronacki (Polish Academy of Sciences, Poland)

• Witold Kosiński (Polish-Japanese Institute of Information Technologies,

Poland)

• Bożena Kostek (Gdansk University of Technology, Poland)

• Geert-Jan M. Kruĳff (German Research Center for Artificial Intelligence

(DFKI), Germany)

• Stan Matwin (University of Ottawa, Canada)

• Detmar Meurers (Ohio State University, USA)

• Maciej Michalewicz (NuTech Solutions Polska, Poland)

• Zbigniew Michalewicz (NuTech Solutions, USA)

• Ryszard S. Michalski (George Mason University, USA)

• Zdzisław Pawlak (Scientific Research Committee, Poland)

• James F. Peters (University of Manitoba, Canada)

• Adam Przepiórkowski (Polish Academy of Sciences, Poland)

• Zbigniew W. Raś (University of North Carolina at Charlotte, USA)

• Jan Rauch (University of Economics, Czech Republic)

• Gilbert Ritschard (University of Geneva, Switzerland)

• Henryk Rybiński (Warsaw University of Technology, Poland)

• Abdel-Badeeh M. Salem (Ain Shams University, Egypt)

• Kiril Simov (Bulgarian Academy of Science, Bulgaria)

• Andrzej Skowron (Warsaw University, Poland)



VIII

• Roman Świniarski (San Diego State University, USA)

• Ryszard Tadeusiewicz (University of Science and Technology, Poland)

• Jonathan Timmis (University of Kent, UK)

• Zygmunt Vetulani (Adam Mickiewicz University, Poland)

• Alicja Wakulicz-Deja (University of Silesia, Poland)

• Hui Wang (University of Ulster, UK)

• Jan Węglarz (Poznan University of Technology, Poland)

• Stefan Węgrzyn (Polish Academy of Sciences, Poland)

• Krzysztof Zieliński (University of Science and Technology, Poland)

• Djamel A. Zighed (Lumière Lyon 2 University, France)

• Jana Zvarová (EuroMISE Centre, Czech Republic)

We would like also to thank additional reviewers:

• Anna Feldman (Ohio State University, USA)

• Xiaofei Lu (Ohio State University, USA)

• Angelina Tzacheva (University of North Carolina at Charlotte, USA)



Table of contents

Part I. Regular Sessions: Knowledge Discovery and Exploration

Feature Extraction by the SCoTLASS: An Illustrative Example 3

Anna Bartkowiak, Nickolay T. Trendafilov

Rule Induction for Click-Stream Analysis: Set Covering and
Compositional Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Petr Berka, Vladimír Laš, Tomáš Kočka

Family of Instance Reduction Algorithms Versus Other Ap-
proaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Ireneusz Czarnowski, Piotr Jędrzejowicz

Minimum Spanning Trees Displaying Semantic Similarity . . . . . 31

Włodzisław Duch, Paweł Matykiewicz

Concept Description Vectors and the 20 Question Game . . . . . . 41

Włodzisław Duch, Julian Szymański, Tomasz Sarnatowicz

Automatic Scripts Retrieval and Its Possibilities for Social
Sciences Support Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Yali Ge, Rafał Rzepka, Kenji Araki

The Analysis of the Unlabeled Samples of the Iron Age Glass
Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Karol Grudziński, Maciej Karwowski

Discriminant versus Strong Rule Sets . . . . . . . . . . . . . . . . . . . . . . . . . 67

Jerzy W. Grzymala-Busse, Witold J. Grzymala-Busse,
Jay Hamilton IV

IDARM — Mining of Indirect Association Rules . . . . . . . . . . . . . 77

Przemysław Kazienko

Building a Concept Hierarchy from a Distance Matrix . . . . . . . . 87

Huang-Cheng Kuo, Jen-Peng Huang

Literal Trees and Resolution Technique . . . . . . . . . . . . . . . . . . . . . . . 97

Alexander Lyaletski, Alexander Letichevsky, Oleksandr Kalinovskyy

Rough Classification Used for Learning Scenario Determina-
tion in Intelligent Learning System . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Ngoc Thanh Nguyen, Janusz Sobecki



X

Rough Ethograms: Study of Intelligent System Behavior . . . . . . 117

James F. Peters, Christopher Henry, Sheela Ramanna

Automatic Knowledge Retrieval from the Web . . . . . . . . . . . . . . . 127

Marcin Skowron, Kenji Araki

Knowledge Visualization Using Optimized General Logic Di-
agrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Bartłomiej Śnieżyński, Robert Szymacha, Ryszard S. Michalski

Efficient Processing of Frequent Itemset Queries Using a Col-
lection of Materialized Views . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Marek Wojciechowski, Maciej Zakrzewicz

Part II. Regular Sessions: Computational Linguistics

GramCat and GramEsp: two grammars for chunking . . . . . . . . . 159

Montserrat Civit, M. Antònia Martí

Dynamic Perfect Hashing with Finite-State Automata . . . . . . . . 169

Jan Daciuk, Denis Maurel, Agata Savary

Dictionary-Based Part-of-Speech Tagging of Polish . . . . . . . . . . . 179

Stanisław Galus

Enhancing a Portuguese Text Classifier Using Part-of-Speech
Tags . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Teresa Gonçalves, Paulo Quaresma

A Neural Network Based Morphological Analyser of the Nat-
ural Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

Piotr Jędrzejowicz, Jakub Strychowski

An Oracle Grammar-Rule Learning Based on Syntactic Knowl-
edge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

Minghu Jiang, Huiying Cai, Dafan Liu, Junzhen Wang

Speech Interface for Internet Service “Yellow Pages” . . . . . . . . . 219

Alexey Karpov, Andrey Ronzhin

Automatic Information Classifier Using Rhetorical Structure
Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

Hassan Mathkour, Ameur Touir, Waleed Al-Sanie

Rule-Based Medical Content Extraction and Classification . . . . 237

Agnieszka Mykowiecka, Anna Kupść, Małgorzata Marciniak

A Rule-Based Tagger for Polish Based on Genetic Algorithm . 247

Maciej Piasecki, Bartłomiej Gaweł



XI

Part III. Regular Sessions: Search Engines

On Some Clustering Algorithms for Document Maps
Creation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

Krzysztof Ciesielski, Michał Dramiński, Mieczysław A. Kłopotek,
Mariusz Kujawiak, Sławomir T. Wierzchoń

Filtering Web Documents for a Thematic Warehouse
Case Study: eDot a Food Risk Data Warehouse (extended) . . . 269

Amar-Djalil Mezaour

Data Merging in Life Science Data Integration Systems . . . . . . . 279

Tadeusz Pankowski, Ela Hunt

Approximation Quality of the RBS Ranking Algorithm . . . . . . . 289

Marcin Sydow

Part IV. Regular Sessions: Biologically Motivated Algorithms and
Systems

Effects of Versatile Crossover and Mutation Operators on
Evolutionary Search in Partition and Permutation Problems . . 299

Zbigniew Kokosiński

Global Induction of Oblique Decision Trees: An Evolutionary
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

Marek Krętowski, Marek Grześ

Nature-Inspired Algorithms for the TSP . . . . . . . . . . . . . . . . . . . . . . 319

Jarosław Skaruz, Franciszek Seredyński, Michał Gamus

Graph-Based Analysis of Evolutionary Algorithm . . . . . . . . . . . . . 329

Zbigniew Walczak

Part V. Regular Sessions: Statistical and Database Methods in AI

Probability of Misclassification in Bayesian Hierarchical Clas-
sifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

Robert Burduk

A study on Monte Carlo Gene Screening . . . . . . . . . . . . . . . . . . . . . 349

Michał Dramiński, Jacek Koronacki, Jan Komorowski

Spatial Telemetric Data Warehouse Balancing Algorithm in
Oracle9i/Java Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357

Marcin Gorawski, Robert Chechelski



XII

Comparison of Efficiency of Some Updating Schemes on Bayesian
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367

Tomasz Łukaszewski

Analysis of the Statistical Characteristics in Mining of Fre-
quent Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377

Romanas Tumasonis, Gintautas Dzemyda

PCA and ICA Methods for Prediction Results Enhancement . 387

Ryszard Szupiluk, Piotr Wojewnik, Tomasz Ząbkowski

Creating Reliable Database for Experiments on Extracting
Emotions from Music . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

Alicja Wieczorkowska, Piotr Synak, Rory Lewis, Zbigniew Ras

Part VI. Poster Session

You Must Be Cautious While Looking For Patterns With Mul-
tiresponse Questionnaire Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 405

Guillermo Bali Ch., Dariusz Czerski, Mieczysław Kłopotek, Andrzej
Matuszewski

Immunological Selection Mechanism in Agent-Based Evolu-
tionary Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411

Aleksander Byrski, Marek Kisiel-Dorohinicki

Unfavorable Behavior Detection in Real World Systems Using
the Multiagent System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 416

Krzysztof Cetnarowicz, Renata Cięciwa, Edward Nawarecki,
Gabriel Rojek

Intelligent Navigation in Documents Sets Comparative Study . 421

Maciej Czyżowicz

Assessing Information Heard on the Radio . . . . . . . . . . . . . . . . . . . 426

Antoni Diller

Belief Rules vs. Decision Rules: A Preliminary Appraisal of
the Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 431

Jerzy W. Grzymała-Busse, Zdzisław S. Hippe, Teresa Mroczek

iMatch — A New Matchmaker For Large Scale Agent Appli-
cations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436

Ashwin Bhat Gurpur

Machine Learning and Statistical MAP Methods . . . . . . . . . . . . . 441

Mark Kon, Leszek Plaskota, Andrzej Przybyszewski



XIII

Autocovariance Based Weighting Strategy for Time Series
Prediction with Weighted LS-SVM . . . . . . . . . . . . . . . . . . . . . . . . . . . 446

Paweł Majewski

Workflow Mining Alpha Algorithm — A Complexity Study . . 451

Bolesław Mikolajczak, Jian-Lun Chen

Recommendation Rules — a Data Mining Tool to Enhance
Business-to-Customer Communication in Web Applications . . . 456

Mikołaj Morzy

Feasibility Studies of Quality of Knowledge Mined from Mul-
tiple Secondary Sources
I. Implementation of generic operations . . . . . . . . . . . . . . . . . . . . . . 461

Wiesław Paja, Zdzisław S. Hippe

Modern Metaheuristics for Function Optimization Problem . . . 466

Marek Pilski, Pascal Bouvry, Franciszek Seredyński

Property Driven Mining in Workflow Logs . . . . . . . . . . . . . . . . . . . . 471

Ella E. Roubtsova

Logical Design with Molecular Components . . . . . . . . . . . . . . . . . . 476

Filomena de Santis, Gennaro Iaccarino

A New Programming Interface for Reinforcement Learning
Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481

Gabriela Șerban

Anomaly Detection System for Network Security: Immunity-
based Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 486

Franciszek Seredyński, Pascal Bouvry, Dawid R. Rutkowski

Importance of TDS Attribute in Computer Assisted
Classification of Melanocytic Skin Lesions . . . . . . . . . . . . . . . . . . . . 491

Aleksander Sokołowski

A Rules-to-Trees Conversion in the Inductive Database Sys-
tem VINLEN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 496

Tomasz Szydło, Bartłomiej Śnieżyński, Ryszard S. Michalski

Part VII. Invited Session: Syntactic Parsing and Machine Learning

Deep Parser for Free English Texts Based on Machine Learn-
ing with Limited Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 503

Marek Łabuzek, Maciej Piasecki



XIV

Baseline Experiments in the Extraction of Polish Valence
Frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 511

Adam Przepiórkowski, Jakub Fast

Part VIII. Invited Session: New Trends in Data Mining and
Knowledge Discovery in Uncertain, Nonstationary Spatio-
Temporal Data

Gene Expression Clustering: Dealing with the Missing Values 521

Alicja Grużdź, Aleksandra Ihnatowicz, Dominik Ślęzak

Estimation the Rhythmic Salience of Sound with Association
Rules and Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 531

Bożena Kostek, Jarosław Wójcik, Piotr Holonowicz

A Neuro-Fuzzy Classifier Based on Rough Sets . . . . . . . . . . . . . . . 541

Huanglin Zeng, Roman W. Swiniarski

Part IX. Invited Session: Knowledge Base Systems

Evolutionary Multi-Agent Model for Knowledge Acquisition . . 553

Wojciech Froelich

Restricted Linear Information Systems . . . . . . . . . . . . . . . . . . . . . . . 561

Mikhail Ju. Moshkov

The Concept of the Hierarchical Clustering Algorithms for
Rules Based Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 565

Agnieszka Nowak, Alicja Wakulicz-Deja

Petri Net and Matrix Representation of Rule Knowledge Base
for Verification Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 571

Roman Siminski

Artificial Neural Networks in Incomplete Data Sets
Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 577

Magdalena Tkacz

Intelligent Data Processing in Distributed Internet
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 585

Beata Zielosko, Alicja Wakulicz-Deja



XV

Part X. Invited Session: KDD and Facial Recognition

Skyline with Presorting: Theory and Optimizations . . . . . . . . . . 595

Jan Chomicki, Parke Godfrey, Jarek Gryz, Dongming Liang

Faster Clustering with DBSCAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 605

Marzena Kryszkiewicz, Łukasz Skonieczny

Innertron: New Methodology of Facial Recognition, Part I . . . 615

Rory A. Lewis, Zbigniew W. Raś

Innertron: New Methodology of Facial Recognition, Part II . . . 625

Rory A. Lewis, Zbigniew W. Raś

Approximating a Set of Approximate Inclusion Dependencies . 633

Fabien De Marchi, Jean-Marc Petit

Part XI. Invited Session: Recent Developments in Bioinformatics

Informatic Approaches to Molecular Translation . . . . . . . . . . . . . . 643

David H. Ardell

An Approach to Mining Data with Continuous Decision
Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 653

Hung Son Nguyen, Marta Łuksza, Ewa Mąkosa, Henryk Jan
Komorowski

Soft Computing Approach to the Analysis of the Amino Acid
Similarity Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 663

Witold R. Rudnicki, Jan Komorowski

Part XII. Special Session: Artificial Immune Systems

Computing with Idiotypic Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 673

Francisco Martins, Neva Slani



Part I

Regular Sessions: Knowledge Discovery and
Exploration



Feature Extraction by the SCoTLASS:
An Illustrative Example

Anna Bartkowiak1 and Nickolay T. Trendafilov2

1 University of Wroc�law, Inst. of Computer Science, Przesmyckiego 20, Wroc�law
PL–53–502, Poland,

2 Bulgarian Academy of Sciences, Inst. of Mathematics and Informatics, 8 Acad.
G. Bonchev Str, Sofia 1113, Bulgaria.

Abstract. Derivation of new features of observed variables has two important
goals: reduction of dimensionality and de-noising. A desired property of the derived
new features is their meaningful interpretation. The SCoTLASS method (Jolliffe,
Trendafilov and Uddin, 2003) offers such possibility.

We explore the properties of the SCoTLASS method applied to the yeast genes
data investigated in (Bartkowiak et al., 2003, 2004). All the derived features have
really a simple meaningful structure: each new feature is spanned by two original
variables belonging to the same block.

1 Introduction

Usually the available data contain observations in many variables, which are
redundant, i.e. repeat partially the same information. Moreover, the gathered
data contain also some noise. Quoting Kumar et al. [6]: ’While the majority of
learning algorithms perform well on domains with relevant information, they
degrade in adverse situations like: data with high noise content, ... , irrelevant
or redundant information and non-linearity.’ The quoted authors give fur-
ther references to papers, describing the situation where the efficiency of the
learning algorithms has decreased on domains with irrelevant and redundant
variables. To circumvent such situation the literature suggest some data pre-
processing – having as aim reduction of dimensionality and de-noising. The
principal component analysis is a widely used technique serving this goal.
Some other techniques serving this purpose are briefly reviewed in Kumar et.
al. [6]. A desired property of the derived new features is their meaningful in-
terpretation. The SCoTLASS method (Jolliffe, Trendafilov and Uddin, 2003)
offers such possibility.

The aim of our paper is to explore the properties of the SCoTLASS
method applied to a real data set: the yeast genome data [7,2]. The data
concern n = 3300 yeast genes characterized by 13 variables. The variables
are redundant and noisy; however they are not directly reducible (e.g. by
regression analysis). The data were formerly investigated in Bartkowiak et
al. [1]. Using classical principal components and neural networks, the authors
got the result that 6 derived features explain about 88% of total variance,
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however the extracted features contain still a some small amount of noise; a
reasonable approximation by 6 probabilistic principal components explains
only about 78% of total variance. Rotation varimax applied to the derived
features revealed a relatively simple structure of the the derived variables;
however not simple enough to our expectation based on our knowledge about
the provenance of the original variables.

Therefore we were looking for other methods providing new features with
a simple, parsimonious structure and – in the same time – meaningful in
the context of the analyzed data. Such method proved to be the SCoTLASS
([5,8]).

In the following we describe shortly the SCoTLASS in Section 2. Results
of application of that method to the yeast genome data are presented in
Section 3. Finally, some summarizing remarks are given in Section 4. All the
derived features have really a simple meaningful structure: each new feature
is spanned by two original variables belonging to the same block of original
variables.

2 The SCoTLASS method for finding components with
simple structure

In this section we introduce the SCoTLASS method in a general framework.
We present also the computational formulae used further in our analysis.

2.1 Introducing the SCoTLASS method

A standard approach in multivariate data analysis is to compose a linear
combination of the original variables and transform in such a way the original
multivariate problem to a sequence of univariate problems for the derived
linear combinations. The standing follow-up question is the interpretation of
the constructed linear combinations.

The standard answer is an orthogonal rotation of the loadings to achieve
interpretation simplicity. The simplicity is usually defined as a function of the
loadings to be optimized. The most popular VARIMAX simplicity measure
maximizes the variance of the squared loadings. Ideally this is achieved if one
of the loadings is 1 (or -1) and all the rest are 0s. In practice, one obtains few
large loadings (about 1 in magnitude) and all the rest relatively small (about
0 in magnitude).

There are at least two problems when applying this approach to PCA:
1. the interpretation is not clear, because the ’small’ loadings are not all

close enough to 0, and thus one is uncertain about taking or not the
corresponding variable into consideration;

2. after rotation the principal components are not principal components any
more, i.e. the variance of the first rotated ’principal’ component is not
the largest among the variances of the rotated components.
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The SCoTLASS approach is a new exploratory approach designed to over-
come these two weaknesses of the ”classical” rotation approach. The LASSO
principal components keep their optimal properties: 1) they still explain large
amount of the variability of the data; 2) the first LASSO component still has
the largest variance, the second component-the second largest variance, etc,
and the resulting loadings are really sparse, i.e. they are a great number of
exact 0 loadings or at least very small in magnitude, and very few large load-
ings. This follows from the geometry of the SCoTLASS feasible set: it is an
union of ”poles” of the unit sphere (not the whole sphere as in PCA) and
thus the loadings are forced to have either very small or very large values.

2.2 SCoTLASS – Performing the calculations

Let x = (x1, . . . , xp)T denote a data vector for one individual (one instance).
For simplicity of presentation we assume, that the data are 0-centered and
have unit variances for each variable k, k = 1, . . . , p.

Let R denote the correlation matrix calculated from the analyzed data.
Principal component analysis (PCA, see e.g. [4]) seeks for linear combi-

nations zk = aT
k x, k = 1, . . . , p, which successively have maximum variance

aT
k Rak, (1)

subject to

aT
k ak = 1, and (for k ≥ 2) aT

h ak = 0, h < k . (2)

The matrix Ap×p = (a1, . . . ,ap, ) may be viewed as the matrix of loadings of
the derived new variables z = (z1, . . . , zp)T , called also the ’derived features’.
An example of such a matrix A of size 13 × 9 is given in Table 1. One may
see there, that in all columns the majority of the elements decidedly can not
be considered as 0-valued; which implies that all the original variables are
necessary to form the new features zk, k = 1, . . . , 9.

Our goal is to make this matrix simpler, i.e. to make more of its coefficients
equal to zero. This can be achieved at the expense to add to the conditions
expressed in eq. (1 ) and (2 ) additional constraints

p∑
j=1

|akj | ≤ t (3)

for some tuning parameter t, where akj is the jth element of the kth vector
ak, (k = 1, . . . , p).

The constraint given by eq. (3) was imposed by Jolliffe et al. [5]. They call
the new technique SCoTLASS (Simplified Component Technique - LASSO).

They show also that
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(a) for t ≥ √
p, we obtain the classical PCA;

(b) for t < 1, there is no solution; and
(c) for t = 1, we must have exactly one non-zero element akj for each k.

It can be seen that as t decreases from
√

p to 1, we move away from the
classical PCA solution towards the very parsimonious solution providing in
each column only one decidedly pronounced coefficient.

Table 1. Components extracted using the tuning parameter tt = 3.6056 yielding
classical principal components. Notice the small simplicity of each component

tt = No. of the component

3.6056 1 2 3 4 5 6 7 8 9

ang1 -0.05 -0.39 -0.35 0.07 -0.16 0.53 -0.00 0.15 -0.06

x1 0.35 0.31 -0.07 0.01 -0.14 -0.43 0.10 -0.07 0.13

y1 0.24 -0.27 -0.50 0.13 -0.22 0.07 0.09 -0.10 0.08

rho1 0.43 -0.03 -0.33 0.09 -0.18 -0.21 0.17 -0.13 0.14

ang2 -0.00 0.31 -0.14 0.62 0.29 0.13 -0.34 0.24 0.04

x2 0.29 0.33 0.02 0.33 0.13 0.31 0.09 -0.24 -0.06

y2 -0.36 0.06 -0.32 0.34 0.03 -0.30 0.10 0.04 -0.14

rho2 0.41 0.11 0.23 -0.09 0.09 0.43 0.07 -0.17 -0.04

ang3 -0.08 0.27 -0.38 -0.41 0.42 0.15 0.19 0.26 0.54

x3 -0.10 0.42 0.04 -0.00 -0.47 0.18 0.50 0.45 -0.26

y3 -0.13 0.30 -0.42 -0.34 0.16 0.05 -0.10 -0.41 -0.59

rho3 0.23 -0.34 0.05 0.08 0.58 -0.17 0.50 0.24 -0.37

leng 0.41 0.02 -0.11 -0.25 -0.04 -0.11 -0.52 0.55 -0.29

Simplicity per Component:

0.06 0.04 0.08 0.14 0.13 0.09 0.14 0.10 0.16

Cumulative Variance in % :

29.97 55.20 68.29 77.84 83.37 88.44 91.43 94.01 96.34

An example of a corresponding matrix A13×9 obtained for the tuning
parameter tt = 1.5 is given in Table 2. One may see there that indeed, most
of the loadings exhibit now values equal to 0, generally in each column only
two coefficients are large, the remaining ones being very near or exactly equal
to zero. This means that now each of the new features is composed mainly
from two original variables.
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Table 2. Components extracted using the tuning parameter tt = 1.5. A big sim-
plicity of the coefficients may be observed - which is reflected in the increase of the
simplicity index, as compared with that shown in Table 1. However, the accounted
percentage of variance has decreased

tt= No. of the component

1.5 1 2 3 4 5 6 7 8 9

ang1 0.00 -0.00 0.00 -0.71 -0.00 -0.05 0.11 0.00 0.00

x1 0.00 0.63 0.00 0.00 -0.00 -0.00 0.00 0.00 0.00

y1 -0.00 0.00 0.00 -0.70 -0.00 -0.00 -0.11 0.10 -0.00

rho1 0.00 0.77 -0.00 -0.00 0.00 0.00 0.11 -0.00 0.00

ang2 0.00 0.00 0.00 0.00 -0.78 0.01 0.07 -0.01 0.00

x2 -0.08 0.00 0.00 0.00 -0.63 0.00 -0.09 -0.00 -0.00

y2 0.68 -0.00 -0.00 -0.00 -0.08 0.00 -0.00 0.00 0.00

rho2 -0.73 0.00 0.00 0.00 -0.00 -0.00 0.01 0.00 -0.00

ang3 0.00 0.00 0.70 0.00 0.00 0.11 0.00 0.05 0.71

x3 0.00 0.00 0.00 0.08 -0.01 -0.44 0.01 0.89 0.00

y3 0.00 0.00 0.71 0.00 0.00 0.00 0.00 0.00 -0.70

rho3 -0.00 0.00 -0.08 -0.00 0.00 0.89 0.01 0.43 -0.08

leng -0.00 0.09 -0.00 -0.00 -0.00 0.00 -0.98 0.00 -0.00

Simplicity per Component:

0.42 0.43 0.42 0.42 0.44 0.59 0.83 0.60 0.42

Cumulative Variance in % :

14.34 28.31 41.71 54.81 66.76 77.06 84.42 88.25 90.78

To assess the quality of the representation two statistics are defined. One
of them shows the accounted variance, the other – the simplicity of the derived
loadings.

The accounted variance is defined as follows: Let Cp×p denote the
covariance matrix of the derived new features z1, . . . , zp. The matrix C is
obtained as:

C = AT RA. (4)

Let ss = diag(C) = (ss1, . . . , ssp). Then the percentage of variance of the
new features, explained by the first k components, is defined as

SSk =
1
p
(

k∑
j=1

ssk) · 100.
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The Simplicity index is defined separately for each column vector ak of
the loadings. We use here a statistic appearing in the varimax criterion. Let
b denote squared coefficients appearing in the vector ak. Then the simplicity
index vk for the kth column of loadings is defined as:

vk =
1
p
· (p ·

∑
bi

2 − (
∑

bi)2), k = 1, . . . , p.

The index vk evaluated for the column ak takes the minimum vakue 0 when
all loadings have equal absolute values, and takes the value (p − 1)/p when
only one loading is non-zero.

3 Simple SCoTLASS components derived for the yeast
genome data

3.1 Details of the calculations

The calculations were performed using the yeast genome data (Set2000) com-
posed in the Dept. of Genomics, Inst. of Genetics and Microbiology, Univer-
sity of Wroclaw. It contains data for 3300 yeast genes known in the year 2000.
The detailed description of the data may be found at the URL ’Smorfland”
[7]. There are 12 variables appearing in 3 blocks and an additional variable
’length’ denoting length of the gene, counted in basic codons A, C, G, T.
Each gene was visualized in a spider–plot and each of the mentioned blocks
contains variables describing the corresponding ’leg’ of the ’spider’ visible in
that plot (see Cebrat et al. [3]).

The ordering of the variables appearing in Table 1 and Table 2 corresponds
to subsequent blocks. The variables ang1, x1, y1, rho1 constitute block1, the
variables ang2, x2, y2, rho2 – block2, and the variables ang3, x3, y3, rho3 –
block3 respectively.

For computations of the SCoTLASS components we have used original
Matlab software developed by the second author. The description of the im-
plemented algorithm may be found in a forthcoming paper by Trendafilov
and Jolliffe [8]. In the following we denote the tuning parameter by tt. The
following values of tt are used:

tt =
√

13 ≈ 3.6055, 2.25, 2.0, 1.75, 1.3.

3.2 Obtained results

For tt =
√

13 the results are identical with those yielded by the classical
PCA [5]. With decreasing values of tt the simplicity index is growing step by
step. Exemplary results for tt =

√
13 and tt = 1.5 – displaying the loading

matrices for k = 1, . . . , 9 components, together with percentages of explained
variances and simplicity indices – are shown in Table 1 and Table 2.
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Fig. 1. Simplicity index, scaled to (0,1) (top) and Cumulated variance (bottom)
evaluated for nine sequentially extracted components using the SCoTLASS algo-
rithm. Variants when using the tuning parameters tt = 3.605, 2.25, 2.00, 1.75, 1.5
are shown. For tt=

√
(p) = 3.605 we obtain the classical PCs indicated by the thick

line

The explained variances and simplicity indices for all the investigated
values of tt are shown in Figure 1 and Figure 2. One may notice there the
increase of the simplicity index when moving with the tuning parameter away
from the value tt =

√
13 in the direction of the value ’1’. With decreasing tt
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more and more coefficients in the loadings matrix become equal to zero. This
happens at the cost of explained variance.

Since the algorithm has random starts, we repeated the runs several times.
The work of the algorithm proceeded fast, and the convergence was achieved
for almost the same values of the sought statistics. Only for tt = 1.3 we
obtained one run yielding 1 unusually big loading in the first component.

The simple structure discovered by the SCoTLASS algorithm is in amaz-
ing correspondence with the blocks corresponding to the ’legs’ of the spider-
plots. This has a deep meaning: the genetic code of the yeast genes appears
in triplets: and the three ’legs’ of the spider-plots correspond to the 3 places
in the triplet-codons. Thus, the SCoTLASS by discovering the simple struc-
ture of the variables has discovered in an intermediary way also the ternary
structure of the genetic code in the yeast genome.

4 Discussion and closing remarks

The SCotLASS has proven to be a very efficient method to discover mean-
ingful structure in the yeast genome data.

A further problem, not considered in the paper, is the interdependence
between the blocks of the variables. It is known among the geneticists that
the first block of variables is the most important one when coding of the ge-
netic information; while the third block has the least importance concerning
that matter. May be something could be deduced analyzing the interdepen-
dencies among the derived simplified components. We have not elaborated
that problem.

Still another question, asked by one of the referees, is: What happens,
when there are problems with hundreds, not tens, of attributes. To our opin-
ion, this is really a tough problem. High dimensional data are very specific
(’the curse of dimensionality’, ’the empty space’ phenomenon). Generally, to-
day it is believed that for such data special algorithms should be designed,
or – at least – the known and currently used methods should be specially
adapted. Some considerations on that topic, with suggestions on research di-
rections, may be found in a recent paper by Verleysen et al. [9]. They present
some weird facts about high-dimensional space and consequences for neu-
ral network learning. They emphasize the local models and preprocessing by
non-linear projections.

To our opinion, a very large number of variables is a serious numerical
problem. For such applications (typical in gene research) faster versions of
the SCoTLASS algorithm must be devised or entirely new approximation of
the problem as a whole should be undertaken.
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1 University of Economics, W. Churchill Sq. 4, Prague, Czech Republic
2 Adastra, Benesovska 10, Prague, Czech Republic

Abstract. We present a set covering algorithm and a compositional algorithm to
describe sequences of www pages visits in click-stream data. The set covering algo-
rithm utilizes the approach of rule specialization like the well known CN2 algorithm,
the compositional algorithm is based on our original KEX algorithm, however both
algorithms deal with sequences of events (visited pages) instead of sets of attribute-
value pairs. The learned rules can be used to predict next page to be viewed by a
user or to describe the most typical paths of www pages visitors and the depen-
dencies among the www pages. We have successfully used both algorithms on real
data from an internet shop and we mined useful information from the data.

1 Introduction

According to the W3C Web Characterization Activity, click-stream is a se-
quential series of page view (displays on user’s browser at one time) requests.
A user session is the click-stream of page views for a single user across the
entire web, a server session is a click-stream in a user session for a particular
web site. A set of server sessions (visits) is the necessary input for web usage
mining tools.

We can categorize web mining into three areas: web content mining, web
structure mining and web usage mining [9]. Web usage mining mines the
data derived from interactions of the users while browsing the web. The web
usage data includes the data from web server access logs, proxy server logs,
browser logs, user profiles, registration data, cookies, user queries etc. A web
server log is an important source for performing web usage mining because it
explicitly records the browsing behavior of site visitors. The typical problem
(solved in the data preprocessing step) is thus distinguishing among unique
users, server sessions episodes etc.

Web usage mining focuses on techniques that could predict user behavior
while the user interacts with the web. The applications of web usage mining
could be classified into two main categories: (1) learning user profile or user
modeling, and (2) learning user navigation patterns [6]. The methods used for
web usage mining are (descriptive) statistical analysis, association rules (to
relate pages that are often referenced together), clustering (to build usage
clusters or page clusters), classification (to create user profiles), sequential
pattern discovery (to find inter-session patterns such that the presence of a
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set of page views is followed by another set of page views in a time-ordered
set of episodes), or dependency modeling (to capture significant dependencies
among various variables in the web domain) [8]. Some systems has already
been developed for this area: WebSIFT (that uses clustering, statistical anal-
ysis or association rules) [4], WUM (that looks for association rules using
some extension of SQL) [7], or WebLogMiner (that combines OLAP and
KDD) [10].

The algorithms described in this paper contribute to the area of sequential
pattern discovery by learning decision rules to predict next page the user will
visit based on his session history (pages visited just before). We describe the
algorithms in section 2 and give some experimental results obtained on real
web log data of an internet shop in section 3.

2 Learning Rules

2.1 Classical rule learning algorithms

Decision rules in the form
Ant ⇒ Class

where Ant (antecedent, condition) is a conjunction of values of input at-
tributes (called categories or selectors) and Class is a category of class at-
tribute C, are one of most popular formalisms how to express classification
models learned from data.

The commonly used approach to learning decision rules is the set covering
approach also called ”separate and conquer”. The basic idea of this approach
is to create a rule that covers some examples of a given class and remove
these examples form the training set. This is repeated for all examples not
covered so far as shown in Fig. 1. There are two basic ways how to create a
single rule (step 1 of the algorithm):

1. by rule generalization, i.e. by removing categories from antecedent of a
potential rule (starting from a rule with categories of all input attributes
in the antecedent) — this method is used in the AQ algorithms by Michal-
ski (see e.g. [5]).

2. by rule specialization, i.e. by adding categories to the antecedent of a po-
tential rule (starting from a rule with empty antecedent) — this method
is used e.g. in CN2 [3] or CN4 [2].

The other way how to create decision rules is the compositional approach.
In this approach the covered examples are not removed during learning, so
an example can be covered with more rules. Thus more rules can be used
during classification. In compositional approach, all applicable rules are used
and their particular contributions to classification are combined into the final
decision. To do this, some numerical value is usually added to the rule, the
simplest one is the rule confidence (also called validity) defined as n(Ant ∧
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Class)/n(Ant), where n(Ant∧Class) is the number of examples that match
both Ant and Class and n(Ant) is the number of examples that match
Ant in the data. Fig. 2 shows an simplified version of the KEX algorithm,
we developed in the 90th; this system deploys the compositional approach
in a generate-test cycle and uses weight w (based on validity) to express
uncertainty of a rule [1]. Let us mention, that in some broader sense, naive
bayesian classifier follows the compositional approach as well.

Set Covering algorithm

1. find a rule that covers some positive examples and no negative example
of a given class (concept)

2. remove covered examples from the training set DTR

3. if DTR contains some positive examples (not covered so far) goto 1,
else end

Fig. 1. Set covering algorithm for two class problems

Compositional algorithm

1. add empty rule to the rule set KB
2. repeat

2.1 find by rule specialization a rule Ant ⇒ Class that fulfils the user
given criteria on lengths and validity

2.2 if this rule significantly improves the set of rules KB build so far
(we test using the χ2 test the difference between the rule validity
and the result of classification of an example covered by Ant) then
add the rule to KB

Fig. 2. Simplified version of the KEX rule learning algorithm

2.2 Rule learning algorithms for click-streams

We follow the rule learning approach based on rule specialization in our al-
gorithm as well. The main difference to conventional rule learning algorithms
is due to the fact that instead of unordered set of categories we deal with an
ordered sequence of page views (pages for short). So we are looking for rules
in the form

Ant ⇒ page(p)
where Ant is a sequence of pages, page is a page view that directly follows
the sequence Ant, and p is the validity of the rule

p =
n(Ant//page)

n(Ant
.
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In the formula above we denote the number the occurrences of a sequence in
the data by n(sequence) and a concatenation of two sequences s1 and s2 by
s1//s2.

The main idea of our set covering algorithm is to add (for a particular
page to be predicted) rules of growing length of Ant — we thus create rules
by rule specialization. We check each rule against itsgeneralization created so
far. Adding a new rule to the model is determined by χ2 test that compares
the validity of these two rules. If the rule in question is added to the model, its
generalization is updated by re-computing the validity by ignoring (removing)
sequences that are covered by the newly added rule.

The main idea of our compositional algorithm is to add (for a particular
page to be predicted) rules of growing length of Ant — we thus create rules
by rule specialization. We check each rule against the results of classification
done by all rules created so far. Adding a new rule to the model is determined
by χ2 test that compares the validity of the rule to be added with the weight
of class (predicted page) inferred during classification for a sequence Ant.
The weight of a class is computed according to the formula

w1 ⊕ w2 =
w1 × w2

w1 × w2 + (1 − w1) × (1 − w2)
.

As we assume that most relevant for prediction of occurrence of page are
pages that are closest to page, the specialization of the rule AAnt ⇒ page is
done by adding a new page to the beginning of the sequence Ant. Analogously,
a generalization of the rule AAnt ⇒ page is done by removing a page from
the beginning of the sequence Ant.

The set covering algorithm is shown in Fig. 3, the compositional algorithm
is shown in Fig. 4. Both algorithms share the user given input parameters
lmax (max. length of the sequence Ant), nmin (min. relative frequency of
a page — this parameter set to zero will enable to create a rule that page
Y never follows after page X). The parameter lmax is also used for data
preprocessing; we transform each server session of arbitrary length into a set
of episodes of length lmax +1 using a sliding window. So e.g. the two sessions

A,B,E
A,B,C,E,D

will be for lmax = 2 transformed into following set of episodes
O,O,A
O,A,B
A,B,E
O,O,A
O,A,B
A,B,C
B,C,E
C,E,D
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Initialization
for each page page occurring in the data
1. compute its relative frequency in the data as P = (no. of occurrences

of page in the input episodes)/(no. of all input episodes)
2. if P ≥ nmin

2.1 add default ⇒ page into the list of rules Rules
2.2 add page into list of pages Pages
2.3 add default ⇒ page into list of implications Impl

Main loop
while Impl not empty do
1. take first rule Ant ⇒ page from Impl
2. if length of Ant < lmax then

2.1 for each page pp from Pages
2.1.1 find the most specific generalization of the rule pp//Ant ⇒

page in Rules (denote it AntX ⇒ page)
2.1.2 compare (using chi2 test) the validity of rules pp//Ant ⇒ page

and AntX ⇒ page
2.2 from all created rules pp//Ant ⇒ page select the one with the most

significant difference in validity (denote this rule ppbest//Ant ⇒
page)

2.3 if ppbest//Ant ⇒ page significantly at a given significance level
differs from AntX ⇒ page then

2.3.1 add rule ppbest//Ant ⇒ page to Rules and Impl
2.3.2 re-compute the validity of rule AntX ⇒ page by taking into

account only episodes containing AntX and not containing
Ant

2.3.3 recursively update Rules (i.e. find the most specific general-
ization of AntX ⇒ page, compare this generalization with
AntX ⇒ page, remove AntX ⇒ page from Rules if the dif-
ference is not significant etc.)

3. remove Ant ⇒ page from Impl

Fig. 3. The set covering rule learning algorithm for click-stream analysis

The system is implemented in the Borland’s Delphi (version 7.0) for Win-
dows (W-98 — W-XP). The minimal configuration of the computer is not
set; it’s helpful to use computers with processor at least 600 MHz for more
extensive analysis. The system doesn’t use more than quadruple of the size
of an input file in the memory.

For the set covering algorithm, the main loop is implemented as a recur-
sive function that is called for particular rules. At the beginning, the function
generates specializations, after it modifies frequency of actual rule and to the
end it evaluates the chi-square test for actual rule. The main loop is called
from the initialization with the subsidiary rule * => * which assures that all
rules default => page will be added to the result. For the compositional
algorithm, there is no difference between the logic of the algorithm and its
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implementation — the algorithm is implemented almost exactly as you could
see in the Fig 4. The algorithms for searching rules run in second threads
so found rules could be showed immediately in the core thread of the appli-
cation — user could stop the algorithm when its continuation isn’t needful.
The user could restrict the space of searching by set rules that will not be
extended more. Pages that don’t have required relative frequency are added
to a set OTHERS and the system works with this set as with single page. Found
rules can be saved to the file (and loaded back) or exported to Excel. The
application enables also to predict a next page in a sequence, the input to
the prediction part can be either from keyboard or from a file.

Initialization
for each page page occurring in the data
1. compute its relative frequency in the data as P = (no. of occurrences

of page in the input episodes)/(no. of all input episodes)
2. if P ≥ nmin

2.1 add default ⇒ page into the list of rules Rules
2.2 add page into list of pages Pages
2.3 add default ⇒ page into list of implications Impl

Main loop
while Impl not empty do
1. take first rule Ant ⇒ page from Impl
2. if length of Ant < lmax then

2.1 for each page pp from Pages
2.1.1 create the rule pp//Ant ⇒ page and compute its validity p
2.1.2 from all rules in Rules that cover the sequence pp//Ant com-

pute the resulting weight for page as w⊕(pp//Ant)
2.1.3 compare (using chi2 test) p and w⊕(pp//Ant)
2.1.4 if p significantly differs from w⊕(pp//Ant) then

2.1.4.1 compute w from the formula w ⊕ w⊕(ppAnt) = p
2.1.4.2 add rule pp//Ant ⇒ page(w) to Rules and Impl

2.1.5 add pp//Ant ⇒ page(w) to Impl
2.2 remove Ant ⇒ page from Impl

Fig. 4. The compositional rule learning algorithm for click-stream analysis

3 Experiments

We tested our algorithms on a real data obtained from one Czech internet
shop. The log file (about 3 millions of records — the traffic of 24 days)
contained the usual information: time, IP address, page request and referee.
In addition to this, the log data contained also a generated session ID so
the identification of users was relatively easy — we treated as sequence of
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pages with the same ID as a visit of one user . An example of records in
the log file is shown in Fig. 6. The log file allowed us to identify two types
of information about the visited page: page type and page content. By page
type we understand information related to a general structure of the internet
shop (detail of a product, shopping chart, product comparison etc), by page
content we understand the product (or its category) offered on the page.
These two points of view enable us to perform two different types of analyses:
analysis of product preferences and analysis of shopping behavior.

Fig. 5. Screenshot of the system

unix time; IP address; session ID; page request; referee
1074589200;193.179.144.2;1993441e8a0a4d7a4407ed9554b64ed1;/dp/?id=124;www.google.cz;
1074589201;194.213.35.234;3995b2c0599f1782e2b40582823b1c94;/dp/?id=182;
1074589202;194.138.39.56;2fd3213f2edaf82b27562d28a2a747aa;/;http://www.seznam.cz;
1074589233;193.179.144.2;1993441e8a0a4d7a4407ed9554b64ed1;/dp/?id=148;/dp/?id=124;
1074589245;193.179.144.2;1993441e8a0a4d7a4407ed9554b64ed1;/sb/;/dp/?id=148;
1074589248;194.138.39.56;2fd3213f2edaf82b27562d28a2a747aa;/contacts/; /;
1074589290;193.179.144.2;1993441e8a0a4d7a4407ed9554b64ed1;/sb/;/sb/;

Fig. 6. Part of the web log
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In the first step of data preprocessing we identified particular users by the
session ID and we created a file containing sequences of visited pages for each
user. So for the log file shown in Fig. 6, we created the page-type sequence
(session)

start, dp, dp, sb, sb, end

and the page-content sequence (session)

start, 124, 148, end

for the user 1993441e8a0a4d7a4407ed9554b64ed1. In this example, dp de-
notes ”detail of product”, sb denotes ”shopping basket”, 124 denotes ”loud-
speaker ” and 148 denotes ”DVD player”. Note, that we added two pages to
each sequence found in the data, the start page and the end page.

In the second step we excluded sessions of length 1. This is a general rec-
ommendation as sessions of length 1 are usually created by web bots crawling
the web space and collecting pages. Moreover, as we are interested in predic-
tion next page in a click-stream, we need sequences of length 2 and more. This
reduces the number of sessions (sequences) to 200 000; the average number
of visits by one user (the average length of session) was 16; the median was
8 and modus 2.

In the third step of data preprocessing, we created 2 basic files that entered
to the analyses. In the first one, there were saved sequences of page type
regardless of the product offered on this page. In the second one, there were
saved sequences of page content (sequences of products) regardless of the page
type (pages without products were excluded from these sequences). During
this step, the products were divided to 30 categories.

The modeling consisted in searching for rules using the algorithm de-
scribed in section 2. The algorithm for searching was running repeatedly
with various input parameters.

The first set of experiments was performed for the sequences of page types.
Among the obtained results we can find the rule

dp, sb -> sb (Ant: 5174; AntSuc: 4801; P: 93%)

that covers the session of the user 1993441e8a0a4d7a4407ed9554b64ed1 (see
above). Another interesting rules were e.g.

ct -> end (Ant: 5502; AntSuc: 1759; P: 0.32)
faq -> help (Ant: 594; AntSuc: 127; P: 0.21).

In the listing above, ct stands for ”contact”, Ant stands for ||Ant|| and
AntSuc stands for ||Ant//Suc||.

The second set of experiments was performed for the sequences of prod-
ucts (page contents). For the request of the data provider, we generated all
rules of length 2 for the sequences of products. From these rules transitions
between products were seen very well. Examples of such rules are:
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loud-speakers -> video + DVD (Ant: 14840, AntSuc: 3785, P:
0.26)

data cables -> telephones (Ant: 2560, AntSuc: 565, P: 0.22)

PC peripheries -> telephones (Ant: 8671, AntSuc: 1823, P: 0.21)

The models obtained in both sets of experiments can directly be used to
predict the behavior of an user. So e.g. for a sequence of pages dp, sb the
system will predict sb as the next page, and for the sequence loud-speakers
the system will predict video + DVD.

We have run our algorithm repeatedly for both page sequences (first set
of experiments) and product sequences (second set of experiments). but only
about 20% for product sequences. The parameters that mostly contribute to
improvement of the accuracy were the significance level and the frequency.
On the contrary, the max. length of a sequence (lmax) that mostly affects the
number of found rules doesn’t improve the accuracy.

When looking at the differences between the set covering and composi-
tional algorithms, we can observe different trade off between comprehensibil-
ity and accuracy: the set covering algorithm offers higher accuracy but lower
comprehensibility (larger number of rules) than the compositional algorithm
(see Tab. 1). The default accuracy refers to the accuracy of the ”zero rule”
model, that always predicts the most frequent page. In all experiments we
exceeded this ”base line”.

Table 1. Empirical comparison of algorithms

dataset default set covering compositional
accuracy no. rules accuracy no.rules accuracy

page sequences 0.40 771 0.63 35 0.55
product sequences 0.14 4132 0.2 206 0.17

4 Conclusions

We present two new algorithms to learn decision rules for web usage mining,
set-covering and compositional one. Although we developed our algorithms
within a project of click-stream analysis, it can be used more generally, to
predict occurrence of an event in a sequence of any types of events (e.g.
transactions on banking accounts, or network intrusion). Our experiments
with a real data of an internet shop showed usefulness of the proposed ap-
proach. In our future work, we plan to perform a thorough comparison of
both approaches.
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Abstract. The goal of the paper is to compare the performance of instance reduc-

tion algorithms (IRA) with other approaches. The paper briefly describes a family

of instance reduction algorithms proposed by the authors. To evaluate their per-

formance the computational experiment is carried out. The experiment involves

comparing a performance of IRA with several other approaches using alternative

machine learning classification tools.

1 Introduction

As it has been observed in [15], in the supervised learning, a machine-learning

algorithm is shown a training set, which is a collection of training examples

called instances. Each instance has an input vector and an output value.

After learning from the training set, the learning algorithm is presented with

additional input vectors, and the algorithm must generalize, that is to decide

what the output value should be. It is well known that in order to avoid

excessive storage and time complexity, and possibly, to improve generalization

accuracy by avoiding noise and overfitting, it is often beneficial to reduce

original training set by removing some instances before learning phase or to

modify the instances using a new representation.

In the instance reduction approach a subset S of instances to keep from the

original training set T can be obtained using incremental, decremental and

batch search [7], [15]. The incremental search begins with an empty subset S
and adds an instance to S if it fulfills some criteria. Incremental algorithms

include CNN [8], IB2 and IB3 [1]. The decremental search begins with S = T ,

and then searches for instances to remove from S. The decremental strategy

is used by SNN [13], ENN [15] and DROP1-DROP5 [15]. Finally, in a batch

search mode, all instances are evaluated using some removal criteria. Then

all those meeting these criteria are removed in a single step. This strategy is

represented by All k-NN [14].

This paper presents a family of four instance reduction algorithms denoted

respectively IRA1-IRA4. The strategy used by the family belongs to the batch

search mode class and is based on calculating for each instance in the original

training set the value of the so called similarity coefficient.
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The paper describes a family of the proposed instance reduction algo-

rithms. To evaluate their performance the computational experiment is car-

ried out. The experiment involves comparing a performance of IRA with sev-

eral other approaches using alternative machine learning classification tools.

The tools in question are the k nearest neighbor model, the decision-tree

classifier and two classifiers based on the artificial neural network.

The paper is organized as follows. Section 2 contains a description of IRA.

Section 3 gives details of the computational experiment design and discusses

its results. Section 4 includes conclusions and suggestions for future research.

2 Instance Reduction Algorithms

Instance Reduction Algorithms (IRA1-IRA4) aim at removing a number of

instances from the original training set T and thus producing reduced training

set S. Let N denote the number of instances in T and n — the number of

attributes. Total length of each instance (i.e. training example) is equal to

n + 1, where element numbered n + 1 contains the output value. Let also

X = xij (i = 1, . . . , N , j = 1, . . . , n + 1) denote a matrix of n + 1 columns

and N rows containing values of all instances from T .

The general idea of IRA involves the following steps: calculating for each

instance from the original training set the value of its similarity coefficient,

grouping instances into clusters consisting of instances with identical values

of this coefficient, selecting the representation of instances for each cluster

and removing remaining instances, thus producing the reduced training set.

For selecting instances four different methods are used.

2.1 IRA 1

IRA 1, proposed in the earlier paper of the authors [4], involves the following

steps:

Stage 1. Transform X normalizing value of each xij into interval [0, 1]
and then rounding it to the nearest integer, that is 0 or 1.

Stage 2. Calculate for each instance from the original training set the

value of its similarity coefficient Ii:

Ii =
n+1∑
j=1

xijsj , i = 1, . . . , N, (1)

where:

sj =
N∑

i=1

xij , j = 1, . . . , n + 1. (2)

Stage 3. Map input vectors (i.e. rows from X) into t clusters denoted as

Yv, v = 1, . . . , t. Each cluster contains input vectors with identical value of

the similarity coefficient Ii, where t is a number of different values of Ii.
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Stage 4. Set value of the representation level K, which denotes the max-

imum number of input vectors to be retained in each of t clusters defined in

Stage 3. Value of K is set arbitrarily by the user.

Stage 5. Select input vectors to be retained in each cluster. Let yv denote

a number of input vectors in cluster v. Then the following rules for selecting

input vectors are applied:

– If yv ≤ K then S = S ∪ Yv.

– If yv > K then the order of input vector in Yv is randomized and the clus-

ter partitioned into subsets denoted as Dvj , j = 1, . . . , q. Generalization

accuracy of each subset denoted as Avj is calculated using the so called

leave-(q-1)-out test with X ′ = X − Yv + Dvj as a training set. Subset of

input vectors from cluster v maximizing value of Avj is kept to store in

the reduced training set.

2.2 IRA 2

IRA 2, proposed in the earlier paper of the authors [5], differs slightly from

IRA1. Mapping of instances into clusters in IRA2 is based on rounding the

value of each xij (granularity level is chosen by the user). Similarity coefficient

is than rounded recursively until the required representation level is reached.

2.3 IRA 3

IRA3 is based on implementing the population-learning algorithm (PLA) for

selecting instances. Steps 1-4 in IRA 3 are identical as in IRA1 but Step 5 is

different:

Step 5. Select instances to be retained in each cluster:

– If yv ≤ K and K > 1 then S = S ∪ Yv.

– If yv > K and K = 1 then S = S ∪ xv, where xv is a selected ref-

erence instance from the cluster Yv, where the distance d(xv , µv) =√∑n
i=1 (xv

i − µv
i )2 is minimal and µv = 1

yv

∑yv

j=1 xv is the mean vector

of the cluster Yv.

– If yv > K and K > 1 then S = S ∪
{
xv

j

}
, where xv

j (j = 1, . . . , K)
are reference instances from the cluster Yv selected by applying the PLA

algorithm.

The selection process (in case when yv > K) is based on a distance

criterion. When yv > K and K > 1 IRA3 uses PLA algorithm, introduced

in [9]. The PLA algorithm implemented for selection of reference instances

maps instances xv from Yv into K subset Dvj , where the sum of the squared

Euclidean distances between each instances xv and the mean vector µj of the

subset Dvj is minimal. This selection method can be associated with one of

the clustering technique known as k-means algorithm [10].
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2.4 IRA 4

IRA 4 is identical to IRA 3 except that for selection of reference instances

the PLA with real numbers representation is used, where a solution is a

sequence of real numbers representing the K reference instances. The length

of an individual is elements K ·n, where the first n positions represent the n
dimensions of the first reference vector, the next n positions represent those

of the second reference vector, and so on. In this case fitness of an individual

is calculated based on Manhattan distance function.

3 Computational Experiment Results

To validate the proposed IRA it has been decided to use generalization ac-

curacy as a criterion. The obtained results were compared with results of

several well-known instance reduction strategies (i.e. CNN, IB2, IB3, SNN,

ENN, DROP1-DROP5, All k-NN). The performance of instance algorithms

is experimentally evaluated using four classification tools — the k nearest

neighbor model, the decision-tree classifier (C4.5) [12], the parallel-PLAANNs

algorithm and cascade-PLAANN algorithm. The third algorithm is based on

an artificial neural network which is trained using an implementation of the

population learning algorithm. Possibility of applying population learning

algorithms to train ANN has been investigated in earlier paper of the au-

thors [3]. The last algorithm is based on the idea of the Cascade Correlation

(CasCor) algorithm proposed by Fahlman [6]. The cascade-PLAANN uses

for both — network adjustments and candidate neurons training an imple-

mentation of the population learning algorithm [2].

The experiment involved three datasets from UCI Machine Learning Repos-

itory [11], which are Wisconsin breast cancer (699 instances, 9 attributes, 2

classes), Cleveland heart disease (303, 13, 2) and credit approval (690, 15, 2).

In the computational experiment "10 cross-validation" approach was used.

Each dataset was divided into 10 partitions and each reduction technique

was given a training set T consisting of 9 of the partitions, from which it

reduced a subset S. Each machine learning algorithm was trained using only

the instances in S. Ten such trials were run for each dataset and for each

reduction algorithm, using a different one partitions as the test set for each

trial. This methodology was proposed in [15].

Figures 1-4 present experiment results obtained for each of the investi-

gated classifiers, respectively. The results are averaged over all benchmark

instances. In case of IRA family algorithms the reduced instance sets have

been generated with the representation levels set, respectively, to 1, 2, 3, 4

and 10.

On Figure 1-4 the horizontal axis (S/T ) shows the percentage of compres-

sion of the training set, where 100% represents the whole training set. The

vertical axis (∆Φ) corresponds to accuracy changes depending on instance

selection algorithm. The level ∆Φ = 0% is defined by the accuracy obtained
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Fig. 1. Results for kNN classifier (∆Φ = 0% corresponds to accuracy 87.42%)

Fig. 2. Results for C4.5 classifier (∆Φ = 0% corresponds to accuracy 86.02%)
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Fig. 3. Results for parallel-PLAANNs classifier (∆Φ = 0% corresponds to accuracy

89.33%)

Fig. 4. Results for cascade-PLAANN classifier (∆Φ = 0% corresponds to accuracy

88.4%)
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by the respective classification algorithm trained on the original, that is not

reduced, training set.

It can be observed that IRA family performs well with respect to classifi-

cation accuracy but certainly is no leader as far as compression of the training

dataset is concerned. If a problem of choosing the right instance reduction

approach was considered as the bicriteria optimization problem (classification

accuracy versus a compression ratio) then IRA solutions can be considered

as Pareto-optimal and belonging to a non-dominated set of methods.

The best results were obtained using IRA3 and IRA4 with the represen-

tation level set to 10. Representation level is a basic parameter of the IRA

family directly influencing the compression rate. Hence, setting its value the

user can find a required combination of accuracy and data compression rate.

4 Conclusions

The paper shows that the family of the instance reduction algorithms pro-

posed by the authors can be a viable option when choosing an instance reduc-

tion algorithm at the data pre-processing stage. Computation experiment re-

sults confirm that the proposed algorithms can help reducing training set size

and still preserving basic features of the analysed data. The reduced training

set guarantees high generalization accuracy, sometimes only slightly worse

and often even better then the accuracy achieved using the whole training

set. Moreover, the IRA family are often competitive to other instance reduc-

tion algorithms. It can be also concluded that the classifier choice does not

have a significant impact on performance of instance reduction algorithms.

The future direction of research will focus on establishing decision rules for

finding an appropriate representation level suitable for each cluster allowing

different representation levels for different clusters.
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Abstract. Similarity of semantic content of web pages is displayed using interac-
tive graphs presenting fragments of minimum spanning trees. Homepages of peo-
ple are analyzed, parsed into XML documents and visualized using TouchGraph
LinkBrowser, displaying clusters of people that share common interest. The struc-
ture of these graphs is strongly affected by selection of information used to calcu-
late similarity. Influence of simple selection and Latent Semantic Analysis (LSA)
on structures of such graphs is analyzed. Homepages and lists of publications are
converted to a word frequency vector, filtered, weighted and similarity matrix be-
tween normalized vectors is used to create separate minimum sub-trees showing
clustering of people’s interest. Results show that in this application simple selec-
tion of important keywords is as good as LSA but with much lower algorithmic
complexity.

1 Introduction

Maps presenting connections, associations, clustering or similarity are a pop-
ular way to present information. Google knowledge management directory
contains links to dozens projects on “mind maps”, graphs that map associ-
ations between concepts and facilitate thought processes [4]. Mind maps are
inspired by the associative nature of human memory and thinking. Projects
in this area are focused on graphical representations and manual entry of
data. Graphs presenting connectivity of web pages are the simplest to cre-
ate. A commercial interface called “The Brain” [3] displays graphs similar to
mind-maps helping to organize the web links, local files and user notes.

Automatic construction of mind maps containing semantic relations be-
tween text documents such as Web pages is more difficult. Various document
clusterization and visualization methods may be used to display relations and
similarity of text documents. For example, hierarchical SOM maps displaying
document clusterization, called WebSOM [6], have been used in a number of
applications. Presenting similarities between text objects (web pages or doc-
uments) on a graph is a useful technique allowing for a quick overview of a
large amount of information.
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In large organizations, such as universities or big companies, it is quite
difficult to learn who works on similar projects. Analyzing people’s homepages
and their lists of publications is a good way to find groups and individuals
who share common interest. Our work has been motivated by a practical need
to bring people with similar interest in contact by showing them a map that
links them to other people. We have performed a number of experiments
collecting data from people’s webpages and investigating the influence of
keyword selection and dimensionality reduction via latent semantic analysis
on the accuracy of clusterization and the structure of resulting graphs. In the
next section algorithms used to derive similarity between people’s interests
are presented, and in the third section difficulties encountered in this type of
application and results of computational experiments are described.

2 Algorithms

Conversion of HTML web pages to pure text requires removing all HTML
tags, Javascript programs and comments. HTML::Parser [1] written in Perl is
used for extracting text that is displayed by web browsers. After converting
n documents the text is broken into terms and all terms from a stop-word
list are removed. Then Porter’s algorithm [12] is used for stemming, counting
occurrence of every stemmed term in each document. Results are collected
in a matrix F containing n vector columns, each containing frequency of m
stemmed words in a given document. Finally term weighting is applied to
create the final term-document matrix.

Let fij be the number of occurrences of a term j in a document i. Nor-
malized term frequency tfij is obtained by dividing each column of the F
matrix by the maximum element in that column:

tfij =
fij

maxi(fij)
(1)

Inverse document frequency idfj is a measure of uniqueness of term j. Let
n be the number of all documents and dj a number of documents in which
term j occurs, then:

idfj = log2

(
n

dj

)
+ 1 (2)

The weight wij of a term i in a document j is defined by:

wij = tfij · idfj =
fij

maxi(fij)

(
log2

(
n

dj

)
+ 1

)
(3)

Relations between documents may be derived and visualized calculating
similarity between columns of the W = (wij)m×n matrix. This weight matrix
is usually quite large, with many terms, therefore calculation of similarity
between documents is influenced by many small contributions from accidental
terms. Two dimensionality reduction techniques have been used to avoid it,
simple term selection and latent semantic analysis.
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2.1 Simple selection of terms

In the m-dimensional space of keywords a hypercube H = [0, 1]m may be
defined. Documents correspond to vectors Wj = (wij)m×1 pointing towards
some vertices. The direction of this vector should be defined by the largest
components of W. Mapping of Wj ∈ Rm vectors to Hj ∈ H vectors that
point to the vertex of that hypercube, e.g. Hj = (1, 0, 1, 0, ...), should preserve
all important keywords. The average weight value for document j is given by
the expectation Wj over non-zero weights:

θj = E (Wj|wij > 0) (4)

Using the step function Θ with average as the bias:

hij = Θ(wij − θj), (5)

a binary Hj = (hij)m×1 matrix is produced; rows that contain only zeros are
removed, reducing its dimensionality to m′. This matrix is used instead of
the W matrix to calculate similarity between documents:

sh
ij = cos(−→Hj ,

−→
Hk) =

∑m′

i=1 hijhik√∑m′
i=1 h2

ij

√∑m′
i=1 h2

ik

(6)

The set of all cosines defines a symmetrical similarity matrix between docu-
ments Sh = (sh

ij)n×n, where every element sh
ij reflects the degree of semantic

similarity between documents i and j in the reduced space. Thresholds θj

may also be treated as adaptive parameters and optimized using some cost
function, but for our purpose simple selection is sufficient.

2.2 Latent Semantic Analysis

Classical LSA algorithm [8] is often used to improve document similarity
estimations. Singular value decomposition (SVD) is a robust way of dimen-
sionality reduction. In this algorithm matrix W is presented as:

W = UΛVT (7)

where U is a matrix with eigenvectors of a WWT matrix, representing the
original row entries as vectors of derived orthogonal factor values, V is a
matrix with eigenvectors of the transposed WT W matrix, representing the
original column entries in the same way, and Λ is a matrix with diagonal
elements equal to eigenvalues of the WT W matrix, acting as a scaling co-
efficients. Reduction of dimensionality is done by zeroing small eigenvalues,
creating reduced Λ matrix:

W = UΛVT (8)



34 W�lodzis�law Duch and Pawe�l Matykiewicz

W is the best reconstruction of the original matrix that may be obtained
from the information in the reduced r-dimensional space, where r, called
the rank of the matrix W, is the number of non-zero elements in the Λ
matrix. Removing eigenvectors corresponding to small eigenvalues leads to
reconstruction that is largely noise-free, capturing important regularities of
the word distribution. The W matrix is used to calculate similarity between
documents corresponding to Wj columns. Similarity matrix S with elements
sij = Wi ·Wj/‖Wi‖‖Wj‖ captures semantical relationships between docu-
ments in the collection.

2.3 Minimum Sub-Trees Clusterization

A graph algorithm is used to visualize document clusters. First the similar-
ity matrices are replaced by dissimilarities dij = 1 − sij for both Sh and
S matrices. Because Dh and D matrices are symmetrical they may repre-
sent weights (arcs) in a fully connected graph. A modified Kruskal minimum
spanning tree (MST) algorithm [7] is used for finding a collection of mini-
mum sub-trees that represent document clusters. Such collection of trees is
a decomposition of a minimum spanning tree. Connecting these minimum
sub-trees to their nearest sub-trees via the shortest arc a minimum spanning
tree is obtained.

The original Kruskal algorithm in application to our problem creates a
single MST tree containing all documents, independent of the number of
documents. Kruskal algorithm first sorts arcs, then marks the shortest arcs
blue, avoiding cycles by marking other arcs as red. Blue arcs form the MST.
The algorithm considers arcs in ascending order of their weights – if both
endpoints of an arc are in the same blue subtree, then the arc becomes red,
else it is blue.

In order to have a number of blue sub-trees depend on relations between
documents a modification of the original Kruskal’s algorithm is proposed.
Marking of the blue arcs that have endpoints in different blue trees are
preserved, obtaining separate blue trees. A minimum sub-tree clusterization
algorithm considers arcs in the ascending order of their weights – if both
endpoints of an arc are in a blue tree, color it red, else color it blue. This
modification does not allow to form not only cycles but also to merge dif-
ferent minimum trees. The number of such trees p depends on the weight
matrix and the number of documents.

Every minimum sub-tree can be considered as a C̃i cluster for a subset of
documents. Such a cluster holds documents that have similar semantic rep-
resentation and the number of documents cannot be lower then 2. Further
the set of all clusters C̃ = C̃1 ∪ C̃2 ∪ . . . ∪ C̃p containing all documents will
be used for evaluation of the accuracy of visual representation obtained from
algorithms used. It should be mentioned that minimum sub-tree clusteriza-
tion algorithm has the same low computational cost that Kruskal algorithm
that is O(n log n) for sorting and O(n log n) for processing the edges.
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The accuracy of this algorithm in tests presented below was higher than
the accuracy of threshold-based MST decomposition.

3 Testing accuracy on Reuter’s data

To estimate the accuracy of clusterization provided by the sub-trees experi-
ments with Reuters-21578 [9] datasets were conducted. The original format of
these documents is SGML, therefore conversion and some preprocessing was
performed. The title and the text body for documents containing more then
600 bytes and a single, unique label were used. These labels tj were employed
to group documents into topics Tj , that is sets containing documents with
the same label. The minimum sub-tree cluster C̃i is assigned to a topic that
the majority of documents in this cluster belong to. For every cluster C̃i ∈ C̃
with |C̃i| elements, n(C̃i) documents belong to the topic that the cluster is
assigned to. The number of clusters is typically larger than the number of
topics, therefore the same topic may be assigned to several clusters. Accuracy
is measured by summing n(C̃i) over all clusters and dividing by the number
of documents, A =

∑
i n(C̃i)/n.

Two tests are reported here. First 600 documents that passed through the
pre-processing were used to create W matrix. The number of documents in
41 topics ranged from 176 to 1, so perfect clusterization is not possible (our
clusters have at least 2 elements). Moreover, SVD revealed rank(W) = 595.
The accuracy was evaluated without dimensionality reduction, with selection
and with LSA with the number of eigenvectors equal to 0.8 and 0.6 times
the rank of the original matrix (Table 1). The number of clusters for each
case was similar, and the accuracy did not differ much, with simple selection
achieving slightly better results at much lower computational cost comparing
to LSA.

Table 1. Results of parsing first 600 documents, 41 topics.

Method � topics � clusters accuracy

No dim red. 41 129 0.782
LSA dim red. 0.8 (476) 41 124 0.762
LSA dim red. 0.6 (357) 41 127 0.752
Simple Selection 41 130 0.785

An easier test, with the first 600 documents selected from 10 topics: acq,
coffee, crude, earn, GNP, interest, money-fx, ship, sugar, trade, and 60 doc-
uments in each topic, is summarized in Table 2. Accuracy is slightly higher,
with small differences in the number of clusters and simple selection again
giving somewhat improved results.

LSA has slightly reduced the number of clusters in both experiments. Al-
though more sophisticated clusterization methods may improve these results
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Fig. 1. TouchGraph LinkBrowser screenshot of 124 homepages from the EEE
School of the Nanyang Technological University, Singapore, without dimensionality
reductions.

for our purpose the simple selection approach, fully automated, without any
adaptive parameters, seems to be sufficiently accurate.

Table 2. Results of parsing first 600 documents with selected topics.

Method � topics � clusters accuracy

No dim red. 10 142 0.847
LSA dim red. 0.8 (467) 10 129 0.847
LSA dim red. 0.6 (350) 10 137 0.828
Simple Selection 10 145 0.855

4 Real application

Our main motivation was to discover groups of experts sharing common in-
terest in large institutions, such as universities. 124 web pages of the School
of Electrical and Electronic Engineering (EEE) of the Nanyang Technologi-
cal University, Singapore, were used to create the weight matrix W. Before
applying algorithms described above additional preprocessing was necessary.
Only the pages that were at least 600 bytes long and contained a regular ex-
pression with the name of a division, school or an institutewere used. These
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Fig. 2. Same webpages after selection (left) and LSA (right) with reduction factor
0.8.

names were used as topic labels for the Web pages. 5 topics were found, mi-
croelectronics, information, circuit, power, control, with the number of pages
ranging from 14 to 41. The terms were cleaned using a stop-word list con-
sisting of standard words (and, the, for . . .) extended by words that occurred
only once or were present on all pages.

Figures 1 and 2 show screenshots of the TouchGraph LinkBrowser [2] ap-
plet with graphical representation of the similarity information (stored in the
XML format). Every cluster (minimum sub-tree) was colored for better visu-
alization. Moreover, only first one or two shortest edges inside every cluster
are presented. Figure 1 shows similarity between homepages with dimension-
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ality reduction. Clustering of experts into different research groups is clearly
visible. Clicking on an individual label centers the graph on a given person
showing links to people with highly overlapping interest [10]. Graphs show
names and divisions of people, and clicking on them leads to their web pages.

There is no guarantee that someone working in the division of microelec-
tronics does not belong to a cluster dominated by control people, therefore
accuracy in Table 3 is only approximate. Figures 1, 2 suggest that simple
selection is a good approach for that kind of clusterization.

Table 3. Accuracy of clustering personal home shown in Fig. 1

Method � topics � clusters accuracy

no dim red. 5 28 0.831
LSA dim red. 0.8 (98) 5 19 0.815
LSA dim red. 0.6 (74) 5 22 0.766
Simple Selection 5 30 0.887

5 Discussion and conclusions

This paper has been driven by a practical application, visualization of shared
interest based on similarity analysis of homepages and publication records. A
modified minimum spanning sub-trees were used to present relations among
different interest groups. It has been found that in this case simple selection of
important keywords improves accuracy of clustering and thus the structure
of semantic connectivity graphs more than latent semantic analysis LSA.
There are many knowledge-based clustering methods [11] that could also be
used but problems encountered in practical applications cannot be solved by
modification of clustering methods.

Homepages frequently contain meaningless titles, and may contain a lot
of irrelevant information. Bibliographies are very useful source of important
keywords but on some pages they are generated on demand and their retrieval
requires sophisticated agents gathering information. They also contain many
names, acronyms and abbreviations that may not be easy to map uniquely to
full journal titles. Publishing in the same journals is rather weak indication
of similarity of interest. To determine how relevant a given word found in a
web page is a priori inverse document frequencies may be calculated using
some large corpus. Most words in the list of a top few thousands highest
frequency words are not useful to determine similarity of expert’s interest.
Instead of a stop-list, a go-list could be compiled in some applications, in-
cluding only specialized keywords that are found in medical subject headings,
science abstracts, or hierarchical classification schemes used by libraries iden-
tify different fields of science. Using a specialized corpus of texts that belong
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to a general category would be helpful in determination of a priori weights.
Selection of relevant information for clustering is a real challenge.

Statistical approach to similarity should benefit from knowledge-based
analysis based on an attempt to understand some information contained in
personal pages. Such knowledge based clustering should include synonyms,
noun phrases, and similarity between concepts. This may be realized by us-
ing concept vectors Vi instead of terms i, and modifying frequencies fij =∑

k S(Vi,Vk) by summing over all concepts k in the document j, where
S(Vi,Vk) will be 1 for concepts that are identical or synonymous, and 0
for concepts that are significantly different. Some users may be interested
in finding a very specific interest group, not just a group that shares their
general interest. For example, the fact that people are members of the same
organization, have obtained their degrees from the same university, have links
to the same Web pages, may all be of interest to the user. This will require
addition of inference mechanisms.

Minimum spanning trees may not be the best way to display similarity
information and we have also experimented with multidimensional scaling
algorithms [5]. Depending on the actual objective functions global or local
structure may be preserved in a better way in MDS maps. While MST graphs
may show several unrelated clusters MDS may reveal that some members of
a cluster are in fact similar to those of other clusters.

Software for creation of graphs displaying homepages of people sharing
common interest may have numerous applications. Obviously it should be
coupled with a web crawler that visits sites within some domain, checks if they
have characteristics of homepages, follows links to separate pages containing
bibliographies and retrieves them. Graphs may be created from different per-
spectives, displaying homepages of people that share particular interest. For
example, asking for all people interested in “neural networks for control” a
virtual group of experts that work on this topic in some region or large in-
stitution may be created. Trying to derive the same information from search
engines proved to be quite difficult. We have identified the main problems
and made the first steps towards practical application but the algorithms
presented here may still be improved in many ways.
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Abstract. Knowledge of properties that are applicable to a given object is a nec-
essary prerequisite to formulate intelligent question. Concept description vectors
provide simplest representation of this knowledge, storing for each object informa-
tion about the values of its properties. Experiments with automatic creation of
concept description vectors from various sources, including ontologies, dictionaries,
encyclopedias and unstructured text sources, are described. Information collected
in this way is used to formulate questions that have high discriminating power in
the twenty questions game.

1 Introduction

Since the famous “Eliza” program of Weizenbaum [1] chatterbot programs
attempt to discover keywords and sustain dialog by asking pre-prepared ques-
tions without understanding the subject of conversation. This is quite evident
from the Loebner prize chatterbot competition [2] and the lack of progress
in text understanding and natural language dialogue systems. Programs that
are based on semantic networks work well only in narrow domains [3].

One of the basic problems that remain unsolved is the poverty of represen-
tation of symbols. Thinking about an object – an elephant, a car, or a rose,
for example – we can imagine and immediately describe general and specific
properties of that object, discuss these properties and create new instances of
such objects, by inventing unusual properties, for example a “pink elephant”.
Artificial natural language processing (NLP) systems have to make a lot of
inferences to determine that a car has cylinders, while for humans interested
in sports cars question “how many cylinders does it have” is quite natural.
Ontologies are quite helpful to organize knowledge in hierarchical way, but it
is very difficult to use ontologies to generate object description in terms of all
properties it has and find which properties are not applicable to an object.
Semantic networks may create a faithful representation of an episode, captur-
ing relations in a story, but people ask questions that are outside the scope
of the story because they can imagine objects and actors in more details that
semantic network model is able to provide. Reasoning with rich prior knowl-
edge may be shallow and associative, while reasoning with symbols found
in ontologies and semantic networks has to be deep, and therefore difficult
to perform. Tradeoffs between richness of concept representation, efficiency
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of use, and the depth of reasoning needed to understand questions deserve
careful exploration.

Meaning of the words is reflected in their use and in the similarity of
the concepts words refer to. Thinking about an object creates a set of ac-
tivations of various brain modules, facilitating associations and building of
semantic relations [4]. Seeing a large cat we do not need to reason that all
large cats are carnivorous, hunt and may be dangerous, we immediately know
it. The simplest approach to add more prior knowledge to NLP systems is
to replace linguistic symbols by Concept Description Vectors (CDV). These
vectors should contain information about all properties that make sense for
a given concept and may be associated with it. They should contain prior
knowledge that humans use to understand text, not only context knowledge
that may be derived from text analysis. Although vector representation can-
not do justice to all language symbols, not even to nouns, it is instructive to
see how far one can go in this direction.

For the purpose of this article discussion will be restricted to CDVs for
common and proper nouns only. A dictionary of concepts, and CDVs associ-
ated with them, may form a basis for intelligent selection of questions that
maximizes the information gained after each answer. In this paper we state
the problem, present attempts to solve it, and show some potential applica-
tions of this approach. In the next section the Concept Description Vector
idea is discussed, followed by a section describing algorithms used to derive
CDVs in an automatic way from text corpora. An application of these ideas
to the 20 question game is discussed in section four.

2 Concept Description Vectors

Context vectors are a popular way to disambiguate word senses and capture
information contained in local relations between word pairs. They contain
statistical information about word co-occurrences derived from text corpora.
Concept Description Vectors provide more systematic representation of prior
knowledge. Previous attempts to build lexical knowledgebases from dictio-
naries were focused on structures of semantic relations [5,6] and analysis of
noun sequences [7]. Our goal is much simpler: finding in the list of all dic-
tionary entries those that may characterize a given concept. To achieve this
goal sophisticated frame-based representations are not necessary.

How detailed should the CDV representation be? Complex objects cannot
be represented in all possible details, for example CDV for some animal should
not include details about all known proteins that may be found in cells of this
animal. Some ontological hierarchy must be introduced. Properties that are
essential to define the meaning of words appear in dictionaries and encyclo-
pedias and should obviously be included. Unfortunately these definitions do
not contain exhaustive descriptions; reading that a horse is a “solid-hoofed
herbivorous quadruped domesticated since prehistoric times” (Wordnet def-
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inition [8]) does not tell us much about the horse. It is doubtful that anyone
who has not seen the horse will form a reasonable idea what a horse really is,
and how does it differ from a cow that may be described in identical terms.
Wordnet [8] definition of a cow, a “mature female of mammals of which the
male is called bull” is even less informative.

Explanation of a new concept involves description, or a set of words re-
lated to this concept. Such a description will be called a gloss. Keywords in the
gloss should explain the essence of the concept, facilitating discrimination of
this particular concept from all others. Dictionaries provide short definitions
saturated with keywords, while encyclopedias use richer, self-explanatory de-
scriptions. Every concept has its unique set of keywords that distinguishes it
from all other concepts. Perfect synonyms should have the same set of key-
words because they represent the same concept. Concepts and keywords used
for their description are collected in two sets, called C and K, respectively.
Many words will appear in both sets, allowing for recursive expansion of de-
scriptions. Concept Description Vectors c(k) may contain numbers reflecting
strength of relation between a concept and particular keyword – it can be a
binary number (applicable/irrelevant), a tertiary number (yes/no/irrelevant),
a small set of nominal values, a real number, an interval, or a fuzzy number.
CDVs are collected in S(c, k) matrix containing |C| rows and |K| columns.

Binary S(c, k) values may be ambiguous but from computational point of
view they are the easiest to handle. Real-valued matrix elements increase the
expressive power of vector representation at the expense of storage and com-
putational power needed to process such matrices. The property “color” is in-
applicable to the concept of “electron”, therefore the element S(electron,color)
=0. Horses have color, therefore S(horse,color) = 1, but in the binary repre-
sentation more information, such as S(horse,color-blue) = 0 is needed, mean-
ing that there are no blue horses. Thus negative answer to the question “can
it have a blue color?” in the 20 question game will immediately eliminate
horses from the list of potential animals. Binary-valued CDVs are simple but
require more specific keywords than CDVs with fuzzy or nominal subset val-
ues. If some property, like “color”, is irrelevant for electron, than also more
specific properties like “color-blue” should be irrelevant.

The number of concepts and keywords may easily reach 105, making cre-
ation of CDV matrix quite a challenge. The matrix S(c, k) is obviously quite
sparse, with most entries equal to “irrelevant”. In the binary representation
each concept is defined by a subset of hypercube vertices that is relatively
close to the “undefined” concept (vector with zeros). In the ternary repre-
sentation if the value “irrelevant” is coded as 0 then almost all concepts will
lie on the centers of hypercube walls relatively close to the 0 vertex.
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3 Semi-automatic creation of CDVs

Initially all keywords for CDVs have indefinite value S(c, k) = 0. Dictionaries
are the first source of reliable information, but information contained even
in the best linguistic resources, such as the Wordnet electronic dictionary
[8], manually created over a period of many years, is very poor. Nevertheless
we have tried to use several on-line dictionaries, performing the following
procedure for each entry found there:

1. create a unique list of all words used in the concept’s description (gloss),
ignoring duplicates and order of words;

2. convert every word to its base form, eliminate duplicates;
3. filter out all words other than nouns, verbs, adjectives and adverbs;
4. eliminate common words using stop-list (words like “be, have, thing”);
5. use remaining words as indices to build CDV vectors.

Processing multiple dictionaries gives several options while creating the
CDV vectors:

1. using only keywords that appeared in every dictionary;
2. using keywords from all dictionaries and merging results by a bit-wise

sum;
3. using keywords from all dictionaries and creating final vectors as weighted

sum of all individual vectors.

An identical procedure was used to create semantic vectors from encyclo-
pedias. Glosses in encyclopedias usually contain full sentences, often complex
ones. When analyzed, such sentences often contain “subconcepts” with their
individual mini-glosses. There are also parts of a gloss which do not describe
the concept directly, giving for example historical background. This makes
encyclopedia-based vectors less adequate for direct creation of concept de-
scriptions. On the other hand, using larger blocks of text reduces the risk of
missing important keywords.

WordNet (ver. 2.0) and a number of other electronic dictionaries were an-
alyzed: The American Heritage Dictionary of the English Language (4th Ed,
2000), and the Dictionary of Idioms (1997), Easton’s 1897 Bible Dictionary,
Merriam-Webster Medical Dictionary (2002), Webster’s Revised Unabridg-
ed Dictionary (1998) and the New Millennium Dictionary of English (2003).
Electronic edition of Encyclopedia Britannica (2004) was also used in some
queries to expand word definitions.

CDVs were initially generated from WordNet and restricted to words used
for description of animals to speed up computational experiments. Attempts
to improve CDVs using context derived from larger corpora, such as a collec-
tion of books, were not successful, leading to a large number of meaningless
correlations. Vectors may contain a small number of keywords that were as-
signed to identical set of concepts (eg. “hoofed” and “hoofed mammal”).
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Such duplicate vectors corresponding to perfect synonyms were removed im-
mediately after the whole set was created, reducing the size of CDV matrix.
Obvious features that apply to all concepts, and void features that are not
applicable to any concepts, should be removed. Vectors created from dictio-
naries and free text blocks never contain void features and seldom contain
obvious features, however this step should not be ignored. Another simple
filter was applied to remove all keywords that were shorter than 3 characters,
or appeared only in the WordNet dictionary; appearance in at least one more
dictionary was a required condition confirming importance of the keyword.

Selected information about the amount of data generated for the “animal”
domain by this procedure is presented below.

• Initial size of the CDV matrix was 7591 concepts and 15301 keywords
• Initial filtration reduced the size to 3995 concepts and 7108 keywords,

leaving CDV matrix with about 28 million elements.
• Keywords gathered from WordNet glosses fill 0.11% of S matrix.
• These keywords propagated down the ontology tree fill 0.72% of S.
• Ontology nodes for words propagated down the tree fill 0.25% of S.
• Meronym relations (“has part” and “is made from”) fill 0.34% of S.

Altogether these algorithms assign values to slightly more than 1% of the
S matrix elements. So far learning CDVs from information contained in books
and other large blocks of text proved to be difficult. Some improvements that
will be explored include: 1) recognition of the parts of speech and filtering only
nouns, verbs, adjectives and adverbs (as done for dictionaries); 2) analyzing
noun phrases to discover concepts rather than using single words; 3) filtering
weak associations; 4) bootstrapping from simple to complex concepts.

Glosses generated from dictionaries or blocks of free text are a “descrip-
tive” source of semantic information. Another important source useful to
create CDVs is derived from ontologies that contain hierarchical relations
between pairs of words. Finding that one concept is a member of more gen-
eral category, for example finding that a dog is a mammal, a set of concepts
defined by the concept of mammal may be inherited from this higher-level
concept. In the ontology tree each node (except for root) has only one parent,
so ontology itself is not a good source of information. Assigning just a parent
node as a single feature would not be sufficient. Parent nodes of every concept
are propagated down the ontology tree (note that concepts become features
or keywords in this way - e.g. “mammal” is a concept, but “being a mammal”
is a feature of all its direct and indirect ontology children). Furthermore, we
can propagate also features gathered from concept glosses (e.g. “vertebrate”,
“skin”, “milk” which are features of “mammal” itself, will also be assigned
to “canine” and “dog”).

Wordnet project [8] provides one of the most extensive ontologies. Besides
defining an ontology it includes also several other types of relations. Two
types of relations have been used here: the hierarchical relation called in
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Wordnet “hypernym vs. hyponym”, and the meronym relation, “has a part”
vs. “is made from”. These two relations have been used to build separate
sets of semantic vectors. Below two sample sets of features obtained for the
concept “buffalo” are presented. Four groups of keywords are listed, obtained
from several sources. In Wordnet “buffalo” is defined as: “large shaggy-haired
brown bison of North American plains”.

1. dictionary glosses
wrong: north
correct: brown, large, shaggy, bison, plain, american

2. gloss keywords propagated down the ontology tree
wrong: each, similar, enclose, even, less, number, north, various, young,

small, column, relate, compartment, man, subclass, hollow, divide,
voluntary, characterize, functional, three, short, four, bear, except,
several, marsupial, monotreme

correct: warm, toe, brown, segment, skeleton, blood, alive, skin, skull,
stomach, spinal, shaggy, foot, brain, cranium, bison, nourish, chor-
data, cartilaginous, notochord, milk, mammal, hair, hump, large, pla-
centa, head, phylum, movement, organism, hoof, bovid, cover, rumi-
nant, cud, chew, bony, live, horn

3. ontology headers
correct: eutherian, bison, bison bison, craniate, ruminant, chordate, bovid,

ungulate, brute, mammal, artiodactyl
4. meronyms

correct: coat, belly, vertebrate foot, pedal extremity, pectus, dactyl,
psalterium, caudal appendage, fourth stomach, first stomach, aboma-
sum, cannon, digit, caput, animal tissue, thorax, face, shank, hock,
hoof, tail, chest, head, hair, pilus, pelage, third stomach, second stom-
ach, rumen, reticulum, omasum, costa, rib

A lot of useful information has been collected here, although some of it
is contradictory and confusing (ex. “large” and “small”). Adjectives should
be kept with nouns, ex. “(bison,large)”, or “(bison,color-brown)”, and the
same goes for numbers. For some applications rarely used words known only
to experts in some fields (“artiodactyl” or “monotreme”) may be omitted.
Most of the wrongly recognized keywords begin to make sense when properly
grouped in phrases (e.g. north + american + plains).

4 20 question game

The original motivation for creation of CDVs came from the need to find
optimal questions in the popular 20 questions game. In this game one person
thinks about a word and another person has to guess this word asking no
more than 20 questions. Answers should be just yes or no, although in some
variants of the game a selection from a small subset of answers is allowed.
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The first question that is being asked is usually: “Is this an animal, plant,
mineral, or other?”

This game is interesting for several reasons. Answering queries by search
engines requires the ability to ask questions that resolve ambiguities. In the
20 question game nothing is initially known, but after obtaining answers to
several questions the definition of the subject becomes more precise, eg. “it
is an animal, it is big, it is carnivorous”, and an imprecise query may be
formed. The search system facing imprecise query may either return a lot of
irrelevant material or ask additional questions. The ability to ask relevant
questions is basic to any dialog. The best question should reduce ambiguity
and lead to the maximum information gain, dividing the space of relevant
concepts into two subspaces containing approximately the same number of
concepts. Turing test is still beyond the reach of computer dialog systems,
but a program that would ask interesting questions and guess what one has
in mind at the human level of competence should be called “intelligent”. It
is not clear how such competence would result from computing power alone,
as in the case of chess or other board games. Thus the 20 question game
may be presented as a challenge to the artificial intelligence community, an
intermediate step on the way to the full Turing test.

The present approach to the 20 question games [9] is based on predefined
questions, with some elements of learning to determine how important the
question is. A matrix of objects times questions is defined, initially with some
values entered manually, and zero values representing unknown importance of
questions for a given object. The program is placed in the Internet and learns
from each new play what is the answers to a specific question, increasing the
weight for (object, question) element if the player gave the expected answer,
or decreasing it if the answer was different than expected. This approach is
inflexible, relying on predefined questions, similar to the chatterbot guessing
answers that fits to a template, without explicit semantic representation of
concepts.

The algorithm based on concept description vectors selects the best pos-
sible question in the following way. Initially nothing is known, and for each
keyword the information gain has to be calculated: assuming k discrete
values and P (kw = vi) being the fraction of concepts for which the key-
word kw has value vi, the information in this probability distribution is
I(kw) = −

∑k
i=1 P (kw = vi) log P (kw = vi). The vector of currently received

answers A defines a subset of concepts O(A) that are the most probable an-
swers, with a uniform prior probability distribution P (A) = 1/|O(A)|. This
distribution may be changed if additional information is accumulated from
many games about the a priori probability of selecting various concepts. All
vectors in O(A) subset have zero distance in the subspace spanned by A key-
words. To take into account the possibility of errors in the answers a larger
subset O(A+k) of concepts at a distance k from the O(A) concepts may also
be taken into account, with smaller probability P (A) = 1/|O(A+k)|. Select-
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ing next keyword that maximizes I(kw) a question that has a simple form is
asked: “Is it related to ...”, or “Can it be associated with ...”. Questions could
be formed in much more human-like way, but for our purpose this awkward
form carries sufficient information.

In our computer experiments all concepts stored in the CDV matrix were
parts of a single ontology restricted to animal kingdom to simplify the ex-
periments. The first few steps based on binary splits give information gain
close to 1, indicating that the two subsets have similar number of elements.
Unfortunately CDV vectors created automatically are very sparse, with only
5-20 definite values (on average 8 throughout the whole set) out of several
thousand keywords. As a result in the later stages of the game, in the re-
duced O(A) subspaces, each answer to a question may eliminate only a few
concepts. This requires either using other methods of limiting the number of
concepts or improving information in the CDVs.

Three algorithms for the 20-question game have been implemented. The
first one is based on the algorithm described above and is the simplest of
the three. If there are keywords that have definite values for at least half of
the concepts (are applicable to these concepts) in O(A) subset choose the
keyword that has the largest information index. Sample game is presented
below. Answer and I(kw) are given in parenthesis for each keyword used in
the question; the concept “buffalo” was discovered after 12 questions.

• wing (0.635)[NO], coat (0.680)[YES]
• carnivore (0.623)[NO], hoof (0.674)[YES]
• ruminant (0.692)[YES]
• withers (0.566)[NO], bovine (0.629)[NO], antelope (0.679)[NO], goat

(0.538)[NO], bovid (0.555)[YES]
• wild sheep (0.628)[NO], buffalo (0.681)[OK]

If the S(c, k) matrix in the O(A) subspace has too few definite elements,
the second algorithm is used, based on the most common feature. Choose
the keyword that has definite value in the largest number of concepts, and
reduce the subspace of candidate concepts depending on the answer for this
keyword. Because even the most common feature is assigned to a small num-
ber of concepts only, this can be either a good or a bad choice. This methods
implicitly defines a prior in favor of common concepts. Most frequent key-
word are usually associated with the most common concepts, so if the user
has chosen a common word rather than a rare word this is a good approach.
An important fact here is that void and obvious features are not present in
the matrix S(c, k). Filtering has been done initially for the whole matrix but
it should be repeated after each reduction of the O(A) subspace during the
game. Sample game is presented below, won in 15 questions:

• throax (0.326)[YES], belly (0.441)[YES], coat (0.666)[YES], eutherian
(0.178)[YES], carnivore (0.625)[NO]

• hoof (0.676)[YES], artiodactyl (0.673)[YES], ruminant (0.375)[YES],
bovid (0.505)[YES], bovine (0.619)[NO]
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• antelope (0.665)[NO], sheep (0.603)[NO], goat (0.595)[NO], wild sheep
(0.628)[NO], buffalo (0.681)[OK]

Third algorithm is based on an associative matrix memory implemented
by a neural network without hidden layers [10]. The matrix S(c, k) is treated
here as a binary weight matrix that codes the existence of association between
keywords K(k) (inputs, row vectors) and concepts C(c) (outputs). The main
steps of the algorithm are:

1. Set all elements of C to 1 (all concepts are equally probable).
2. Calculate K = C · S (keywords strength in concepts).
3. Find maximal value element Key=maxk K(k).
4. Ask the question about the keyword Key.
5. Set K(Key) = 1 or −1, depending on the yes or no answer.
6. Calculate C = S · K
7. Repeat steps 2 − 5 until maximal element of Co indicates the answer.

The key in this algorithm is step 2. Here it is just a result of the vector
times matrix product, but it can be replaced with other ways of choosing next
keyword for query. K vector stores history of the answers and its values can
be modified had the user made a mistake. Unfortunately we have no space
here to analyze performance of all these algorithms here, they are presented
only as an illustration of the usefulness of CDV representation.

5 Conclusions and plans

In this paper an important challenge has been stated: creating concept de-
scription vectors from analysis of information in dictionaries, text corpora
and ontologies. Without such information NLP systems will never have suf-
ficient prior knowledge to reach high level of linguistic competence. Several
approaches were used to create CDVs using Wordnet dictionaries, ontologies
and other information sources. Inferring even the simplest description, with
CDV feature values that indicate which keywords may be applied to a given
concept, proved to be difficult.

The 20 question game has been presented here as a next important step
on the road to pass the Turing test and as a great test to increase precision
of questions. Three algorithms based on CDVs have been presented for se-
lection of the most informative questions. The quality of these algorithms in
real games depends critically on the quality of CDVs. In collaboration with
the Department of Technology in Education, Nicholaus Copernicus Univer-
sity (Torun, Poland), experiments are being conducted to determine human
competence in the 20 question game and benchmark our algorithms against
people in real games.

Several new ideas to improve the 20 question game algorithms are worth
exploring. Similarity between CDV vectors may be used to define semantic
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space areas of high concept density. Centers of such areas could represent
the whole sets of concepts in the first steps of the algorithm and used as
a single object with set of features common to all individual objects in the
area, reducing the number of concepts/keywords to be processed. This may
be achieved using either clusterization techniques or dimensionality reduction
techniques based on latent semantic analysis. Performing principal compo-
nent analysis for large matrices (ca. 3000 concepts and 10000 features) is
computationally intensive. However, using the fact that the CDV matrices
are very sparse (with only about 1% of non-zero values) an algorithm that
performs all necessary calculations within minutes on an average PC may be
formulated.

Further experiments along these lines are in progress. So far all large NLP
projects, such as creation of Wordnet databases, relied heavily on human
labor. Although our results on automatic creation of CDVs may be useful
for some applications a lot of human corrections may be needed to create
knowledge-rich lexical databases that are essential for the progress in many
NLP subfields.

References

1. J. Weizenbaum, Computer Power and Human Reason: From Judgment to Cal-
culation. W. H. Freeman & Co. New York, NY, USA 1976.

2. See transcripts at: http://www.loebner.net/Prizef/loebner-prize.html
3. H. Brandt-Pook, G.A. Fink, B. Hildebrandt, F. Kummert, and G. Sagerer. A

Robust Dialogue System for Making an Appointment. In: Int. Conf. on Spoken
Language Processing, Vol. 2, pp. 693-696, Philadelphia, PA, USA, 1996.

4. G. Hickok, D. Poeppel, Dorsal and ventral streams: A new framework for under-
standing aspects of the functional anatomy of language. Cognition, 92: 67-99,
2004.

5. W.B. Dolan, L. Vanderwende and S. Richardson, Automatically Deriving Struc-
tured Knowledge Base from On-line Dictionaries. PACLING 93, Pacific Assoc.
for Computational Linguistics, pp. 5-14, 1993.

6. S. Richardson, Determining Similarity and Inferring Relations in a Lexical
Knowledge Base. Ph.D. thesis, 187 p, The City University of New York, 1997.

7. L. Vanderwende, The Analysis of Noun Sequences using Semantic Information
Extracted from On-Line Dictionaries. Ph.D. thesis, 312 p, Georgetown Univer-
sity, 1995.

8. C. Fellbaum (Ed), WordNet. An Electronic Lexical Database. MIT Press, 1998.
9. See www.20q.net

10. T. Kohonen, Self-Organizing Maps. Springer-Verlag, Heidelberg Berlin, 1995.



Automatic Scripts Retrieval and Its
Possibilities for Social Sciences

Support Applications

Yali Ge, Rafa�l Rzepka, Kenji Araki

Graduate School of Information Science and Technology,
Hokkaido University,
Kita-ku Kita 14-jo Nishi 9-chome, 060–0814 Sapporo, Japan

Abstract. This paper introduces our method for automatic Schankian-like scripts
retrieval from the Internet resources and its preliminary results which might be
interesting for Social Sciences researchers. We describe the first module of our sys-
tem, which is supposed to automatically retrieve commonsensical knowledge from
the Web resources by using web-mining techniques. It retrieves minimal “object
— action — action” scripts which show humans’ common activities changing due
the origin of a webpage author. Such data can be used in fields of economics, psy-
cholinguistics, sociolinguistics, psychology, sociology or in language education. By
this paper we would like to make NLP researchers notice the potential of com-
monsense retrieval and encourage them to consider creating such tools for their
languages.
Keywords: commonsense, web-mining, social sciences support.

1 Introduction

1.1 Need for Commonsense Retrieval

Nowadays, amount of information increases quickly with rapid growth of the
Internet. As an enormous database, it is convenient if the information which
humans need is acquired from the huge source of World Wide Web. Related
information can be retrieved in a matter of seconds but it is mostly knowledge
which we, humans, need. Obvious knowledge called “commonsense” does not
become an object of search queries as we do not need it. However the com-
puters are told to lack this knowledge which we gather our whole lives and
it is a reason that people do not treat machines as intelligent partners, es-
pecially during conversations. There are several researches of gathering com-
monsense as CyC [1] or OpenMind Commonsense [2]. CyC contains over
a million hand-crafted assertions [3] and OpenMind commonsense enabled
construction of a 700,000 assertion commonsense knowledge base, gathered
through a web community of collaborators. But they concentrate on manual
or half-automatic processing and are done only for English language. As we
assume that there is too much of such knowledge to be inputted, we try to
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make this process automatic by using Web-mining techniques1. As we claim
that Japanese language to have the best predispositions for such processing
thanks to its particles, we concentrate on Japanese WWW resources. However

Table 1. Main Japanese particles and their functions

Particle Role

WA Topic-Indicating

GA Linking-Indicating

NO Possessive-Indicating

WO Object-Indicating

NI Direction-Indicating

DE Place or Means of Action-Indicating

HE Destination-Indicating

TO Connective

MO Addition-Indicating

YORI Comparison-Indicating

NODE Reason-Indicating

V-KARA Reason Indicating

N-KARA Lower Limit-Indicating

MADE Upper Limit-Indicating

DEMO Emphasis-Indicating

such research does not have to be restricted to Japanese, based on the same
principles, an application could work with other languages – for example by
using prepositions in English or regular expressions for non-gender counting
in Polish. Before we started our commonsense retrieval project, we wanted to
observe how is Japanese usable for our purposes and how the commonsense
differs depending on a language. In this paper, we introduce our definition of
a script, our algorithm, the basic system architecture, the experiment and the
results. Then we compare Japanese results with Chinese, Polish and English.
This paper introduces our preliminary system with small sets of data but
we decided it is enough to introduce the results to the NLP colleagues from
different language areas.

1.2 Definition of a Script

For retrieving scripts from WWW we had to simplify the original script [4]
definition. Here, the scripts are the memory structures which summarize a
typical phenomenon sequence into one frame, and it is defined as what ex-
pressed the standardized action which human is performing every day in the
form of the chain of a phenomenon in alignment with the passage of time. For
1 by which we mean here text-mining techniques using data sets being retrieved

from WWW instantly.
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example, the “restaurant script” can usually express that the customer “en-
ters into restaurant”, “sits down on a chair”, “places an order”, “eats some
food”, “pays money” and “leaves”. As it is the very beginning of our research,
we treat any verb chain as a script if it has at least one noun (object) with
a particle joining a noun and a verb. Therefore the smallest unit as “watch
the TV then go to bed” we also treat as a script and first we experimented
with such simple units calling them “minimal scripts”.

2 Our System

2.1 Algorithm

In the beginning of our research, we decided to work with nouns as keywords
for collecting the scripts. We retrieved them from sentences and extracted the
related sequences for creating dictionaries as verb dictionary, noun dictionary
and n-gram dictionaries using 1,907,086 sentences WWW corpus retrieved
by Larbin robot. The noun and verb dictionaries consist of 79,460 verbs and
134,189 nouns retrieved with help of morphological analyze tool for Japanese
— ChaSen [5]. For creating scripts automatically, our system must search for
the relationships between verbs and nouns and also between particular verbs.
In this step, we used the verbs and nouns which had the highest occurrence, as
they are often used in our everyday lives, for example television, movie, food.
As mentioned above, we used Japanese language, which has useful grammar
features like rentaikei where the verb suffix te usually joins verbs in a time
sequence e.g. gohan wo tabe-te neru (to sleep after having a dinner). We
can distinguish and change verb suffixes of Japanese to retrieve other, for
example casual, strings for the commonsense, however here we concentrated
on rentaikei for collecting actions following one after another. This process
is the first step for the more complex categorization–using scripts creation
proposed by Rzepka at al. [6]:

(dinner, chicken soup, apple...)–wo 2-eat–te→
then

(cafeteria, restaurant, garden...)–wo–leave–te→...
Objects and actions (nouns and verbs joined by a particle) can easily create
categories for objects. For example, “to eat” creates a food category, and “to
leave” creates a place category. We also can use the pair of verbs to make a
category smaller or combine to make a new script – “sit” and “fly” gather
other objects than “sit” and “eat”.

2.2 Architecture

Basically, our system’s architecture for creating scripts can be summarized
into the following processing steps:
2 wo: object-indicating particle, see Table. 1.
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a) The user inputs a noun as a keyword;
b) The system uses the web corpus for frequency check to retrieve 3 most

frequent verbs following the keyword noun;
c) The most frequent particle between noun keyword and 3 most frequent

verbs is discovered;
d) For creating bi-gram the system retrieves a list of most frequent verbs

occurring after the previously chosen verb;
e) By using Google resources [7], the system checks if the noun-particle unit

occurs with new verb-verb unit;
f) If yes — the minimal script is remembered in frequency order, as follow-

ing:

Ms = N + Pmax + Vmax1 + Vmax2

N : Noun keyword;
Pmax: the most frequent particle joining noun and verb;
Vmax1: most frequent verb occurring after the N ;
Vmax2: most frequent verb occurring after Vmax1;

2.3 Experiment and Results

The steps a)-c) showed that text processing on our Web corpus takes too
much time (average 52 seconds for a query) and for longer sequences (steps d
and e) even bigger version of Web corpus (9,802,434 sentences) did not have
enough data, therefore we decided to use Google API. Because of problems
with Unicode we gave up Linux and made next steps on Windows system
(Pentium 4, CPU 3GHz, 512 MB RAM) using Perl for the text processing
and Java for connecting to Google servers. For example, retrieving an action
following “watching TV” took 3 seconds (165 hits) but selecting the first pair
of noun and verb still must be done with our corpus due to the Google lim-
itations (1,000 searches per day) and takes up to one hour in very common
keywords like book. We considered three most frequent “following actions”
as commonsensical and inputted only common nouns (subway, book, work,
newspaper, baseball, bath, flu, swimming, water, bread, movie, television, mu-
sic, home, car, word and meal). We managed to confirm the naturalness of
all retrieved trigrams based on them, though it was not always possible to
collect the whole set of three verbs due to the Google limits and encoding
errors, as in a “baseball” case in the examples below:
— fill with water and (boil, use, mix)
— get on the subway and (go back home, move, go)
— eating meal and (go back home, sleep, lose weight)
— play baseball (make living)
— take a bath and (encoding error, sleep, go out)
— hear a music and (feel happy, cry, to be touched)
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— read a book and (spend time, learn, think)
— go back home and (sleep, see, have a meal)
— drive a car and (go back home, move, run away)
Here is a specific example of a case where “TV” was the keyword:
— terebi wo mite neru — {watching TV → sleeping}: 165 times
— terebi wo mite warau — {watching TV → laughing}: 90 times
— terebi wo mite omou — {watching TV → thinking}: 74 times
Because the three above-mentioned actions were most frequent, we assumed
that they are the minimal scripts. During using the Google API, we discov-
ered that the data set for Google API apparently differs from the data set
used by Google search engine but we confirmed that the percentage of occur-
rences is similar. The difference rate of Google API and Google search engine
is shown in Fig.1.

Fig. 1. Example: comparison for the data set of Google API and Google search
engine.

3 Comparison with Other Languages

As mentioned in the introduction, we were interested how much the different
language results differ from the Japanese ones. For example, in Japanese, we
discovered that 3 most frequent actions which follow watching a movie are:
— watching movie → crying: 226 times
— watching movie → thinking: 135 times
— watching movie → being touched: 112 times
Then we used the Google searching engine for manual frequency checks for
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English, Polish and Baidu searching engine for Chinese and we noticed that
in most cases the proportions differ from Japanese results. The percentage
of the example is shown in Fig.2. We confirmed that the 4 fullest sets of

Fig. 2. Example: actions following ”watching a movie” in Japanese, English, Polish
and Chinese

trigrams had different proportions. Examined examples are shown in Tab. 1.

4 Possible Applications

Commonsensical knowledge data is very difficult to be collected manually
as people in most cases do not realize things that happen too commonly.
However, as our preliminary trials show, automatic retrieval of scripts might
be useful to the researches in education, psycho-, socio-linguistics, economics
(marketing), psychology and sociology. To suggest a few ideas:

• Language Education:
— scripts can be used in automatic example sentences retrieval for foreign
language students (they may differ depending on the context – if the
categorization is successful);
— when implemented into the talking agent, the script engine can correct
the grammar of the learner and suggest the most common (natural) way
of creating utterances;

• Economics and Marketing:
— companies can retrieve differences of habits of their possible clients
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Table 2. Proportions of actions in different languages

act1 verb2 JPN ENG POL CHN

fill boil 305 22 3 11900
with use 179 354 2 2
water mix 102 40 5 3710

take go home 120 14 7 311
the move 30 9 10 181

subway went to 27 170 60 883

have go back home 288 6 0 769
a sleep 204 13 0 269

meal lose weight 36 3780 48 1060

watch cry 226 1430 13 190
a think 135 1580 14 71

movie be touched 112 467 81 162

drive go back home 283 1590 517 7140
a move 180 125 17 67

car run away 64 276 35 117

hear feel happy 150 424 1 318
a cry 119 752 99 659

music to be touched 82 1060 39 842

read spend time 539 290 35 132
a study 392 588 41 34600

book think 240 2840 92 2590

depending on a culture;
— scripts made out of Internet resources are alive — the hit numbers
can change together with customer’s habits;

• Sociology, Anthropology:
— especially useful for comparative studies about developed countries
and societies changing due to the Internet’s growth.

5 Conclusions

We have created minimal scripts automatically by using Web resources and
Web-mining techniques. We described our experiment with Japanese and we
confirmed that Japanese language has comparatively useful structure for the
commonsense retrieval from the enormous data sets and partially confirmed
that the results would differ if we make the automatic script retrieval for
other languages. This time we only compared Japanese top 3 scripts with the
same scripts in 3 other languages but as we checked manually these top 3
results may vary depending on the language. We also shared our ideas how
the results could be utilized by social sciences if the algorithms for other
languages were developed.
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6 Future Work

Currently we concentrate on creating noun categories made by verbs and
combine simple scripts into the bigger, more complicated and more elastic
strings which would be useful for creating plans and discovering goals. Our
next step is to automatically retrieve causative relationships also for resolv-
ing problems which appear when a script is broken and something unusual
happens. We suppose that also these results will differ depending on a culture
and we plan to prove it.

References

1. D. Lenat et al., Common Sense Knowledge Database CYC, 1995,
http://www.opencyc.org/, http://www.cyc.com/

2. P. Singh., The public acquisition of commonsense knowledge, Proceed-
ings of AAAI Spring Symposium on Acquiring (and Using) Linguistic (and
World) Knowledge for Information Access. Palo Alto, CA: AAAI, 2002.

3. H.Liu.,P.Singh., MAKEBELIEVE: Using Commonsense Knowledge to
Generate Stories, Edmonton, Alberta, Canada AAAI Press, 2002, pp.957-
958.

4. Schank R.C. and Abelson R.P. Scripts, Plans, Goals and Understand-
ing: an Inquiry into Human Knowledge Structures (Chap. 1-3), L.
Erlbaum, Hillsdale, NJ, 1977.

5. M.Asahara.,Y.Matsumoto., Extended Models and Tools for High-
performance Part-of-Speech Tagger, COLING 2000,July,2000, pp.21-27.

6. Rzepka, R., Itoh, T., Araki, K. Rethinking Plans and Scripts Realization
in the Age of Web-mining, IPSJ SIG Technical Report 2004-NL-162, pp
11-18, Sapporo, 2004.

7. http://www.google.com/apis/
8. Rzepka.R, Itoh.T., Araki.K., Toward Fully Automatic Categorization

for Commonsense Processing, PPS 2004, Auckland, New Zealand, August
2004, 40-46.

9. P.Singh et al., Open Mind Common Sense:Knowledge Acquisition from
the General Public, Lecture Notes in Computer Science: Vol. 2519. On the
Move to Meaningful Internet Systems 2002: DOA/CoopIS/ODBASE 2002 pp.
1223-1237.

10. Shank R.C., Dynamic Memory-A Theory of Reminding and Learning
in computers and people, Cambridge University Press, Cambridge, 1982.

11. Rzepka,R.,Araki,K.,Tochinai,K., Bacterium Lingualis-The Web-Based
Commonsensical Knowledge Discovery Method.

12. Araki,K.,Tochinai,K., Effectiveness of Natural Language Processing
Method Using Inductive Learning., IASTED International conference Ar-
tificial Intelligence and Soft Computing, ACTA Press, (2001) Cancun.

13. Mueller,Erik t., Understanding script-based stories using commonsense
reasoning, Cognitive Systems Research, 5(4), pp.307-340.

14. P.Singh., The public acquisition of commonsense knowledge, Proceed-
ings of AAAI Spring Symposium on Acquiring (and Using)Linguistic (and
World) Knowledge for information Access. Palo Alto, CA:AAAI, 2002.



The Analysis of the Unlabeled Samples of the
Iron Age Glass Data
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Abstract. The late iron age glass database consists of a significant proportion of
the samples, classification of which is unknown. The data-mining methods such as
the rule induction, the clusterization and the visualization are used in this paper to
classify these samples to the one of the three main chronological periods (La Tene
C1, La Tene C2, La Tene D1) of the glass artifacts. The results of the experiments
performed with the C4.5 and the Ridor algorithms followed by the analysis con-
ducted by domain experts indicate, that the unlabeled samples constitute a mixture
of all classes in which LT C2 and LT D1 are in majority.

1 Introduction.

The late iron age glass database has been obtained during the realization
of the interdisciplinary project “Celtic Glass Characterization”, under the
supervision of Prof. G. Trnka (Institute of Prehistory, University of Vienna)
and Prof. P. Wobrauschek (Atomic Institute of the Austrian Universities
in Vienna). A concentration of the following 26 chemical compounds have
been measured using the Energy Dispersive X-ray Fluorescence Spectroscopy
[1,2]: Na2O, MgO, Al2O3, SiO2, SO3, K2O, CaO, T iO2, Cr2O3, MnO,
Fe2O3, CoO, NiO, CuO, ZnO, SeO3, Br2O7, Rb2O, SrO, ZrO2, MoO3,
CdO, SnO2, Sb2O3, BaO, and PbO. Three main chronological periods to be
classified are of interest to archaeologists:

1. LT C1 - La Tene C1 period, 260 - 170 B.C.
2. LT C2 - La Tene C2 period, 170 - 110 B.C.
3. LT D1 - La Tene D1 period, 110 - 50 B.C.
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The original database consists of the description of 555 glass samples.
The glass composition has been measured usually in several places: on the
original surface of the artifact and on the broken parts. Therefore, in the
original database, several instances correspond to a single glass object and
thus this data presents an interesting challenge, confusing some classification
methods that rely on the similarity of samples. A thin corrosion layer always
covers the surface of the archaeological glass and the broken parts are usually
cleaner or at least less corroded. In [3] it has been shown, that it is possible to
date the glass artifacts using a spectroscopic analysis. The most interesting
result of the numerical experiments that had been performed there is the
confirmation, that the place of the measurement (the original surface or the
broken part of the glass) has no influence on the results of the analysis, and
what follows, classification of the membership of the sample to the one of the
chronological classes. This conclusion had been reached because a separate
calculation performed on the surface and on the broken side of the glass
artifact data leads to a similar classification accuracies attained by most
classification systems used.

In the earlier experiments, which had been conducted by us on this
dataset, the samples which had corresponded to the glass artifacts of the
uncertain chronology or archaeologically had not belong to the rest of the
data, were excluded from the original data. Assigning them to the one of the
chronological periods is of a great importance for archaeologists.

The paper consists of 4 sections. First, the summary of the earlier work
on the archaeological glass is done (this section). In the second section, the
data is shortly described. The next section, titled ‘Numerical Experiments’,
consists of two parts. In the first, the clustering analysis of the data with the
k–means [4] model is performed. This permits to confront whether the class
labels assigned during the preparation of the data more or less correspond to
concepts learned by the k-means model. In the second part, the experiments
with the J48.PART method, which is a version of the C4.5 rule induction
system based on a C4.5 decision tree and the Ridor system available in the
WEKA system [4], are presented. The last section concludes the paper.

2 The Data Description

In order to prepare a dataset for our computational studies, we have excluded
from the original dataset a relatively small number of samples containing
measurements of additional decorations on the glass. Those decorations are
usually made of a different kind of glass than the main body of the glass
artifact.

Since the chemical analysis has been made for the most glass samples in
the several areas of the glass, several entries in the database may correspond
to a single glass object. Usually two measurements are made on the surface
and one on each of the two broken sides. Both the side and the surface
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measurements have been included to prepare the dataset, as in [3] it has
been shown that the experiments on the separated side and surface data lead
to similar prediction accuracies.

The samples for which classification is unknown form two groups. To the
first one belong 220 cases, which correspond to the glass artifacts of the
uncertain chronology. The second group consists of only 18 samples, which
do not fit the three La Tene chronological periods. This last group has not
been included in our data.

The summary of the class membership for this data is given below:

1. LT C1 - La Tene C1 period, 260 - 170 B.C., 84 samples (16.7%)
2. LT C2 - La Tene C2 period, 170 - 110 B.C., 95 samples (18.9%)
3. LT D1 - La Tene D1 period, 110 - 50 B.C., 104 samples (20.7%)
4. X - the class of unknown chronology, 220 samples (43.7%)

The total number of cases in a dataset for our study is 503. The random
choice value of the arbitrary class for this data equals 25% and the base rate
value equals 43.7%.

3 Numerical Experiments

In this section the numerical experiments are performed to help decide to
which class the unlabeled samples should be assigned. The first subsection
is devoted to the clustering analysis. In the second part, the rule discovery
analysis is performed.

3.1 A Clustering Analysis

In this section the clustering analysis has been performed to make sure that
the class labels provided by domain experts are not significantly different
from the classes learned by the k-means [4] algorithm. The calculation has
been performed setting the number of clusters to four and the class X has
been treated as a separate class. Visual inspection of this clustered data
indicates, that the cluster 0 (in which the class 2 - LT C2 is in majority)
the cluster 1 (the class 3 - LT D1) and the cluster 3 (the class X), form a
one big cluster with all the member clusters significantly overlapping. The
cluster two (LT C1) is well separated from the rest of the data. From the
point of view of the overall number of samples wrongly clustered, the best
is to create the three classes: LT C1, X, and LT C2 and the class (LT D1)
should be more or less equally distributed among the classes LT C2 and X.
Removing of the class X from the Fig. 1 allows us to see a beautiful coherent
cluster of LT D1 which is covered by the samples from the class X. Hence,
one can arrive at a conclusion that the most of the samples from the class X
belong to the period LT D1 or LT C2. It is worth mentioning, that according
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to some archaeologists, the periods LT D1 and LT C2 should not be treated
separately but as the one chronological period LT C2/D1. Due to the lack of
space the confirmation of this hypothesis with the computational intelligence
methods will be left for further papers. Visual inspection of the clustered
data, however gives preference for the membership of the class X neither to
the LT C2 or LT D1 chronological period.
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Fig. 1. The four clusters of the glass data obtained by running the k-means model.
On the X axis the concentration of ZrO2 and on the Y axis, Sb2O3 is marked.
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Fig. 2. Original data (the three classes labeled by domain experts and the class
X).On the X axis the concentration of ZrO2 and on the Y axis, Sb2O3 is marked.
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On the Figure 2 the original data has been plotted. Comparing the Figure
1 and the Figure 2 one may arrive at a conclusion that the classes obtained
by assigning labels by domain experts more or less correspond to learned
concepts and that no significant misclassifications have been made during
the data preparation process.

3.2 A Rule Discovery Analysis

Three rule induction experiments have been performed. First, the unlabeled
cases have been treated as a separate class. Next, the calculations have been
repeated 2 times, each time by treating the X class as LT C2 and LT D1.
When performing the rule discovery experiments, the stress was put on the
generation of the smallest rule sets (preferably one rule per class) with the
highest prediction ability.

Below the smallest set of the four best rules obtained from the J48.PART
system is given for the data, for which the unlabeled samples have been
treated as the separate class. In the brackets the information about the num-
ber of covered cases followed by the number of errors each rule makes is
provided.

1. IF ZrO2 ≤ 199.38 & Sb2O3 ≤ 6241.7 & CuO ≥ 1704.94 THEN X (234.0/92.0)
2. IF ZrO2 ≥ 199.38 THEN LT C1 (96.0/32.0)
3. IF Sb2O3 ≤ 3552.45 THEN LT D1 (67.0/11.0)
4. Default: LT C2 (56.0/21.0)

In the all experiments, the listed rules have been obtained for the entire
data. The best model has been selected by performing cross–validation test
and observing the internal cross–validation on the training partitions. When
treating X as the separate class, the training accuracy equals 66.6%, the
cross–validation training accuracy – 66% and the cross–validation accuracy,
providing information about generalization of the system, equals 64.6%.

A confusion matrix is a good source of valuable information about the
data. 172 samples labeled as X have been classified correctly. This indicates,
that the class X constitutes a coherent cluster, however without conducting
further experiments in which X is treated as LT D1 and LT C2, one can not
tell if this class could be treated as a new category of the glass artifacts.

Below, the rules for the data in which the unlabeled samples are treated as
the LT C2 class are provided. The training accuracy is equal to 74.77%, the
cross–validation training accuracy attains 72.84% and the cross–validation
accuracy is equal to 72.76%.

1. IF ZrO2 ≤ 229.92 AND MnO ≤ 14452.22 THEN LT C2 (302.0/63.0)
2. IF MnO ≤ 554.38 THEN LT C1 (87.0/24.0)
3. Default: LT D1 (64.0/24.0)

Finally, the rules for the data in which X is treated as LT D1 class are given.

1. IF Al2O3 ≥ 17552.35 AND Sb2O3 ≤ 9517.73 THEN LT D1 (338.0/73.0)
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2. IF ZrO2 ≥ 199.38 THEN LT C1 (72.0/16.0)
3. Default: LT C2 (43.0/11.0)

The results are slightly better. The training accuracy is equal to 74.82%, the
cross–validation training accuracy equals 75.28% and the cross–validation
accuracy attains 75.28%.

The listed above rules are very valuable as they provide information for
the archaeologists about the attributes they should take under consideration
in order to perform analysis.

3.3 The Prediction of the Unlabeled Cases

In this section an attempt to predict the classification of X taking the three
LT classes as training data is made. This lets us to avoid some noise which
is introduced by treating the entire X class as one of the LT classes in the
experiments conducted so far. J48.PART and Ridor [4] models have been
used in this study. In the calculation the stress was put on attaining the best
possible generalization in cross-validation on the training set consisting of the
three LT classes. The best J48.PART model produced 10 rules and attains
the training accuracy of 99.3% and 85.5% in stratified 10-fold cross validation
test on the training data. The J48.PART rules are:

1. IF ZrO2 ≥ 199.38 AND CoO ≤ 1603.74 THEN LT C1 (66.0)
2. IF Fe2O3 ≥ 15738.8 THEN LT C1 (8.0/1.0)
3. IF SiO2 ≥ 826509.28 AND T iO2 ≤ 95.97 THEN LT C1 (7.0)
4. IF Sb2O3 ≥ 3694.23 AND SnO2 ≤ 91.58 THEN LT C2 (39.0)
5. IF CuO ≤ 2178.71 AND SeO3 ≤ 7.67 AND CaO ≥ 77771.1 THEN LT D1

(68.0)
6. IF SnO2 ≥ 15.71 AND CuO ≤ 5708.42 AND Cr2O3 ≤ 39.63 AND Rb2O ≥

34.74 AND MnO ≤ 10009.21 THEN LT C2 (26.0)
7. IF Br2O7 ≥ 34.38 AND PbO ≥ 110.69 AND Br2O7 ≤ 66.65 AND BaO ≤

400.44 THEN LT D1 (29.0)
8. IF Br2O7 ≥ 24.23 AND ZnO ≤ 173.94 AND MgO ≤ 8890.94 THEN LT C2

(30.0/1.0)
9. IF SnO2 ≥ 17.63 THEN LT D1 (6.0)

10. Default: LT C1 (4.0)

The best Ridor model attained classification accuracy of 83.4% in cross-
validation test on the training set and the training accuracy of 94.0%. The
rules obtained by Ridor are:

1. IF SrO ≥ 801.02 AND ZnO ≤ 189.33 THEN LT D1
2. IF Sb2O3 ≥ 5692.38 THEN LT C2
3. IF NiO ≥ 83.27 AND Rb2O ≥ 26.31 AND MnO ≤ 10704.56 THEN LT C2
4. IF MgO ≤ 4488.045 AND CuO ≥ 2503.555 THEN LT C2
5. IF ZrO2 ≤ 199.55 AND SO3 ≤ 5615.025 THEN LT D1
6. IF Sb2O3 ≥ 995.395 AND MnO ≤ 19480.245 THEN LT C2
7. IF CuO ≥ 2069.855 AND Rb2O ≥ 31.065 THEN LT C2
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8. IF SiO2 ≥ 785497.5 AND NiO ≥ 60.9 THEN LT C2

9. IF NiO ≥ 61.99 AND Fe2O3 ≤ 14167.76 THEN LT D1

10. IF Rb2O ≥ 23.215 AND MnO ≤ 19539.77 AND T iO2 ≤ 120.67 THEN LT C2

11. Default: LT C1

The summary of the results obtained in this section is given in Table 1.

Table 1. 10-fold Stratified Cross-Validation results of the 283 samples used as a
training set for classification of the 220 unseen cases.

System # rules Training Acc. (%) Cross-Validation Acc. (%)

J48.PART (C4.5) 10 99.3 85.5
Ridor 11 94.0 83.4

J48.PART assigned 41 unseen cases to the class LT C1 (1), 91 to the class
LT C2 (2) and 88 cases have been assigned to the class LT D1 (3). Ridor
assigned 37 unseen cases to the class LT C1 (1), 95 to the class LT C2 (2)
and 88 cases have been assigned to the class LT D1 (3).

4 Conclusions and Further Work

The hypothesis formulated by the domain experts, that the unseen cases (the
class X) is a mixture of all classes in which LT C2 and LT D1 classes are
in majority has been confirmed by the J48.PART and the Ridor rule based
methods. It seems that the best is not to treat the LT C2 and LT D1 as
separate classes but as a one class LT C2/D1.

Dating glass artifacts is a highly nontrivial task and usually involves
decades of study under a supervision of experts who are not easily avail-
able. The rules experts use to determine the chronological phase in which a
given glass artifact has been manufactured can not be expressed in a form
of concise list. Hence the great demand to acquire the knowledge of experts
with the help of computational intelligence methods. This paper is therefore
a next step towards building an expert system for the analysis of the archae-
ological glass data. It is planned to employ other computational intelligence
methods and their ensembles in the analysis of this data in the future in order
to get a higher confidence in machine learning predictions.
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Abstract. The main objective of our research was to compare two completely dif-
ferent approaches to rule induction. In the first approach, represented by the LEM2
rule induction algorithm, induced rules are discriminant, i.e., every concept is com-
pletely described and rules are consistent. In the second approach, represented by
the IRIM rule induction algorithm, a few strong and simple rules are induced. These
rules do not necessarily completely describe concepts and, in general, are inconsis-
tent. Though LEM2 frequently outperforms IRIM, the difference in performance is,
statistically, insignificant. Thus IRIM, inducing a few strong but simple rules is a
new and interesting addition to the LERS data mining system.

1 Introduction

In this paper we study two approaches to rule induction. The first approach,
traditionally used in machine learning, is based on inducing rule sets that are
complete and consistent. The rule set is complete if every concept (class) is
completely covered by rules. On the other hand, the rule set is consistent if it
consistently covers (describes) every concept. Rule sets that are complete and
consistent are called discriminant by R. Michalski [7]. Our disciminant rule
sets were induced by the LEM2 (Learning from Examples Module, version
2). LEM2 is a component of the LERS (Learning from Examples based on
Rough Sets) data mining system [2] and [3].

In the second approach we were not interested in inducing complete and
consistent rule sets. Instead, induced rules would exhibit other properties,
for example, strength, i.e., should cover a large number of training cases.
These rules may cover small number of cases from other concepts and, even
altogether, may be unable to cover all cases from the training data set. Such
rules are called strong. In our experiments we used a new component of
LERS called IRIM (Interesting Rule Induction Module) [4]. Rules induced by
IRIM reveal important regularities in the data and may offer an interesting
and surprising insight to experts in the domain area, hence the name of
the module. IRIM resembles the ALL RULES algorithm, part of the LERS
and the EXPLORE algorithm [10]. Inducing very few rules per concept, for



68 J.W. Grzymala-Busse et al.

example, inducing only one rule per concept, was introduced in [7], see also [6].
A similar idea is rule truncation [7], i.e., removing weak rules. In generating
decision trees a similar technique is called pruning [9].

The main objective of this research was to compare the performance of
LEM2 with the performance of IRIM. As a result of running a number of
experiments our conclusion is that LEM2 usually does a better job, but IRIM
is worthy of attention because it produces not only interesting rules but also
its performance is occasionally much better than the performance of LEM2.
Furthermore, the difference in performance of LEM2 and IRIM is statistically
insignificant.

2 Data Mining Tools

Both algorithms, LEM2 and IRIM are components of the same data mining
system LERS and both use the same classification system for classifying
unseen cases. The input data set for the LEM2 algorithm must be consistent,
hence for inconsistent data LERS computes lower and upper approximations
of all concepts and provides these sets to LEM2. For a detailed description
of LEM2 see, e.g., [2]. An idea of approximation is taken from rough set
theory [8]. Additionally, the input data with numerical attributes should be
discretized before being processed by the LEM2 algorithm. Discretization is
a process of converting numerical attributes into symbolic attributes, with
intervals as symbolic values.

2.1 LEM2

LEM2 explores the search space of attribute-value pairs. In general, LEM2
computes a local covering and then converts it into a rule set. We will quote
a few definitions to describe the LEM2 algorithm [2] and [3].

For an attribute-value pair (a, v) = t, a block of t, denoted by [t], is a set of
all cases from U such that for attribute a have value v. Let B be a nonempty
lower or upper approximation of a concept represented by a decision-value
pair (d, w). Set B depends on a set T of attribute-value pairs t = (a, v) if and
only if

∅ = [T ] =
⋂
t∈T

[t] ⊆ B.

Set T is a minimal complex of B if and only if B depends on T and no proper
subset T ′ of T exists such that B depends on T ′. Let T be a nonempty
collection of nonempty sets of attribute-value pairs. Then T is a local covering
of B if and only if the following conditions are satisfied:

1. each member T of T is a minimal complex of B,
2.

⋃
t∈T [T ] = B, and

3. T is minimal, i.e., T has the smallest possible number of members.
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The procedure LEM2 is presented below.

Procedure LEM2
(input: a set B,
output: a single local covering T of set B);
begin

G := B;
T := ∅;
while G = ∅

begin
T := ∅;
T (G) := {t|[t] ∩ G = ∅} ;
while T = ∅ or [T ] ⊆ B

begin
select a pair t ∈ T (G) such that |[t] ∩ G| is
maximum; if a tie occurs, select a pair t ∈ T (G)
with the smallest cardinality of [t];
if another tie occurs, select first pair;
T := T ∪ {t} ;
G := [t] ∩ G ;
T (G) := {t|[t] ∩ G = ∅};
T (G) := T (G) − T ;
end {while}

for each t ∈ T do
if [T − {t}] ⊆ B then T := T − {t};

T := T ∪ {T };
G := B − ∪T∈T [T ];

end {while};
for each T ∈ T do

if
⋃

S∈T −{T}[S] = B then T := T − {T };
end {procedure}.

For a set X , |X | denotes the cardinality of X .

2.2 IRIM

Like LEM2, IRIM computes first the set of blocks for all attribute-value
pairs. However, IRIM induces rules during discretization. IRIM recognizes
integer and real numbers as values of attributes, and labels such attributes
as numerical. For numerical attributes IRIM computes blocks in a different
way than for symbolic attributes. First, it sorts all values of a numerical
attribute. Then it computes cutpoints as averages for any two consecutive
values of the sorted list. For each cutpoint c IRIM creates two blocks, the
first block contains all cases for which values of the numerical attribute are
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Fig. 2. German data set

smaller than c, the second block contains remaining cases, i.e., all cases for
which values of the numerical attribute are larger than c. The search space of
IRIM is the set of all blocks computed this way, together with blocks defined
by symbolic attributes. Then IRIM combines attribute-value pairs relevant
to a concept and creates all rules describing the concept, taking into account
pre-defined, by the user, input parameters. To be more specific, for every
concept IRIM creates a rule set with all rules satisfying the following three
pre-defined input parameters:
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Fig. 4. Hepatitis data set

• the minimum rule length (i.e., number of rule conditions),
• the maximum rule length, and
• the minimum of conditional probability of the concept given rule domain.

The rule domain is the set of all cases satisfying the left hand side of the
rule. For brevity, the minimum of conditional probability of the concept given
rule domain will be called a ratio parameter.

The output of IRIM is the set of all rules satisfying input parameters. In
general, IRIM generates very large rule sets. The worst time complexity of
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Fig. 6. Lymphography data set

IRIM is exponential with respect to the number of attributes. Hence, in our
experiments, we selected the maximum rule length to be equal to two.

In addition, IRIM handles missing attribute values during rule induction.
For any attribute with missing values, blocks are computed only from the
existing attribute-value pairs, assuming that missing attribute values are lost
(or erased) [5].
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Fig. 8. Wisconsin data set

2.3 Classification system of LERS

The classification system of LERS [3] is a modification of the bucket brigade
algorithm. The decision to which concept a case belongs is made on the
basis of three factors: strength, specificity, and support. They are defined as
follows: Strength is the total number of cases correctly classified by the rule
during training. Specificity is the total number of attribute-value pairs on the
left-hand side of the rule The third factor, Support, is defined as the sum of
scores of all matching rules from the concept, where the score of the rule is
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Table 1. Performance comparison for LEM2 and IRIM

Data set Data statistics Total number

Number of Number of of rules

caes concepts LEM2 IRIM

BUPA 345 2 164 6

German 666 2 175 56

Glass 214 6 82 174

Hepatitis 155 2 21 2

Iris 150 3 11 15

Lymphography 148 4 26 16

Pima 768 2 287 2

Wisconsin 625 9 164 216

Table 2. Performance comparison for LEM2 and IRIM

Data set LEM2 IRIM

Error Standard Error Standard

rate deviation rate deviation

BUPA 35.11 1.979 41.08 0.419

German 29.47 1.257 30.63 0.212

Glass 31.95 1.935 40.81 1.946

Hepatitis 15.07 1.690 17.5 1.054

Iris 3.26 0.201 3.62 0.419

Lymphography 20.13 2.396 21.96 2.135

Pima 34.11 0.805 25.52 7.316E-7

Wisconsin 20.51 0.682 26.03 0.333

the product of its strength and specificity. The concept for which the support
is the largest is the winner and the case is classified as being a member of
that concept. Every rule induced by LERS is preceded by three numbers:
specificity, strength, and rule domain size.

3 Experiments

We conducted our experiments on eight data sets, all were taken from the
Repository at the University of California, Irvine, CA. Some of the original
data sets, used for our experiments, contained numerical attributes. These
attributes were discretized using cluster analysis. Clusters were first formed



Discriminant versus Strong Rule Sets 75

from data with numerical attributes. Then those clusters were projected on
the attributes that originally were numerical. The resulting intervals were
merged to reduce the number of intervals and, at the same time, to preserve
consistency [1]. Even though IRIM can handle numerical attributes without
preliminary discretization, all data sets were discretized for two reasons: to
compare the performance of LEM2 and IRIM on the same data sets and
because of the time complexity of running IRIM on data with numerical at-
tributes.

The BUPA data set was created by the BUPA Medical Research Ltd.
German stands for the German Credit data, donated by H. Hofmann and
Glass stands for the Glass Identification data set, created by B. German.
The hepatitis data set was donated by G. Gong. This data set was the only
one with some missing attribute values. The iris data set was created by R.
A.Fisher, while the lymphography data set was donated by I. Kononenko.
Pima stand for Pima Indians Diabetes data set. Finally, Wisconsin stands
for the Wisconsin breast cancer data set. Note that the Wisconsin data set
was inconsistent, only certain rules [2] and [3], induced from the lower ap-
proximations of all concepts, were used in our experiments.

We conducted 30 ten-fold cross validation experiments, using LEM2 for
rule induction on each of the eight data sets, to compute an error rate. Each of
these 30 experiments returned slightly different error rate because partition-
ing of the original data set into ten subsets was different for each experiment.

Then we conducted another round of ten-fold cross-validation experi-
ments, this time using IRIM to induce rules. The IRIM module was used
with the following parameters:

• the minimum rule length was equal to one,
• the maximum rule length was equal to two,
• the ratio was set to 0.7,
• the rules induced by IRIM were ordered first according to their strength,

then, for rules with the same strength, by ratio,
• the number of rules per concept was 1, 2,..., 30.

For Bupa, Hepatitis, Iris, Lymphography and Pima and for every number of
rules per concept equal to 1, 2,..., 30, ten-fold cross validation experiments
were conducted 30 times. Thus, for these data sets the total number of ten-
fold cross validation experiments using IRIM was equal to 900. For German,
Glass and Wisconsin and for every number of rules per concept equal to 1,
2,..., 30, ten-fold cross validation experiments were conducted three times be-
cause of time constraints. Hence the total number of ten-fold cross validation
experiments for these data sets was equal to 90. Results of experiments are
presented in Tables 1–2. Graphics of the error rate versus the number of rules
per concept for IRIM are presented on Figures 1–8.
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4 Conclusions

As displayed in Tables 1–2, LEM2 outperforms IRIM in seven out of eight
cases. However, for the Pima data set, the performance of IRIM is signifi-
cantly better than the performance of LEM2 (as follows from the standard
statistical two-tailed test to compare two means, with 5% level of signifi-
cance). Moreover, using the Wilcoxon matched-pairs signed-rank test on all
eight data sets, the difference in performance between LEM2 and IRIM is
insignificant (with a 5% level of significance, two-tailed test).

Taking into account that the peak performance of IRIM happens fre-
quently for very few rules (in the case of PIMA it is a single rule per concept)
and that these rules are extremely simple (with no more than two conditions),
it is clear that IRIM should be considered as a viable addition to the LERS
system.
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Abstract. Typical association rules, called in the paper “direct”, reflect relation-
ships existing between items that relatively often co-occur in common transactions.
In the web domain items correspond to pages and transactions to user sessions. The
main idea of new approach is to discover indirect associations existing between pages
that rarely occur together but there are other, “third” pages, called transitive, with
which they appear relatively frequently. Two types of indirect associations rules are
described in the paper: partial indirect associations and complete ones. The former
respect a single transitive page, while the latter cover all existing transitive pages.
The presented IDARM algorithm extracts complete indirect association rules with
their important measure — confidence, using pre-calculated direct rules.

1 Introduction

Mining association rules is one of the most important and widespread data
mining techniques [20] also in the web environment. There are many pa-
pers related to algorithms for mining association rules: classical apriori [2,3],
parallel ones based on apriori [4], Eclat [27], FP Growth [9]. An incremental
algorithm FUP was presented in [6] and improved in [7]. Another incremental
method DLG was proposed in [26].

The implementation of data mining into web domain (web mining) has
been considered for several years [5]. Especially association rules discovered
from HTTP server log data or user sessions (web usage mining) have been
studied [1,19,25]. Web sessions are gathered without any user’s involvement
and they fully reflect user behavior while navigating throughout a web site.
For that reason, sessions are important source of information about users.

Incremental algorithms appears to be the most suitable for the extraction
of association rules in the web domain, taking into account the nature of
web user behavior and great changeability of content and structure of the
web. The problem of diversification between old and new user sessions was
considered in [11,15].

Previous research work on mining indirect associations was carried out by
Tan and Kumar [21,22] and next by Wan and An [23]. However, their indirect
patterns differ from those presented in this paper. We have not assumed that
two pages must not be directly correlated like Tan et al. did. Additionally,
their rules need to have the assigned cardinality of the set of transitive pages
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(called a mediator set) and this set is treated as one whole. In such approach
both considered pages have to co-occur with a complete set of other pages
instead of with a single transitive page. There are also no partial rules in
that approach while in the described below concept they are components of
complete rules. Tan et al. proposed that one pair of pages may possess many
indirect rules with many mediator sets, which may overlap. In many appli-
cation domains e.g. in recommendation systems [11], we need one measure
that helps us to find out whether the considered page should or should not
be suggested to a user on the particular page.

The presented in the paper method is part of the larger project concerning
web recommendation systems [10–16].

2 Problem Description

Association rules are one of the most popular data mining methods. Be-
sides many advantages, this method has also some limitations, which can
lead to lose some vital information. Typical association rules focus on the
co-occurrence of items (purchased products, visited web pages, etc) in trans-
action set. A single transaction may be a payment for purchased products
and services, an order with the list of items, and user session in the web por-
tal. The mutual independence of items (products, web pages) is one of the
most important assumptions of the method but it is not fulfilled in the web
environment. Web pages are connected each other with hyperlinks and they
usually determine all possible navigational paths. A user admittedly is able
to enter requested page address (URL) to his or her browser, nevertheless
most navigations are done with hyperlinks designed by site authors. Thus,
the web structure gravely restricts visited sets of pages (user sessions), which
are not so independent one another as products in the store. To get to a page
the user is often forced to navigate through other pages, e.g. home page, login
page, etc. Additionally, web site content is usually organized by designer into
thematic blocks, which not always are suitable for particular users.

For all these reasons, some personalized recommendation mechanisms are
very useful in most web portals [15]. However, if they used typical min-
ing techniques for association rules to historical user sessions [1,19,25], they
would often only confirm “hard” connections resulting from hyperlinks and
they may avoid some relationships between pages, which do not occur in the
same user sessions (Fig. 1). It concerns especially pages not being connected
directly with hyperlinks.

Original association rules (called in this paper direct) reflect relationships
existing “within” user sessions (transactions). Standard parameters of direct
association rules (support and confidence) have usually the greatest value for
pages “hard” connected with hyperlinks because of the hypertext nature of
the web. To explore significant associations between pages that rarely occur
together, we suggest mining indirect association rules that occur “between”
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Fig. 1. Sessions with two documents (1 and 2), which are associated only indirectly

sessions. Two pages, which both separately, relatively frequently co-occur in
sessions with another, third page, can be considered as “indirect associated”.
Similar idea was investigated in scientific citation analysis [8,18] and hyper-
link (structure) analysis of the web [24]. Two scientific papers or web pages,
in which another, third document (page) is cited (linked), are supposed to
be similar. The analogue case occurs while two documents are cited or linked
by the third one.

3 Direct Association Rules

Definition 1. Let di be an independent web page (document) and D be
web site content (web page domain) that consists of independent web pages
di ∈ D.

Definition 2. A set X of pages di ∈ D is called a pageset X . Pageset
does not contain repetitions: ∀(di, dj ∈ D) di,dj ∈ X ⇒ di = dj . The number
of pages in a pageset is called the length of the pageset. A pageset with the
length k is denoted by k-pageset.

Definition 3. A user session Si is the pageset containing all pages viewed
by the user during one visit in the web site; Si ⊆ D. SS is the set of all user
sessions gathered by the system. Each session must consist of at least two
pages card(Si) ≥ 2. A session Si contains the pageset X if and only if X ⊆ Si.

Sessions correspond to transactions in typical data mining approach [3,20].
Note that pagesets and user sessions are unordered and without repetitions —
we turn navigational sequences (paths) into sets. Additionally, user sessions
may also be filtered to omit too short ones, which are not representative
enough [12,15].

Definition 4. A direct association rule is the implication X → Y , where
X ⊆ D, Y ⊆ D and X ∩ Y = ∅. A direct association rule is described by two
measures: support and confidence. The direct association rule X → Y has
the support sup(X → Y ) = sup(X ∪ Y )/ card(SS); where sup(X ∪ Y ) is the
number of sessions Si containing both X and Y ; X ∪Y ∈ Si. The confidence
con for direct association rule X → Y is the probability that the session Si

containing X also contains Y : con(X → Y ) = sup(X ∪ Y )/ sup(X); sup(X)
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— the number of sessions that contain the pageset X . The pageset X is the
body and Y is the head of the rule X → Y .

Direct association rules represent regularities discovered from a large data
set [2]. The problem of mining association rules is to extract all rules that are
strong enough and have the support and confidence value greater than given
thresholds: minimum direct support supmin and minimum direct confidence
conmin.

In this paper we consider dependencies only between 1-pagesets — single
web pages, in the web environment. For that reason, the 1-pageset X includ-
ing di (X = {di}) will be denoted by di and a direct association rules from
di to dj is di → dj .

4 Indirect Association Rules

4.1 Partial Indirect Association Rules

Definition 5. Partial indirect association rule di →P# dj , dk is the indirect
implication from di to dj with respect to dk, for which two direct associ-
ation rules exist: di → dk and dk → dj with sup(di → dk) ≥ supmin ,
con(di → dk) ≥ conmin and sup(dk → dj) ≥ supmin, con(dk → dj) ≥
conmin, where di, dj , dk ∈ D; di = dj = dk. The page dk, in the partial
indirect association rule di →P# dj , dk, is called the transitive page (Fig. 2).

Please note that for the chosen pair of pages di, dj there may be many
transitive pages dk and as a result many partial indirect association rules
di →P# dj , dk.

Fig. 2. Indirect association between two web pages

Each indirect association rule is described by the partial indirect confi-
dence conP#(di →P# dj , dk), as follows:

conP#(di →P# dj , dk) = con(di → dk) ∗ con(dk → dj) (1)
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The partial indirect confidence is calculated using direct confidence rather
than source user session data. For that reason, the computational complexity
of partial indirect rule mining is much less than for direct ones. Pages di, dj

do not need to have any common session, but rules di → dk and dk → dj

need to be “strong” enough, so that con(di → dk) and con(dk → dj) exceed
conmin.

Other functions instead of multiplication in (1) were considered like min-
imum and maximum, arithmetical mean and weighted mean [17]. Multiplica-
tion delivers the smallest values (in average even 1/10 compared to values of
maximum function) but it has the best discrimination abilities at the same
time — the standard deviation doubles the average while for other functions
standard deviation is less than the average. Multiplication can be justified
in terms of probabilities, if we remind that direct confidence (def. 4) is the
conditional probability.

A partial indirect rule di →P# dj , dk reflects one indirect association ex-
isting between di and dj so no direct association di → dj is needed, although
it may exist. The condition of non-existence of direct association is prior
assumption in indirect rules proposed in [21–23].

The rule di →P# dj , dk also differs from two direct rules, which only
look similarly: {di, dk} → dj , and di → {dj , dk}. Note that these direct rules
respect only common user sessions that contain all three pages di, dj , dk. In
opposite, the partial indirect rule di →P# dj , dk exploits common sessions of
di, dk and separately sessions with dk, dj . These two sets of sessions do not
even need to overlap.

Definition 6. The set of all possible transitive pages dk for which partial
indirect association rules from di to dj exists, is called Tij .

Note that Tij is not the same set as Tji.

4.2 Complete Indirect Association Rules

Definition 7. Complete indirect association rule di →# dj aggregates all
partial indirect association rules from di to dj with respect to all existing
transitive pages dk ∈ Tij and it is characterized by complete indirect confi-
dence — con#(di →# dj):

con#(di →# dj) =
∑card(Tij)

k=1 conP#(di →P# dj , dk)
maxT

, dk ∈ Tij , (2)

where maxT = max
di,dj∈D

(card (Tij)).

A complete indirect association rule from di to dj exists if and only if it
exists at least one partial indirect association rule from di to dj .

Only indirect rules with complete indirect confidence greater than the
given confidence threshold — iconmin are accepted. According to (1), there
is no point in setting iconmin with the value less than the square of the appro-
priate threshold for direct rules divided by maxT : iconmin ≥ conmin2 / maxT .
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The concept of partial indirect rules (1) enables the introduction of the
threshold to partial indirect confidence — piconmin to exclude weak partial
rules. However, iconmin is more general than piconmin so the former appears
to be the better filtering factor.

Note, that complete indirect association rules are not symmetric: the rule
di →# dj may exists but the reverse one dj →# di not necessarily. It results
from features of partial indirect associations and direct associations, which
also are not symmetric.

The normalization — the denominator maxT in (2) — ensures the range
[0, 1] to be the domain for complete indirect confidence. However, it also
causes most complete confidence values to be less than equivalent direct ones.
maxT represents “global” normalization, while using card(Tij) in the denom-
inator we would obtain “local” normalization. Values of complete confidence
are on average more than 10 times less at global normalization than at local
one. According to experiments performed in the real e-commerce environ-
ment (4,242 web pages, 16,127 user sessions) typical value of maxT is about
250 while the average card(Tij) is about 10–20, depending on minsup.

5 Mining Indirect Association Rules,
IDARM Algorithm

The discovery of indirect rules is performed in two main stages (Fig. 3):
extraction of direct rules and mining indirect ones. The mining of direct
association rules was considered in many papers [2–4,9,20,27]. There were
distinguished two main approaches: horizontal and vertical [20]. In presented
approach, we consider only simple direct rules: between 1-pagesets — sin-
gle web pages and the choice between horizontal and vertical mining is not
crucial. Nevertheless, we need to apply any algorithm for direct association
rule mining at the first stage of the whole process. Taking into account the
environment (sessions of web users) most suitable are incremental algorithms
[6,7,26].

Due to frequent modifications of web pages, especially hyperlinks, typical
user behavior and user sessions tend to change over time. The inclusion of
time factor into direct rule mining was considered in [11]. Older sessions are
smothered during confidence calculation, according to how much time went
by between the beginning of session and the processing time.

The IDARM (In-Direct Association Rules Miner) algorithm was intro-
duced to extract complete indirect association rules and their complete in-
direct confidence from direct ones. The IDARM algorithm consists of seven
following steps, including 3 loops (Fig. 4):

1. Select all transitive pages dk (v+
k > 0 and v−k > 0). For each transitive

page dk repeat steps 2–6.
2. Get all direct rules di → dk and dk → dj for the given transitive page

dk. Ik is the set of pages di and Jk — the set of pages dj , respectively.
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Fig. 3. Process of discovering association rules

3. For each “preceding” page di from the set Ik repeat steps 4–6.
4. For each “following” page dj from the set Jk repeat steps 5–6. Create a

complete association rule di →# dj and assign con#(di →# dj) = 0, if such
a rule does not yet exist.

5. Calculate partial confidence for the rule conP#(di →P# dj , dk) us-
ing (1).

6. Increase complete indirect confidence:

con#(di →# dj) = con#(di →# dj) + conP#(di →P# dj , dk).

7. Estimate maxT . Divide all con#(di →# dj) by maxT for normalization,
according to (2).

The IDARM algorithm exploits the following property of direct associa-
tion rules: to extract all partial indirect association rules, in which the page
dk is transitive, we only need to find all rules di → dk (the set Ik) and dk → dj

(the set Jk). Joining every direct rule from the set Ik with every rule from
Jk we obtain all partial indirect rules with respect to dk.

There are three loops in the IDARM algorithm, so we can estimate the
primary complexity of the algorithm as O(n3), where n is the number of web
pages visited during all user sessions. However, two internal loops operate
on direct association rules and such a rule (we need its confidence value) is
accessed only once. The complexity of the algorithm is then O(mn), where
m — the number of processed direct rules. Note, that the maximum value of
m is 2n(n−1). Nevertheless, the reasonable value of m reached several dozen
thousands according to the experiments performed on the set of 4,242 web
pages (n2 is about 18 billions). Thus m is nearly three orders of magnitude
smaller than n2 and we find out that m � n2. Additionally, taking into
account access to data, which is one of the most time consuming factor, the
IDARM algorithm reaches out just for confidence values of direct rules and
only once, so the complexity is then linear — O(m).
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Fig. 4. Steps of the IDARM algorithm

6 Transitive Sets

The concept of partial indirect rules with single transitive page can be quite
easily extended to indirect rules with the set of transitive elements. In such
approach we need to replace dk with Dk. Thus, we can modify definition 5.

Definition 8. Partial indirect association rule with the set of transitive
elements di →P# dj , Dk is the indirect implication from di to dj with respect
to the set Dk, for which two direct association rules exist: di → Dk and
Dk → dj with sup(di → Dk) ≥ supmin , con(di → Dk) ≥ conmin and
sup(Dk → dj) ≥ supmin, con(Dk → dj) ≥ conmin, where di, dj ∈ D;
Dk ⊂ D; di, dj /∈ Dk; di = dj .

Note that no change is needed in (1). Nevertheless, the conversion of tran-
sitive pages into sets has significant consequences. The way of combination of
all partial rules consistent with the definition 8 into complete indirect rules
(def. 7) is not obvious due to the potential existence of many partial rules
with transitive sets of different cardinalities. Naturally, these sets would often
overlap each other and even they cover one another because for every set of
cardinality K we have total 2K − 2 proper and non-empty subsets and the
same number of different partial rules.

If we determine the way of calculation of complete rules we will only need
to properly correct the sixth step of the IDARM algorithm. The remaining
steps may be left without changes.
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7 Conclusions and Future Work

Indirect association rules reflect relationships existing between transactions
(user sessions). Owing to the presented IDARM algorithm, we obtain com-
plete indirect rules with their complete indirect confidence. The algorithm
exploits pre-calculated direct rules rather than raw user session data.

Indirect rules may not only confirm and strengthen direct relationships
but they also often link objects not related with direct rules. In the web
environment, they can help to go outside of typical user navigational paths
coming form hyperlinks, so they reveal many associations out of reach for
direct rule mining. For that reason indirect rules are useful in recommenda-
tion systems because they extend ranking lists and add to them non-trivial
information.

Additionally, navigational patterns obtained from association rules can be
combined with other data sources like relational databases and the textual
content of web pages [14]. Such integration will be considered in future work.
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Abstract. Concept hierarchies are important in many generalized data mining
applications, such as multiple level association rule mining. In literature, concept
hierarchy is usually given by domain experts. In this paper, we propose algorithms
to automatically build a concept hierarchy from a provided distance matrix. Our
approach is modifying the traditional hierarchical clustering algorithms. For the
purpose of algorithm evaluation, a distance matrix is derived from the concept
hierarchy built by our algorithm. Root mean squared error between the provided
distant matrix and the derived distance matrix is used as evaluation criterion. We
compare the traditional hierarchical clustering and our modified algorithm under
three strategies of computing cluster distance, namely single link, average link, and
complete link. Empirical results show that the traditional algorithm under complete
link strategy performs better than the other strategies. Our modified algorithms
perform almost the same under the three strategies; and our algorithms perform
better than the traditional algorithms under various situations.

1 Introduction

Generalization on nominal data is frequently studied, such as mining multiple
level association rules, by means of a concept hierarchy [8,5,3]. In a concept
hierarchy of categories, the similarity between two categories is reflected by
the length of the path that connecting the categories. The similarity between
two concepts is not necessary unchanged all the time. Consider the scenario
that lawyers and doctors have common habits in a certain period of time.
However, these common habits may change in the next time period. So, with
respect to habit, the similarity between lawyer and doctor is changing. Con-
cept hierarchies used in generalized data mining applications are usually given
by domain experts. However, it is difficult to maintain a concept hierarchy
when the number of categories is huge or when the characteristics of the data
are changing frequently. Therefore, there is a need for an algorithm to auto-
matically build a concept hierarchy of a set of nominal values. In this paper,
our proposed approach is to modify traditional hierarchical clustering algo-
rithms for this purpose. The input to our method is a distance matrix which
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can be computed by CACTUS [2] for tabular data, or by Jaccard coefficient
for transactional data.

Our contribution in modifying the traditional agglomerative hierarchical
clustering algorithm, called traditional clustering algorithm in the rest of this
paper, is twofold. (1) The traditional clustering algorithm builds a binary tree.
While, in a concept hierarchy, it is very likely that more than two concepts
share a common general concept. In order to capture such characteristics of
concept hierarchy, our modified agglomerative hierarchical clustering algo-
rithm allows more than two clusters to merge into a cluster. (2) The leaves
of the binary tree generated by the traditional clustering algorithm are not
necessary at the same level. This may cause an inversion problem. Consider
the merging of a deep subtree and a single-node subtree. The longest path
between two leaves on the deep subtree is longer than the path from a leaf
on the deep subtree and the leaf of the single-node subtree. We solve this
inversion problem by keeping all the leaves at the same level.

In addition to the modified algorithm, we devise a novel measure metrics
for the built concept hierarchy by deriving a distance matrix from the concept
hierarchy. Root mean squared error between the input distance matrix and
the derived distance matrix can then be computed. The paper is organized as
follows. In section 2, we illustrate the need for a concept hierarchy. In section
3, the measurement for the algorithms is presented and the way to obtain
the input distance matrix is discussed. Section 4 discusses the algorithms to
build a concept hierarchy from a given distance matrix among the categories.
Experiment description and the result are in section 5. The conclusion is in
section 6.

2 The Need for a Concept Hierarchy

Concept hierarchies, represented by taxonomies or sets of mapping rules, can
be provided by domain experts. Following are examples of mapping rules [4]
for “Status” and “Income” attributes:

Status: {freshman, sophomore, junior, senior} → undergraduate
Status: {graduate, undergraduate} → student

Income: {1,000–25,000} → low income
Income: {25,001–50,000} → mid income

Multiple level association rule mining uses “support” for obtaining fre-
quent itemsets [5,8]. By increasing the level of the concept hierarchy, support
for an itemset increases with a possible increase in frequency. Other appli-
cations, such as data warehouse, require dimension tables for drill-down and
roll-up operations [3]. Automatically constructing a concept hierarchy for a
huge number of categories would relieve the burden of a domain expert.
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3 Measurements for Concept Hierarchy

There are some metrics for the quality of clustering. For example, how well
the intra-cluster distance is minimized, how well the inter-cluster distance
is maximized, how high the accuracy is when the algorithm performs on a
pre-classified test dataset. But, there are no existing metrics for measuring
the quality of a concept hierarchy automatically built by an algorithm. The
above mentioned metrics for clustering algorithms are not applicable to con-
cept hierarchies, since the number of clusters is not concerned for a concept
hierarchy building algorithm.

Input to the algorithms is a distance matrix, denoted as provided distance
matrix. Output from the algorithm is a concept hierarchy. Since a correct
concept hierarchy is usually not available, we propose an indirect measure-
ment. In order to compare with the provided distance matrix, we convert the
output concept hierarchy into a distance matrix, denoted as derived distance
matrix. An element of the derived distance matrix is the length of path from
a category to another. Min-max normalization is applied to the derived dis-
tance matrix so that it has the same scale with the provided distance matrix.
Root mean squared error between the two distance matrices can be computed
as the quality of the output concept hierarchy.

Definition: Concept Hierarchy Quality Index
Given a distance matrix, Mprovided, over a set of categories {c1, c2, . . . , cn},

the quality index of a concept hierarchy with respect to Mprovided is the root
mean squared error between Mprovided and Mderived, where Mderived(ci, cj)
is the normalized length of path from ci to cj in the concept hierarchy. Root
mean squared error is defined as√ ∑

∀ci,cj

(Mprovided(ci, cj) − Mderived(ci, cj))2

There are methods for different types of data to obtain distance matrix.
For data in relational tables, we adopt the similarity definition from CAC-
TUS [2] with simplification. After obtaining the similarities between pairs of
categories, we would like to normalize the similarities into distances in the
range of ε and 1. Since the distance between two different categories should
be greater than zero, we denote ε as the expected distance between a category
and its most similar category [7].

4 Algorithms

It is intuitive to use traditional agglomerative hierarchical clustering for build-
ing a concept hierarchy of categorical objects. We first describe the traditional
algorithm and point out two drawbacks of the algorithms. Then, we propose
a modified version of hierarchical clustering algorithm.
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4.1 Traditional agglomerative hierarchical clustering

Hierarchical clustering treats each object as a singleton cluster, and then
successively merges clusters until all objects have been merged into a single
remaining cluster. The dendrogram built in this way is a binary tree. Leaf
nodes in such a tree are likely at different levels of the tree. In this paper,
we study the three strategies for computing the distance between a pair of
clusters, namely, single link [9], average link, and complete link [6].

Agglomerative hierarchical clustering merges the pair of clusters with
smallest distance into a cluster. The three strategies define the distance be-
tween a pair of clusters. The distances, distsingle, distaverage, and distcomplete,
between cluster C1 and C2 are defined below.

distsingle(C1, C2) = min
x∈C1,y∈C2

dist(x, y)

distaverage(C1, C2) = avg
x∈C1,y∈C2

dist(x, y)

distcomplete(C1, C2) = max
x∈C1,y∈C2

dist(x, y)

With regard to building a concept hierarchy tree, there are two major
drawbacks for traditional hierarchical clustering algorithms. First, the degree
of a node can be larger than 2. For example, in figure 1, there are more than
two kinds of juices, and they are all specific concepts of juice. However, tradi-
tional hierarchical clustering algorithm tends to build a binary tree concept
hierarchy.
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Fig. 1. A Concept Hierarchy

A possible way for perceiving the similarity between two categories in a
concept hierarchy is the length of the path connecting the two categories. So,
the second drawback is that the distance relationship among the categories
might not be preserved with the traditional algorithm. In figure 2, the path
from grape juice to orange juice is longer than the path from grape juice
to coke. This is in contradiction with the intention specified by the users in
figure 1. In order to solve or to improve the drawbacks, we propose modified
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Fig. 2. Concept Hierarchy Built by Traditional Algorithm

hierarchical clustering algorithms that have two important features: (1) leaves
of the tree are at the same levels, (2) the degree of an internal node can be
larger than 2, i.e., a node joins another node in the upper level.

4.2 Multiple-way agglomerative hierarchical clustering

We propose a new hierarchical clustering algorithm to improve the traditional
hierarchical clustering algorithm. Initially all items are singleton clusters, and
all items are leaf nodes. In order to guarantee that all leaves are at the same
level, the algorithm merges or joins clusters level by level. In other words,
clusters of the upper level will not be merged until every cluster of the current
level has a parent cluster. Two clusters of the same level can be merged and
a new cluster is created as the parent of the two clusters. The newly created
cluster is placed at the upper level of the tree. We propose a new operation
that a cluster can join a cluster at the upper level, such that, the cluster of
the upper level is the parent of the cluster of a current level. The process
continues until the root of the tree is created.

Two clusters of the same level can be merged and a new cluster is created
as the parent of the two clusters. The newly created cluster is placed at the
upper level of the tree. We propose a new operation that a cluster can join a
cluster at the upper level. Such that, cluster of the upper level is the parent
of the cluster of current level. The process continues until the root of the tree
is created.

In the following discussion, a node is a cluster that contains one or more
categorical objects. First, we discuss the “join” operator for hierarchical clus-
tering. Consider the four clusters, A, B, C, and D, in figure 3. Assume that
dist(A, B) is the smallest among all pairs of clusters, and A and B are merged
into cluster E. Assume that either dist(A, C) or dist(B, C) is less than dist(C,
D). In other words, cluster C is better merged with A or B than merged with
D. In traditional hierarchical clustering algorithm, C is either merged with D
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or E. Merging with D is not good for C. Merging with E may be good. But,
(1) if dist(A, B), dist(A, C) and dist(B, C) are about the same, the clustering
result makes C quite different from A and B; (2) leaf nodes in the subtree
rooted at C will not be at the same level of the whole tree.

Fig. 3. Hierarchical Clustering with Join Operator

5 Experiment Results

In this paper, we evaluate algorithms with generated data. A provided dis-
tance matrix of n objects is generated with the assistance of a tree, which is
built bottom up. The data generation is described in the following steps.

1. Let each object be a leaf node.
2. A number of nodes of the same level are grouped together and an internal

node is created as the parent node of the nodes. This process continues
until the number of internal nodes of a level is one. In other words, the
root is created. Any internal node of the tree has at least two children.
The degree of an internal node is uniformly distributed in the interval of
two and span, a given parameter.

3. The distance between any pair of leaf nodes is prepositional to the length
of their path in the tree. The distances are divided by the length of the
longest path, i.e., are normalized to one.

4. Noise is applied on the distance matrix. Uniformly distributed numbers
between 1 − noise and 1 + noise are multiplied to the distance values.
In the experiment, we generate distance matrices where noise = 0.1 and
noise = 0.2. The distance values, after the noise is applied, are truncated
to the interval of zero and one.

The tree generated in the step 2 can be regarded as a perfect concept
hierarchy. Since there is noise in the provided distance matrix, so the quality
index of the perfect concept hierarchy with respect to the provided distance
matrix is not zero.
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Fig. 4. Experiment Results for noise = 0.1

In the experiment, we illustrate the performance of the algorithms under
three parameters, namely noise, span, and number of items. For each param-
eter combination, root mean squared error values of 30 tests are averaged.
For generating provided distance matrices, we build trees with four intervals
of spans: [2, 4], [2, 6], [2, 8], and [2, 10].

Figure 4 depicts the quality indices for the algorithms where noise for
the input datasets is 0.1. The lines NAL, NCL, and NSL represent for the
performance for our new modified algorithm under the strategies average
link, complete link, and single link. The lines TAL, TCL, and TSL represent
for the performance for traditional algorithm under the three strategies. The
line Perf represents the quality index of the perfect concept hierarchy.

The results show that our proposed methods perform much better than
the traditional agglomerative hierarchical clustering algorithm for all the in-
put distance matrices. However, the strategy of cluster-to-cluster distance
does not affect the result in our algorithms. Whereas, for the traditional al-
gorithms, the single link strategy performs better than the other two strate-
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gies. The reason might be that we generate the input distance matrices from
trees. All the algorithms perform worse for wider spans. Comparing the per-
formance for data with different noise levels, all the algorithms perform worse
for noisier data.

Fig. 5. Experiment Results for noise = 0.2

Figure 5 depicts the quality indices for the algorithms where noise for the
input datasets is 0.2. Compare to the result from input data with noise 0.1,
root mean squared error increases from 0.07 to 0.12 for our new algorithms
where span = [2, 4]. Similar comparisons can be observed for different spans.

6 Conclusions and Future Works

Concept hierarchy is a useful mechanism for representing the generalization
relationships among concepts. So that, multiple level association rule mining
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can be conducted. In this paper, we build a concept hierarchy from a dis-
tance matrix with the goal that the distance between any pair of concepts is
preserved as much as possible.

We adopt the traditional agglomerative hierarchical clustering with two
major modifications: (1) not only a cluster merges with another cluster, but
also a cluster joins another cluster, (2) leaf nodes are all at the same level
of the concept hierarchy. Empirical results show that our modified algorithm
performs much better than the original algorithm.

Some areas of this study warrant further research: (1) A frequently ques-
tioned drawback of hierarchical clustering algorithm is that it does not roll-
back the merge or division. If re-assignment of an object from a cluster to
another is allowed in certain stages, the clustering result may be improved.
(2) All the lengths, i.e. weights on edges of the concept hierarchy, are the
same. If weights on the edges of the concept hierarchy can be trained, the
distance relationship between concepts can be better preserved.
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Abstract. The problem of mechanized deduction requires carrying out research
and comparison of different methods for inference search in first-order classical
logic, such as resolution-type methods, the model elimination method, the SLD-
resolution, and so on. In this connection, it is desired to give a way for investigating
their common and distinct features in order to use them better in theory and prac-
tice. This paper is devoted to such an investigation. Interconnection between a
complete extension of the SLD-type resolution having the form of literal trees cal-
culus and a ertain resolution technique is established. The interconnection permits
to obtain some results on soundness and completeness for different resolution-type
methods in the case of the weakest requirements to the factorization. In addition,
when classical logic with equality is considered, it gives a possibility to make an
original way for complete incorporation of the paramodulation into resolution with
weak factorization as well as into the model elimination method.
Key words: automated reasoning, calculus, first-order logic, resolution, tree

1 Introduction

Investigations in automated reasoning technologies gave rise to the appear-
ance of various machine methods for inference search in first-order classical
logic. Particularly, the resolution method was suggested [1]. A little later,
the model elimination method appeared [2], which can be treated as a cer-
tain “linear projection” of trees calculus [3]. In spite of they practically use
the same technique for refutation search, they operate with different objects:
usual clauses and clauses containing framed literals, respectively. This results
in misunderstanding of their common and distinct features.

Investigations presented in the paper are intended to fill a gap in this
misunderstanding by means of using the notion of a so-called literal tree
instead of a clause with framed literals. Note that literal trees has close
relation to SLD-trees being used in Prolog-like systems [4], which are based
on the SLD-resolution and play an important role in applications. The SLD-
resolution is not complete itself, and considerations presented here require the
complete extensions of the SLD-resolution, studied in [5]. In order to make
the paper self-contained, all the necessary notions used in [5] are given below,
in the section “Preliminaries”. In addition, we refer to [6] for modern vision of
the model elimination method and of its relation to other computer-oriented
methods for inference search.
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2 Preliminaries

First-order classical logic with equality is considered. Its language includes
the universal and existential quantifiers symbols (∀ and ∃), the propositional
connectives of implication (⊃),disjunction (∨), conjunction (∧), and negation
(¬) as well as the equality symbol (=).

It is known that by means of skolemization, the establishment of de-
ducibility of any formula can be reduced to the establishment of deducibility
of a formula with eliminated positive quantifiers and with free variables as
constants [7]. That is why the examination of formulas with only negative
quantifiers restricts us further. In this connection, we can eliminate all the
quantifiers from a formula under consideration and can assume that any set of
formulas contains quantifier-free formulas only, which pairwise have no com-
mon variable. Since the establishment of the deducibility (the validity) of a
formula is equivalent to the establishment of unsatisfiability of the negation of
this formula, we are interesting in the establishment of the unsatisfiability of
a formula (of a set of formulas). Moreover, any formula (without quantifiers)
can be transformed to the conjunctive normal form, which allows saying only
about the examination of a set of formulas having the form of the disjunction
of literals.

The notions of term, atomic formula, formula, and literal are considered
to be known. If L is a literal, then L̃ denotes its complement.

A formula being the result of renaming of variables in some formula is
called its variant.

A formula of the form L1 ∨ . . . ∨ Ln is called a clause, where L1, . . . , Ln

are literals. (That is a clause is an ordered multi-set in terminology of [8].)
The empty formula is denoted by � and called the empty clause.
Remark 1. Presentation of a clause as a formula permits to distinguish

different occurrences of the same literal in a clause. This property plays an
important role later on. Also note, for a purpose of this paper, it is very
important that any clause presents itself a “linear” expression when reading
it “from left to right”, and it determines a linear order over its literals in
accordance with the way of its “reading”.

In what follows, IS always denotes a set of clauses, which is investigated
on unsatisfiability. Any clause belonging to IS is called input.

Let IS be a set of ordered clauses, which is examined on the unsatisfia-
bility. Let C be L1 ∨ . . . ∨ Ln and C ∈ S, where L1, . . . , Ln are literals. The
ordered pair (i, C) (1 ≤ i ≤ n) is called an index of occurrence of Li in C
(w.r.t. IS).

We consider a reader to be familiar with the notions of substitution, unifier
and most general unifier (mgu), which are treated like in [1]. Moreover, if E
denotes an expression, and σ is a substitution, then the result of application
σ to E is understood in the sense of [1] and is denoted by E ∗ σ. For any
set Ex of expressions, Ex ∗ σ denotes the result of application σ to every
expression from Ex.



Literal Trees and Resolution Technique 99

Resolution-type methods considered here are based on two rules: a certain
modification of the resolution rule and a weak factorization rule introducing
below for replacing the usual factorization.

Remark 2. The following condition is satisfied later: Indexes are assigned
only to clauses from an initial set IS under consideration. Any application of
an inference rule only preserves indexes given to literals from its premise(s).
Because all possible inferences in any calculus use IS as a set of “axioms”,
any deduced clause consists only of indexed literals.

As usual, an inference in any calculus under consideration is defined as a
sequence of objects, every of which is either a variant of an “input” (given)
object or a variant of an object inferred from previous objects in accordance
with some rule of the calculus.

Resolution rule (having two forms depending on whether at least one
of its premises is an input clause or not.) Let clauses C1 and C2 have the
form C′

1 ∨L and C′
2 ∨E (or, C′

2 ∨E ∨ C′′
2 in the case of input clause), where

L and E are literals; C′
1, C′

1, and C′′
2 are (possibly, empty) clauses. If there

exists the mgu σ of the set {E, L̃}, then the clause (C′
1 ∨ C′

2) ∗ σ ((C′
1 ∨ C′

2

∨ C′′
2 ) ∗ σ) is said to be inferred by the resolution rule RR from C1 and C2.
Weak Factorization rule. Let C1 ∨ L1 ∨ . . . ∨ Cn ∨ Ln ∨ Cn+1 be a

clause, where C1 . . . Cn+1 are clauses, and L1, . . . , Ln are literals that have
the same index. If there exists the mgu σ of the set {L1, . . . , Ln}, then the
clause (C1 ∨ L1 ∨ C2 . . . ∨ Cn ∨ Cn+1) ∗ σ is said to be inferred by the weak
factorization (WF ) rule from C1 ∨ L1 ∨ . . . ∨ Cn ∨ Ln ∨ Cn+1.

Remark 3. If the requirement about the same index is omitted in the
definition of the WF rule, we get the definition of the usual factorization.

3 Calculus of Literal Trees for Logic without Equality

Well-formed expressions of the calculus of literal trees denoted by LC are
trees with nodes labeled by literals. We identify a node with its label and
suppose that any tree grows ”from top to bottom”.

A “degenerative” tree, not containing any nodes, is denoted by �.
As in the case of formulas, some renaming of variables in a literal tree is

called its variant.
Every input clause C (from a set IS under consideration) having the form

L1 ∨ . . .∨Ln, where L1, . . . , Ln are literals, induces the initial tree Tri w.r.t.
C and IS in accordance with the following rule: Tri consists only of the root,
labeled by IS, and of n its parentheses, labeled by L1, . . . , Ln when looking
through the parentheses from left to right.

Let Tr1, . . . , T rm be a sequence of literal trees, where Tr1 is an initial
tree w.r.t. IS and some C, C ∈ IS, and Tri+1 is a variant of a tree inferred
with the help of some inference rule from literal trees preceding to Tri+1.
Then the Tr1, . . . , T rm is called an inference of Trm from Tr1 in the calculus
LC (w.r.t. S).
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Input Extension (IE) rule. Let IS be a set of input clauses, containing
C of the form E1 ∨ . . . ∨ Ej . . . ∨ Ek, where E1, . . . , Ek are literals (k ≥ 1).
Let Tr be a literal tree not having common variables with C, and L be its
the most right leaf differed from �. Suppose that there exists the mgu σ of
the set {Ej , L̃}, and that Tr′ is constructed from Tr by adding k − 1 nodes
to L that are labeled by E1, . . ., Ej−1, Ej+1, . . ., Ek, respectively (when k is
equal to 1, the only node � is added to the node L). Then the tree Tr ∗ σ is
said to be inferred by the input extension (IE) rule from Tr.

Contrary Closing (CC) rule. Let Tr be a literal tree and Br be the
most right branch of Tr containing leaf Lf labeled by a non-empty literal L.
Let Br contains such a node labeled by a literal E, that there exists the mgu
σ of the set {E, L̃}. If Tr′ is constructed from Tr by adding the only node
� to the node L, then the tree Tr ∗ σ is said to be inferred by the contrary
closing (CC) rule from Tr.

Chain Deleting (CD) rule. Let Tr be a literal tree, and Br be a branch
of Tr containing leaf Lf labeled by �. Let Ch denote the maximal part of Br,
such that Ch “is ended” by �, and every node of Ch with a label different
from � has only one successor. If Tr′ denotes the result of a deletion of Ch
from Tr, Tr′ is said to be inferred by chain deleting (CD) rule from Tr.

In what follows, we assume the CD rule to be automatically applied after
any application of the IE or CC rule. Hence, we restrict us by consideration
of literal trees, being inferred in LC and not contained nodes labeled by �.

Proposition 1. Let IS be a set of input clauses without equality literals, and
C be such a clause from IS, that the set IS\{C} is satisfiable. The set IS is
unsatisfiable if and only if there exists an inference of � from the initial tree
w.r.t. IS and any C ∈ IS in the calculus LC.

Proof. The proposition may be easily obtained from the soundness and
completeness of the calculus LT � from [5] by taking into account that trees of
literal sequents from [5] can be transformed into literal trees (and vice versa),
and this transformation preserves the notion of inference both in LC and in
LT � and does not change the “degenerative” tree having the same definition
for LC and LT �. Q.E.D.

4 Calculus of Literal Trees for Logic with Equality

Application of logic with equality for solving different tasks implies, as a
rule, construction and/or use of the already known methods for equality
handling. In this connection, we demonstrate some ways of incorporating
paramodulation-type rules into the above-described literal tree calculus.

Below we use the notion of E-satisfibility of a set of formulas (in partic-
ular, of clauses) in the form of [9].

We remind that an expression of the form f(x1, ..., xk) = f(x1, ..., xk),
where f is a k-arity functional symbol and x1, ..., xk are variables, is called
functionally reflexive axiom.
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If S is a set of clauses, then Rf(S) denotes the set of functionally reflexive
axioms for all the functional symbols from S.

The specific feature of the paramodulation extensions proposed is that the
”directions” of the paramodulation rule applications as separate rules should
be taken into account by the same way like in [3] and that to construct
complete extensions, (in general) only three paramodulation-type rules from
the four possible may be used (and this number of rules cannot be decreased).

Let us define four types of the paramodulation rule.
Paramodulation Extension rules Pi and Po. Let IS be a set of

clauses, Tr be a literal tree, and L be a label of the most right leaf of Tr
different from �. Suppose that IS contains such a clause D that the paramod-
ulation rule [9] is applicable from C to L (from L to C), where L is considered
as unit clauses, and C is such a variant of D, that it has no common vari-
ables with all the labels in Tr. Let σ be the mgu, and L1 ∨ . . .∨ Lm be a
paramodulant of this paramodulation rule application from C to L (from L
to C), where L1, ..., Lm are literals. Then the result of adding m immediate
successors to the selected leaf L ∗ σ of Tr ∗ σ in such a way that for every
i (1 ≤ i ≤ m) the literal Li is assigned to the ith successor, when looking
through the successors from left to right, is said to be a tree deduced from
Tr (w.r.t. D) by the paramodulation extension rule Pi (the paramodulation
extension rule Po).

Paramodulation Extension rules Pd and Pu. Let Tr be a tree, and
w be the most right branch of Tr, whose leaf label is L different from �.
Suppose that the branch w contains a node labeled by such a literal E, that
the paramodulation rule is applicable from E to L (from L to E) when L and
E are considered as clauses. Let σ be the mgu, and L′ be the paramodulant
of this paramodulation application from E to L (from L to E). Then the
result of adding the only successor L′ to the selected leaf L ∗ σ of Tr ∗ σ is
said to be a tree inferred from Tr by the paramodulation extension rule Pd

(by the paramodulation extension rule Pu).
Let us construct calculus LCd (LCu) by adding the above-defined rules

Pi, Po, and Pd (Pi, Po, and Pu) to the calculus LC.

Proposition 2. Let IS is a set of clauses with equality literals, and C is
such a clause from IS, that the set IS\{C} is E-satisfiable. The set IS is
E-unsatisfiable if and only if there exists an inference of � from the initial
tree w.r.t. C and IS ∪ Rf(IS) ∪ {x = x} (x is a variable) in the calculus
LCd (LCu).

Proof. This proposition can be obtained as a corollary of the soundness
and completeness of the calcali LT �

d and LT �
u from [5]. Q.E.D.

Remark 4. Axioms of functional reflexivity are necessary for completeness
of LCd and LCu. To demonstrate this, we can use the example given in
Section 7 of the paper [5].
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5 Resolution-type Methods and Literal Trees Calculi

Below we develop a resolution–paramodulation technique both for usual clau-
ses and for clauses containing so-called framed literals, which are used in
the model elimination method in its original treatment. The peculiarity of a
proposed approach is contained in that this technique constructs as different
kinds of “projections” of a tree-like structure on the linear one.

5.1 Clause Images of Literal Trees

Let us look through all the nodes of a tree Tr “from top to bottom and from
left to right”, and let N1, . . . , Nk be a sequence Q of labels of all its nodes,
except the root, that is constructed by the following way: every label from
Tr appears in Q only in the case of the first attainability of its node. Then
the clause N1 ∨ . . . ∨ Nk is called a total clause image of Tr and is denoted
by τ(Tr). If Ni1 , . . ., Nim is a subsequence of Q, consisting of all the labels
of leaves from Tr, then Ni1 ∨ . . . ∨ Nim is called leaf-clause image of Tr and
is denoted by λ(Tr). In addition, a labels of Q, the node of which is not leaf,
is called framed literals in τ(Tr). Note that both τ(�) and λ(�) are �.

Remark 5. Clauses with framed literals, objects of the model elimination
methods [2], can be viewed as a certain linear presentation of literal trees. The
most complete similarity with these objects is achieved when τ(Tr) serves as
a linear presentation of Tr. This approach to investigation of the model elim-
ination method may give interesting results connected with the incorporation
of the paramodulation in the model elimination method.

5.2 Resolution with Weak Factorization and Paramodulation

Let IS be a set of input clauses. We consider the following clauses calculi:
RW , RWl, and RWr.

Their well-formed formulas are clauses.
The calculus RW contains: the rules RR and WF (RW is intended for

refutation search in logic without equality).
The calculus RWr (RWl) (intended for refutation search in logic with

equality), besides of RR and WF , contains restrictions Pi
λ, Po

λ, and Pd
λ

(Pu
λ) of the paramodulation rule, being defied as it follows:
– Pi

λ permits to make the paramodulation from an input clause into the
most right literal of any inferred clause;

– Po
λ permits to make the paramodulation from the most right literal

being an equality literal of any inferred clause into any input clause;
– Pd

λ (Pu
λ) permits to make the paramodulation from the most right

literal being an equality literal of any inferred clause into the most right
literal of another inferred clause if the first (the second) clause was deduced
earlier than the second (the first) clause.
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Proposition 3. Let IS be a set of input clauses (with or without equality
literals), C ∈ IS, and Tr1 be initial tree w.r.t. IS and C. Let Tr1, . . ., Trm

be an inference Trm in the calculus LC, LCd, or LCu. Then the sequence
λ(Tr1), . . ., λ(Trm) can be transformed into a linear inference [9] of the
clause λ(Trm) in the calculus RW , RWr, or RWl, respectively.

Proof. Suppose, a tree Trj+1 is inferred from Trj by means of the rule CC
applied to a leaf L and a node E in Trj (and the subsequent application of
CD). Let Trk denote the most right tree that contains E as its leaf (k < j).
If the clause λ(Trk) has the form C1 ∨ E, and the λ(Trj) has the form
C1 ∨C2 ∨L, then λ(Trj+1) has the form (C1 ∨C2) ∗ σ, where C1 and C2 are
clauses, and σ is the mgu of {L, Ẽ}. Therefore, RR is applied to λ(Trk) and
λ(Trj), generating the clause (C1 ∨C1 ∨C2)∗σ. After applying the rule WF
to (C1 ∨ C1 ∨ C2) ∗ σ, we get the clause λ(Trj+1).

Now, let a tree Trj+1 be inferred from Trj by means of the rule Pd (Pu)
applied to a leaf L and a node E in Trj (and the subsequent application
of CD). Using the denotations from the above-given paragraph and making
similar arguments, we get that the clause λ(Trj+1) is inferred by Pd

λ (Pu
λ)

from some λ(Trk) and λ(Trj) (k < j).
In the case, if Trj+1 is inferred from Trj by means of the rule IE, Pi

λ,
or Po

λ, it is obvious that λ(Trj+1) is the consequence of the input resolution
or input paramodulation rule [9] applied to λ(Trj) and some A ∈ IS.

Taking the above into account, it is easy to show by induction on m that
after choosing an appropriate calculus from RW , RWr, and RWl, we can con-
struct an inference A1, . . . , Ap, B1, . . . , Bq in it, where the clauses A1, . . . , Ap

are variants of clauses from IS, and every clause Bi is either λ(Trj+1) or a
consequence of the rule WF . Q.E.D.

Prop. 1, Prop. 2, and Prop. 3 give the following corollaries.

Corollary 1. Let IS be a set of input clauses without equality literals, and
C is such a clause from IS, that the set IS\{C} is satisfiable. The set IS
be unsatisfiable if and only there exists a linear inference of � from IS in the
calculus RW , and the inference contains C as its first clause.

Corollary 2. A set IS of input clauses without equality literals is unsatisfi-
able if and only if there exists an inference of � from IS in RW .

Corollary 3. Let IS be a set of input clauses with equality literals, and C
be such a clause from IS, that the set IS\{C} is E-satisfiable. The set IS
is E-unsatisfiable if and only if there exists a linear inference of � from IS
∪ Rf(IS) ∪ {x = x}, x is a variable, in the calculus RWr (RWl), and the
inference contains C as its first clause.

Corollary 4. A set IS of input clauses with equality literals is E-unsatisfiable
if and only if there exists an inference of � from IS ∪ Rf(IS) ∪ {x = x}, x
is a variable, in RWr (RWl).
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Remark 6. Remind that a specific peculiarity of the above-described cal-
culi is that they contain only “weakened” analog of the usual factorization
used, as a rule, in all implementation of resolution-type. Note that this weak-
ness of the factorization results in the appearance of some “strange” inference
like the following one (it is impossible to avoid inferring clauses of type 3 (a
tautology) for the given example). Note that L is an atomic formula, and
ordered pairs of numbers signed to literals serve as their indexes.

1. L(1,1) ∨ L(2,1) (input clause)
2. ¬L(1,2) ∨ ¬L(2,2) (input clause)
3. L(1,1) ∨ ¬L(1,2) (by RR, from (1) and (2))
4. L(1,1) ∨ L(1,1) (by RR, from (1) and (3))
5. L(1,1) (by WF , from (4))
6. ¬L(1,2) (by RR, from (2) and (5))
7. � (by RR, from (5) and (6))

Also note that remark 3 holds for the calculi RWr and RWl.

5.3 Model Elimination Method and Paramodulation

The technique of inference search proposed for the above-defined calculi of lit-
eral trees can be easily “translated” in the language of the model elimination
method treated like in [2,9].

The model elimination method deals with clauses, some of which are
declared as framed literals, and has the following rules: the resolution (which
coincides with RR extended by the “merging left” rule – a “linear form” CDτ

of CD – as its proper sub-rule), the reduction (being a “linear analog” CCτ

of the rule CC including CD as its proper sub-rule), and the factor (left).
Remark 7. Remind that all the literals of any clause from IS are deter-

mined as unframed literals. Framed literals appear after applications of the
resolution and the reduction.

We define ME as such a calculus of clauses (with framed literals) that
only includes the rules RR and CCτ extended by CDτ .

It is known that the model elimination method is sound and complete in
the case of absence of the equality (see, for example, [2,9]). That is why is
interesting to know some kinds of a way for building-in of the paramodulation
into ME. Below we give a possible decision of this problem by using special
forms of the paramodolution.

Let MEr (MEl) denote the calculus ME enriched by Pi
λ, Po

λ, and the
following rule Pd

τ (Pu
τ ).

Paramodulation to the most right literal, Pd
τ rule (Paramodu-

lation from the most right literal, Pu
τ rule). Let C be a clause of the

form L1 ∨ . . . ∨ t=t′ ∨ . . . ∨ Lk (L1 ∨ . . . ∨ Lk ∨ . . . ∨ Lr ∨ t=t′), where
L1, . . ., t=t′, . . ., Lk (L1, . . ., Lk, . . ., Lr, t=t′) are literals, among which
t=t′ is obligatory framed equality (unframed equality), and Lk is obligatory
unframed literal (framed literal). Let there exists the paramodulation from
t=t′ to Lk generating a paramodulant [9] Lk+1 (Lr+1) and a mgu σ. Then
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the clause (L1 ∨ . . . t=t′ . . . ∨ Lk)∗σ ∨ Lk+1 ((L1 ∨ . . . ∨ Lk ∨ . . . ∨ Lr ∨
t=t′)∗σ ∨ Lr+1) is considered to be a conclusion of the rule Pd

τ (Pu
τ ). The

literal Lk∗σ is declared as a framed literal, and, at the same time, Lk+1 is
declared as an unframed literal; all the other literals preserve their property
to be framed or unframed literals.

Proposition 4. Let IS be a set of input clauses (with or without equality),
C ∈ IS, and Tr1 be initial tree w.r.t. IS and C. Let Tr1, . . ., Trm be an
inference Trm in the calculus LC, LCd, or LCu. Then the sequence τ(Tr1),
. . ., τ(Trm) is an inference of the clause λ(Trm) in the calculus ME, MEr,
or MEl, respestively.

Proof. We can use the proof of Prop. 3 as an appropriate “scheme”. Q.E.D.

Due to Prop. 1, Prop. 2, and Prop. 7, we easily obtain the following results.

Corollary 5. Let IS be a set of input clauses without equality literals, and
C be such a clause from IS, that the set IS\{C} is satisfiable. The set IS
is unsatisfiable if and only there exists a linear inference of � from IS in the
calculus ME, and the inference contains C as its first clause.

Corollary 6. Let IS be a set of input clauses with equality literals, and C
be such a clause from IS, that the set IS\{C} is E-satisfiable. The set IS
is E-unsatisfiable if and only if there exists a linear inference of � from IS
∪ Rf(IS) ∪ {x = x}, x is a variable, in the calculus MEr (MEl), and the
inference contains C as its first clause.

Remark 8. Using a modification of the example from Section 7 of [5],
below we give inference of � belonging to both MEr and MEl. (Note that
framed literals are underlined.) Besides of the necessity of using functional
reflexivity axioms, it demonstrates some of peculiarities of MEr and MEl.

1. a=b (input clause)
2. R1(h1(z, z)) (input clause)
3. R2(h2(u, u)) (input clause)
4. g1(f(a), f(b))=h1(f(a),f(b)) (input clause)
5. g2(f(a),f(b))=h2(f(a),f(b)) (input clause)
6. f(v) = f(v) (functional reflexivity axiom)
7. ¬R1(g1(x, x)) ∨ ¬R2(g2(y, y)) (input clause)

(a and b are constants, x, y, z, u are variables, R1 and R2 are predicate
symbols, and f, g1, g2, h1 and h2 are functional symbols.)

8. ¬R1(g1(x, x)) ∨ ¬R2(g2(f(v), f(v))) ∨ ¬R2(g2(f(v), f(v)))
(by Pi

λ, from (6) to (7))
9. ¬R1(g1(x, x)) ∨ ¬R2(g2(f(a), f(a))) ∨ ¬R2(g2(f(a), f(a))) ∨

¬R2(g2(f(a), f(b))) (by Pi
λ, from (1) to (8))

10. ¬R1(g1(x, x)) ∨ ¬R2(g2(f(a), f(a))) ∨ ¬R2(g2(f(a), f(a))) ∨
¬R2(g2(f(a), f(b))) ∨ ¬R2(h2(f(a), f(b))) (by Pi

λ, from (5) to (9))



106 Alexander Lyaletski et al.

11. ¬R1(g1(x, x)) ∨ ¬R2(g2(f(a), f(a))) ∨ ¬R2(g2(f(a), f(a))) ∨
¬R2(g2(f(a), f(b))) ∨ ¬R2(h2(f(a), f(b))) ∨ ¬R2(h2(f(a), f(a)))
(by Pi

λ, from (1) to (10))
12. ¬R1(g1(x, x)) (by RR extended by CDτ , from (15) and (3))
13. ¬R1(g1(f(v), f(v))) ∨ ¬R1(g1(f(v), f(v))) (by Pi

λ, from (6) to (12))
14. ¬R1(g1(f(a), f(a))) ∨ ¬R1(g1(f(a), f(a))) ∨ ¬R1(g1(f(a), f(b)))

(by Pi
λ, from (1) to (13))

15. ¬R1(g1(f(a), f(a))) ∨ ¬R1(g1(f(a), f(a))) ∨ ¬R1(g1(f(a), f(b))) ∨
¬R1(h1(f(a), f(b))) (by Pi

λ, from (5) to (14))
16. ¬R2(g2(f(a), f(a))) ∨ ¬R1(g1(f(a), f(a))) ∨ ¬R1(g1(f(a), f(b))) ∨

¬R1(h1(f(a), f(b))) ∨ ¬R1(h1(f(a), f(a))) (by Pi
λ, from (1) to (15))

17. � (by RR extended by CDτ , from (15) and (2))

6 Conclusion

The paper shows that consideration of computer-oriented calculi using tree-
like structures as their well-formed expression can produce new strategies of
refutation search even for such well-known methods, as methods based on
the resolution and paramodulation rules. Besides, they give different ways of
building-in of the paramodulation into the model elimination method. This
fact can be explained by the observation that tree-like approach gives more
freedom for incorporation of various inference search technique in wide-spread
methods and presents itself additional interest for automated reasoning.
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Abstract. Learning scenario determination is one of the key tasks of every Intelli-
gent Learning Systems (ILS). This paper presents a method for learner classification
in ILS based on rough classification methods proposed by Pawlak. The goal of rough
learner classification is based on the selection of such a minimal set of learner profile
attributes and their values that can be used for determination of optimal learning
scenario. For this aim the problems of rough classification are defined and their
solutions are presented.

1 Introduction

The times when knowledge acquired by people in the traditional education
institutions were sufficient for the whole life, have gone for ever and there
is a great need for application of new environments in this field. Therefore
Intelligent Learning Systems are attracting nowadays increasing number of
very differentiated users.

The conception of learning scenario determination in ILS using consensus
methods have been presented in several recent works [4], [5], [11] and [12].
The different learning scenarios are usually designed because of differences
in students’ learning styles, which in turn are consequences of differences
in cognitive styles. The learning scenario, more precisely described in the
following section, is an ordered set of pairs of knowledge piece presentations
and corresponding test questions.

The general architecture for learning scenario determination is a modifi-
cation of that presented in [5]. One of the differences is replacing the classi-
fication of learners with the rough classification method. The quality of the
classification will be measured with consistency measures. Then rough classi-
fication determines the minimal set of the learner profile attributes and their
values that lead to the same partition of the set of users as that created by
the interface profiles. The main advantage of this approach is the possibility
for reduction of the number of attributes that are necessary to generate ac-
tual user classification what causes reduction of learner’s effort in filling-in
registration forms or determining their values by other means.
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The paper is organized as follows: in the second section the overall ILS ar-
chitecture containing learner’s profile and learning scenario will be presented,
in the Section 3 the rough classification of learners according their profiles will
be described. Finally, Section 4 contains some conclusions describing current
state of the implementation and the future work perspectives.

2 Architecture of ILS Using Rough Classification

Today ITS is build from three basic modules [8]: the domain, the student
and the teacher modules. The overall ILS system architecture resembles that
presented in works [4], [5] and [12]. Here the informal and formal description
of learner profile, learning scenario as well as learning process in the ILS will
be presented.

2.1 Learners profile

Learner profile (LP) contains all necessary data to model the learner in the
ILS. In the field of adaptive systems the user profile contains two types of
data: user data and usage data [3]. By the analogy the learner profile also
may contain the user data that describes the learner such as name, age,
sex, education, skills, interests, plans, etc; as well as usage data such as the
learner’s learning scenario with tests results.

In the recommender systems the user profile could be represented by
many different forms: binary vectors, feature vectors, trees, decision trees,
semantic networks. In our paper we propose to describe formally the learner
profile in the following way. Let us assume that we have a finite set A of
attributes describing each user and a set V u of attribute elementary values,
where V =

⋃
a∈A Va (Va is the domain of attribute a). A user profile is

represented by a tuple that is a function

p: A → V

where (∀a ∈ A)(p(a) ∈ Va).
Following the works [4] and [5] we can distinguish two main attribute

groups of the learner profile, personal data and individual learning style [1]:

Personal data:

• learner identifier — PI,
• name and forename — NF,
• date of birth — BD,
• age — AG = {YO, MI, AD},
• sex — SX = {MA, FE}
• intelligence quotient — IQ = {LQ, MQ, HQ},
• education — ED = {EE, SE, HE, PE},
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Individual learning style:

• perception — PER = {sensitive low, sensitive high, intuitive low,
intuitive high}

• receiving — REC = {visual low, visual high, verbal low, verbal high},
• processing — PRO = {active low, active high, reflective low,

reflective high}
• understanding — UND = {sequential low, sequential high, global low,

global high}

2.2 Learning scenario

A learning scenario [4] (LS) represents the proceeding of the learning pro-
cess of each individual student. The knowledge to acquire in the scope of the
course may be divided into some concepts. Each concept may be presented
in several ways, and each method of presentation may contain several hy-
permedia pages. It is assumed that they correspond to the teaching methods
that could be applied to present the particular units of knowledge. These
differences may result in language of presented definitions or media used for
knowledge presentation. The main goal of application of different presenta-
tion methods is delivering learners a given knowledge according to his or her
individual learning styles. For simplicity reasons, we assume that the order of
learning concepts is given and could not be changed. In the ILS systems the
individualization of learning process relies on distinguishing a learning sce-
nario for a student according to learner’s characteristics, knowledge structure
and past learning experiences.

In works [4] and [5] the learning scenario was defined as the ordered set of
pairs containing knowledge piece presentation and corresponding test. Where
K was the finite set of knowledge units with a partial order, which represents
the obligatory order in learning, α in K is defined, Rk denoted the set of
all presentations of a knowledge unit k ∈ K, where each sequence of hyper-
media pages corresponded to a teaching method suitable to the knowledge
unit presentation. The Tk denoted the set of tests serving to verify learner
competence referring to k. Let R =

⋃
k∈K Rk and T =

⋃
k∈K Tk.

In the scope of this work we simplified the learning scenario of specified
course as the tuple l: B → V ′. Let us assume that we have a finite set B of
attributes describing each of the knowledge piece k ∈ K and corresponding
test result. The names of the attributes reflects the order of the knowledge
piece in the learning scenario such as piece 1, piece 2, . . . , piece n (where
n = |K|) with values from Rk (k = 1, . . . , n) as well as corresponding test
results result 1, result 2, . . . , result n with real numbers values from [0, 1],
which represent a factor of correct answers to all the questions in the test.
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2.3 System Architecture

The general architecture for learning scenario determination is following [5].
First, the student that is taking up a course controlled by the ILS initializes
the learner profile. The values of the personal data are initialized manually
by the learner and the values of the individual learning style are also given by
the learner or distinguished by the system according to the probability dis-
tribution. Second, the student is classified and third, corresponding learning
scenario is determined according to the classification. Initially both learner
classification and corresponding learning scenario is determined by the expert
or experts. Fourth, the student learns the presented knowledge item accord-
ing to the and then fifth the student answers the test question. If the student
passes the test he can continue with the following knowledge piece from the
learning scenario, if not he or she is offered the following presentation type of
this knowledge piece and again answers the test. The operation is repeated
until the student passes the test or the maximum number of repetitions is
reached. In case the student accomplished the test in the second or later trial
in the seventh step the learners profile is changed. This modification is based
on the assumption that wrong recommendation of the type of presentation
from the learning scenario may be caused by wrong values of the individ-
ual learning style from the learner profile. The modification should take into
account which type of the presentation from the learning scenario finally en-
abled the learner to pass the test. Then, in the eight step, the classification
is modified. Then the whole the algorithm is repeated from the step three.

In the modified architecture applied in the scope of this paper the follow-
ing steps are identical, in this work however, we applied the rough classifica-
tion to modify the classification of learners from the step eight. The rough
classification is described in the following section.

3 Learner Rough Classification

The concept of rough classification was defined by Pawlak in work [10].
First we must define an information system that is an ordered quadruple
S = (L, A, V, ρ), where L is a set of objects; A is a set of attributes which
describe the objects; V is the set of attribute values and ρ: L×A → V is the
information function, such that ρ(x, a) ∈ Va for each x ∈ L and a ∈ A [9].
The object is characterized by a tuple in the information system. Objects can
be now classified into classes such that objects belonging to the same class
have the identical tuples in the information system.

Pawlak worked out a methodology which enables to determine the mini-
mal set of attributes (that is the reduct) which generates the same classifica-
tion as the whole set of attributes. Having a classification C of set L Pawlak
proposes a rough classification as its approximation. Assume that classifica-
tion C is generated by set Q of attributes. The approximation of C is relied
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on determining a set P ⊂ Q such that the classification defined by P dif-
fers “a little” from C. The small difference between these classifications is
illustrated by the difference of their accuracy measure, which should not be
larger than a threshold ε, that is µQ(X) − µQ\P (X) ≤ ε, for each X ⊂ U ,
where µQ(X) = card(AX)/ card(ĀX), where AX and ĀX are the upper ap-
proximation and lower approximation of set X , respectively, in information
system S reduced to set R of attributes.

In this paper we consider another aspect of rough classification. This
aspect is relied on the assumption that there is known a classification of
set of learners L, and one should determine the set B of attributes from
A such that the distance between the classification generated by attributes
from B and the given classification is minimal. The given classification is that
one which arises on the basis of learning scenario and the attributes come
from learner profiles. If these attributes could be determined, they would
enable to classify the new learners properly and as the consequence, to assign
appropriate learning scenarios to them.

The classification is based on the learning scenario and performed by
means of k-means algorithm [2]. We must only specify the number k of groups
and the distance among the learning scenarios. The most important in the
learning scenario is of course the type of presentation so the distance among
learning scenarios may be calculate by means of the number of differences
of presentation types. We may also consider other distance functions that
distinguishes the types of presentations or takes also test results into account.

3.1 Basic Notions

In this section we define the following notions:
A. Partitions: By a partition of set L we call a set of nonempty and disjoint

classes which are subsets of L, and whose union is equal L. By π(L) we denote
the set of all partitions of set U . Let P , Q ∈ π(L), the product of P and Q
(written as P ∩Q) is defined as: P ∩Q = {p∩q : p ∈ P, q ∈ Q and p∩q = ∅}.
Thus product P ∩ Q is also a partition of U .

B. Distances between partitions: We define two distance functions (σ and
δ) between partitions:

Function σ:
In this function the distance between partitions P and Q of set L is equal

to the minimal number of elementary transformations needed to transform
partition P into partition Q. These elementary transformations are defined
as follows:

(1) Removal of an element — transforms a partition P of set L into a
partition Q of set L \ {x} by deleting an element x from P .

(2) Augmentation of an element — transforms a partition P of set L∪{x}
into a partition Q of set L by including an element x in one of existing classes
from P or by creating a new class with only one element x.
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Function δ:
For P , Q ∈ π(L) let M(P ) = [pij ]n×n be such a matrix that

pij =
{

0, if xi, xj are in different classes of P ,
1, if xi, xj are in the same class of P

and matrix M(Q)= [qij ]n×n be defined in the similar way, where n= card(U).
The distance between partitions P and Q is defined as follows:

δ(P, Q) =
1
2

n∑
i,j=1

|pij − qij |.

Such defined distance function is also a metric. It is also easy to show that
the algorithm for determining distance of this kind requires O(n2) time.

Let P , Q ∈ π(L). We say partition P is included in Q (written as P ⊆ Q)
if each class of P is included in a class of Q. As stated earlier, each user
from L is represented by a user profile p which assigns each attribute from
A with some value. Then each attribute a from set A determines a partition
Pa of set U , as follows: two elements from U belong to the same class in Pa

if and only if their user profiles assign attribute a with the same value. More
general, a set B of attributes determines PB of set L, as follows: 2 elements
from L belong to the same class in PB if and only if for each attribute a ∈ B
their user profiles assign with the same value. It is not hard to show that
PB =

⋂
b∈B Pb.

3.2 Algorithms for Rough Classification of Learners

As we have assumed above, after registering each new learner is classified
by the system into an appropriate class of learners, which is the basis for
determining an learning scenario for him or her. As a result of the learning
process we receive the actual learning scenario (as defined above) of that
particular learner, which is stored for further recommendations.

In this concrete application let’s denote by L as the set of lerners of the
system and A as the set of all potential attributes which may be used in
lerner profiles. By a learner strategy (LS) classification we mean that one
which is generated on the basis of user interfaces, and by a user profile (LP)
classification we call that one which is generated on the basis of profile at-
tributes. We may notice that in the system, at present, uses LP classifications
to assign to a new user a preliminary user interface. During using the system
this interface may be personalized by the user (adjusted to his or her needs).
As the consequence, we can the final interface should be the better for given
user than the initial one.

Let PB be the actual LP classification of L determined by means of at-
tributes from set B ⊆ A and let Q be the actual LS classification of L. If PB

differs from Q (or their distance is greater than a given threshold) then we
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say that the system is weakly adaptive. The smaller is the difference between
PB and Q the more adaptive is the system. A system is then full adaptive if
PB = Q.

To make the adaptation more efficient, one should solve the problem of
determining PB on the basic of Q. Notice that PB is dependent on B, this
means that a set B of attributes determines exactly one partition PB. Besides
we know that different sets of attributes may determine the same partition,
thus problem is relied on selection of a minimal set B (that is a set with
minimal number of elements) such that the distance between PB and Q is
minimal.

Let d ∈ {σ, δ}. The problems of rough classification (RC) can formally be
defined as follows:

Problem RC-1: For given partition Q of set L one should determine set
B ⊆ A such that PB ⊆ Q and d(PB , Q) is minimal.

In this case set B represents such classification which is equal or minimally
more exact than Q. This classification guarantees that two users for whom
different interfaces are designed, should not belong to the same class in LP
classification. In this case we have the “exact” classification.

Problem RC-2: For given partition Q of set L one should determine set
B ⊆ A such that Q ⊆ PB and d(PB , Q) is minimal.

In this problem set B represents such classification which is equal or
minimally differs from Q. In this classification two users for whom different
interfaces are designed, may belong to the same class in LP classification, but
the number of users of this kind should be minimal. Thus we deal with a kind
of rough classification. The only advantage of the solution of this problem is
that the number of attributes needed for LP classification is often smaller
than in the solutions of problem CR-1. Similarly to CR-1 this problem also
may have no solutions.

Problem RC-3: For given partition Q of set L one should determine set
B ⊆ A such that d(PB , Q) is minimal.

Solutions of this problem may be needed if solutions of problems RC-1
and RC-2 do not exist. Thus set B represents a rough classification referring
to Q. This problem should be solved in the majority of practical cases.

For the above defined problems on the basis of the analysis we propose
the following algorithms:

For RC-1: Notice that if PB ⊆ Q then PA ⊆ Q because PA ⊆ PB (since
PA = PB∩PA\B). Thus if PA ⊂ Q then the solution does not exist. If PA ⊆ Q
then set B may be equal A, but for the condition that d(PB , Q) should be
minimal some attribute eliminations from A should be done (see Theorem 1).
The Theorem 1 and Theorem 2 proofs may be found in the work [7].

Theorem 1. For P , R ∈ π(U) and d ∈ {σ, δ} if P ⊆ Q then

d(P, Q) ≤ d(P ∩ R, Q).
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According to Theorem 1 if for some attribute a that we have PA\{a} ⊆ Q
then after eliminating a the distance should be improved, that is

d(PA\{a}, Q) ≤ d(PA, Q)

because PA = PA\{a} ∩ Pa. The algorithm for RC-1 is following:
BEGIN
1. Calculate PA;
2. If PA ⊂ Q then B := ∅ and GOTO END else B := A;
3. For each a ∈ B do if PB\{a} ⊆ Q then B := B \ {a}.
END
For RC-2: Notice that Q ⊆ PB if and only if Q ⊆ Pa for each a ∈ B. From

the Theorem 2 we can see that value d(PB , Q) is minimal if B contains all
attributes a ∈ A such that Q ⊆ Pa. Set B may be minimized by eliminating
dependent attributes, that is if there exist attributes a, b ∈ B such that
Pa ⊆ Pb then b should be eliminated.

Theorem 2. For any information system (U, A), attributes a, b ∈ A and
partition P ∈ π(U) the following properties are true:

a) If P ⊆ Pa ⊆ Pb then d(Pa, P ) ≤ d(Pb, P ),
b) If P ⊆ Pa and P ⊆ Pb then

d(Pab, P ) ≤ d(Pa, P ) and d(Pab, P ) ≤ d(Pb, P ),

where d ∈ {σ, δ}.

The algorithm for RC-2 should consist of the following steps:
BEGIN
1. Let B := ∅;
2. For each a ∈ A if Q ⊆ Pa then B := B ∪ {a};
3. For each a, b ∈ A and a = b do if Pa ⊆ Pb then B := B \ {b}. It can be

proved that d(PB , Q) is minimal for d ∈ {σ, δ}.
END.
For RC-3: It was proven that this problem is NP-complete for both dis-

tance functions σ and δ [6]. A simple heuristic algorithm for RC-3 is following:
BEGIN
1. Choose a ∈ A such that d(Pa, Q) = minb∈A d(Pb, Q);
2. Let B = {a};
3. Let C = B;
4. If there exists c ∈ A\B such that d(PB+c, Q) = minb∈A\B d(PB∪{b}, Q),

and d(PB∪{c}, Q) < d(PB , Q) then B := B ∪ {c};
5. If B = C then GOTO Step 3.
END.
We can notice that the above algorithm is not complex.
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4 Conclusions

In this paper a method for analysis of learner profile data in ILS system was.
This method is based on user rough classification concept of Pawlak. The dif-
ference between our approach and Pawlak’s approach to rough classification
is that we do not use the upper and lower approximations of partitions, but
we use the distance functions between partitions to determining the nearest
partition to the given. The application of the rough classification enables as
to find the minimal set of the learner profile attributes that the user must
deliver to the system during the registration process, or determined in other
way, in order to classify them and recommend them appropriate learning
scenario. In case when it is impossible to find such set that generates the
acceptable partition this gives the system designer the message that the set
of the user profile attributes or their values are incomplete and there is a
need for give the additional elements.
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Abstract. This article introduces a new form of ethogram that provides a basis for
studying reinforcement learning in biologically inspired collective robotics systems.
In general, an ethogram is a record of behavior patterns, which has grown out of
ethology (ways to explain agent behavior). The rough set approach introduced by
Zdzis�law Pawlak in 1982 provides a ground for deriving pattern-based rewards in
the context of an approximation space. The framework provided by an approxi-
mation space makes it possible to derive pattern-based reference rewards used to
compute action rewards as well as action preferences. A brief description of a proto-
type of an ecosystem testbed used to record ethograms in a dynamically changing
system of agents is presented. The contribution of this article is an introduction
to an ethological approach to the study of action preferences and action rewards
during reinforcement learning in intelligent systems considered in the context of
approximation spaces.

1 Introduction

This paper introduces an approach to observing the collective behavior of
cooperating agents in an ethogram, which is part of growing research con-
cerning intelligent systems in the context of rough sets (see, e.g., [3,5,6]).
Ethograms are commonly used in field biology (see, e.g., [2]). An ethogram
is a catalogue of descriptions of separate and distinct, species-typical behavior
patterns. The type of ethogram introduced in this article consists of a record
of observations made concerning collective as well as individual agent behav-
ior. The term behavior in this work refers to the way an agent responds to a
stimulus. Action preferences and action rewards during reinforcement learn-
ing by collections of cooperating agents (swarms) are recorded in ethograms,
which are considered in the context of approximation spaces. Considerable
work has been done on approximation spaces (see, e.g., [11]) based on gener-
alized approximation spaces introduced in [12]. This work on approximation
spaces is an outgrowth of the original approximation space definition in [4].
Whenever a collection of cooperating agents engages in reinforcement learn-
ing, one can observe that actions followed by large rewards are more likely to
be repeated. The magnitude of a reward is measured relative to a standard
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or reference level. This paper introduces an approach to collecting observa-
tions useful in estimating reference rewards. One approach to obtaining a
reference reward is to compute an incremental average of recently received
rewards relative to actions taken by agents [13]. A pattern based approach
to computing reference rewards is introduced in this paper. That is, reference
rewards are derived in the context of an approximation space. The contri-
bution of this article is an introduction to an ethological approach to the
study of action-preferences and action rewards during reinforcement learning
in intelligent systems considered in the context of rough sets.

2 Basic Concepts: Rough Sets

This section briefly presents some fundamental concepts in rough set the-
ory that provide a foundation for projecting rewards for actions by collec-
tions of cooperating agents. The rough set approach introduced by Zdzis�law
Pawlak [4] provides a ground for concluding to what degree a set of equiv-
alent behaviors are a part of a set of behaviors representing a standard.
For computational reasons, a syntactic representation of knowledge is pro-
vided by rough sets in the form of data tables. Informally, a data table is
represented as a collection of rows each labeled with some form of input,
and each column is labeled with the name of an attribute (feature) that
computes a value using the row input. Traditionally, row labels have been
used to identify a sample element commonly called an object (see, e.g., [4])
belonging to some universe (e.g., states, processes, entities like animals, per-
sons, and machines). In this work, the term sample element (i.e., member
of a population) is used instead of object because we want to consider uni-
verses with elements that are behaviors observed in real-time. Formally, a
data (information) table IS is represented by a pair (U , A), where U is
a non-empty, finite set of elements and A is a non-empty, finite set of at-
tributes (features), where a : U −→ Va for every a ∈ A. For each B ⊆ A,
there is associated an equivalence relation IndIS(B) such that IndIS(B) ={
(x, x′) ∈ U2|∀a ∈ B.a(x) = a(x′)

}
. Let U/IndIS(B) denote a partition of

U , and let B(x) denote a set of B-indiscernible elements containing x. B(x) is
called a block, which is in the partition U/IndIS(B). For X ⊆ U , the sample
X can be approximated from information contained in B by constructing a
B-lower and B-upper approximation denoted by B∗X and B∗X , respectively,
where B∗X= {x ∈ U |B(x) ⊆ X} and B∗X = {x ∈ U |B(x) ∩ X = ∅}. The
B-lower approximation B∗X is a collection of sample elements that can be
classified with full certainty as members of X using the knowledge repre-
sented by attributes in B. By contrast, the B-upper approximation B∗X is
a collection of sample elements representing both certain and possible un-
certain knowledge about X . Whenever B∗X is a proper subset of B∗X , i.e.,
B∗X ⊂ B∗X , the sample X has been classified imperfectly, and is considered
a rough set.
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3 Intelligent System Behavior: An Ethological
Perspective

A number of features of the behavior of an agent in an intelligent system
can be discovered with ethological methods. Ethology is the study of be-
havior and interactions of animals (see, e.g., [14]). The biological study of
behavior provides a rich source of features useful in modeling and design-
ing intelligent systems in general. It has been observed that animal behav-
ior has patterns with a biological purpose and that these behavioral pat-
terns have evolved. Similarly, patterns of behavior can be observed in vari-
ous forms of intelligent systems, which respond to external stimuli and which
evolve. In the search for features of intelligent system behavior, one might ask
Why does a system behave the way it does? Tinbergen’s four whys are help-
ful in the discovery of some of the features in the behavior of intelligent sys-
tems, namely, proximate cause (stimulus), response together with the survival
value of a response to a stimulus, evolution, and behavior ontogeny (origin
and development of a behavior) [14]. Only proximate cause and action taken
in response are considered in this paper. Tinbergen’s survival value of a be-
havior correlates with reward that results from an action made in response
to a proximate cause. The assumption made here is that action-preference is
influenced by a reference or standard reward.

4 Approximation Spaces

The classical definition of an approximation space given by Zdzis�law Pawlak
in [4] is represented as a pair (U , Ind), where the Indiscernibility relation
Ind is defined on a universe of objects U . As a result, any subset X of U has
an approximate characterization in an approximation space. A generalized
approximation space was introduced by Skowron and Stepaniuk in [11,12].
A generalized approximation space is a system GAS = ( U , I, ν ) where

• U is a non-empty set of objects, and P(U) is the powerset of U .
• I : U → P(U) is an uncertainty function.
• ν : P(U) x P(U) → [0, 1] denotes rough inclusion

The uncertainty function I defines a neighborhood of every sample element
x belonging to the universe U (see, e.g., [8]). For example, the sets computed
with the uncertainty function I(x) can be used to define a covering of U [10].
The rough inclusion function ν computes the degree of overlap between two
subsets of U. Let P(U) denote the powerset of U . In general, rough inclusion
ν : P(U) x P(U) → [0, 1] can be defined in terms of the relationship between
two sets where

ν(X, Y ) =

{
|X∩Y |
|Y | , if Y = ∅
1 , otherwise
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for any X , Y ⊆ U . In the case where X ⊆ Y , then ν(X , Y ) = 1. The
minimum inclusion value ν(X , Y ) = 0 is obtained when X ∩ Y = ∅ (i.e., X
and Y have no elements in common). In a hierarchical model of an intelligent
system, one or more approximation spaces would be associated with each
layer [7].

4.1 Example: Approximation Space for a Swarmbot

To set up an approximation space for a swarmbot, let DTsbot = (Ubeh, A,
{d}) be a decision system table, where Ubeh is a non-empty set of behaviors,
A is a set of swarmbot behavior features, and d is a distinguished attribute
representing a decision. Assume that IB : Ubeh → P(Ubeh) is an uncertainty
function that computes a subset of Ubeh relative to parameter B (subset of
attributes in A). For example, IB(x) for x ∈ Ubeh, B ⊆ A can be used to
compute B∗D of D ⊆ Ubeh. Further, let B∗D represent a standard for swarm-
bot behaviors, and let Ba(x) be a block in the partition of Ubeh containing x
relative to action a (i.e., Ba(x) contains behaviors for a particular action a
that are equivalent to x). The block Ba(x) is defined in (1).

Ba(x) = {y ∈ Ubeh : xIND (B ∪ {a}) y} (1)

Then we can measure the closeness of Ba(x) to B∗D as in (2):

νB(Ba(x), B∗D) =
|Ba(x) ∩ B∗D|

|B∗D| (2)

B∗D represents certain knowledge about the behaviors in D. For this reason,
B∗D provides a useful behavior standard or behavior norm in gaining knowl-
edge about the proximity of behaviors to what is considered normal. The term
normal applied to a set of behaviors denotes forms of behavior that have been
accepted. The introduction of some form of behavior standard makes it pos-
sible to measure the closeness of blocks of equivalent action-specific behaviors
to those behaviors that are part of a standard.

5 Ethograms Reflecting Swarmbot Behavior

A prototype for a testbed that automates the production of ethograms that
provide a record of observed swarmbot (sbot) behavior patterns, is briefly
introduced in this section (see Fig. 1). Principal testbed symbols are explained
in Fig. 2.

Multiple bots are shown in Fig. 1, where inspect-bots cooperate to navi-
gate along a powerline with many obstacles to inspect power system equip-
ment (e.g., insulators and towers). A sample snapshot of the individual and
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Fig. 1. Testbed for Swarmbot Behavior

Fig. 2. Swarmbot Testbed Symbols
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collective behavior of inspect bots in a line-crawling swarmbot testbed that is
part of the Manitoba Hydro Line-Crawling Robot research project (see Fig.
3).

Fig. 3. Cooperating Bots Prototype

Briefly, this testbed makes it possible to experiment with various off- and
on-line learning algorithms and various swarm behaviors such as cooperation
between bots where one bot requires the help of another bot to crawl past an
obstacle, message-passing between bots using wireless communication, and
responding to various adversaries such as wind, rain, lightning, hunters and
birds. Also included in the sbot testbed is a provision for tracking feature val-
ues for individual bots as well as swarms (see Selected Bot Features window
in Fig. 1) over time (e.g., energy level) useful in behavior survivability esti-
mates. For example, a bot that encounters an obstacle enters standby mode,
and attempts to send a call for help to neighboring bots. The survivability
of a bot in standby mode decreases over time (the longer it waits, the less
chance it has to renew its energy). A bot in standby mode learns to cope with
its decreasing energy problem and no response from another bot, by exiting
standby mode and searching for a means to renew its energy (this usually
means the bot adjusts its angle of rotation so that its solar panels can ab-
sorb the sun’s rays). Cooperation between bots begins by one bot responding
to a wireless communication from another bot. This marks the birth of a
swarmbot. A responding bot docks or connects itself to a bot asking for help.
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Then the responding bot provides stability and support while the other bot
opens its calipers at the tips of its appendages (closed calipers hold onto a
line). After this, the responding bot pushes the other bot past an obstacle.
Such cooperation between bots is one of the hallmarks of swarmbot behav-
ior (see, e.g., [1]), and in multiagent systems containing independent agents
that exhibit some degree of coordination (see, e.g., [7]). Many of the details
concerning this sbot have been already been reported (see, e.g., [9]). A more
detailed consideration of the sbot testbed is outside the scope of this paper.

5.1 Sample Ethogram for a Swarmbot

An ethogram provides a record of observed swarmbot behavior that includes
proximate cause (stimulus) and actions chosen and not chosen. The state of
a swarmbot is either high or low (average charge on batteries of bots in a
swarm). The form of ethogram automated in the testbed in Fig. 1 includes
estimated action preference and reward as well as an action decision d. An
overview of the codes for stimuli and actions is given in Fig. 4. For example,
when the stimulus for an sbot is low battery (i.e., the average charge on the
batteries of the bots in a swarm is below some preset threshold), then the
action in response is either ”get battery” (action code = 10) or ”recharge”
(action code = 11).

Fig. 4. Codes for Stimuli and Actions by an Sbot

As the energy for a swarm reduces, then survivability of the swarm also
reduces. Battery charge (i.e., energy) for a swarmbot is computed using
Vswarm = average {Vbat/Vmaxfor each member of the swarm} where Vbat is
the current charge on a bot battery and Vmax is the maximum voltage on
a battery for a member of a swarm. Let th be a threshold on Vswarm. If
Vswarm < th, then Vswarm is low, which is indicated by state s = 0. Other-
wise, Vswarm is high and s = 1. Let at, rt, rt , denote action, reward and
reference reward at time t, and let pt+1 denote an action-preference at
time t + 1. Preference and reference reward are computed in (3) and (4),
respectively.

pt+1(at) = pt(at) + β(rt − r̄t) (3)
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rt+1 = rt + α(rt − rt) (4)

where α, β ∈ (0, 1] denote step size parameters. Formulas (3) and (4) are the
same as in [13]. However, the method used to compute the reference reward
in this article differs from the averaging method given in [13].

5.2 Pattern-Based Reward

An approach to deriving a pattern-based reward is given in this section. Let
Ba(x) denote a block in partition Ubeh/IndDT (B) with respect to action
a. In the context of swarm behavior recorded in an ethogram, the lower
approximation B∗D represents certain knowledge about blocks of equivalent
behaviors. In what follows, the feature set B would always include feature a
(action). The degree of inclusion of each of the blocks for a particular action
yields useful information in reinforcement learning by a swarm. The rough
inclusion values of the action blocks give us an indication of the closeness of
the behaviors to the standard. We are interested in viewing this information
collectively as a means of guiding the distribution of near-future rewards for
particular behaviors. One way to do this is by averaging the closeness values
for each of the action blocks represented, for example, in Table 1. In general,
in the context of an approximation space, a reference reward r̄t for each
action a is computed as shown in (5).

rt =

n∑
i=1

νB(Ba(x)i, B∗D)

n
(5)

where n is the number of blocks Ba(x) in Ubeh/IndDT (B).
A case study showing sample calculations of preference and reward rela-

tive to a particular action (namely, at = 4 (wander)) is given next based on
Table 1, where

B∗D |d=1 =
{

x1, x4, x6, x7, x9, x13, x15, x17, x20,
x22, x23, x26, x34, x36, x38, x40

}
rt = 0.012, r̄t = 0.0475, r̄t+1 = 0.044, pt+1(at) = 0.028
B∗D |d=0 = {x3, x5, x19, x21, x25, x33, x35, x37, x39, x41}
rt = 0.012, r̄t = 0.075, r̄t+1 = 0.0687, pt+1(at) = 0.025

The reference reward is smaller (small punishment) when d = 1 compared
with the reference reward (higher punishment) when d = 0. This matches
the intuition that when the agent is in a desirable state indicated by d = 1,
the smaller the reference reward rt at time t, the higher rt+1 at time t+1.
The proximate causes and actions chosen by an sbot have been simplified in
Fig. 4. Many other actions are possible, difficult to predict, and need to be
learned in real-time (e.g., selecting a camera angle for inspection of a piece
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Table 1. Sample Ethogram for Swarm Behavior (α, β = 0.1).

X\A st pct at pt rt dt | X\A st pct at pt rt dt

x1 1 3 4 0.02 0.011 1 | x22 1 6 8 0.02 0.011 1
x2 1 3 5 0.01 0.01 0 | x23 0 9 10 0.02 0.011 1
x3 0 3 4 0.01 0.01 0 | x24 0 9 11 0.01 0.01 0
x4 0 3 5 0.01 0.01 1 | x25 0 3 4 0.01 0.01 0
x5 0 3 4 0.01 0.01 0 | x26 0 3 5 0.01 0.01 1
x6 0 3 5 0.01 0.01 1 | x27 1 3 4 0.01 0.01 0
x7 0 9 10 0.01 0.01 1 | x28 1 3 5 0.01 0.01 1
x8 0 9 11 0.01 0.01 1 | x29 1 3 4 0.01 0.01 0
x9 0 9 10 0.01 0.01 1 | x30 1 3 5 0.01 0.01 1
x10 0 9 11 0.01 0.01 0 | x31 1 3 4 0.01 0.01 1
x11 1 3 4 0.01 0.01 1 | x32 1 3 5 0.01 0.01 0
x12 1 3 5 0.01 0.01 0 | x33 1 6 7 0.01 0.01 0
x13 1 3 4 0.02 0.011 1 | x34 1 6 8 0.02 0.011 1
x14 1 3 5 0.01 0.01 0 | x35 0 6 7 0.01 0.01 0
x15 1 3 4 0.031 0.012 1 | x36 0 6 8 0.02 0.011 1
x16 1 3 5 0.01 0.01 0 | x37 0 6 7 0.01 0.01 0
x17 0 9 10 0.02 0.011 1 | x38 0 6 8 0.02 0.011 1
x18 0 9 11 0.01 0.01 0 | x39 0 6 7 0.01 0.01 0
x19 0 6 7 0.01 0.01 0 | x40 0 6 8 0.02 0.011 1
x20 0 6 8 0.01 0.01 1 | x41 0 6 7 0.01 0.01 0
x21 1 6 7 0.01 0.01 0 |

of equipment). To cope with changing requirements and deteriorating perfor-
mance by an s-bot, a reference reward needs to be periodically recomputed
in terms of a new lower approximation for a new set of recent behaviors.

6 Conclusion

The studies of animal behavior by ethologists provide a number of features
useful in the study of changing intelligent system behavior in response to
environmental (sources of stimuli) as well as internal influences (e.g., im-
age classification results, battery energy level, response to behavior pattern
recognition, various forms of learning). This article introduces an approach
to tabulating observations about the behavior of a swarmbot that learns to
select actions resulting in rewards that are associated with survivability. In
effect, a swarmbot learns to select actions so that cooperation between bots
in a swarm serves to protect the sbot against extinction. An approach to
computing reference rewards in the context of an approximation space is
introduced in this article.
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Automatic Knowledge Retrieval from the Web
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Abstract. This paper presents the method of automatic knowledge retrieval from
the web. The aim of the system that implements it, is to automatically create
entries to a knowledge database, similar to the ones that are being provided by the
volunteer contributors. As only a small fraction of the statements accessible on the
web can be treated as valid knowledge concepts we considered the method for their
filtering and verification, based on the similarity measurements with the concepts
found in the manually created knowledge database. The results demonstrate that
the system can retrieve valid knowledge concepts both for topics that are described
in the manually created database, as well as the ones that are not covered there.

1 Introduction

Despite the years of research in the field of Artificial Intelligence, the creation
of a machine with the ability to think is still far from realization. Although
computer systems are capable of performing several complicated tasks that
require human beings to extensively use their thinking capabilities, machines
still cannot engage into really meaningful conversation or understand what
people talk about. One of the main unresolved problems is the lack of machine
usable knowledge. Without it, machines cannot reason about the everyday
world in a similar way to human beings. In the last decade we have witnessed
a few attempts to create knowledge databases using various approaches: man-
ual, machine learning and mass collaboration of volunteer contributors. So
far, none of these approaches can be considered as fully reliable and/or effi-
cient. To a various extent, each of the presented methods has some problem
areas and limitations that are inherent to it. We discuss this issue in more
detail in the next section.

Compared to the efforts taken to create knowledge databases manually,
either as an effort of one entity or distributed among several parties, surpris-
ingly little has been done to develop the methods for the automatic retrieval
of knowledge concepts for such databases. This paper presents a language
independent method, capable to retrieve general and commonsensical knowl-
edge for the open-domain applications from the web and its implementation
to the working system. The aim of the system that implements it, is to au-
tomatically create entries to a knowledge database, similar to the ones that
are being provided by the volunteer contributors. The system uses Internet
as a source of knowledge concepts candidates. Obviously, only a small frac-
tion of the statements that are accessible on the web can be considered as
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a valid entries to a knowledge database. Below, we describe the methods for
“web knowledge concepts” filtering and verification, which are based on the
similarity comparison with concepts found in a knowledge database created
with the mass collaboration of Internet users. The paper also presents the
implementation of these methods to the developed system and preliminary
results obtained from it.

2 Approaches to Knowledge Database Construction

The most well known example of the manual approach to knowledge base
construction is the CYC project, which contains 1.5 million assertions build
over 15 years[4]. The aim of the project was to create a database that could
provide knowledge from a large scope of domains, along with the means
to effectively use this knowledge for systems that could engage in the rea-
soning of human affairs. We learn from the experiences of this and similar
projects that building a database in this way was laborious, time-consuming
and costly. We argue that in an open domain where new information appears
and becomes obsolete on a daily basis, a complete knowledge-base build using
this approach is out of reach.

The machine learning approach demonstrated that it was feasible to auto-
matically induce rules from data and to overcome some problems characteris-
tic for the manual approach presented above. However, as of yet the machine
learning approach has not resulted in creation of a large, open-domain knowl-
edge base. A typical learning program has only weak assumptions about the
world; consequently, the learned rules are relatively shallow as they refer only
to correlations between observable variables[7]. To address this problem the
researchers attempted to incorporate pre-existing knowledge, combining the
automatic and manual approaches. However, they soon faced the bottleneck
related to collecting knowledge known from the manual approach.

Knowledge acquisition from Internet users is the approach used in the
construction of the Open Mind Common Sense database (OMCS)[10], allow-
ing mass collaborations of thousands of volunteer contributors. The ability
to input knowledge concepts directly in the natural-language form simplified
the process of database building compared to the attempts that used semi-
programming languages. Thanks to this, theoretically every (English speak-
ing) Internet user, without any special training can input knowledge concepts
using plain sentences. As demonstrated by Borchardt[2] and Singh[10] such
concepts can be used for reasoning. While significantly decreasing the amount
of money spent, this approach still requires large investment of human labor
distributed among thousands of Internet users. Compared to the manual
approach, the time requirement for creation of the knowledge database is re-
duced; but, this factor cannot be overlooked. The challenges frequently faced
in the projects that use the mass collaboration approach include the need to
ensure[7]:
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• High quality of contributed knowledge,
• Consistency between knowledge entered by different contributors and at

different times,
• Relevance of inputted knowledge to a given task,
• Scalability of the project,
• Motivation of contributors to start and consistently work on the project.

So far the OMCS project has gathered more than 700,000 items from
more than 15,000 users. The database was evaluated[10] by human judges
using a sample of the knowledge concepts, and the following conclusions were
presented: 75% of the items are largely true, 82% are largely objective, 85%
were judged as largely making sense. Tables 1 and 2 show the examples
of knowledge concepts related to the nouns “water” and “apple” from the
OMCS database.

Table 1. Examples of knowledge concepts related to “water” from the OMCS.

No. Knowledge concept related to “water”

1 The last thing you do when you take a shower is turn off the water

2 Human beings need water to survive

3 When animals need water, they feel thirsty

4 Clouds are made up of water vapor

5 People need to drink water verey day

Table 2. Examples of knowledge concepts related to “apple” from the OMCS.

No. Knowledge concept related to “apple”

1 Yellow apples are soft and sweet

2 The first thing you do when you eat an apple is rub it

3 An apple contains seeds

4 The Michigan state flower is the apple blossom

5 When you drop an apple, it gets bruised

3 Automatic Knowledge Retrieval from the Web

Analyzing the content of knowledge database created by volunteer contribu-
tors, one can discover that several of the statements found there exist also on
freely available web pages. Additionally, the number of “web knowledge con-
cepts”, using slightly different words and/or syntax, semantically provides
equivalents for a large part of the entries from the manually constructed
knowledge-bases. Other knowledge concepts accessible on the web describe
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topics that are not covered yet in manually created databases or provide
wider coverage and additional details for several of the concepts defined in
the manually created database.

We argue that the web is a rich resource of commonsensical and general
knowledge and that this resource is usable in the process of automatic cre-
ation of knowledge databases. For automatic knowledge retrieval the web has
important advantages, including real-time updates of content, wide coverage
of various domains, and diversity of presented opinions. At present, a popu-
lar search engine indexes more than 8*109 web pages. Assuming only a small
portion of them include statements that can be treated as valid entries to
a knowledge database, the web still hosts an immense number of knowledge
concepts that can be automatically retrieved. We think that in every mo-
ment, in various part of the world Internet users/WWW creators contribute
the knowledge that can and ought to be used for the building of the knowl-
edge databases and supporting several AI applications. Obviously, there is a
need to filter out statements that cannot be considered as reliable and valid
entries to a knowledge database. The main challenge in this approach is to
ensure a high recall rate of knowledge concepts from various domains and
precision of concepts filtering and selection.

4 Relevant Research

Some relevant research adapting different approaches, and to some extent
having different aims, is included in the following works. Studies on knowl-
edge representation and classification were done by Woods, followed by work
on automatic construction of taxonomies by extracting concepts from texts
[11]. Satoh [8] use connective markers to acquire casual knowledge similarly
to the later work of Inui [3], where the method for classification of casual
relations was presented. The research of Rzepka[9] described the methods
for automatic word categorization and script generation using the statistic of
words obtained from a Web-sized corpus and by exploring Japanese grammar
features. The work of Alani [1] presented a method of automatic knowledge
extraction from a selected domain (knowledge about artists) from web doc-
uments based on a predefined ontology. In the most closely related work [6],
Moldovan described a system that gathers knowledge from a financial domain.
However, this system was tailored to a specific domain and its processing
could not be done automatically, as the system required an interaction with
a user to verify the acquired concepts, relationships and extraction patterns.

5 System Processing

Below we present the “KnowY” system that implements the idea of automatic
retrieval of open-domain knowledge concepts from the web. There are two
aims of this system: to automatically create a knowledge database similar to
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ones that are being built manually through the mass collaboration of Internet
users, and to support various AI applications with the knowledge required in
their processing. At present, the system utilizes the OMCS database to learn
what constitutes a valid entry to a knowledge database. This information is
necessary for filtering out statements that are unlikely to form such an entry
and to rank discovered concepts depending on their similarity to ones found
in the OMCS database. The adaptation to any other knowledge database
written in natural language form is also feasible. The system is developed
using Perl and C, and implemented on the single Pentium III-class Linux
2.4 workstation. For locating and accessing knowledge concepts on the web
“KnowY” uses Yahoo search engine1. Figure 1 presents the system flowchart.

Fig. 1. System flowchart

“KnowY” is initiated by receiving a request for a noun or list of nouns for
which knowledge concepts are to be discovered. To provide a wide representa-
tion of various topics, the system retrieves the 300 highest scored snippets for
each of the 5 different domains (.gov, .edu, .net, .org, and .com) using a sub-
mitted noun as a query. A set of the unique snippets is clustered[5], and for
each cluster the 3 most descriptive words are discovered. Initially the number
of clusters is set to 4. For example for the noun “apple” the following most
descriptive words characterizing the content of the clusters have been found
(tree, fruit, apples), (juice, production, cider), (computer, mac, macintosh),
(iTunes, music, server).

In the next step, “KnowY” executes the new search using a query consist-
ing of the requested noun along with the 3 most descriptive words discovered
for each of the discovered clusters. The system retrieves a set of 300 web
pages, which provides a wide selection of information concerning the noun.
1 http://www.yahoo.com
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Extension of a used query with the 3 most descriptive words for a given clus-
ter ensures that domain limitations are respected. After dividing the text into
sentences, the ones that do not include the requested noun (either in singular
or plural form) are excluded.

In the data filtering and similarity measure stages, the OMCS database
was used as training data that revealed the most frequent ways of describ-
ing knowledge concepts, as well as commonly used words and grammatical
constructions2. The comparison set is composed of the concepts that include
the requested noun (either in singular or plural form). If the number of such
concepts is less than 100, the system randomly adds additional concepts to
obtain such a set. As our experiments show, for a well defined concept (high
quality and wide coverage of a given noun in the OMCS in the database),
the former method is likely to find a slightly better set of automatically re-
trieved “web knowledge concepts”. On the other hand, the later approach
provides the means to discover new concepts, and allows “KnowY” to gener-
ate a database for terms that are not covered by the OMCS at all. We think
that this feature is of prime importance for many applications in the open
domain. The average sentence length found in the OMCS database was 9.32
words long. For the similarity score ranking we decided to include only “web
sentences” and OMCS concepts with the number of words between 3 and
20. In the filtering process “KnowY” also uses information on the proportion
of alphanumeric and special characters. To exclude the sentences that are
unlikely to be valid entries to the knowledge database, “KnowY” compares
them to the OMCS knowledge database concepts and ranks using the highest
similarity score obtained, calculated with the following formula:

Similarity =
∑N

n=1 Wn ∗ WnITF

L1 + L2
+ log Np ∗ α, (1)

where: Wn — matching word found both in a OMCS concept and a “web
sentence”, WnITF — inverted term frequency for a matching word (OMCS),
L1 — number of words in a “web sentence”, L2 — number of words in a
OMCS concept, Np — number of concepts from OMCS where a noun was
found in a position from a “web sentence”, α - parameter (the value of α
was set to 0.2). The formula takes account of the number of matching words
between a ”web sentence” and an OMCS concept as well as the importance
of the given word in a used set of OMCS terms by the means of the ITF. The
Np value promotes “web sentences”, where a noun appears on a position,
which is frequent for many OMCS concepts.

2 In our experiments we used the snapshot of the OMCS database consist-
ing of 700,000 sentences, available at http://commonsense.media.mit.edu/cgi-
bin/download.cgi. From this set the sentences describing pictures and stories
were removed.
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6 Experiment Results

The preliminary experiments with the system were performed using a set of
nouns, including ones that are frequently described in OMCS, as well as ones
that are not covered at all in this database. Tables 3 and 4 show the examples
of the knowledge concepts automatically discovered from the web; only the
first five highest ranked statements are presented.

Table 3. Highest ranked knowledge concepts discovered by “KnowY” related to
“water”, domain (drinking, epa, treatment).

No. Discovered Knowledge Concept Sim.
score

1 Sanitation means not only clean water but also clean air and
clean soil.

1.33

2 Clouds are made when water vapor condenses into tiny droplets. 1.29

3 Most lakes are filled with fresh water, but there are a few lakes
that are filled with salt.

1.25

4 When animals need water, they should not have to stand and
wait.

1.17

5 Overwatering your yard can also cause water to run into the
streets and into storm drains.

1.12

Table 4. Highest ranked knowledge concepts discovered by “KnowY” related to
“apple”, domain (tree, fruit, apples).

No. Discovered Knowledge Concept Sim.
score

1 Apples bruise easily and must be hand picked. 1.61

2 Apple blossom is the state flower of Michigan. 1.58

3 Provide small samples different types of apples. 1.28

4 Apples have 5 seeds. 1.22

5 Apples are a member of the rose family. 1.21

As the results demonstrate, “KnowY” is able to automatically retrieve the
knowledge concepts respecting the domain limitations with relatively high
accuracy. Furthermore, the experiments showed that the system is capable of
finding and automatically retrieving from the web the semantic equivalents of
several of the entries that were inputted manually to the OMCS database. An
example of such a statement discovered for the noun “apple”, which is present
among first five concepts with the highest similarity score is “Apple blossom
is the state flower of Michigan”, and its counterpart from the OMCS, “The
Michigan state flower is the apple blossom”. Some of the knowledge concepts
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obtained from the web provide more detail compared to the OMCS entries.
The instances of such “web knowledge concepts” include “Clouds are made
when water vapor condenses into tiny droplets”, “ Apples bruise easily and
must be hand picked”, “ Apples have 5 seeds” and the corresponding OMCS
database entries, “ Clouds are made up of water vapor”,“ When you drop an
apple, it gets bruised”, and “ An apple contains seeds”. With the exception
of the statement “ Provide small samples different types of apples”(Table 4,
pos 3.) all remaining, automatically retrieved statements can be treated as
valid entries to a knowledge database.

Less reliable set of results was obtained for the noun “golf” in the do-
main “clubs, instruction, equipment”. As shown in Table 5, the majority of
the discovered sentences can not be considered as valid knowledge concept
since they convey personal experience/opinion (pos. 2), or strictly commercial
information (pos. 4 and 5).

Table 5. Highest ranked knowledge concepts discovered by “KnowY” related to
“golf”, domain (clubs, instruction, equipment).

No. Discovered Knowledge Concept Sim.
score

1 Golf is a great game that you can play for a lifetime...enjoy it! 1.02

2 The men I usually play golf with refused to play golf with me
until I stepped back.

0.99

3 Good golf techniques are simple to learn but must be reinforced
to be effective.

0.94

4 Over 600 courses, 200 hotels, and 50 plus golf resorts to choose
from!

0.93

5 Golf for Beginners will provide you with the necessary help you
need to get started correctly.

0.93

Table 6 and 7 present the results obtained for the noun “wasabi” and
“Kendo”. These nouns are covered only to a very limited extend in the OMCS
(“wasabi” — 7 entries) or do not appear in this database (“Kendo”). For the
similarity score calculation the comparison set included 93 and 100 randomly
selected statements from the OMCS database, respectively for the nouns
“wasabi” and “Kendo”. The average similarity score is considerably lower,
compared with the score obtained for the automatically discovered knowledge
concept related to “water” or “apple”. However, although the comparison set
was composed of mostly randomly selected concepts from OMCS, in our opin-
ion it did not significantly compromise the quality of the discovered concepts.
The majority of retrieved statements related to “wasabi” and “Kendo” could
be included in a knowledge database. The exception is sentence “ This being
the modern day Kendo’s source of philosophy”(Table 7, pos. 3), which ac-
cording to the standards used in the evaluation of the OMCS database would
not be classified as a complete and valid knowledge concept.
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Table 6. Highest ranked knowledge concepts discovered by “KnowY” related to
“wasabi”, domain (sushi, japanese, horseradish).

No. Discovered Knowledge Concept Sim.
score

1 That is one reason that wasabi is served with sushi and raw fish
slices.

0.91

2 Wasabi is very very dangerous. 0.86

3 Wasabi A green pungent horseradish paste served with sushi and
sashimi.

0.82

4 What sushi lovers are unaware of however, is that Wasabi served
in America is seldom real.

0.72

5 In Japan, sushi and sashimi are served with a condiment of
wasabi mixed with soy sauce.

0.70

Table 7. Highest ranked knowledge concepts discovered by “KnowY” related to
“Kendo”, domain (sword, arm, Japanese).

No. Discovered Knowledge Concept Sim.
score

1 Anger and true aggression has nothing to do with Kendo. 0.73

2 The bokken is used in modern kendo for kata practice. 0.67

3 This being the modern day Kendo’s source of philosophy. 0.65

4 There are eight striking points in Kendo used for scoring. 0.62

5 Shiai geiko is the most competitive part of Kendo. 0.61

7 Conclusions and Future Work

This paper presented the method of automatic knowledge retrieval from the
web. We think the idea described here and implemented in “KnowY” con-
tributes to address one of the most important challenges in AI that exists
today. The experiments performed with the system demonstrated that it is
capable of automatically discovering several knowledge concepts in a user-
selected domain with relatively high accuracy. Some of the automatically re-
trieved knowledge concepts provided semantic equivalents of the statements
that were manually inputted to the OMCS. Others, while including more de-
tails compared to the OMCS entries, could also become a part of a knowledge
database. The results confirmed also that the system was able to retrieve high
quality knowledge concepts, even for the terms that were not described in the
knowledge database built by mass collaboration of Internet users.

In our future work we are focusing on evaluating other techniques pro-
posed for the document similarity in the information retrieval and computa-
tional linguistics literature; especially those that could be effectively applied
for the comparison of short, sentence long documents. Some shortcomings
of the described method are related to the nature of the resource that it
is based on; while the web provides wide coverage of various domains, very
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frequently the amount of commercial information dominates over these that
could be considered as valid knowledge concepts. To address this problem,
we intend to extend queries used to access “web knowledge concepts” with
a short list of negative words (frequently used on the pages that contain ad-
vertisements), which should not appear on the pages “KnowY” accesses, as
well as to extend the similarity measurement formula with the means to pe-
nalize the statements that include strictly personal opinions or information
of only a commercial nature. Given that the described method is language
independent, we intend also to evaluate it using languages other than English.
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Abstract. Knowledge Visualizer (KV) uses a General Logic Diagram (GLD) to
display examples and/or various forms of knowledge learned from them in a planar
model of a multi-dimensional discrete space. Knowledge can be in different forms,
for example, decision rules, decision trees, logical expressions, clusters, classifiers,
and neural nets with discrete input variables. KV is implemented as a module of
the inductive database system VINLEN, which integrates a conventional database
system with a range of inductive inference and data mining capabilities. This pa-
per describes briefly the KV module and then focuses on the problem of arranging
attributes that span the diagram in a way that leads to the most readable rule vi-
sualization in the diagram. This problem has been solved by applying a simulated
annealing.

Keywords: knowledge visualization, GLD diagrams, diagram optimization, ma-
chine learning.

1 Introduction

Data and knowledge visualization tools are components of many commercial
data mining tools, such as Microsoft SQL Server 2000 Analysis Services,
IBM DB2 Intelligent Miner, and Oracle Data Miner. They are also present
in noncommercial software, e.g. Weka [11] and YALE [10]. The authors are
not aware, however, of any tool with capabilities of Knowledge Visualizer
(KV) described in this paper. KV is a unique knowledge visualization system
that uses a General Logic Diagram (GLD) for representing examples and
knowledge derived from them.

GLD, introduced by Michalski [6], is a planar model of a multidimensional
space spanned over discrete variables (attributes). Each variable partitions
the diagram into a set of disjoint areas corresponding to the values of the
variable. The lines separating these areas for a single attribute are called
axes of this attribute. An intersection of the areas corresponding to single
values of each variable constitutes a cell of the diagram. Every cell of the
diagram thus represents a unique combination of attribute values.
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Decision rules and decision trees are represented by regular configurations
of cells. Logical operations AND,OR, and NOT correspond to intersection,
union and complement, respectively, of the groups of cells representing argu-
ments of the operations (Fig. 2).

Depending on the way the attributes are assigned to the axes of the dia-
gram, knowledge representation in a diagram may be less or more readable
and visually attractive. Therefore, a problem arises as to how to optimize
the attribute assignment for representing a given form of knowledge. In this
paper, we will be concerned with the optimization of the diagram for repre-
senting attrbutional rules learned by AQ-type learning program [8].

The KV program has been implemented as a module of inductive database
system VINLEN [3] that aims at integrating conventional databases and a
wide range of inductive inference capabilities.

The following sections review the concept of GLD, describe the KV pro-
gram for visualizing examples and/or decision rules using GLD, and present a
method for solving the above-mentioned attribute assignment problem. The
working of KV is illustrated by an example.

2 General Logic Diagrams

General Logic Diagrams were developed by Michalski and applied in many
different areas, such as the design and optimization of switching circuits, the
optimization of logic functions, conversion of decision tables into decision
trees, and, most widely, for visualizing concept examples and decision rules
induced from them [7]. A GLD can be viewed as a multivalued extension of
the Marquand’s binary diagram [5] with some additional properties. Specif-
ically, the diagram is structured by drawing axes of different variables with
different thickness. Such a structuring facilitates the readability of knowledge
represented in the diagram even when it is spanned over a relatively large
number of attributes.

The procedure for creating a GLD (Generalized Logic Diagram) for repre-
senting a space E(x1, x2, . . . , xn) spanned over n discrete attributes x1, x2, . . .,
xn, with domains D1, D2, . . . , Dn, is as follows:

1. Divide attributes x1, x2, . . . , xn into two subsets: Row-att and Coll-att.
2. Order attributes in these subsets.
3. Order values in the domains of nominal attributes.
4. Draw a rectangle, and divide it into the numer of rows equal the number

of values of the first attribute in Row-att. Draw the separating lines with
the greatest chosen thickness. These lines constitute the axes of the first
attribute. Assign to rows values of the first attribute.

5. Divide each row into the number of subrows equal the number of values
of the second attribute in Row-att. Separating lines, which are axes of
the second attribute, are drawn with the lower thickness than the axes
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of the previous (first) attribute. Continue such process for the remaining
attributes in Row-att.

6. Repeat the same process for attributes in Coll-att by dividing the rect-
angle into columns.

Individual cells in the so-created diagram correspond to single events, that
is, to distinct combinations of attribute values. To represent a function that
maps the event space (the cartesian product of attribute domains) into the
domain of output variable, the cells of the diagram are marked by function
values. Thus, every such function can represented in the diagram. Because
standard decision rules, attributional rules, decision trees, neural nets, and
other forms of knowledge involving discrete input attributes (or discrtized
continuous attributes) represent functions over an event space, they all can
be represented using GLDs.

Single decision or attributional rules correspond to regular configurations
of cells in the diagram, and thus can be easily recognized visually even in
diagrams with a relatively large number of attributes (their number depends
on the sizes of attribute domains).

When the event space is large, the diagram can be spanned only over
the attributes that are present in the rules to be represented in the diagram
(whose number if usually significantly smaller than the total number of at-
tributes).

To illustrate a GLD rule presentation, let us use the attributional rules
generated by a learning program for very simple robot domain. The rules are
listed in Fig. 1.

A robot is classified as friendly, if:

- its body is round, or

- its head is triangular.

A robot is classified as unfriendly, if:

- the shape of its head is round or square,

and its body is square or triangular,

and it is holding a balloon or a sword, or

- its body is triangular,

and the antenna is green.

A robots is unclassified, if:

- its head is pentagonal or square,

and it is holding a flag.

Fig. 1. Rules generated using AQ21 program for simple robot domain

These rules are visualized using GLD that is presented in Fig. 2. The
following shortcuts are used in the diagram:

• attribute names: holding=x0, head=x1, antenna=x2, body=x3;
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Fig. 2. GLD for rules generated from robots data

• holding values: balloon=0, flag=1, sword=2;
• body and head values: pentagon=0, round=1, square=2, triangle=3;
• antenna values: blue=0, green=1, red=2, white=3, yellow=4.

As we can see, Coll-att= {x3, x2}, Row-att= {x1, x0}. Big rectangles in
the middle and on the bottom represent rules for class ”good”. Two long,
horizontal rectangles represent rule for class ”do not know”. Rectangles on
the right represent rules for class ”bad”. Circles represent events and their
identifiers used to generate rules. They are darker if more then one event are
printed is the same cell.

3 Current capabilities of the KV module

The KV program was implemented as a module of the VINLEN system.
Input data (event space definition, examples, and rules) are taken from the
VINLEN database. The module has following capabilities:

1. It can automatically draw a GLD for the given attributes.
2. The assignment of axes to attributes can be done by the user or auto-

matically by the program.
3. It can represent training and testing examples for a given learning prob-

lem.
4. User can add events by choosing cells on a diagram.
5. It can automatically visualize attributional rules learned by AQ-type

learning program and supplied to KV via VINLEN. Rules are represented
by collections of linked rounded rectangles. Rectangles corresponding to
rules of the same class are given the same color.

6. A diagram can be enlarged (to see details) or decreased (to fit the com-
puter screen).
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7. A diagram can be printed or saved as a graphic file. The user can choose
the way the diagram is printed: in black-and-white or in color.

8. The assignment of axes of attributes can be automatically optimized to
improve the rule visualization. Because the number of possible assign-
ments can be very large, automatic optimization is very useful. An opti-
mization method is described in the next Section.

4 Diagram optimization algorithm

To optimize the assignment of axes to attributes two features of the diagram
are measured:

1. C(d), the number of compact regions in the diagram, d, that represent
given set of attributional rules.

2. S(d), the closeness of the ratio of the height to width of the diagram to
the golden ratio, S(d) = |width(d)/height(d) − 1.62|.

The following diagram cost function aggregating these features is used:

f(d) = C(d) + pS(d), (1)

where p is a user defined parameter (integer number) representing the im-
portance of shape.

In the current implementation, simulated annealing algorithm is used to
minimize f . This is done in a similar way as in graph optimization [2]. Details
of the algorithm can be found in [4]. Generally, it works as follows. Initial
partitioning and ordering is randomized. Next, the algorithm makes random
changes in partitioning and orderings. Probability to switch to the state with
worse diagram (higher f value) depends on a ”temperature,” which is initially
high, but reduced during simulation by multiplying by user-defined dT factor.
After user-defined number of steps, the best diagram is presented to the user.

5 Experiments

The experiments were designed to test the performance of the KV module.
In the experiment described here, the UCI’s Mushroom dataset was used [1].
Two sets of rules were generated: RS1 using AQ21 program in strong patterns
mode1 for ”cap-surface” target attribute, (see Fig. 3), and RS2 using C4.5
algorithm for ”classes” target attribute.

Diagrams were optimized for displaying RS1 and RS2. Optimization was
performed 10 times with the following parameters: 100 steps, initial tem-
perature T = 1, temperature factor dT=0.9, and shape importance p=100.
Diagrams are presented in Fig. 4, and 5. Axes descriptions are omitted be-
cause cells are very small. Average execution time on a Pentium 4 2.4GHz
machine was 143 seconds for RS1 and 81 seconds for RS2.
1 Rules generated using AQ21 in the strong pattern mode are simple but approxi-

mate.
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cap-surface is FIBROUS, if:

- gill-color is BLACK,BROWN,CHOCOLATE,GRAY,PINK,PURPLE;

- classes is EDIBLE;

cap-surface is GROOVES, if:

- stalk_surface_above_ring is SMOOTH;

cap-surface is SCALY, if:

- cap-color is not WHITE;

cap-surface is SMOOTH, if:

- cap-shape is BELL,KNOBBED;

Fig. 3. RS1 rules generated using AQ21 program, with ”cap-surface” target at-
tribute and strong patterns mode

6 Conclusion and Further Research

The KV module allows one to represent graphically rules and data from a
VINLEN knowledge system. The visualization method uses the General Logic
Diagram. KV allows one to check how rules cover given training examples,
and to analyze the relationship between the rules and the examples.

The integration of the KV module in the VINLEN system facilitates ex-
perimental investigation of the rule learning process. The diagram optimiza-
tion feature improves the readability of the rules in the diagram.

Further research will concern adding more features to the KV module, in
particular, the ability to:

• display results of constructive induction;

• display results of abstraction and concretion operation on the represen-
tation space in the case of structured input attributes;

• place images in the cells, which will enable KV to visualize more complex
knowledge;

• represent decision trees and results of clustering algorithms for unsuper-
vised learning;

It is also planned to improve the current diagram optimization algorithm,
for example, by applying the Learnable Evolution Model [9]. An associated
problem is to develop and test other cost functions that take into considera-
tion other diagram features. Another important problem is how to represent
large representation spaces for which diagrams are too complex. A method
of automatic generation of subsets of attributes to span different diagrams
(views) needs to be developed.
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(a)

(b)

Fig. 4. GLD Diagrams for rules RS1: initial (a) and optimized (b)
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(a)

(b)

Fig. 5. Diagrams for rules RS2: initial (a) and optimized (b)
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Abstract. One of the classic data mining problems is discovery of frequent item-
sets. Frequent itemset discovery tasks can be regarded as advanced database queries
specifying the source dataset, the minimum support threshold, and optional con-
straints on itemsets. We consider a data mining system which supports storing of
results of previous queries in the form of materialized data mining views. Previous
work on materialized data mining views addressed the issue of reusing results of
one of the previous frequent itemset queries to efficiently answer the new query.
In this paper we present a new approach to frequent itemset query processing in
which a collection of materialized views can be used for that purpose.

1 Introduction

Frequent itemset mining is one of the classic data mining problems, identi-
fied as the key step in association rule discovery [1]. Frequent itemsets and
association rules capture the co-occurrence of items in the collection of sets,
and find numerous applications including market basket analysis and web
usage mining. Frequent itemset mining can be seen as advanced querying
[6], where a user specifies the source dataset, the minimum support thresh-
old, and optionally some constraints on itemsets, then the system chooses
the appropriate data mining algorithm and returns the results to the user.
Data mining query processing has recently become an important research
area, focusing mainly on constraint handling and reusing results of previous
queries.

We consider a data mining system which supports storing of results of
previous queries in the form of materialized data mining views [7]. In our
previous work [10] we addressed the issue of reusing results of one of the
previous frequent itemset queries to efficiently answer the new query. In this
paper we present a new approach to frequent itemset query processing in
which a collection of materialized views can be used for that purpose. We
propose a query execution method that uses partial results from a set of
materialized views, and provide an algorithm that selects a set of materialized
views that is optimal in terms of the I/O cost.

� This work was partially supported by the grant no. 4T11C01923 from the State
Committee for Scientific Research (KBN), Poland.
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1.1 Background

Frequent itemsets. Let L = {l1, l2, ..., lm} be a set of literals, called items.
Let a non-empty set of items T be called an itemset. Let D be a set of variable
length itemsets, where each itemset T ⊆ L. We say that an itemset T supports
an item x ∈ L if x is in T . We say that an itemset T supports an itemset
X ⊆ L if T supports every item in the set X . The support of the itemset X
is the percentage of itemsets in D that support X . The problem of mining
frequent itemsets in D consists in discovering all itemsets whose support is
above a user-defined support threshold minsup.

Apriori algorithm. Apriori [2] is a classic algorithm for frequent item-
set discovery. It makes multiple passes over the input data to determine all
frequent itemsets. Let Lk denote the set of frequent itemsets of size k and
let Ck denote the set of candidate itemsets of size k. Before making the k-th
pass, Apriori generates Ck using Lk−1. Its candidate generation process en-
sures that all subsets of size k − 1 of Ck are all members of the set Lk−1. In
the k-th pass, it then counts the support for all the itemsets in Ck. At the
end of the pass all itemsets in Ck with a support greater than minsup form
the set of frequent itemsets Lk.

1.2 Related Work

Incremental mining in the context of frequent itemsets was first discussed in
[4]. A novel algorithm called FUP was proposed to efficiently discover frequent
itemsets in an incremented dataset, exploiting previously discovered frequent
itemsets. FUP was based on the same generate-and-test paradigm as Apriori
— it is bound to a particular mining methodology. Using our terminology,
FUP exploits one materialized view, and cannot be easily extended to use
more than one view.

In [8] the authors postulated to create a knowledge cache that would keep
recently discovered frequent itemsets. Besides presenting the notion of knowl-
edge cache the authors introduced several maintenance techniques for such
cache, and discussed using the cache contents when answering new frequent
set queries.

In [3] relationships between association rule queries were analyzed. They
represented cases when results of one query can be used to efficiently an-
swer the other. However, the relationships concerned association rules — not
frequent itemsets.

The work on materialized views started in the 80s. The basic concept
was to use materialized views as a tool to speed up queries. Since then,
materialized views have become a key element of data warehousing technology
(see [9] for an overview).
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2 Frequent Itemset Query Execution Using a Single
Materialized Data Mining View

In [10] we considered the problem of executing a data mining query using
a single materialized data mining view. In this section we review the basic
definitions and summarize the results of our previous study.

Definition 1 (Data mining query). A data mining query for frequent
itemset discovery is a tuple dmq = (R, a, Σ, Φ, β), where R is a database
relation, a is a set-valued attribute of R, Σ is a data selection predicate on
R, Φ is a selection predicate on frequent itemsets, β is the minimum support
for the frequent itemsets. The data mining query dmq returns all frequent
itemsets discovered in πaσΣR, having support greater than β and satisfying
the constraints Φ.

Example. Given is the database relation R1(attr1, attr2). The data mining
query dmq1 = (R1, ”attr2”, ”attr1 > 5”, ”|itemset| < 4”, 3) describes the
problem of discovering frequent itemsets in the set-valued attribute attr2 of
the relation R1. The frequent itemsets with support above 3 and length less
than 4 are discovered in records having attr1 > 5.

Definition 2 (Materialized data mining view). A materialized data min-
ing view dmv = (R, a, Σ, Φ, β) is a data mining query, whose both the def-
inition and the result are permanently stored (materialized) in a database.
All frequent itemsets being the result of the data mining query are called
materialized data mining view contents.

For a frequent itemset query dmq = (R, a, Σdmq, Φdmq, βdmq), and a material-
ized view dmv1 = (R, a, Σ1, Φ1, β1), we identified two general cases, presented
below, in which dmq can be answered using dmv1. The cases are described in
terms of relationships between selection predicates. Σ1 ⊂ Σdmq means that
the source dataset of dmv1 is a subset of the source dataset of dmq (e.g.,
”attr1 > 5” ⊂ ”attr1 > 2”). Φ1 ⊆ Φdmq means that if an itemset satisfies
Φdmq then it must also satisfy Φ1 (e.g., ”|itemset| < 5” ⊆ ”|itemset| < 3”).
See [10] for details.

Verifying Mining (VM): (Σ1 = Σdmq ∧ β1 ≤ βdmq ∧ Φ1 ⊆ Φdmq). Since
the materialized data mining view dmv1 contains a superset of the result of
dmq, then the execution of dmq takes to read the contents of dmv1 and filter
the frequent itemsets with respect to βdmq and Φdmq. (In a particular case,
when β1 = βdmq and Φ1 = Φdmq, dmv1 contains the exact result of dmq, and
no filtering is needed.)

Incremental Mining (IM): (Σ1 ⊂ Σdmq ∧ β1 ≤ βdmq ∧ Φ1 ⊆ Φdmq).
The database has been logically divided into two partitions: (1) the records
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covered by the view dmv1, (2) the records covered by the query dmq, and not
covered by dmv1. The execution of dmq consists of three steps. In the first
step, the contents of dmv1 are filtered with respect to βdmq and Φdmq. (In a
particular case, when β1 = βdmq and Φ1 = Φdmq this step is not needed.) In
the second step, all itemsets frequent in the second partition are discovered
using a complete mining algorithm (e.g., Apriori). Finally, locally frequent
itemsets from both partitions are merged and then counted during the scan
of the database in order to find globally frequent itemsets.

3 Frequent Itemset Query Execution Using a Set of
Materialized Data Mining Views

Problem formulation. Given are: (1) a set of materialized data mining
views DMV = {dmv1, dmv2, ..., dmvn}, where dmvi = (R, a, Σi, Φi, βi),
Σi is of the form (li1min < a < li1max) ∨ (li2min < a < li2max) ∨ ... ∨
(likmin < a < likmax), li∗ ∈ dom(a), and (2) a data mining query dmq =
(R, a, Σdmq, Φdmq, βdmq), where Σdmq is of the form (ldmq

1min < a < ldmq
1max) ∨

(ldmq
2min < a < ldmq

2max) ∨ ... ∨ (ldmq
mmin < a < ldmq

mmax), ldmq
∗ ∈ dom(a). The prob-

lem of materialized data mining view selection consists in generating such
an algorithm of dmq execution using views from DMV , that its I/O cost is
minimal.

dmq1

dmq2

l1
1min l1

1max l12min l1
2max

l2
1min l21max

� 

s1

s2

s3

s4

s5

S

Fig. 1. Sample set of data mining queries and their distinct selection formulas

Definition 3 (Data sharing graph). Let S = {si, s2, ..., sk} be a set of
distinct selection formulas for DMV ∪ {dmq}, i.e., a set of such selection
formulas over the attribute a of R that for each i, j we have σsiR∩σsjR = ∅,
for each i there exist integers a, b, ..., m, such that σΣiR = σsaR∪σsb

R∪ ...∪
σsmR, and there exist integers a, b, ..., k, such that σΣdmq

R = σsaR∪σsb
R∪

...∪σsk
R (Fig. 1). A graph DSG = (V, E) will be called a data sharing graph
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for DMV and a data mining query dmq if and only if V = DMV ∪S∪{dmq},
E = {(v, sj)|v ∈ DMV ∪ {dmq}, sj ∈ S, σΣvR∩ σsjR = ∅}.
Example. Let us consider a data sharing graph for a set of materialized data
mining views and a data mining query. Given is a relation R1 = (attr1, attr2),
four materialized data mining views: dmv1 = (R1, ”attr2”, ”10 < attr1 <
30”, ∅, 10), dmv2 = (R1, ”attr2”, ”15 < attr1 < 40”, ∅, 4), dmv3 =
(R1, ”attr2”, ”30 < attr1 < 40”, ∅, 8), dmv4 = (R1, ”attr2”, ”5 < attr1 <
30”, ∅, 15), and a data mining query dmq = (R1, ”attr2”, ”5 < attr1 <
40”, ∅, 10). The set of distinct selection formulas consists of the following
elements: S = {s1 = ”5 < attr1 < 10”, s2 = ”10 < attr1 < 15”, s3 =
”15 < attr1 < 30”, s4 = ”30 < attr1 < 40”}. The data sharing graph for
DMV = {dmv1, dmv2, dmv3, dmv4} and dmq is shown in Fig. 2.

dmq

5<attr1<10 

10<attr1<15

15<attr1<30

dmv1

dmv4

dmv2dmv3 30<attr1<40 

Fig. 2. Sample data sharing graph for a set of materialized data mining views and
a data mining query

3.1 Materialized data mining view selection

Consider a data mining query dmq which can be executed using multiple data
mining views from DMV . According to our previous analysis, dmq can use
such views from DMV that: (1) are based on a subset of dmq’s source dataset
(Σi ⊆ Σdmq), (2) use minsup which is not above the minsup of dmq (βi ≤
βdmq), and (3) their data selection conditions are identical to or relaxed with
respect to dmq (Φi ⊆ Φdmq). Moreover, the source datasets of the materialized
views must not overlap, since in such case, certain frequent itemsets might be
lost if they were not frequent in any of the source datasets. Therefore, in order
to efficiently execute the data mining query dmq = (R, a, Σdmq, Φdmq, βdmq),
we should consider the following subsets of materialized views:

DMVdmq = {dmvi ∈ DMV |dmvi = (R, a, Σi, Φi, βi), Σi ⊆ Σdmq, (1)
βi ≤ βdmq, Φi ⊆ Φdmq, ∀dmvk ∈ DMVdmq − {dmvi} : Σi ∩ Σk = ∅}.
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Using DMVdmq to execute dmq consists in: (1) selecting frequent itemsets
from each dmvi ∈ DMVdmq with supports above βdmq, (2) discovering fre-
quent itemsets in the portion of the database, which is not covered by any
view from DMVdmq, (3) merging all frequent itemsets from (1) and (2) to
form a set of global candidates, and (4) scanning the database to evaluate
their support and prune infrequent ones. The algorithm for executing a data
mining query dmq using a set DMVdmq of materialized data mining views is
shown below.

Algorithm 1 (Data mining query execution using a set of material-
ized data mining views).
Input: A data mining query dmq and a set of materialized data mining views
DMVdmq

Output: The results of dmq.
Method:

1. for each dmvi ∈ DMVdmq do
2. Fi ← {frequent itemsets from dmvi having support ≥ βdmq

and satisfying Φdmq}
3. R′ ← σΣdmq

R−−−
⋃

dmvi∈DMVdmq
σΣiR)

4. F ′ ← execute(R′, a, ”true”, Φdmq, βdmq)
5. C ← F ′ ∪ F1 ∪ F2 ∪ ... ∪ F|DMVdmq|
6. count(C, σΣdmq

R)
7. Answers ← {C ∈ C|C.count ≥ βdmq}
8. return Answers

Since many applicable subsets of materialized data mining views may exist,
we will look for such DMVdmq that the I/O cost of dmq execution is minimal.
The I/O cost of executing dmq using DMVdmq is the following:

costDMVdmq
=

∑
dmvi∈DMVdmq

||dmvi|| + k ∗ ||R′|| + ||σΣdmq
R||, (2)

where R′ represents the portion of σΣdmq
R which is not covered by any view

from DMVdmq, and k is the number of scans of R′ required by a complete
mining algorithm (e.g., Apriori) that has to be run to discover locally frequent
itemsets in R′.

In order to estimate the benefits from using multiple data mining views,
let us compare the above cost with the cost of running a regular algorithm on
the complete dataset. Assuming that the complete mining algorithm would
need the same number k of dataset scans on the whole database and the
portion of it not covered by materialized views, the materialized data mining
views should be used if:∑

dmvi∈DMVdmq

||dmvi|| + k ∗ ||R′|| < (k − 1) ∗ ||σΣdmq
R||. (3)

Since in practical applications we have ||dmvi|| << ||σΣiR||, then the larger
coverage of dmq’s source dataset by the views from DMVdmq, the better
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performance of dmq’s execution. Therefore we look for such a DMVdmq that
provides the largest coverage of dmq’s source dataset.

Algorithm 2 (Materialized data mining view selection).
Input: A data sharing graph DSG = (DMV ∪ {dmq}, E), a set of distinct
selection formulas S, a data mining query dmq = (R, a, Σdmq, Φdmq, βdmq)
Output: DMVdmq providing the largest coverage of dmq’s source dataset.
Method:

begin
1. P ← {s ∈ S|(dmq, s) ∈ E}
2. SV ← {dmv ∈ DMV |∀s ∈ S, (dmv, s) ∈ E ⇒ s ∈ P}
3. AV ← {dmv ∈ SV |dmv = (R, a, Σ, Φ, β), β ≤ βdmq, Φ ⊆ Φdmq}
4. global optCost ← +∞
5. global OptV iewSet ← ∅
6. scanV iewSets(AV, ∅)
7. return OptV iewSet

end

8. procedure scanViewSets(V, Seed):
begin

9. for all dmv ∈ V do begin
10. newCost ← cost(Seed ∪ {dmv}, dmq)
11. if newCost < optCost then
12. optCost ← newCost
13. optV iewSet ← Seed ∪ {dmv}

end if
14. V ← V − {dmv}
15. OL ← {dmvj |∃s, (dmv, s) ∈ E ∧ (dmvj , s) ∈ E}
16. scanV iewSets(V − OL, Seed ∪ {dmv})

end

The above algorithm constructs a DMVdmq providing the largest coverage
of dmq’s source dataset. In step (1) we build the set P of distinct selection
formulas for dmq. In step (2) we select materialized data mining views (SV )
containing such data selection conditions that are relaxed with respect to
dmq’s data selection conditions. In step (3) we select such views from SV that
use minsup not above dmq’s minsup and use pattern selection conditions
identical to or relaxed with respect to dmq. In step (4) we initialize a global
variable to hold the best I/O cost found so far. In step (5) we initialize a
global variable to hold the best set of materialized data mining views found
so far. In step (6) we call the recursive procedure to generate all allowable
subsets AV of the materialized data mining. In step (7) we return the optimal
set of materialized data mining views for the execution of dmq. In step (8)
the procedure called scanViewSets begins; it scans all allowable subsets of
V , and it appends Seed to each of them. In step (9) a loop begins to iterate



154 Marek Wojciechowski and Maciej Zakrzewicz

over all materialized data mining views from V . In step (10) we evaluate the
I/O cost of executing dmq using the set of materialized data mining views.
If the cost is lower that the best one found so far, then in steps (12)-(13)
we update the global variables. In step (14) we eliminate the current view
from the set not to process it again during recursive calls. In step (15) we
select all materialized data mining views which share at least one distinct
data selection formula with the current view. In step (16) we recursively call
scanViewSets to append more views to the current set.

4 Experimental Results

In order to evaluate performance of frequent itemset discovery using a col-
lection of materialized views, we performed several experiments on a Pen-
tium II 433MHz PC with 128 MB of RAM. The experiments were conducted
on the MSWeb1 (Microsoft Anonymous Web Data) dataset from the UCI
KDD Archive [5]. The dataset contained 32710 transactions (user sessions),
the average size of transaction was 3 URLs, and the total number of different
URLs in the dataset was 285. As a complete data mining algorithm we used
our implementation of Apriori.
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Fig. 3. Execution times for different numbers of used materialized views

Figure 3 presents the execution times for a different number of selected ma-
terialized views (1, 2, and 3) compared to the execution time of the complete
Apriori algorithm. For the cases involving materialized views we varied the
fraction of the dataset covered by them from 25% to 100%. The minimum

1 http://kdd.ics.uci.edu/databases/msweb/msweb.html
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support threshold of the query to be answered was by 0.1 higher than the
average minimum support threshold of the selected materialized views.

The experiments show that using materialized views reduces processing
time if the views cover a significant fraction of the original query’s dataset.
Already for materialized views covering 37.5% of the source dataset, using
up to 3 views paid off. The best performance was achieved when the selected
views covered the whole dataset — in such cases there was no need to run
Apriori at all.

Regarding the number of selected materialized views, we observe that
for the same level of coverage, the smaller the number of views the better.
One reason for performance degradation due to using a higher number of
views is that using more views means higher I/O costs as more views have
to be read from disk. This effect is particularly noticeable for small datasets
like MSWeb. Another issue that might affect performance even in case of
large datasets is the distribution of values in the dataset. If the distribution
is strongly skewed, each of the views will introduce many locally frequent
patterns, which then have to be counted (verified) in the whole dataset.

5 Conclusions

In this paper we discussed answering a frequent itemset query using a collec-
tion of materialized data mining views. The proposed method is independent
of a particular mining algorithm, and is a generalization of the method from
our previous work that was capable of using only one view.

We have presented: (1) the conditions on a set of materialized views that
have to be fulfilled for the set to be useful, (2) the algorithm that uses results
from a set of materialized views to answer a new frequent itemset query, (3)
the algorithm that finds the subset of applicable materialized views that is
optimal in terms of I/O costs.

The experiments confirm our theoretical analysis and show that using a
set of materialized views is an efficient solution, provided that the views cover
a significant part of the dataset.
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two grammars for chunking
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Abstract. In this article1 we present two grammars (GramCat and
GramEsp) for chunking of unrestricted Catalan and Spanish texts. With these
grammars we extend the classical notion of chunk as it is defined by Abney, taking
advantage of Catalan and Spanish morphosyntactic features: Catalan and Spanish
rich inflectional morphology and the high frequency of some prepositional patterns
allow us to include both pre- and post-nominal modifiers in the noun phrase.

1 Introduction

Ideally speaking, Corpus Linguistics should work with complex grammar for-
malisms providing full-parsed sentences. However, up to now, parsers can-
not provide the robustness nor the speed needed in the processing of great
amounts of data. Moreover, the more complex the grammar is, the more am-
biguous the output becomes, since there is not enough lexical or semantic
knowledge to be added to those grammars2.

Chunkers were designed for the robust processing of big collections of
texts. The robustness is achieved by reducing the complexity of the analysis
and by avoiding some attachment decisions. Chunking is based on formal in-
formation, mainly about grammatical categories, since the classical definition
of chunk is

the typical chunk consists of a single content word surrounded by
a constellation of function words, matching a fixed template [1]

As stated in [1], there is psychological evidence for chunks, so that this
notion not only might be applied to finite state parsing, but also it might be
considered from a linguistic point of view3.

It is clear that this definition was done bearing English in mind, in which
the only morphological non-verbal mark is the -s for nouns in plural. But, if
a language has a richer inflective system, it should be possible to extend the
notion of chunk. This is the case for German, and this is the case for Catalan

1 The work presented here was partially funded by the Xtract2 project (Platform
of Linguistic Engineering resources BFF2002-04226-C03-03).

2 See [11] for a detailed discussion about the pros and cons of full parsers.
3 See section 3 for further discussion on this point.
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and Spanish too. The German inflexional system contains case, as a nominal
mark. Catalan and Spanish have not case but gender and number. These two
marks appear not only in the noun, but also in determiners and adjectives
accompanying a given noun. So, the definition of nominal chunk can be ex-
tended to include any element showing these agreement marks. Moreover, if
we take into account the frequency of some syntactic patterns, the definition
of chunk may be enlarged with the inclusion of other postponed elements.
This conception of chunking has been used for Named Entity Recognition
and Classification (NERC [3]) with good results. Furthermore, we think that
it may be extended to the other Romance languages, since they show simi-
larities in the morphological features.

The paper is organised as follows: section 2 is a state-of-the-art about
chunkers for Catalan and Spanish; section 3 presents our definition of chunk;
section 4 deals with GramCat and GramEsp; finally, sections 5 and 6 give
some results and the conclusions.

2 Chunkers

In this section we describe the existing parser systems for Spanish and Cata-
lan. There are very few analysers for Spanish and even less for Catalan. In
addition, most of the existing systems are not freely available, like those
developed by the UAM, by Connexor or by Xerox.

[12] describes a chunker for Spanish, built at the Universidad Autónoma
de Madrid (UAM), that recognises basic NP, ADJP, VP, ADVP and PP.
These phrases can be recursively identified, so that nesting of phrases is
allowed up to a given maximum level. Machinese Syntax for Spanish, by
Connexor, is based on the Constraint Grammar Formalism. According to the
information in the website4 it is a syntactic parser which produces part-of-
speech classes, inflectional tags, noun phrase markers and syntactic depen-
dencies. Syntactic dependencies show functional relations between words and
phrases in sentences. Finally, Xerox company has set up a parser for Span-
ish [9], based on incremental finite-state parsing. The output of the system
includes a first step of chunking and a further one of extraction of syntactic
dependencies5.

Freely available parsers are CATCG, the system developed at the Na-
tional Polytechnic Institute in Mexico and TACAT. CATCG6, by the Pom-
peu Fabra University in Barcelona, is a syntactic analyser for Catalan that
uses the Constraint Grammar Formalism. In Mexico, a chart-based Spanish
Parser has been developed [10] which uses a context free grammar with some

4 See http://www.connexor.com/demos/syntax es.html
5 See http://www.xrce.xerox.com/competencies/content-analysis/robustparsing/

home.en.html
6 See http://mutis.upf.es/glicom/catcg/descript es.htm
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unification elements. Finally, TACAT7 [4], the system we use, is a chart-
based syntactic analyser that uses a bottom-up and left-right strategy to
build up syntactic trees. As chart parsers produce a huge amount of trees,
it uses some clues to choose the best tree: apart from conditions given by
the grammar, its strategy here is a top-down one (it chooses the larger and
the deeper tree). The grammar it uses is a context free grammar manually
written and described in section 4. The parser is language-independent, while
the grammars it uses are language-dependent (see [7]), so we have developed
two grammars: one for Catalan and another for Spanish.

TACAT offers some advantages that we would like to point out: on the
one hand, it is a well-documented system, both in what concerns the parser
itself and the grammars it uses; on the other hand, it is freely available.

3 Chunks for Catalan and Spanish

The definition of chunk and the characteristics of the formalism are the same
for Catalan and Spanish; therefore, we will only mention the difference, in
this and the following sections, if it is relevant for the explanation.

Abney, in [1], defines chunks in terms of major heads: major heads are
all content words except those that appear between a function word f and the
content word that f selects. For example, proud is a major head in a man
proud of his son, but proud is not a major head in the proud man, because
it appears between the function word the and the content word man selected
by the. According to this definition, a proud man would be one chunk, while
a man proud of his son would consists of three chunks: [ a man ] [ proud ] [
of his son].

In addition to Abney’s first definition of chunk (see section 1), there is
another one, given by the same author five years later: islands of certainty [2]
via patterns’ reliability. Islands of certainty being more general, it seems
more appropriate to us, since it is a conceptual, general definition that can
be applied in different ways for different languages (i.e. different patterns may
be defined for different languages), because nothing is said about the concrete
elements a chunk must contain. In fact, islands of certainty definition may
apply to the definition of German chunk proposed in [11]:

a chunk is a continuous part of intra-clausal constituent including
recursion and pre-head as well as post-head modifiers but not pp-
attachment, or sentential elements

But it applies too for our definition of chunk for Catalan and Spanish:

a chunk is a continuous part of intra-clausal constituent including
pre-head as well as post-head modifiers, some restricted recursivity by
means of pp-attachment, but without sentential elements

7 See http://www.lsi.upc.es/˜ nlp/
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So, the differences between our definition of chunk and first Abney’s [1]
are:

(i) that our chunks include post-head modifiers in the nominal chunk;
(ii) that there are (limited) recursive chunks, and
(iii) that we include prepositional phrases as post-head modifiers.

The difference between our chunks and the German ones is that we include
some kind of PP-attachment.

4 GramCat and GramEsp

In this section we firstly describe the rule formalism and then we focus on the
nominal chunk8. Both GramCat and GramEsp analyse prepositional phrases,
complex verbal forms, adverbial and adjectival phrases. They also recognise
starting elements of clauses. However, we will concentrate on the nominal
chunk, as it is the larger one and it allows us to identify nominal chunks for
NERC.

The parser, TACAT, takes the text with pos annotation as input and pro-
duces the bracketing of the text as well as the labelling of the constituents9.

4.1 Rule formalism

TACAT works with a context free grammar. The rule formalism is as follows:
an element in the left of the rule is rewritten as zero, one or more elements on
the right10. Elements on the left are only non-terminal nodes, while elements
on the right are both terminals (pos-tags) and non-terminals. The following
rule, for instance, rewrites a nominal chunk (sn) as a masculine singular
determiner (espec-ms) and a masculine singular nominal group (grup-nom-
ms):

sn ==> espec-ms, grup-nom-ms.
There is the possibility to specify, in the right part of the rule, one given
element. This specification may be done in two different ways: by writing
either the pos-tag or a concrete word. Somehow, this is one way to make the
grammar context dependent, since in these cases the rule only applies if the
given pos-tag or word appears. An example of such specification appears in
the following rule:

8 All the examples in section 4 are given in Catalan.
9 Theoretical support for the building of the two grammars was mainly obtained

from two big works, each one of three volumes, published in recent years: [14] for
Catalan and [5] for Spanish.

10 The existing possibility of rewriting any element as a null one has not been used
in any of our grammars, since it produced a lot of ambiguity and slowed down
the process.
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sn ==> vmip3s0(fa), sn(mesos).
in which it is said that a nominal chunk (sn) is rewritten as a concrete verbal
form (fa) and a nominal chunk containing the word mesos11. This rule will
be able to analyse different structures, like fa mesos, fa vuit mesos, fa alguns
mesos12.

As mentioned in section 2, TACAT allows some control of the output
parser in the grammar. This is done by adding some lists at the end of the
grammar: the flat-list was thought for recursive elements: the node appears
only once in the output tree; the prior-list establishes some priorities in the
analysis; finally, the hidden-list includes the tree nodes that do not appear in
the output (it is especially interesting to hide preterminal nodes, so that the
tree structure is not too hard to read but there is no loss of information). The
effects of the hidden-list can be seen in the next two examples: in the first one,
the list has been applied, while it has not in the second (where preterminal
nodes such as j-fs or w-fs, which do not appear in the first analysis, can be
seen)13.

sn_[ espec-mp_[ els_da0mp0]
grup-nom-mp_[ documents_ncmp000

sp-de_[ prep_[ de_sps00]
sn_[ espec-fs_[ la_da0fs0]

grup-nom-fs_[ Generalitat_np00000
s-a-fs_[ republicana_aq0fs0]]]]]]

sa_[ s-a-mp_[ dipositats_aq0mpp]]
grup-sp_[ prep_[ a_sps00 ]

sn_[ espec-fs_[ l’_da0cs0]
grup-nom-fs_[ Arxiu_de_Salamanca_np00000]]]

-----------------------------------------
[sn_[espec-mp_[j-mp_[els_da0mp0]]

grup-nom-mp_[n-mp_[documents_ncmp000]
sp-de_[prep_[de_sps00]

sn_[espec-fs_[j-fs_[la_da0fs0]]
grup-nom-fs_[w-fs_[Generalitat_np00000]

s-a-fs_[a-fs_[republicana_aq0fs0]]]]]]]
sa_[s-a-mp_[a-mp_[dipositats_aq0mpp]]]
grup-sp_[prep_[a_sps00]

sn_[espec-fs_[j-fs_[l’_da0cs0]]
grup-nom-fs_[w-fs_[Arxiu_de_Salamanca_np00000]]]]

11 Chunks like this one (fa mesos) are the Catalan way of saying months ago.
12 Months ago; eight months ago; some months ago.
13 The chunked fragment is els documents de la Generalitat republicana dipositats

a l’Arxiu de Salamanca, that is the Republican Catalan Government documents
stored in the Archives of Salamanca.
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4.2 The nominal chunk

The nominal chunk has the following structure:

[(Determiner(s)) + (AdjP ) + head + (AdjP |noun|PPde)]

There is an optional determiner at the beginning of the chunk; this determiner
can have a complex form, i.e. in Catalan and Spanish there may appear zero,
one, two or even three determiners. The second optional element before the
head is an adjectival phrase that may include only one adjective or be a
complex phrase, containing, for instance, two or more coordinated adjectives,
or an adjective with an adverbial complement. After the head, only one of
the three mentioned elements is allowed: an adjectival phrase, a noun (no
matter whether it is a proper or a common noun) or a prepositional phrase
introduced by the preposition de14.

In the elements contained within the nominal chunk (sn), morphological
features related to gender and number are taken into account, in order to en-
sure that chunks are correctly formed; i.e. in order to avoid the combination,
for instance, of a masculine singular determiner with a feminine plural noun.
However, as this information is not relevant for the nominal chunk, its tag
does not contain such information.

Determiners. There are 108 rules for Catalan determiners and 115 for the
Spanish ones. The difference is due to the different combinations of deter-
miners allowed in each of the languages. The combinations were established
taking into account not only the theory but also real cases found in corpora.

Head. Allowed elements in the head position of the nominal chunk are:
common and proper nouns, pronouns, and two or more coordinated nouns. A
case of proper noun, taken from the previous example, is Generalitat15, with
the pos-tag for proper nouns np00000:

sn_[espec-fs_[la_da0fs0]
grup-nom-fs_[Generalitat_np00000

s-a-fs_[republicana_aq0fs0]]]

Pronouns (pos-tags beginning by P) also appear in this position: they are
not only personal pronouns, but also demonstratives, possessives, etc., like in
the following sentence fragment: això ho permet16

14 De may take in Catalan another form (d’) and its meaning is, both for Catalan
and Spanish, of, from.

15 The name of the Catalan Government.
16 Literally: This [clitic] allows;

Translation this allows that.
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sn_[grup-nom-ms_[aixo pd0ns000]]
sn_[grup-nom-ms_[ho pp3ns000]]
grup-verb_[permet vmip3s0]]

Noun coordination has been dealt with in only one case: what we call lexical
coordination, which is coordination between two (or more) isolated nouns,
without any complement or determiner. Nouns can be both proper or common
nouns17:

sn_[ espec-mp_[els_da0mp0]
grup-nom-mp_[mesos_ncmp000

sp-de_[prep_[de_sps00]
sn_[grup-nom-mp_[juliol_ncms000

coord_[i_cc]
agost_ncms000]]]]]

As for NERC, the identification of the head was extremely important, since
in most of the cases the head establishes the kind of NE, so the classification
could be done while parsing the text.

Head Complements. We defined three kinds of head complements: an
adjectival phrase, a noun, and some prepositional phrases, even though only
one element can precede the head, the first one.

Nouns being noun complements are those in apposition. Some examples
are raigs gamma; etapa reina; gas mostassa18. As in Catalan and Spanish
the complements appear almost always in a post-head position, for the above
mentioned cases the first noun is the head and the second, the complement;
moreover, the noun giving its morphological features to the whole phrase
is the first. For instance, in the last case (gas mostassa), gas is masculine
singular and mostassa feminine singular and the whole phrase is masculine
singular, and consequently the determiner takes the masculine form as well.

Adjectival phrases may contain an adjective, a coordination of isolated
adjectives, an adjective with an adverbial complement, or a series of adjectives
without any punctuation mark, like in the following case19:

sn_[espec-fp_[les_da0fp0]
grup-nom-fp_[previsions_ncfp000

s-a-fp_[economiques_aq0fp0 s-a-fp_[inicials_aq0cp0]]]]

Finally, one type of PP is included in the nominal chunk: the prepositional
phrase headed by the preposition de, but only if the preposition comes im-
mediately after the noun. This decision was taken after carrying out different
17 els mesos de juliol i agost: the months of July and August.
18 Gamma rays; top stage; mustard gas.
19 Les previsions econòmiques inicials; Lit: the predictions economic initial;

Translation: the initial economic predictions.
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experiments in order to find out the frequency of some syntactic patterns,
both for Catalan and Spanish. The experiments and the results we show here
were done for Spanish20.

1. We extracted a set of 210 sentences from the corpus LexEsp [13] con-
taining the pattern {common noun + preposition DE} in order to study
whether the prepositional phrase depended on the previous noun or not.
The results were as follows:

• Total amount examples of the sequence: 237.
• Number of PPs depending on the previous noun: 230 (97%).
• Number of PPs with ambiguous attachment: 3 (1.26%).
• Number of PPs modifying another element: 4 (1.68%).

2. We did the same for cases where there was an adjective between the
noun and the preposition. The objective was the same, but the results
were completely different, since in the 60% of the cases the PP was de-
pending on the adjective and only the 40% left were prepositional phrases
depending on the noun.

3. Finally, we decided to study what happened with other prepositions. The
results were that in the 80% of the cases the prepositional phrases did
not depend on the immedialety previous noun but on another element on
the left.

All things considered, we decided to include only the prepositional phrases
headed by the preposition de as a noun modifier. There will obviously be some
errors in the attachment (at least 1.68%) but we thought that we could afford
this error if, in contrast, we had more than 97% of suitable attachments.

5 Results

As there is not any corpus analysed in terms of chunks, we could not carry out
any evaluation of the grammar. However, as the grammar was used to provide
us with a first analysis for building the treebanks Cat3LB [8] and Cast3LB [6]
we can present the most frequent errors. Firstly, there were some errors in
noun coordination. Secondly, there were few errors in the prepositional phrase
headed by de. And finally, there were some errors related to the inclusion
in the noun phrase of a postponed adjective. In fact, this construction is
sometimes wrongly built, even if there are no means to previously know
that: these are the cases like consideren la Maria intel·ligent21, in which the
adjective should be taken apart from the noun, as it is a verbal complement.

20 They were done for Catalan too with very similar results.
21 Lit: They consider Mary intelligent; They consider Mary to be intelligent.



GramCat and GramEsp: two grammars for chunking 167

6 Conclusions

We have presented in this article two grammars for chunking. The main
contribution has been, however, another definition of chunk, that applies for
Catalan and Spanish but could also be applied for other Romance languages.

This chunking has been used for Named Entity Recognition and Classifica-
tion with very good results and could also be used for terminology extraction.
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Abstract. Minimal perfect hashing provides a mapping between a set of n unique
words and n consecutive numbers. When implemented with minimal finite-state
automata, the mapping is determined only by the (usually alphabetical) order of
words in the set. Addition of new words would change the order of words already
in the language of the automaton, changing the whole mapping, and making it
useless in many domains. Therefore, we call it static. Dynamic minimal perfect
hashing assigns consecutive numbers to consecutive words as they are added to
the language of the automaton. Dynamic perfect hashing is important in many
domains, including text retrieval and databases. We investigate three methods for
its implementation.

1 Introduction

Finite-state machines are widely used in computational morphology for rep-
resenting natural language dictionaries ([3], [5], [2]). However, their space
efficiency decreases in applications where a different output has to be asso-
ciated to each entry via the finite-state dictionary access (e.g. creation of
an inverted index file). In such cases, the required space of a finite-state
machine approaches that of a tree. A possible solution of this problem is
compression [6].

Another solution seems to be perfect hashing, implementing a function
from a word to a number from the range 0 to n − 1, where n is the number
of words. It has been proposed independently by [3] and [5]. However, the
number associated with a word is not arbitrary; it is determined by the
position of the word among other words stored in the dictionary. Adding a
new word can change numbers associated with all other words. This may be
acceptable if the data structures that use those numbers are rebuilt every time
a new word is added. In text retrieval, e.g. in a search engine for a newspaper,
we maintain a vocabulary with links to inverted files. New words are found
continually, but we do not want those links to change with time. In databases,
we can replace family names in records with corresponding numbers. As there
can be many people with the same family name, this saves the space. If the
database is that of living people, new family names will continually appear.
However, we still want the same numbers refer to the same names.
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We propose three dynamic hashing methods to solve this problem. The
first one uses perfect hashing while allowing the perfect hashing function to
change inside the automaton. We then use an additional data structure, a
translation vector, to compensate for the change. In another solution, we in-
clude weights introduced by perfect hashing into the labels, i.e. into the right
language of states. As the right language is used for determining equivalence
of states, we obtain an automaton that is not minimal. The third solution is
also based on an automaton that is not minimal – it is pseudo-minimal.

2 Mathematical Preliminaries

A deterministic finite-state automaton is a quintuple M = (Q, Σ, δ, q0, F ),
where Q is a finite set of states, Σ is a finite set of symbols called the alphabet,
δ : Q × Σ → Q is a (partial) transition function (if δ(q, a) is not defined, we
write δ(q, a) = ⊥), q0 ∈ Q is the initial state, and F ⊆ Q is a set of final
states. The transition function δ can be extended to δ∗ : Q × Σ∗ → Q:

∀q∈Q δ∗(q, ε) = q
∀q∈Q,a∈Σ,δ(q,a�=⊥,w∈Σ∗ δ∗(q, aw) = δ∗(δ(q, a), w)

The language of an automaton is a set of words (strings) spelled out on
all paths leading from q0 to any of the final states:

L(M) = {w ∈ Σ∗ : δ∗(q0, w) ∈ F}

The size of an automaton is defined as the number of its states:

|M | = |Q|

The minimal automaton Mmin is the unique (up to isomorphisms) au-
tomaton that has the smallest size among all deterministic automata that
recognize the same language:

∀M :L(M)=L(Mmin) |Mmin| < |M |

The right language of a state q is a set of words (strings) spelled out on
all paths leading from q to any of the final states:

−→L (q) = {w ∈ Σ∗ : δ∗(q, w) ∈ F}

Obviously, −→L (q0) = L(M). The equality of right languages is an equiva-
lence relation that partitions the set of states into equivalence classes. In the
minimal automaton, each class has only one representative.
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3 Static Perfect Hashing

The number of words in the automaton is the number of words in the right
language of the initial state. For each state, we can calculate:

|−→L (q)| = (Σa:δ(q,a) �=⊥ |−→L (δ(q, a))|) +
{

0 q ∈ F
1 q ∈ F

We can assume that the alphabet is ordered. That order induces an order-
ing of words1, and an ordering of transitions of a state. In that ordering and,
in the case of acyclic automata, a word w ∈ L(M) gets number ρ(w) which
is the number of words that precede it in the language of the automaton
(supposing that words are counted from 0).

This number may be calculated from weights included either in states
or in transition labels of the automaton. If the latter case the weight ω :
Q × Σ → I stored on a particular transition is the ordinal number of the
first word recognized by traversing this transition minus the sum of weights
on the preceding transitions (see Figure 1 for an example).
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a/0

h/1

w/2

c/0 a/0

a/0

t/1

a/0

e/0
e/1s/2

t/6

Fig. 1. Static perfect hashing on words {cat, chat, sea, seat, swat, sweat, tat, that}
using weights included in labels. To calculate the number associated with a word, we
add all weights on its transitions. For example, to calculate the number associated
with seat we get 2 + 0 + 0 + 1 = 3

An arbitrary word w can precede a number of words that are already in
the language of an automaton. Therefore, adding such a word has to change
ordinal numbers of words that follow it in lexicographical order. While adding
the new word, we follow the path that recognizes the longest prefix of w that
can be found in the automaton. At each state along that path, we add 1 to
the weight on every transition that has a label that lexicographically follows
the label on the transition we traverse (see Figure 2).

4 Perfect Hashing with Translation Vector

To counteract the changes introduced by adding new words, a translation
vector can be used. The purpose of the vector is to translate from the num-
1 various compression techniques may introduce different ordering
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t/2
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Fig. 2. Weighted automaton resulting from the addition of a new word seal to the
language of the previous example. The new word gets number 3, the words seat,
swat, sweat, tat and that are shifted to numbers 4 through 8, respectively.

bers resulting from the internal ordering of words in the automaton (in the
simplest case – ordinal numbers of words in lexicographical order), to the
order in which they appear in the input. To obtain the ordinal number of
a word, we first look for it in the automaton and obtain its number in the
minimal automaton using weights on transitions. Then that number serves
as an index in the translation vector. The value held in the place indexed
with the word’s number in the automaton gives the ordinal number of the
word.

The length of the translation vector is the number of words recognized
by the minimal automaton. If a mapping from numbers to words is required,
it can be implemented with a second translation vector. A translation vector
for the automaton on Figure 1, implementing the order {cat, seat, swat, chat,
sea, sweat, tat, that} is {0, 3, 4, 1, 2, 5, 6, 7}.

Suppose that we want to add a new word w to an automaton already
re-cognizing n words, as described in the preceding section. Suppose that
there are exactly i words belonging to the language of the automaton that
lexicographically precede w. The automaton modification algorithm runs in
O(|w||Σ|). Then, we need to update the translation vector. This is done by
shifting values starting at position i on forward by one position. It means
moving |L(M)|/2 on average, and |L(M)| at most values. For example, the
translation vector for the automaton on Figure 2 is {0, 3, 4, 8, 1, 2, 5, 6, 7},
where the 5 last values have been shifted after the addition of word seal.

5 Perfect Hashing with Weights Included in Labels

If we don’t want to use a translation vector, which might be huge, it is possible
to arrange the weights in transition labels in such a way that their sums
on appropriate paths would give respective word numbers direcly. However,
such an automaton may be bigger then the minimal automaton (note that
this is not the case while using a translation vector). For example, given
L = {aa, ba, bb, ab}, the minimal automaton (Figure 3) has 3 states.
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a

b b

a

Fig. 3. Minimal automaton accept-
ing {aa, ab, ba, bb}

a/0
b/3
a/0

b/1

a/0

b/1

Fig. 4. Automaton with weights assign-
ing consecutive weights (starting from 0)
to words {aa, ba, bb, ab}

However, if we assign 0 to aa, 1 to ba, 2 to bb, and 3 to ab, we get two states
with the right language {a, b} that have different weights on their transitions
(Figure 4). Those weights would be lost if we were to merge the states.

In order to prevent merging of states, we incorporate weights into the right
language of a state. Evidently, if words come lexicographically sorted, the
automaton we get has the same number of states as the minimal automaton
for the given language.

Handling the new automaton is almost identical to handling an ordinary
acyclic deterministic automaton. There are, however, a few modifications. To
avoid problems posed by negative weights that are necessary when handling
words that are prefixes of other words, we use a special end-of-word symbol
that does not belong to the alphabet. The symbol is appended to each word.
In the automaton that is built from such data, there is only one final state,
and it has no outgoing transitions. All states that would be final are non-final,
and they have an additional transition labeled with the special symbol, and
leading to the final state.
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Fig. 5. Weighted automaton (with no translation vector) implementing words in
the following order {cat, seat, swat, chat, sea, sweat, tat, that, seal}. The addition
of word seal numbered 8 resulted in the creation and minimization of the suffix
transitions l/7 and #/0.

While adding a new word, we traverse the path recognizing the longest
prefix of the word that can be found in the automaton, calculating the sum
of the weights on transitions. Then we create a chain of states and transitions
recognizing the suffix of the word. On the first transition we create, we put
the difference between the word number and the sum of weights on transi-
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tions recognizing the prefix. Because the words on input receive consecutive
numbers, and the sum of weights on the path recognizing the prefix of the
words to be added is a sum of weights on a path recognizing a prefix of a
word w′ already in the automaton, that sum is not greater than the number
assigned to w′. Therefore, the weight to be put on the first transition is al-
ways positive. Figure 5 shows the weighted automaton with no translation
vector for the language from the previous section.

Note that with this solution, it is no longer possible to easily compute
the mapping from numbers to words. The weights on transitions no longer
partition words into sets with word numbers staying below/above certain
value.

6 Pseudo-minimal Automata

The third solution for dynamic perfect hashing is a pseudo-minimal automa-
ton [4], i.e. an automaton having a proper element (a transition or a state) for
each word. That proper element is not shared with any other word. Therefore,
to achieve perfect hashing (including dynamic perfect hashing), it is sufficient
to put the word number on its proper element. To avoid putting the word
numbers on both transitions and states, we introduce the end-of-word symbol
appended to each word.

We call a state convergent if it has more than one incoming transition. We
call a state divergent if it has more than one outgoing transition. Note that
these definitions are simplified versions of those found in [4]. In a pseudo-
minimal automaton, there is no path on which a divergent state follows a
convergent state. For example, the automaton on Figure 2 is not pseudo-
minimal as state B is both convergent and divergent. Figure 6 shows a pseudo-
minimal automaton ordering the same words in the same order as in the
preceding section. Note that the two automata on Figures 5 and 6 are identical
up to weights. Our tests described in section 8 show that the two automata
are identical for languages of up to 100 words while for larger languages their
size ratio is very close to 1.

C

A

B

D

H

G

I

F
J

K

E

a

s

t

#

c

t

a
w

e #/4

l/8e/5

a/6h/7

h/3

a/0

a/2

t/1

Fig. 6. Pseudo-minimal automaton implementing words in the following order {cat,
seat, swat, chat, sea, sweat, tat, that, seal}.
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It is possible to obtain a pseudo-minimal automaton from a minimal one
by first marking states q for which |−→L (q)| > 1, and then cloning every con-
vergent state marked by this procedure. Modifications for incremental con-
struction algorithms for sorted data and unsorted data [1], and for a semi-
incremental Watson’s construction algorithm [7] exist that directly construct
pseudo-minimal automata. Of those, only the incremental algorithm for un-
sorted data is of interest for dynamic hashing. Those modifications are out
of scope of this paper. The Revuz’s semi-incremental construction algorithm
[5] also builds a pseudo-minimal automaton before minimizing it. However,
that algorithm requires data to be sorted on reversed words.

Note that with this solution, it is no longer possible to easily compute the
mapping from numbers to words, as the word number is stored only on the
proper transition.

7 Theoretical Limits

It is interesting to find what are theoretical limits for sizes of automata with
weights included in labels and pseudo-minimal automata, as compared to
standard minimal automata for respective languages.

It is easy to show that the worst case for pseudo-minimal automata is
that of L = Σn. The minimal automaton for that case has n + 1 states and
n|Σ| transitions, with |Σ| transitions linking each consecutive pair of states.
An example of such automaton is shown on Figure 3. Because prefixes of
length n − 1 are common for |Σ| words, only the transitions recognizing the
last symbol in words can be their proper elements. Because there are |Σ|n
words, there are as many proper transitions. They all lead to a state that has
a single outgoing transition, and it is labeled with the end-of-word marker.
The automaton is shown on Figure 7.

The pseudo-minimal automaton has 2+Σn−1
i=0 |Σ|i = 2+ |Σ|n−1

|Σ|−1 states, and

Σn
i=0|Σ|i = |Σ|(n+1)−1

|Σ|−1 transitions.It is exponentially bigger than the minimal
automaton. However, it is the same order of magnitude as the length of the
translation vector.

It turns out that the same case is also the most difficult one for perfect
hashing with weights included in labels. However, to prevent minimization,
a particular order of words must be used. The automaton forms a tree iden-
tical to the one for pseudo-minimal automaton (with transitions recognizing
the last letter of words converging to a single state with a single transition
labeled with the end-of-word symbol). To insure that, the weights on outgo-
ing transitions of all states reached with Σn−1 should form pairwise different
sets.

One way to achieve that is to put all words ending with the first symbol of
the alphabet first, and then put all remaining words in reverse lexicographical
order. In the resulting automaton (see Figure 8 for an example with Σ =
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Fig. 8. The worst case for an automa-
ton with weights included in labels

{a, b, c} and n = 3), the sum of weights on transitions recognizing the prefixes
Σn−1 will be the ordinal numbers of those prefixes in the set (starting from 0).
Let Σ = {σ1, σ2, . . . σm}, where m = |Σ|, be an ordered set of symbols. The
transition labeled with the first symbol of the alphabet σ1 recognizing the last
symbol of the word will always have weight 0. Because consecutive prefixes
Σn−1 will have the sum of weights equal to consecutive integers, all words
Σn−1σ1 ending with the first symbol of the alphabet will get consecutive
numbers corresponding to their position in the input.

The remaining mn−1(m − 1) words come in reverse order. The first of
them gets number mn−1, which is 1 greater than the sum of weights on the
lexicographically last prefix σn−1

m . The transition recognizing the last symbol
σm of the alphabet as the last symbol of a word that has the prefix being
lexicographically the last among prefixes of length n − 1 will get weight 1.
Last transitions for m−2 subsequent words σn−1

m σm−1, σ
n−1
m σm−2, . . . σ

n−1
m σ2

ending with preceding symbols of the alphabet will get consecutive integers
starting from 2 as their weights. The outgoing transitions for the last symbols
of words σn−2

m σm−1σm, . . . , σn−2
m σm−1σ2 will get weights m + 1, . . . , 2m− 1.

The weights start with m + 1 and not with m because the sum of weights
on σn−1

m is 1 greater than the sum of weights on σn−2
m σm−1. In this way
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each state reachable with different prefix Σn−1 will get a different suite of
transition weights. Thus the states cannot be merged, although their right
languages without weights are identical.

8 Experiments

We performed experiments simulating the application of the 3 hashing meth-
ods described above to indexing of a natural language corpus. Three corpora
of different sizes, languages and types were used: the English corpus was a
several-thousand-word technical text2, the Polish one was a 1.5-million-word
literary corpus3, and the French one was a 44-million-word press corpus (Le
Monde journal’s full 1998-99 edition). Each corpus was first reduced by a
set of filters so that only the first occurence of each word form was retained
(non-alphabetical tokens were not taken into account). Thus, the unique word
forms appeared in the resulting list in a “natural” order determined by the
corpus. That list was given as the input to the construction algorithms for the
minimal automaton (MA), the weighted perfect-hashing automaton (WA),
and the pseudo-minimal automaton (PA). The results are shown in Table 1.

English corpus Polish corpus French corpus

# of words 276,268 1,500,536 44,406,805

# of unique words 11,168 146,279 373,860

Ave. word length 7.4 8.5 8.1

# 
st

at
es

 /
# 

tr
an

si
tio

ns

MA 9, 564/18, 102 73, 584/170, 173 184, 859/465, 873
WA 13, 318/24, 390 119, 007/265, 128 307, 525/679, 714
PA 13, 437/24, 603 119, 188/265, 465 309, 884/683, 741
|WA|/|MA| 1.39/1.35 1.62/1.56 1.66/1.46
|PA|/|MA| 1.40/1.36 1.62/1.56 1.68/1.47
|PA|/|WA| 1.009/1.009 1.002/1.001 1.0077/1.0059

Table 1. Experimental results for various corpus types and sizes

The size of the translation vector is not taken into account in the data
for the minimal automaton. The results show that WA and PA are almost
identical as far as both the number of states and the number of transitions
are concerned, PA being very slightly bigger than WA. A more detailed test
for different prefixes of the biggest corpus showed that the three automata
are identical for small corpora of up to 100 words. With a growing corpus
size, the PA/MA (WA/MA) ratio grows continually up to 1.75. However,
the ratio decreases slightly (down to 1.66) when the corpus size rises above
30-million words.
2 downloaded from www.research.ibm.com/journal in August 2000
3 downloaded from monika.univ.gda.pl/~literat/books.htm on Nov 1, 2004
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Note that for morphological dictionaries the |PA|/|MA| ratio may grow
up to 8 [5] because each entry contains a full morphological paradigm.

9 Conclusions

Unsurprisingly, the results show that the minimal automaton (MA) is up
to 50% smaller than both the weighted perfect hashing automaton (WA)
and the pseudo-minimal automaton (PA), in terms of the number of states
and transitions. However, the real memory size ratios of the three automata
depend on the implementation details. Suppose we need 4 bytes for a trans-
lation vector cell (the length of the vector is equal to the number of unique
words), 8 bytes for a state, and 16 bytes for a transition. WA is then 28%
bigger than MA. The difference between WA and PA is negligible.

Note that MA, contrary to WA and PA, allows for an easy implemen-
tation of the number-to-word mapping (by doubling the translation vector
size).

On the other hand, in terms of speed, the WA and PA have an advantage
over MA. Updating WA and PA is only slightly faster than updating MA.
However, it is the cost of updating the translation vector that counts. One
has to move half of the vector on average to readjust the hashing function,
while the cost of updating the automaton (whatever kind) is proportional to
the length of the word being added.
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Abstract. A set of 70 lexical symbols is defined which covers written Polish. Under

the assumption of the second order Markov process, a dictionary-based method of

tagging parts of speech is presented. Instead of having to be trained on earlier tagged

text, parameters of the method are estimated on frequencies of unambiguously

classifiable unigrams, bigrams and trigrams of lexical symbols found in untagged

literary text. The method is being proved to tag correctly 88% of all words in text.

1 Introduction

Part-of-speech tagging is an act of assigning part of speech to each word in

a text. It is one of the tasks of natural language processing.

There are two major applications of automatic tagging. It can be used

in an early phase of parsing, that is stating the grammatical functions of all

the words in a sentence. It can also be used as a research tool for searching

texts for sequences of words of given parts of speech. Automatic tagging has

numerous practical applications as well.

Models being used to formulate algorithms of tagging may be classified as

probabilistic and non-probabilistic.1 The most extensively used probabilistic

models, namely Markov models and hidden Markov models, are based on

Markov processes. The most common non-probabilistic approach is trans-

formation-based tagging.

To estimate parameters of a model, supervised and unsupervised estima-

tion can be used. Supervised estimation requires the correct tagging of a large

sample of text, while unsupervised learning does not. A kind of unsupervised

estimation is based on a dictionary providing information on parts of speech

admissible for each word.

Accuracy of tagging is easy to evaluate. A common measure of accuracy

is the fraction of correctly tagged words. The percentage of correctly tagged

ambiguous words is also used.

The most simple Markov models are n-gram models which assume that

the n-th word depends only on the previous n−1 words. We shall be proving

that with probability 0.99, the accuracy of dictionary-based trigram
part-of-speech tagging of Polish exceeds 88%.

1 See [4, chapter 10].
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As far as we know, there has already been an attempt to build an au-

tomatic part-of-speech tagger of Polish. Namely, a trigram morphosyntac-

tic tagger presented in [2], disambiguates a set of tags including inflexional

categories. Trained on an annotated corpus, it achieves accuracy of 90.6%.

Several attempts have also been made to build a lexical analyser, for example

LEXAN, described in [10, p. 50–56]2.

2 Methods

Let Σ be a finite alphabet. A language L is a certain set of finite strings over

the alphabet Σ. A text over the language L is a finite sequence of strings

from L. The set of all texts over the language L will be denoted by L∗.

Let us assume that the language L is a sum of m > 1 classes of lexical

symbols L1, L2, . . . , Lm. Given a text

a = (ai)n
i=1 ∈ L∗, n ≥ 1, (1)

we define its tagging as any sequence t = (ti)n
i=1 such that ti ∈ {1, 2, . . . , m}

and ai ∈ Lti for i = 1, 2, . . . , n. We assume that among all taggings of the

text a, there exists exactly one tagging t which may be called a true tagging.

In context of tagging, the numbers 1, 2, . . . , m are called tags.

2.1 The alphabet and lexical symbols

Written Polish language uses letters, punctuation marks, a hyphen, digits

and graphical signs. The Polish alphabet consists of twenty four letters of the

Latin alphabet, two non-Latin letters and nine letters of the Latin alphabet

with diacritical marks: A, Ą, B, C, Ć, D, E, Ę, F, G, H, I, J, K, L, Ł, M, N,

Ń, O, Ó, P, Q, R, S, Ś, T, U, V, W, X, Y, Z, Ź, Ż, a, ą, b, c, ć, d, e, ę, f, g, h,

i, j, k, l, ł, m, n, ń, o, ó, p, q, r, s, ś, t, u, v, w, x, y, z, ź, ż. Since numerous

foreign proper names and borrowings are written without a transcription,

the set of letters is often extended. There are ten punctuation marks: ., ;, „

:, –, . . . , ?, !, brackets and quotation marks. [5, p. 1656] names five kinds of

brackets: ( ), [ ], / /, { }, < > and three kinds of quotation mark: „ ”, � �, ‘

’. Typewriter quotation mark: " " may also sometimes occur [7, p. CXXII].

The hyphen: - is used for spelling compounds and dividing words at ends of

lines. Ten digits are: 0, 1, 2, 3, 4, 5, 6, 7, 8, 9. Graphic signs include basic

mathematical symbols, section sign and computer symbols: =, +, %, §, #,

$, &, *, @, \, ˆ, _, |, ˜.

We distinguish six classes of lexical symbols: words, punctuation marks,

hyphen, numbers, graphical signs and unknown characters. These classes may

be further subdivided. The most detailed division used in this paper, possess-

ing m = 70 classes, is presented in table 1.

2 For a more comprehensive description of morphological analysers for Polish

see [3].
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Table 1. The list of lexical symbols

Parts Punctu- Hyphen, number,

of ation graphical signs,

speech. marks. unknown character.

Class Symbol Class Symbol Class Symbol

L1 unknown word L30 . L54 -

L2 unknown part of speech L31 ; L55 number

L3 noun L32 , L56 =

L4 noun, masculine-personal L33 : L57 +

L5 noun, masculine-animal L34 – L58 %

L6 noun, masculine-inanimate L35 . . . L59 §

L7 noun, feminine L36 ? L60 #

L8 noun, neuter L37 ! L61 $

L9 adjective L38 ( L62 &

L10 adjective, positive L39 ) L63 *

L11 adjective, comparative L40 [ L64 @

L12 adjective, superlative L41 ] L65 \
L13 pronoun L42 / L66 ˆ

L14 numeral L43 { L67 _

L15 verb L44 } L68 |
L16 imperfect verb L45 < L69 ˜

L17 perfect verb L46 > L70 unknown

L18 adjectival passive participle L47 „ character

L19 adjectival active participle L48 ”

L20 verbal noun L49 �

L21 adjectival past participle L50 �

L22 adverb L51 ‘

L23 adverb, positive L52 ’

L24 adverb, comparative L53 "

L25 adverb, superlative

L26 preposition

L27 conjunction

L28 particle

L29 interjection
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The class of words, which may be otherwise defined as non-empty finite

sequences of letters, is equal to the sum L1 ∪ L2 ∪ . . . ∪ L29. The sum L30 ∪
L31∪. . .∪L53 forms the class of punctuation marks. The class of numbers L55

consists of non-empty finite sequences of digits. The sum L56∪L57∪ . . .∪L69

forms the class of graphical signs.

Because of linguistic complexity of the matter, several classifications of

parts of speech have been presented.3 The list shown in table 1, although

arbitrary, seems to be sufficient for assigning parts of speech. It extends tra-

ditional school grammar which discriminates ten parts of speech:4 L3, L9,

L13, L14, L15, L22, L26, L27, L28, L29. In order to make it possible to assign

the most basic selective categories, that is gender of a noun, degree of an ad-

jective, aspect of a verb and degree of an adverb, the next thirteen classes have

been introduced: L4, L5, L6, L7, L8, L10, L11, L12, L16, L17, L23, L24, L25.

To avoid difficulties of classification, we arbitrary put L9 = L10 ∪ L11 ∪ L12,

L15 = L16 ∪ L17 and L22 = L23 ∪ L24 ∪ L25.5 As there are many gender-

less nouns, L3 \ (L4 ∪ L5 ∪ L6 ∪ L7 ∪ L8) = ∅. The most controversial issue

is separation of four declensional forms of a verb: L18, L19, L20, L21 from

conjugation.6 The remaining two classes have only technical importance: a

correct word which cannot be clearly assigned to any part of speech should

be considered as an unknown part of speech L2, while words from outside

the dictionary should be counted as unknown words L1.

2.2 The model

Let us assume that the text a defined by (1) is generated in such a way that

its tagging T = (T1, T2, . . . , Tn) follows the second order Markov process

Pr(T1 = t1) = p1
t1 ,

Pr(T2 = t2 |T1 = t1) = p2
t1t2 ,

Pr(Ti = ti |Ti−2 = ti−2, Ti−1 = ti−1) = p3
ti−2ti−1ti

, i = 3, 4, . . . , n,
(2)

where the probabilities

[p1
t1 ]t1=1,2,...,m, [p2

t1t2 ]t1,t2=1,2,...,m, [p3
t1t2t3 ]t1,t2,t3=1,2,...,m

are given beforehand. The model can be realized by drawing a sequence of

tags t1, t2, . . . , tn according to (2), followed by drawing elements ai ∈ Lti ,

i = 1, 2, . . . , n, assuming equal probabilities inside each class.

3 See [10, p. 53–56] and [11] for examples.
4 See [6, p. 101].
5 The reason for existence of L9, L15 and L22 is future development of the dictio-

nary. For example, even if it were well-founded, it would be impossible to move

incomparable adjectives from L10 to L9 at this moment in time.
6 See [9, chapter III.6], as well as [6, p. 112–115] and [9, chapter III.1] for discus-

sions.
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Let us define a dictionary function L � a → d(a) ⊂ {1, 2, . . . , m}, such

that t ∈ d(a) if and only if a ∈ Lt. Given the text (1), the likelihood function

of the sequence t = (ti)n
i=1 is defined as7

L(t; a) = p1
t1 · p

2
t1t2 ·

n∏
i=3

p3
ti−2ti−1ti

(3)

for those values of t which belong to the set

d(a1) × d(a2) × . . . × d(an). (4)

A sequence t̂ = (t̂1, t̂2, . . . , t̂n) is a maximum likelihood estimator of the true

sequence t if

L(t̂; a) = max
t

L(t; a), (5)

where t runs over (4).

Let us make two obvious remarks that much simplify the maximiza-

tion (5). Firstly, if d(aj) = {tj} for a certain 1 ≤ j ≤ n, then t̂j = tj .

Secondly, every two consecutive unambiguously classifiable lexical symbols

may be used to factorize the maximization (5). Namely, let (ij)r
j=1, r ≥ 1,

be the sequence of all indexes of the text (1) such that ij+1 ≥ ij + 2 for

j = 1, 2, . . . , r − 1 and |d(aij )| = |d(aij+1)| = 1 for j = 1, 2, . . . , r. The se-

quence 1, 2, . . . , n may be divided into r or r + 1 (according as ir + 1 = n or

ir + 1 < n) segments:

S1 = {1, 2, . . . , i1, i1 + 1} ,

Sj = {ij−1 + 2, ij−1 + 3, . . . , ij, ij + 1} , j = 2, 3, . . . , r,

Sr+1 = {ir + 2, ir + 3, . . . , n − 1, n} .

Owing to independence induced by uniqueness, the maximization (5) may be

carried out on each segment separately:

max
t

L(t; a) = Q1Q2 . . . QrQr+1, (6)

where

Q1 = max

{
p1

t1p
2
t1t2

i1+1∏
k=3

p3
tk−2tk−1tk

: ts ∈ d(as), s ∈ S1

}
,

Qj = max

⎧⎨⎩∏
k∈Sj

p3
tk−2tk−1tk

: ts ∈ d(as), s ∈ Sj

⎫⎬⎭ , j = 2, 3, . . . , r, r + 1.

7 In contrast to the equation (10.7) of [4, section 10.2] for determining the optimal

tags, the formula (3) does not contain the terms corresponding to Pr(wi | ti). This

is due to limited information provided by the dictionary d: it can only answer

the question whether or not Pr(wi | ti) > 0.
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High relative frequency of unambiguously classifiable lexical symbols breaks

text up into many short runs of symbols, making the process of maximization

fast.

In other words, the algorithm of tagging is such that if a word cannot

be found in the dictionary, it is classified to the class L1. Otherwise, if the

word belongs to exactly one of the classes L2, L3, . . . , L29, it is classified

into this class. If the word belongs to more than one of the classes, the

maximization (5) is performed on a sequence of surrounding words.

For example, when tagging the text defined by

a1 = a2 = a3 = a4 = a5 = a6 =
Paweł mieszka w małym mieście .

we have d(a1) = {4}, d(a3) = {26}, d(a4) = {10}, d(a6) = {30}. The re-

maining words are ambiguous: d(a2) = {6, 16} (as mieszek or mieszkać),

d(a5) = {16, 8} (as miesić or miasto). The four possible taggings have the

following likelihoods (3):

p1
4 · p2

4,6 · p3
4,6,26 · p3

6,26,10 · p3
26,10,16 · p3

10,16,30,
p1
4 · p2

4,16 · p3
4,16,26 · p3

16,26,10 · p3
26,10,16 · p3

10,16,30,
p1
4 · p2

4,6 · p3
4,6,26 · p3

6,26,10 · p3
26,10,8 · p3

10,8,30,
p1
4 · p2

4,16 · p3
4,16,26 · p3

16,26,10 · p3
26,10,8 · p3

10,8,30,

with

Q1 = max
{
p1
4p

2
4,6p

3
4,6,26p

3
6,26,10, p1

4p
2
4,16p

3
4,16,26p

3
16,26,10

}
,

Q2 = max
{
p3
26,10,16p

3
10,16,30, p3

26,10,8p
3
10,8,30,

}
.

In the absence of tagged text, the point of estimating the probabilities

pk
t1t2...tk

can be based on frequencies of classes of unambiguously classifiable

k-grams of lexical symbols. Namely, let fk
t1t2...tk

denote the frequency of such

k-grams in a text (1), that is

fk
t1t2...tk

= |{k ≤ i ≤ n : (∀j = 0, 1, . . . , k − 1) d(ai−j) = {tk−j}}|.

The conditional probability pk
t1t2...tk

may be estimated according to Laplace’s

law8 [4, section 6.2.2]:

p̂k
t1t2...tk

=
1 + fk

t1t2...tk

m +
∑m

tk=1 fk
t1t2...tk

. (7)

8 The original factor behind the Laplace law was to avoid too frequent zero-valued

likelihoods (3) which might appear if the maximum likelihood estimator were

used. No sensitivity analysis of results in respect of the estimator of pk
t1t2...tk

has

been carried out.
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2.3 Data

There are three separate sets of lexical data used to compile dictionary, cal-

culate estimates (7) and control tagging accuracy.

The main source of words in the dictionary is the dictionary [8]. The source

of proper names is a list of geographical and ethnical names from [5, p. 1391–

1473] and a list of surnames and names from [5, p. 1475–1554]. The set of

words for the program Ispell9, compiled by Piotr Gackiewicz, Włodzimierz

Macewicz and Mirosław Prywata, was helpful in an early stage of preparing

the dictionary. The number of entries in the dictionary totals 133749 and

comprises 60095 nouns, 16999 adjectives, 15853 verbs and 5352 adverbs. An

entry is a single word for uninflected parts of speech and a set of words for

inflected ones. A deeper explanation of inflexional paradigms as well as algo-

rithms which make it possible that significantly more words can be recognized

is outside the scope of the study.

The training data is fourteen Polish novels edited in machine-readable

form by Marek Adamiec in the Institute of Polish Philology at the University

of Gdańsk.10 The novels are mentioned in table 2. The chi-square test for

homogeneity11 strongly rejects the hypothesis of one common distribution of

parts of speech in the novels.

The test data set consists of eleven first fragments of contemporary novels,

tagged by the author. Each fragment is about a thousand words long. The

novels are mentioned in table 3.

3 Results

Using the training data set, we estimated conditional probabilities (2) ac-

cording to (7). We used the obtained estimators instead of true probabilities

in (3) to maximize (5) in order to find a tagging of each text of the test data

set. Tagging accuracy, that is the fraction of correctly tagged words, was cal-

culated on a random subset of 300 words sampled from the test data set. The

accuracy proved to be 87.3%. Finding it to be unsatisfying, we investigated

fractions of erroneous classifications of Li as Lj, i, j = 1, 2, . . . , 29. Through-

out all the test data set, these fractions exceeded 10% in the following cases:

(a) L3, L4 and L5 were tagged as L1 in 22%, 23% and 16%, respectively, (b)

L5 was tagged as L6 in 11%, (c) L20 was tagged as L8 in 62%, (d) L21 was

tagged as L17 in 16%, (e) L27 was tagged as L28 or L29 in 22% and 28%,

respectively, (f) L28 was tagged as L2 or L13 in 18% and 22%, respectively,

(g) L29 was tagged as L26 in 38%.

Tagging nouns as unknown words is the evidence of limited contents

of the dictionary. Using nouns like papieros, banan as masculine-animal or

9 Downloaded from ftp://ftp.icm.edu.pl/pub/unix/polish-ispell/ in July 2000.
10 Downloaded from http://monika.univ.gda.pl/˜literat/ in December 2003.
11 See [1, §30.6].
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Table 2. Distribution of parts of speech in fourteen Polish novelsa

Author, title Nouns Adj. Verbs Adv. Others

T. Dołęga-Mostowicz, Kariera. . . 16940 4288 15617 2098 23788

W. Gomulicki, Wspomnienia. . . 10669 3618 8335 1186 13936

J. I. Kraszewski, Stara baśń 22256 5515 23402 2165 36282

A. Mickiewicz, Pan Tadeusz 17713 4311 11778 1257 20614

E. Orzeszkowa, Nad Niemnem 33372 11967 26780 4198 49095

B. Prus, Faraon 45942 11206 34491 2903 55860

B. Prus, Lalka 51015 11774 44346 5014 73722

W. St. Reymont, Chłopi 54504 13270 55120 6939 98487

W. St. Reymont, Ziemia. . . 34656 10399 33219 5213 48302

H. Sienkiewicz, Krzyżacy 40576 11953 38204 4146 73471

H. Sienkiewicz, Potop 76173 20129 65189 7552 114968

H. Sienkiewicz, Quo vadis 30307 7889 30008 2540 53048

S. Żeromski, Popioły 54659 16698 36716 3988 67035

S. Żeromski, Przedwiośnie 19231 6541 12760 1669 23472

a χ2 = 15094.22 (52 degrees of freedom), Pr(χ2 ≥ 15094.22) = 0.00.

masculine-inanimate is a matter of style as long as two different forms of ac-

cusative are permissible. The correct tagging of nouns like stwór, rak seems

to be impossible without realizing what they reflect or may reflect. The most

common mistake, that is tagging verbal nouns as neuter nouns, is much more

difficult to overcome: tagging życie in the phrase ostatnia miłość życia de-

pends on the way of interpreting it. Tagging adjectival past participles, like

roztajały, posiwiały, zżółkły, wynędzniały, as verbs is caused by identity of the

most often used forms of nominative singular and several forms of the third

person of the past tense. True confusion is made when classifying preposi-

tions, conjunctions, particles, interjections, pronouns and words of unknown

parts of speech, like aby, ale, bo, i, nie. Even reflecting the one and only sense,

these, mostly functional words, having varying shades of meaning, may be

classified into several classes. Unquestionable tagging of such words seems to

be impossible without additional suppositions.

Considering the above observations, we included the class of verbal nouns

in the class of neuter nouns and united the classes of prepositions, con-

junctions, particles, interjections, pronouns and words of unknown part of

speech in a class of functional words. This step referred only to the phase of

tagging, not calculating probabilities (7). After this manipulation, the tag-

ging accuracy figured out 92.3%. Using the central limit theorem approx-
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imation Pr
(
a ≤ (p̂ − p)/

√
p̂(1 − p̂)/300 ≤ b

)
≈ (1/

√
2π)

∫ b

a e−t2/2dt, where

p and p̂ are, respectively, true and calculated accuracies, we may say that

Pr(p ≥ 0.887) ≈ 0.99. When calculated only for words that are present in the

dictionary, the accuracy is as high as 95.8%. Last of all, if calculated only

for ambiguous words, the accuracy is 80.4%. Variability across the texts is

illustrated in table 3.

A comparison of the method of tagging described above with the tagger

presented in [2] is pointless since substantially different sets of tags are used

by them. From the foregoing discussion it would seem, however, that a simple

technique applied to existing resources may, in certain cases, be sufficient for

tagging text.

Table 3. Tagging accuracy on the test data set

Author, title All Known Ambiguous

words words words

K. Brandys, Rondo 94.4 95.4 82.7

S. Chwin, Hanemann 91.7 95.4 79.5

G. Grass, Blaszany bębenek 93.6 95.5 78.8

J. Joyce, Ulisses 91.1 96.2 80.1

J. Kosiński, Przechodząc obok 91.9 92.8 75.4

T. Konwicki, Kalendarz i klepsydra 94.2 95.3 79.9

St. Lem, Solaris 92.5 96.2 80.3

F. Molnar, Chłopcy z Placu Broni 93.2 95.8 79.5

J. Pilch, Pod mocnym aniołem 92.9 95.1 82.8

M. Szołochow, Los człowieka 94.3 95.8 80.1

K. Truchanowski, Totenhorn 93.6 95.6 83.3

Random subset of 300 words 92.3 95.8 80.4
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Abstract. Support Vector Machines have been applied to text classification with
great success. In this paper, we apply and evaluate the impact of using part-of-
speech tags (nouns, proper nouns, adjectives and verbs) as a feature selection
procedure in a European Portuguese written dataset – the Portuguese Attorney
General’s Office documents.

From the results, we can conclude that verbs alone don’t have enough informa-
tion to produce good learners. On the other hand, we obtain learners with equiva-
lent performance and a reduced number of features (at least half) if we use specific
part-of-speech tags instead of all words.

1 Introduction

The learning problem can be described as finding a general rule that ex-
plains data given a sample of limited size. In supervised learning, we have a
sample of input-output pairs (the training sample) and the task is to find a
deterministic function that maps any input to an output such that the dis-
agreement with future input-output observations is minimised. If the output
space has no structure except whether two elements are equal or not, we have
a classification task. Each element of the output space is called a class.

Our problem can be viewed as a supervised classification task of natural
language texts, also known as text classification. Research interest in this field
has been growing in the last years. Several learning algorithms were applied
such as decision trees [14], linear discriminant analysis and logistic regression
[10], näıve Bayes algorithm [7] and Support Vector Machines – SVM [6].

In [12], linguistic information is applied on the preprocessing phase of text
mining tasks. This work applies a linear SVM to the Portuguese Attorney
General’s Office dataset – PAGOD [8], addressing the impact of using part-
of-speech (POS) tags to build the learner.

In previous work, we evaluated SVM performance compared with other
Machine Learning algorithms [5] and performed a thourough study on some
preprocessing techniques (feature reduction, feature subset selection and term
weighting) and on the performance achieved when balancing the dataset [4].

In Section 2, a brief description of the Support Vector Machines theory
is presented, while in Section 3 the PAGOD dataset is characterised. Section
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4 describes our experimental setup, Section 5 our previous experiments and
Section 6 our present work. Conclusions and future work are pointed out in
Section 7.

2 Support Vector Machines

Motivated by theoretical results from statistical learning theory, Vapnik and
coworkers [2] introduced the Support Vector Machines learning algorithm. It
joins a kernel technique with the structural risk minimisation framework.

Kernel techniques comprise two parts: a module that performs a mapping
into a suitable feature space and a learning algorithm designed to discover
linear patterns in that space. The kernel function, that implicitly performs
the mapping, depends on the specific data type and domain knowledge of the
particular data source. The learning algorithm is general purpose and robust.
It’s also efficient, since the amount of computational resources required is
polynomial with the size and number of data items, even when the dimension
of the embedding space grows exponentially [11]. Four key aspects of the
approach can be highlighted as follows:

• Data items are embedded into a vector space called the feature space.
• Linear relations are discovered among the images of the data items in the

feature space.
• The algorithm is implemented in a way that the coordinates of the em-

bedded points are not needed; only their pairwise inner products.
• The pairwise inner products can be computed efficiently directly from

the original data using the kernel function.

These stages are illustrated in Figure 2.
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Fig. 1. Kernel function: The nonlinear pattern of the data is transformed into a
linear feature space.
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The structural risk minimisation (SRM) framework creates a model with
a minimised VC dimension. This developed theory [15] shows that when the
VC dimension of a model is low, the expected probability of error is low as
well, which means good performance on unseen data (good generalisation).

SVM can also be derived in the framework of regularisation theory in-
stead of the SRM theory. The idea of regularisation, introduced by Tickonov
and Arsenin [13] for solving inverse problems, is a technique to restrict the
(commonly) large original space of solutions into compact subsets.

3 Dataset Description

Each PAGOD document is classified into multiple categories so, we have a
multi-label classification task. Normally, this task is solved by splitting it into
a set of binary classification tasks and considering each one independently.

This dataset has 8151 documents and represents the decisions of the Por-
tuguese Attorney General’s Office since 1940. It is written in the European
Portuguese language, and delivers 96 MBytes of characters. All documents
were manually classified by juridical experts into a set of categories belonging
to a taxonomy of legal concepts with around 6000 terms.

A preliminary evaluation showed that, from all potential categories only
about 3000 terms were used and from all 8151 documents, only 6388 con-
tained at least one word on all experiments. For these documents, we found
77723 distinct words, and averages of 1592 words and 362 distinct words per
document.

Table 1 presents the top ten categories (the most used ones) and the
number of documents that belongs to each one.

category # docs

pensão por serviços excepcionais 906
deficiente das forças armadas 678
prisioneiro de guerra 401

estado da Índia 395
militar 388
louvor 366
funcionário público 365
aposentação 342
competência 336
exemplar conduta moral e ćıvica 289

Table 1. The top ten categories for the PAGOD dataset.

The Portuguese language is a rich morphological one: while nouns and
adjectives have 4 forms (two genres – male and female and two numbers –
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singular and plural), a regular verb has 66 different forms (two numbers, three
persons – first, second and third and five modes – indicative, conjunctive,
conditional, imperative and infinitive, each with different number of tenses

ranging from one to five).

4 Experimental setup

This section presents the choices made in our study: document’s represen-
tation, the process for obtaining the POS tags, the kind of procedure used
to reduce/construct features and the measures used for evaluating learner’s
performance.

The linear SVM was run using the WEKA [16] software package from
the University of Waikato, with default parameters. We performed a 10-fold
cross-validation procedure.

Representing documents. To represent each document we chose the bag-
of-words approach, a vector space model (VSM) representation. Each docu-
ment is represented by the words it contains, with their order and punctuation
being ignored. From the bag-of-words we removed all words that contained
digits.

Obtaining the POS tags. To obtain each word’s POS tag we used a parser
for the Portuguese language – PALAVRAS [1]. It was developed in the context
of the VISL1 (Visual Interactive Syntax Learning) project in the Institute of
Language and Communication of the University of Southern Denmark.

The POS tagger incorporated in the parser is reported to have more than
95% accuracy for texts written in Portuguese. Possible tags are:

• noun (nn),
• proper noun (prop),
• adjective (adj ),
• verb (vrb),
• article (det),
• pronoun (pron),
• adverb (adv),
• numeral (num),
• preposition (prp),
• interjection (in) and
• conjunction (conj )

From all possible tags, we just considered nn, prop, adj and vrb.
Parser’s output is the syntactic analysis of each phrase and the POS tag

associated with each word.
1 http://www.visl.sdu.dk/
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For example, the morphological tagging of the phrase ”O Manuel ofereceu
um livro ao pai.” is:

o [o] <artd> <dem> DET M S

Manuel [Manuel] PROP M S

ofereceu [oferecer] VRB PS 3S IND VFIN

um [um] <quant> <arti> DET M S

livro [livro] NN M S

o [o] <artd> <dem> DET M S

pai [pai] NN M S

Reducing/constructing features. On trying to reduce/construct features
we used linguistic information: we applied a Portuguese stop-list (set of non-
relevant words such as articles, pronouns, adverbs and prepositions) and PO-
LARIS, a lexical database, to generate the lemma for each Portuguese word.

Measuring performance. To measure learner’s performance we analysed
precision, recall and the F1 measures [9] (prediction vs. manual classification
from the contingency table of the classification). For each performance mea-
sure we calculated the micro- and macro-averaging of the top ten categories.

Precision is the number of correctly classified documents divided by the
number of documents classified into the class. Recall is given by the number of
correctly classified documents divided by the number of documents belonging
to the class. F1 belongs to a class of functions used in information retrieval,
the Fβ-measure; it is the weighted harmonic mean of precision and recall.

Macro-averaging corresponds to the standard way of computing an av-
erage: the performance is computed separately for each category and the
average is the arithmetic mean over the ten categories. Micro-averaging av-
erages the contingency tables of the various categories. For each cell of the
table, the arithmetic mean is computed and the performance is computed
from this averaged contingency table.

All significance tests were done regarding a 95% confidence level.

5 Previous experiments

In previous work we compared SVM with other machine learning algorithms
[5], namely Näıve Bayes and C4.5. While SVM performance was equivalent
to C4.5, the learner building time was much shorter (from hours to minutes).

In [4] we made a set of preprocessing experiments on the PAGOD dataset:
feature reduction/construction, feature subset selection and term weighting
experiments. Next subsection describes them.
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5.1 Description

Reduce/construct features. On trying to reduce/construct features we
made three sets of experiments:

• all words;
• remove from the first experiment a stop-list of words and,
• from that set of words, transform each onto its lemma.

Feature subset selection. For the feature subset selection we used a fil-
tering approach, keeping the features that received higher scores according
to different functions:

• term frequency: the score is the number of times the feature appears in
the dataset;

• mutual information: it evaluates the worth of an attribute by measuring
the mutual information with respect to the class. Mutual Information,
I(C; A), is an Information Theory measure [3] that ranks the informa-
tion received to decrease the uncertainty. The uncertainty is quantified
through the Entropy, H(X).

• gain ratio: the worth is the gain ratio with respect to the class. Mutual
Information is biased through attributes with many possible values. Gain
ratio tries to oppose this fact by normalising mutual information by the
feature’s entropy.

For each filtering function, we tried different threshold values. This thresh-
old is the number of times the feature appears in all documents. We performed
experiences for thr1, thr50, thr100, thr200, thr400, thr800, thr1200 and thr1600,
where thrn means that all words appearing less than n are eliminated.

Term weighting. Finally, for the term weighting experiments, we made
four different experiments:

• binary representation: each word occurring in the document has weight
1, all others have weight 0 and the resulting vector is normalised to unit
length;

• raw term frequencies, TF (wi, dj), with no collection component nor nor-
malisation, being TF (wi, dj) the number of times the word wi occurs in
document wj ;

• TF normalised to unit length;
• TFIDF representation, where TF is multiplied by log(N/DF (wi))2 and

normalised to unit length.

2 N is the total number of documents and DF (wi) is the number of documents in
which wi occurs.
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5.2 Results

We made a total of 288 different experiments. As already mentioned, we
measured precision, recall and the F1 measures and calculated the macro-
and micro-averaging for the top ten categories.

The best values were obtained for the following experiments:

• lemmatisation with the term frequency scoring function and term fre-
quencies normalised to unit length;

• stop-list removal with the mutual information scoring function and the
binary representation experiment.

The threshold value thr400 was chosen since it presented a good trade-off
between performance and time consumed (to generate the learner) and it was
the best or second best result obtained in all experiments.

6 Part-of-speech tag experiments

In order to assess the impact of the POS tags on the SVM performance,
we made several trials, retaining only the words belonging to some specific
tag(s). We considered the following experiments:

• nouns (nn)
• verbs (vrb)
• nouns and verbs (nn + vrb)
• nouns and proper nouns (nn + prop)
• nouns and adjectives (nn + adj)
• nouns, adjectives and proper nouns (nn + adj + prop)
• nouns, verbs and adjectives (nn + vrb + adj)
• nouns, verbs and proper nouns (nn + vrb + prop)

For each of these experiments and, on the basis of previous results (see
Section 5.2), we used the term frequency for scoring words and the term
frequency normalised to unit length for weighting them.

Using this setup, we examined the generated models using threshold val-
ues of thr1 and thr400 and the original words and their lemmas.

To have a base value of comparison we also present the values for the best
setting of the previous experiments, base (lemmatisation, the term frequency
scoring function with a 400 threshold value and term weighting by term
frequencies normalised to unit length).

Table 2 shows the averages per document (of all and distinct features) and
the number of features (for each threshold value) obtained for each POS-tag
experiment with original words (word) and their lemmas (lemma).
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averages per document total features
all distinct thr1 thr400

word lemma word lemma word lemma word lemma

nn 437 424 126 110 24597 20388 1168 1026
vrb 212 184 120 76 27689 8899 601 542
nn + vrb 638 598 237 179 49838 27031 1752 1533
nn + adj 559 540 175 148 33431 25720 1535 1349
nn + prop 547 514 149 130 35273 30123 1329 1165
nn + adj + prop 668 630 196 166 43229 34877 1679 1473
nn + vrb + adj 759 714 285 216 58052 31981 2122 1855
nn + vrb + prop 747 688 260 198 59742 36287 1917 1669
base 1592 912 362 255 77723 42421 2753 2114

Table 2. Averages per document and total of features for each experiment.

micro-averaging macro-averaging
word lemma word lemma

thr1 thr400 thr1 thr400 thr1 thr400 thr1 thr400

nn 0.807 0.887 0.802 0.888 0.739 0.795 0.733 0.791
vrb 0.825 0.926 0.827 0.924 0.699 0.701 0.664 0.703
nn + vrb 0.831 0.850 0.801 0.858 0.760 0.775 0.742 0.786
nn + adj 0.809 0.871 0.807 0.880 0.745 0.793 0.744 0.796
nn + prop 0.812 0.879 0.807 0.879 0.746 0.801 0.744 0.795
nn + adj + prop 0.820 0.862 0.811 0.866 0.757 0.788 0.751 0.795
nn + vrb + adj 0.837 0.842 0.815 0.856 0.766 0.776 0.755 0.790
nn + vrb + prop 0.837 0.845 0.815 0.854 0.768 0.776 0.756 0.786
base – – 0.819 0.836 – – 0.757 0.775

Table 3. Precision for each POS tag experiment.

6.1 Results

For each experiment, we, once again, analysed precision, recall and F1 mea-
sures and calculated the micro- and macro-averaging of the top ten categories.
Tables 3, 4 and 5 show, respectively, precision, recall and F1 values.

Considering macro-averaging F1 values, the worst significant experiments
were vrb (with words or lemmas, for both threshold values) and nn (lemmas
with thr1). The micro-averaging F1 worst significant values were obtained for
the same experiments and also for nn+vrb and nn+adj (lemmas with thr1)
and nn (words with thr1).

7 Conclusions and Future Work

From the previous section is possible to conclude that considering just the
most frequent words (thr400) learner’s performance is not decreased, but we
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micro-averaging macro-averaging
word lemma word lemma

thr1 thr400 thr1 thr400 thr1 thr400 thr1 thr400

nn 0.767 0.753 0.760 0.748 0.717 0.694 0.707 0.690
vrb 0.722 0.683 0.707 0.680 0.662 0.611 0.645 0.610
nn + vrb 0.770 0.772 0.774 0.772 0.719 0.719 0.723 0.719
nn + adj 0.777 0.771 0.774 0.762 0.727 0.716 0.724 0.705
nn + prop 0.776 0.770 0.776 0.764 0.725 0.715 0.725 0.708
nn + adj + prop 0.783 0.777 0.784 0.783 0.732 0.724 0.734 0.731
nn + vrb + adj 0.768 0.778 0.781 0.783 0.717 0.726 0.732 0.731
nn + vrb + prop 0.771 0.776 0.782 0.784 0.719 0.723 0.733 0.733
base – – 0.782 0.787 – – 0.731 0.737

Table 4. Recall for each POS tag experiment.

micro-averaging macro-averaging
original w/ lemmas original w/ lemmas

thr1 thr400 thr1 thr400 thr1 thr400 thr1 thr400

nn 0.787 0.814 0.781 0.812 0.727 0.728 0.719 0.721
vrb 0.770 0.786 0.762 0.783 0.649 0.642 0.639 0.645
nn + vrb 0.799 0.809 0.787 0.813 0.737 0.742 0.732 0.747
nn + adj 0.793 0.818 0.790 0.817 0.735 0.745 0.733 0.739
nn + prop 0.794 0.821 0.791 0.817 0.735 0.746 0.734 0.738
nn + adj + prop 0.801 0.817 0.797 0.822 0.743 0.749 0.742 0.754
nn + vrb + adj 0.801 0.809 0.797 0.818 0.738 0.747 0.743 0.756
nn + vrb + prop 0.803 0.809 0.798 0.818 0.740 0.745 0.743 0.754
base – – 0.800 0.811 – – 0.743 0.753

Table 5. F1 values for each POS tag experiment.

have a decreased number of features with more than one order of magnitude
(see Table 2), which implies faster model generation.

We can also conclude that verbs alone don’t have enough information
to produce good learners. This was expected since, as already mentioned, a
Portuguese regular verb has 66 different modes. Nonetheless, this conclusion
is true even when using words’ lemmas.

On the other hand, using just the words of specific POS tags we obtain
learners with equivalent performance of the ones with all words, with a re-
duced number of features. From all the best experiments, the one with less
features is nn with lemma and thr400, with 1026 features, and the one with
more is base with lemma and thr1 with 42421 features.

As future work, and in order confirm these results, we to intend make these
same experiments with other datasets (newspaper news datasets: Público

written in European Portuguese and Folha de S. Paulo, written in Brazilian
Portuguese).
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On the other hand, and aiming to develop better classifiers, we intend to
address the document representation problem by trying more powerful rep-
resentations than the bag-of-words that allow us to use word order and syn-
tactical and/or semantical information in the representation of documents.
To achieve this goal we plan to use other kind of kernel such as the string
kernel (see, for example, [11]).
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7. D. Mladenić and M. Grobelnik. Feature selection for unbalanced class distribu-
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Abstract. In this paper, we put forward two algorithms for Chinese oracle-bone
grammar rules learning: automatically learning rule sets and the error-emended
learning from the corpus. Through analysing the syntactic knowledge of oracle-
bone inscription, an error-emended learning method is used to construct rule-base
of oracle-bone phrase structure, which combines linguist’s introspection and sum-
marize with corpora to capture rules and describe them with formalized symbols. By
using part-of-speech and contextual information together, our experimental results
show the learning and expression are effective for oracle-bone grammar rule-base.

1 Introduction

Oracle-bone inscription is the ancient Chinese character in dynasty SHANG
at 1400 B.C. It was called Oracle-bone inscription because these characters
were engraved on animal bones or tortoise shells.

Since the oracle-bone inscription was founded in 1899, more than 100000
bones and shells have been excavated (see Fig.1), including about 4500 differ-
ent kinds of characters. After many scholars’ research, about 2000 characters
have been identified and understood, most of which are proper nouns (per-
sonal name and placename) [1].

With the fast development of computer sciences the information of oracle-
bone inscription can be used and exploited sufficiently, scholars need to put
forward a whole new method to improve the processing of oracle-bone inscrip-
tion. At the present time many research works about oracle-bone inscription
has been done. Especially, the grammar research of oracle-bone inscription
also has got some academic achievements [2]. By exploring more than 100
years, people have created a integrated oracle-bone inscription corpus [3],
and achieved the word segmentation and part-of-speech (POS) syntax anal-
ysis [4], and made the syntax analysis of oracle-bone inscription possible.
However, until today there are no any reports about oracle-bone inscription’
automatic recognition and explanation systemically.
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2 Syntactic Knowledge of Oracle-bone Inscription

2.1 The construction of dictionary

First, a segmentation dictionary was constructed. We’ve set up a dictionary
of oracle-bone inscription including 2373 words. The dictionary is built into
open form, as shown in Fig.2. Users can manage it and add new words when
necessary. On the other hand, we developed a multiple-information electronic
dictionary which make use of four-dimension description approach to dis-
cover and mine lexical, syntax, semantic and pragmatic words and phrases
of oracle-bone inscription. The basis of lexicon attribute is based on glossary
knowledge combining syntax, semantic and pragmatic description, including
the following four parts:

Fig. 1. Oracle-bone inscriptions carved on animal bones or turtleback at 1400 B.C

1. Basis information: including oracle-bone inscription, modern Chinese char-
acters, Chinese phoneticize spell (pinyin), usual fake characters, variant
characters, word-formation manner, font style explanation etc.

2. Syntax attribute: including part of speech, in common use arrange in
pairs or groups, example paraphrase etc.

3. Semantic attribute: including semantic sort, basic acceptation, explicative
acceptation and semantic arrange in pairs or groups etc.

4. Pragmatic attribute: including lexical appearance era, in common use
style, serial number of lexical appearance and evolvement process (for
example, vehicle’s evolving process is etc.

2.2 Syntactic Knowledge

Oracle-bone inscription has a history more than 3000 years. Although never
previous reference instances can be used for analysis of oracle-bone inscrip-
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Fig. 2. The dictionary of oracle-bone inscription

tion, at that time the language system of oracle-bone inscription was un-
abridged and showed a strong resemblance to the modern Chinese system.
Therefore, when the oracle-bone inscription is processed with computer, we
can consult the methods of modern natural language processing. Oracle-
bone inscription with computer processing is divided into three modules, i.e.,
pre-processing module, syntax analysis module, interpreting and explaining
module, as shown in Fig. 3. In the paper, we concerned the second module
of intelligent processing for oracle-bone inscription, mainly providing oracle
grammar rule learning based on syntactic knowledge.

The phrase of oracle-bone inscription is a basic structure of a sentence.
By surveying the evolving process from oracle-bone inscription to modern
Chinese language, although the development of oracle-bone inscription enable
morphology, structure and semantic glossary to change greatly over 3000
years, they are belong to the same systematic language, the relation of modern
Chinese and oracle-bone inscription comes down in one continuous line which
is exhibited as follows:

1. The sentence structure and phrase structure are basically identical in
oracle-bone inscription, which is ”realization relation” between phrase
and sentence;

2. There is no simple relationship in one corresponding to one between POS
and syntax components;

3. Syntax components are layer upon layer;
4. Words and phrases’ changes in sequence have agility and levity.

The sentence of oracle-bone inscription, like that of modern Chinese, is
composed of eight parts: subject, predicate, object, attribute, adverbial mod-
ifier, complement and governor. The structure of the oracle-bone inscription,
like that of modern Chinese too, is organized on the basis of SVO pattern
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Fig. 3. Oracle-bone inscription with computer processing

(Subject + Verb + Object). Moreover, it also shares some special sentence
structures with ancient Chinese, such as subject-verb reversal, prepositive ob-
ject, prepositive syllepsis, postpositive time-noun, prepositive prepositional
phrase and postpositive attribute. We selected and classified 1000 random
sentences from corpus of oracle-bone inscription [1], which result as shown
in the Table 1.

Table 1. The Structure and Sentence Genres of the Oracle-bone Inscription

Structure of sentence Numbers Sentence Genres Number

Base structure 763 Interrogative sentence 883
Subject-verb reversal 24 Narrative sentence 102
Prepositive object 83 Imperatival sentence 7
Prepositive syllepsis 37 Excalmatory sentence 8
Postpositive time-noun 28 Other sentence 2
Prepositive prepositional phrase 43
Postpositive attribute 22

Table 2. The Function Description of Words and Phrases for Oracle-bone Inscrip-
tion

Tag Function class Function
A B C D E F G H I J K L M N O P Q

Dj Single sentence + + + +
Np Noun + + + + + +
Vp Verb + + + + + +
Ap Adj. + + + + + +
Avp Adverb + +
Mp Quantifier + + +
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A: subject, B: predication, C: adnex1, D: adnex2, E: adverbial modifier
1, F: object, G: complement, H: attribute, G: adverbial modifier 2, H: center
phraseology 1, I: center phraseology 2, J: front-back term of join predications,
K: front-back term of unite structure, L: front term of pluralism words and
phrases, M: middle term of pluralism words and phrases, N: back term of
pluralism words and phrases, O: front-back term of parity structure, P: front
term of prepositional object, Q: back term of prepositional object.

From the perspective of sentence genres, the oracle-bone inscription is
divided into four kinds of classes, which are respectively narrative sentence,
interrogative sentence, imperatival sentence and excalmatory sentence. How-
ever, due to the divination features of the oracle-bone inscription, there are
many problems in the oracle-bone inscription. Interrogative sentences take up
a majority of the oracle-bone inscription expressions. Comparatively speak-
ing, imperatival and excalmatory sentences are seldom adopted by oracle-
bone inscription, the distribution of sentence genres as shown in the Table 1,
and the function description of words and phrases for oracle-bone inscription
as shown in Table 2.

3 Method of Research

By using syntax rules and other related knowledge, syntax analysis trans-
forms the linear order words of a sentence into a structure of grammar tree,
which has two main functions:

1. To confirm whether a sentence conforms with grammar;
2. To regularize the syntactic structure.

Because syntax analysis is one of the important and difficult problems in
natural language process (NLP), scholars put forward many valid methods
in this area, which can be classified as follows [4]:

1. Based on rules: Phrase structure grammar by Chomsky is the represen-
tative of the method which sets up a series of syntax rules by unrelated
grammar with context, and then analyzes sentences in virtue of such
rules. The main representations of its analysis methods are top-down
algorithm, Tomita algorithm and chart algorithm, etc.

2. Based on corpus: With the fast development of corpus linguistics, the
statistical methods come to be a hot issue. There are several statistical
models usually used in such methodology: PCFG model, history-based
model, cascading parsing model and head-driven parsing model.

3. Combining rules and corpus: For oracle-bone inscription language, com-
bining rules and statistical methods have many benefits and advantage.
Statistics is a better way to collect rules, which could be used to ana-
lyze syntax. In this way, comparatively better results could be attained
in the closing test for oracle-bone inscription corpus. Furthermore, the
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grammar and syntax phenomena in the oracle-bone inscription language
are quite focused. Therefore, it is easy and accurate to obtain rules for
syntax analysis.

3.1 Rule classification and formalization

In our research, the rules of dependency grammar were divided into context
free rules and context sensitive forbidden rules. A Context Free Grammar
(CFG) rule can be formalized as:

Rb =< A, B, FLAG > (1)

Where A and B are POS tags of two neighboring words. FLAG ∈ {BACK,
FRONT } expresses the dependence direction. Its value is either backward
(i.e., B is the governor) or forward (i.e., A is the governor).

But context-free POS rules alone are rather restrictive for parsing. Many
disagreements can be found in a large-scale corpus. One disagreement is the
dependence direction of A and B in the actual text is opposite to the direction
specified in a POS rule. e.g., the POS rule < vg, ng, FRONT > is learned
from the phrase (to look at river). The rule indicates that (river) is
the object of (look at). Afterwards, if we apply the rule to parse the phrase

(timely rain), an error would appear, (timely) is usually used as
a verb, but here (timely) modifies

(rain), thus (rain) is the governor instead. This type of ambiguity is
referred to as primary ambiguity.

Another disagreement is that two independent tags, A and B in a sen-
tence, are mistakenly identified by a related context free rule. For example,
the rule < a, ng, BACK > is valid in general causes, but in the phrase

, the word does not modify , it relates to the preceded
verb by serving as an adverb. That is to say, the rule < a, ng, BACK >
does not apply to the context that ”there is a verb before the adjective.”
This kind of ambiguity is referred as second-class ambiguity. The rules of
agreement are non-ambiguous rules.

Ambiguous rules arose due to inadequate contextual knowledge or se-
mantic information. For oracle-bone inscription, we can use the contextual
knowledge to generate context sensitive rules which are referred as forbidden
rules and formalized as follows:

Rf =< A, B, FLAG, E >, E = LOC1 C (2)

Where Rf expresses in the context environment E, the rule < A, B, FLAG >
must be forbidden.

Assume that two words corresponding to A and B are w1 and w2. The
sequence of the sentence where they appeared to be · · ·wl2wl1w1w2wr1wr2 · · ·,
and POS tag of wi is ci (i · · · , l2, l1, 1, 2, r1, r2, · · ·). In an observed example,
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if there is an element < c1, c2, FRONT > in Rb, the governor of w2 is not
w1 but wn, then it can be defined as follows:

1. n ≥ r1: the value of E is ”+C”, it expresses the actual governor of w2 is
behind w2, C is the POS tag of wn.

2. n ≤ l1: the value of E is ”−C”, it expresses the actual governor of w2 is
ahead of w1, C is the POS tag of wn.

If wn is a function word, then the information of governor of wn (wm)
needed to be added. At this moment, we added another expression of E:

E = LOC1 C LOC2 D (3)

Where LOC1, LOC2 ∈ {+,−}. LOC1 and C are defined in Eq.(2), D is the
POS tag of wm. When m > n, then LOC2 = ”+”, else LOC2 = ”−”. When
FLAG = BACK, we can define the rules like upwards too.

3.2 Algorithm 1: Automatic learning rule sets

The symbol explanation: assumed that the context-free rule set B, the non-
ambiguous POS rule set Bc, the ambiguous rule set Ba, Fc as avoided am-
biguousness and Fu as ambiguousness in the forbidden rule set.

In the learning process, we also used two other supporting rule sets S and
P , which are the forbidden rule set at the POS level and the ambiguous rule
set, respectively. The learning algorithm is shown as follows:

1. Let B = Bc = Ba = Fc = Fu = S = NULL.
2. By considering the statistics of all edges in a dependency tree, we acquired

the CFG rule set B at the POS layer.
3. Bc = B.
4. For each element of the set B, i.e., bi < c1, c2, FLAG > (c1, c2 express

the POS tags and FLAG takes the value of either FRONT or BACK),
scan all the dependency trees to examine all the neighboring word-pairs
(w1, w2). If it satisfies the form of bi, but does not satisfy the dependency
relationship, get rid of it from Bc and add it to Ba; at the same time add
a rule to S , formalize < c1, c2, FLAG, ei >.

5. For each element of the set S, i.e., si < c1, c2, FLAG, ei >, scan all the
dependency trees to examine all the neighboring word-pairs (w1, w2) and
its context environment. If they satisfy the form of si, then this word-pair
and the context environment were recorded by the rule, dependency rela-
tionship in the set Ai were corrected. Apparently, Ai is the set composed
of all isomorphic structures of forbidden rule si in POS layer.

6. For each element of the set S, i.e., si, examine its corresponding element
Ai, if the dependence directions don’t satisfy the FLAG for all in Ai, it
means the context ei in si is non-ambiguous in this case. Record the rule
si in the forbidden rule set Fc. On the other hand, if the direction is the
same as FLAG, record it in the set Fu, go to artificial operation or use
other method to avoid ambiguousness.

7. Repeat procedures (2)-(6) until sets Fc, Fu, Bc and Ba do not increase.
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3.3 Algorithm 2: The error-emended learning

The error-emended learning method is used to capture and optimize of oracle-
bone rule-base which characteristic as follows:

First, intuitive oracle-bone inscription rule sets (initial rules) are defined
in advance, the rule sets had relatively complete and scientific rules, which
had already their formalization description.

Second, the error-emended learning method is different from transformation-
based error-driven learning algorithm. The former has not transformation
process which artificial proofread occupy the important position, the com-
parison process seeks only error.

Third, these rules were described by the complex feature sets, the task
after proofread is to revise and add to the attribute and feature.

The concrete algorithm is shown as follows:

1. Input text of oracle-bone inscription, word segmentation and POS tag
are carried out, then artificial proofread;

2. After word segmentation and POS tag, combined part semantic informa-
tion with the indicated words and expressions, a sentence of oracle-bone
inscription is divided into several linguistic sections, i.e., the picked-up
phrases, then artificial proofread linguistic sections.

3. The syntax and semantic analysis are processed for the linguistic sections.
For the new rules, POS attribute is added to the analysis results, and the
feedback information is given out.

4. Compared the analysed results and the correct results of syntax and
semantic structure, these rules are learnt which are preconcerted and
closer to their really results. If there are new rules or mistake rules are
found, then add and revise these rules, and save the revised results to
rule sets. During the learn process of each iteration, those rules of the
highest score are learnt and added to the order rule list, the tagged text
is updated. Return initial state, input new text and repeat above process.

5. These selected rules to re-tag the text, iterative learning is carried out,
the learning algorithm is stopped when new and correct rules can’t be
found to improve tagged text.

4 Experimental Results of Learning

Experimental data is 367 sentences which were picked out from oracle-bone
inscription corpus, word segmentation and POS tag are carried out by the
preprocessing program, for example:

1. Word segmentation:
POS tag: n/ v/ v/ v/ n / v/ v/ v

2. Word segmentation:
POS tag: n / v/ n / n/ d/ v/ p / n/ d/ v

3. Word segmentation:
POS tag: v/ p/ n / v/ m/ n
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4.1 Experiment for algorithm 1

Then an algorithm of oracle grammar rule learning which mention above is
used. The experimental results of syntax learning rules are: 145 bigram POS
rules, 87 ambiguous rules and 23 forbidden rules. Word segmentation and
POS tagged texts are analysed, summed up and processed statistically. Ac-
cording to multiple-information dictionary and our algorithm, we analyzed
the syntax relation layer of oracle-bone inscription, checked up and verified
the corpus tagging process. Our experimental data included 367 sentences
selected from our corpus-tagging program, of which 341 were analyzed cor-
rectly, 26 sentences were analyzed mistakenly, demonstrating the correct rate
92.9%. Because the mistakes of lexical and syntax analysis take up 50% of
all kinds of mistakes, the more semantic structure analysis can improve the
system performance.

4.2 Experiment for algorithm 2

Combining the result of the error-emended learning and multiple-information
dictionary of oracle-bone inscription, we can obtain the results of syntax anal-
yses and parse the oracle-bone inscription sentence. We transform the linear-
ity and ordinal structure of words and phrases into a syntax tree structure.

For example:
POS: n/ adv/ v / n / v
According to context syntax rules, the sentence can bring several syntax

trees, for example, two syntax trees, as shown in Fig.4.
For the former syntax tree, (watch sunrise) looks as verb+object

structure, (sunrise) looks as predication structure as object. The latter
syntax tree, looks as join-verb structure, first (watch sun), then

(come out), by searching the oracle-bone inscription dictionary, we knew
predicate object attribute of verb is be, it shows that verb (watch) can
have a predication structure as object. Therefore, the former syntax tree
structure is right, (that) can’t modify join-verb structure, the latter syntax
tree structure is a mistake.

Ambiguity is very serious for rules expressed in POS forms. Therefore,
it is very important to solve the ambiguity problem of grammar rules. Our
experimental results shows that our word segmentation and POS tag pro-
cess are satisfactory. From an application point of view, our algorithm plays
an important role in the relation structure analysis of oracle-bone inscrip-
tion. With the development of research forming a larger integrated semantic
corpus, we can solve the problem better and better.

5 Conclusion

The most hard part of syntax analyses is how to create suitable grammar
rules. To solve the problem using the learning rules based on corpus is a
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Fig. 4. Two syntax trees for the analysis of

good way, and also, the context environment and the sematic information
can solve the ambiguousness of rules.

We proposed two algorithms: automatically learning rule sets and the
error-emended learning from the corpus. We combine rules and multiple-
information dictionary to parse the oracle-bone inscription sentence which is
based on corpus to generate rules, and used the result of learning to parse
the oracle-bone inscription sentence. Combining part-of-speech and contex-
tual information together in the learning and expression grammar rules, we
obtained an effective algorithm and better syntax analysis results. On the
way of the computer information processing of oracle-bone inscription, there
are many problems need to be solved.
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Abstract. The paper describes new automatic service intended for using tele-
phone directory inquiries without human-operator. We propose to use the automatic
speech recognition system for answering the queries of the users. The information
about firms and organizations can be taken from the electronic catalogue “Yel-
low Pages of Saint-Petersburg” located in the Internet and regularly updated with
new information. During development such system for Russian language there are
sufficient problems, connected with complex structure of word-formation of Rus-
sian language. The developed speech recognition system SIRIUS has one additional
level of Russian language representation - morphemic level. As a result the size
of vocabulary and time for speech processing are significantly decreased. Also the
dialogue model for voice control of electronic catalogue “Yellow Pages” is presented
in the paper. The first experimental results allow to say about good perspectives
of development of telephone speech recognizer for large vocabulary for Russian.

1 Introduction

Infotelecommunication is a new perspective direction in modern science and
technique, which presents a symbiosis of information technologies and phone
industry (telecommunications) [1]. At present the infotelecommunication
market in the world is developing very quickly. One of the most perspective
directions in this market is the elaboration of new services and systems, which
could maximally use various communication abilities of a human and, first of
all, the natural speech. Some examples of perspective applications are [2]:

• automation of operator services
• automation of directory assistance
• voice dialing
• reserve directory assistance
• voice messaging
• voice response systems
• extended banking services, etc

The main difficulty of development of Russian speech recognizer is com-
plexity of Russian language. In contrast to English the Russian language has
much more variety on word-form level and so the size of recognized vocabu-
lary sharply increases as well as quality and speed of the processing decreases.
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To solve this problem we propose to use original approach based on mor-
phemic analysis of speech and language. This approach uses several new
methods and allows to increase the speed of speech processing for Russian
without decreasing of speech recognition accuracy.

At present we are realizing the scientific-technical project funded by Saint-
Petersburg Government and devoted to introducing the speaker independent
system for Russian speech recognition into the electronic catalogue “Yellow
pages of Saint-Petersburg”. As a result the united automatic information ser-
vice, which will help to find address and telephone of necessary organization
by usual telephone line or mobile phone, will be developed. In this system the
speech recognition and speech generation modules will be used for processing
the user calls.

2 Specifics of the subject domain “Yellow Pages”

The electronic catalogue “Yellow pages of Saint-Petersburg” is located on
web site http://www.yell.ru (see Fig. 1). It is full telephone directory of Saint-
Petersburg.

Fig. 1. The electronic catalogue “Yellow pages of Saint-Petersburg”

The catalogue contains the list of all the organizations and companies
with reference on address, phones and types of activity. The total number of
topics is 1567, the total number of companies is over 20000.

We propose to use the automatic system based on speech recognition
instead of human-operator to answer the queries by telephone concerning
seeking the information in electronic catalogue Yellow Pages. For work of such
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automatic system the vocabulary size for speech recognition has to contain
more than 45000 words, including 5000 names of geographic objects of Saint-
Petersburg (regions, streets, etc.).

A user can realize two types of requests to the system:

1. The search of an organization by rubricator of activity kinds. In this
mode a user should say a name of interesting topic (as example, “Car
schools”) and the system generates and sounds the list of organizations
corresponding to recognized rubric title.

2. The search of an organization by its attributive information. It is title
of company, address or phone. In this mode a user should choose the
type of search (“title”,“address” or “telephone number”)firstly and then
pronounce the interesting text.

The base structure of man-machine dialogue is presented in Fig. 2. A user
can enter the known information and the list of organizations satisfying the
query are dictated to a user. At first the system informs about the number
of organizations in the result set after that a user can specify the query to
make more precise search. Also a user can select to dictate whole the list of
the organization corresponding to the query (“Dictate all”) or the part of
this list (“Dictate first N”). In our research work for dictation of the answers
SAPI Text-To-Speech Engine DIGALO for Russian is used.

The developed system works on system-centered dialogue i.e. the auto-
matic system begins the dialogue and gives the hints to the user on all the
stages of dialogue. For the answering to a user the system can use speech
synthesis or generation of speech answers from pre-recorded fragments. In
the next section the main modules of speech recognition system as well as
the process of database preparation will be considered.

3 Structure of SIRIUS system

The main aim of the research is the development of computer model of voice
interface, which provides speaker independent input of Russian speech. The
developed software complex and databases will provide the base for future
development of the model of recognition of Russian speech with large vocab-
ulary.

The architecture of automatic system SIRIUS (SPIIRAS Interface for
Recognition and Integral Understanding of Speech), developed in Speech
Informatics Group of SPIIRAS, is presented in Fig. 3.

In contrast to English the Russian language has much more variety on
word-form level and so the size of recognized vocabulary sharply increases
as well as quality and speed of the processing decrease. Moreover usage of
syntactic constraints leads to that the errors of declensional endings cause
the recognition error of the whole pronounced phrase.
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Fig. 2. The base structure of dialogue

To avoid these problems the additional level of speech representation
(morphemic level) was inserted [3]. Owing to division of word-form into
morphemes the vocabulary size of recognized lexical units is significantly de-
creased, since during the process of word formation the same morphemes
are often used. For creation of creation of morphemes database we used the
basic vocabulary of Russian language with the size over 160000 words [4].
The databases of various types of morphemes (prefix, root, interfix, suffix,
ending) and automatic methods of text processing were developed on the
base of the rules of Russian word-formation [5]. It has allowed to reduce the
size of vocabulary of base lexical units in several orders. The co-ordination of
morphemes is calculated using bigram statistics based in text corpuses from
applied area. As a result of such processing the speed of recognition and ro-
bustness to syntactical deviations in the pronounced phrase were significantly
improved.
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Fig. 3. The base structure of dialogue

The speech signal captured by microphone firstly passes the stage of para-
metric representation, where starting and ending pauses in the signal are elim-
inated but the residual part is encoded into the sequence of feature vectors.
The parameterized speech signal follows to the module of phoneme recogni-
tion. The recognition of phonemes (triphones are used in last version) and
formation of morphemes are based on methods of Hidden Markov Models
(HMM). As acoustical models we used HMM with mixture Gaussian proba-
bility density functions [6]. For feature extraction we used the mel-cepstral
coefficients with first and second derivatives. The phonemes are used as tri-
phones (the phoneme in some phonetic context). HMM of triphones have 3
meaningful states (and 2 “hollow” states intended for concatenation of tri-
phones in the models of morphemes).

The process of HMM training is performed by means of consecutive ful-
fillment of the following procedures:

• Initialization of HMM of phonemes
• Training HMM of phonemes based on training speech databases (Viterbi

algorithm)
• Transition from the models of phonemes to the models of triphones and

their initialization
• Training HMM of triphones based on training speech databases (Viterbi

algorithm)
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• Tying the similar HMM of triphones which have little training data
• Consecutive increasing the number of Gaussians in models with simulta-

neous training based on speech databases.

As phonetic alphabet we use the modified International phonetic alphabet
SAMPA. In our variant there are 48 phonemes: 12 for vowels (taking into
account stressed vowels) and 36 for consonants (taking into account hard
consonants and soft consonants).

In contrast to existent analogues our model uses the morphemes instead
of words. Due to this change the recognition of lexical units was significantly
accelerated. At that in comparison with whole word recognition the accuracy
of morpheme recognition was slightly degreased but due to the following levels
of processing the accuracy of phrase recognition was not changed practically.

After phoneme recognition and matching most probable sequences the
obtained set of hypotheses is used for synthesis of word sequences. The process
of word synthesis from different types of morphemes is realized by the scheme
presented in Fig. 4.

Fig. 4. Synthesis of word from different types of morphemes

The starting and ending nodes are given in this model. Other nodes
present different types of morphemes. The arcs denote possible transitions.
In future this model would be stochastic but now the maximal number of
transition from node to node is given inflexibly. Every phrase hypothesis pre-
sented by morpheme sequence and followed into this level processing forms
another hypotheses presented by sequence of words.

The last processing level is the sentence matching. The most errors of word
recognition in previous levels are connected with the errors in recognition of
ending morphemes and prefixes. Thus, for instance, the recognized word-form
and said word-form can belong to the same word, but have diverse endings.
To solve this problem we use the approach based on dynamic warping of
sentences. The objective of the approach is the search of the optimal matching
for two sentences A and B (recognized phrase and reference phrase) which
are presented as sequences of characters. The measure D, which allows to
define difference degree between characters a and b, is logical comparison
of characters (0 - if two compared characters are equal, and 1 - otherwise).
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Then the optimal path is searched. The usual recurrent equations are used
here [7]. The comparison of recognized phrase and all reference phrases (for
instance, rubric titles) gives the optimal reference phrase which correspond
to the recognized phrase according to the criteria of minimum of deviation.
This phrase is the result of speech recognition.

Additionally to the SIRIUS engine required software and databases were
developed: (1) databases of different types of morphemes; (2) software mod-
ules for automatic word formation; (3) module for automatic text transcrib-
ing; (4) module for morphological parsing and accumulating the statistics of
existent pairs of morphemes by text.

The results of experiments with usage of developed voice interface for
“Yellow Pages of Saint-Petersburg” are presented in the next section. The
presented results describe the experiments done in office environments using
headset microphone according to recognition of Russian speech with medium
vocabulary and first preliminary results according to telephone speech recog-
nition with small vocabulary.

4 Experimental results

At the preparation of experiments the following materials were used. The size
of word vocabulary was 1850 words from the rubricator of the electronic cat-
alogue “Yellow Pages of Saint-Petersburg” and after dividing to morphemes
the size of morphemic vocabulary was reduced to 1360. Such insignificant
reduction depends on specific of the task. At first such parts of speech as
verb, participle, pronoun, which have especially complex structure of word
formation, are used seldom. Second, practically all nouns and adjectives are
used in nominative only. At the same time, for instance, the application of
morphemic analysis to processing the book of M.A. Bulgakov “Master and
Margarita” has given the reduction of vocabulary about 8 times (22984 words
via 2920 morphemes). Therefore the introduction of morphemic level will play
important role at the development of the systems with medium or large vo-
cabulary.

This time only one part of the system was developed. A user can search
the list of organizations corresponding to thematic rubric, said by a user.
In the system there are 1567 thematic rubrics, which contain 1850 diverse
words. To test the developed model the 635 phrases were recorded by 5 male
speakers in office environment. The recorded files were used for words-based
recognition as well as morphemes-based recognition with following words and
phrase synthesis. The experimental results are presented in Table 1.

It can be seen from the Table 1 that the accuracy of word recognition
during morphemes-based recognition is slightly decreased in comparison with
words-based recognition but using the following levels of processing the ac-
curacy of phrase recognition is not changed almost.
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Moreover, the test was performed intended for comparison of performance
of morphemes-based recognizer with words-based recognizer. The results are
presented in Table 2. Total amount of test phrases in test speech database is
635 phrases (which contain 2574 words).

Table 1. Comparison of recognition accuracy

Words-based Morphemes-based

Speaker Word rec. Phrase rec. Word rec. Phrase rec.

accuracy accuracy accuracy accuracy

1 94 95 82 92

2 90 92 78 90

3 93 94 81 92

4 91 91 79 91

5 93 94 82 91

Aver. 92 93 80 91

It can be seen from the Table 2 that the developed system works in 1.7
times faster than the words-based recognizer that taking into account minimal
decrease of accuracy allows speaking about creation of perspective speech
recognition system for large vocabulary in the next step of investigation.

Table 2. Comparison of recognition speed

Words-based Morphemes-based

recognition recognition

Time spent for test speech set 2993 sec. 1740 sec.

Average time for one phrase 4,71 sec. 2,74 sec.

Average time for one word 1,16 sec. 0,67 sec.

Average time for one morpheme - 0,47 sec.

All these tests were fulfilled using headset microphone in office condi-
tions. The further step will consist in gathering the speech database with real
telephone speech and training and testing the developed system using this
database. To provide the speaker-independency the voices of several tens of
speakers are required to collect. At present we have first results according to
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recognition of telephone speech for Russian. As hardware for connection PC
with telephone line (Public Switched Telephone Network) we used the inter-
nal voice fax-modem 3COM US Robotics and the Telephone API as software
for work with telephone device. In future we plan to use for PC-Telephone
connection the specialized multi-channel plats Intel Dialogic for analog tele-
phone lines. It was defined experimentally that voice modem, which has spe-
cial set of voice commands, provides the quality of speech recording com-
parable with Intel Dialogic devices, however one essential disadvantage of
voice modems that they are half-duplex devices in contrast to specialized
telecommunication devices like as Dialogic, which are full-duplex.

Also during development of telephone speech recognizer there is essential
problem connected with diverse characteristics of used telephone lines and
telephone sets. At first the spectral band of telephone line is litimed to 4000
Hz. During experiments the best results were obtained using frequency filter
210-4000 Hz. Also during the telephone calls diverse types and levels of noises
can be observed and it is required to filter them to increase the quality of
speech recognition. To reduce the influence of static noises, with spectrums,
which do not change essentially during time (for instance, white noise or low-
frequency noise), the Cepstral Mean Subtraction method was successfully
applied. Further also RASTA filter will be used for decreasing the influence
of telephone noises.

For testing the quality of work in telephone conditions the dialogue di-
agram was realized for telephone dialogue without recognition of concrete
rubrics or organizations (only control commands, like “specify query”, “exit”,
etc.). In the system there are 20 control commands and the accuracy of recog-
nition of this set is about 97 percents using standard analog telephone line,
diverse speakers and diverse telephone sets. This quality is enough to continue
this research and realize the telephone speech recognizer for large vocabulary
for Russian with further creation of internet service with speech interface.

5 Conclusion

The conducted research is directed to investigation of peculiarities of Russian
speech and creation of intellectual services for information retrieval. Now we
are developing and testing the voice input system for Yellow pages. In this
task the size of vocabulary was significantly decreased due to introduction
of the morphemes level of speech representation. The databases of various
types of morphemes were elaborated and the statistics of morphemes co-
ordination was obtained. As a result of such processing during automatic
speech recognition the invariance to grammatical deviations as well as the
speed of recognition of Russian speech and other languages with complex
mechanism of word formation are provided.

The future work in this research will consist in gathering the required
databases with Russian telephone speech for training the speech recognizer
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taking into account diverse speaker voices, telephone sets and quality of ana-
log telephone line; finding the effective methods for decreasing the noises in
telephone channel; testing the system with experienced users as well as at-
traction of unexperienced users for testing the developed speech interface for
internet service “Yellow Pages of Saint-Petersburg”.
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Abstract. Information classification is aimed to secure the documents from being
disclosed. The information is classified according to their critical semantic. The
decision of classifying a portion of the document as a ’secret’ depends on the effect
of its disclose in the organization the document written for. However, understanding
the semantic of the document is not an easy task. The rhetorical structure theory
(RST) is one of the leading theories aimed for this reason. In this paper, we will
explain a technique to classify the information using RST.

1 Introduction

1.1 Information Classification

The information could be classified according to their importance [8], or their
potential effect on a specific organization. The classification divides the in-
formation in a certain document(s) to one of the following classes:

• Top secret – The compromise of this information or material would be
likely to cause a tremendouse effect on the organization.

• Secret – The compromise of this information or material would be likely
to cause a big effect (but less than the above class) on the organization.

• Confidential – A private information which should not be disclosed by a
person other than the intended one.

The term “unclassified” was not formally a classification but could be
used to indicate positively that information or material did not carry a clas-
sification.

Companies have documents that carry private information. They need to
label them with one of the lables descibed above to tell the reciepiant about
their importance. Classifying the information on a certain document depends
mainly on what each classified portion is talking about. If a certain part of
the document is talking about something that is considered to be a compa-
nys privacy, then this part could be classified as secret. For example, part
of the document talks about the salaries of the executive board members, in
some cases this information is secret and should not be disclosed by anyone.
Well, the classification takes into acount the main idea behind the document,
and the message behind each part of it. In the same organization, certain
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information could be considered as a top secret in a document talking about
a certain subject, while it may be considered as unclassified in another doc-
ument talking about another subject. If the salaries of the executive board
members in a company, for example, are mentioned in a document talking
about the richest people in the city, it might be considered as unclassified in-
formation. Whereas, the same information might be classified as a secret in a
document of the financial analysis of the comopany. So it is a matter of what
information appeared in what document. The best calssification is done on
the semantic of the information not on the word appeared in it; certain word
or sentence may have different meaning in different contexts. Because of this,
the classification should work on the semantic of the information. Most likely,
the classification is done manually be spme person who follow a certain guide
lines. This process may take long time when the document is huge handereds
of pages. However, trying to do the classification automatically would be a
nice idea to make the process faster and easier. The idea of automating the
process has the challenge of understanding the semantic of the information.
We will give a technique which could be used to solve the proble.

1.2 Rhetorical Structure Theory

RST was originally developed as part of studies of computer-based text gen-
eration [1, 7]. A team at Information Science Institute (Bill Mann, Sandy
Thompson and Christian Matthiessen) developed this theory to serve as a
discourse structure in the computational linguistic field.

RST offers an explanation of the coherence of the text [3]. It is intended
to describe texts, rather than the process of creating or reading and under-
standing them. The rhetorical relations can be described functionally in term
of the writer purposes and the writer assumptions about the reader. These
rhetorical relations hold between two adjacent spans of texts (there are some
exceptions). The output of applying the rhetorical structure theory to a text
is a tree structure that organizes the text based on the rhetorical relations
[3]. This structure is called the rhetorical schema. Each relation connecting
two spans of a text might be one of two cases: one of the two spans is more
important to the reader than the other and it represents the semantic of the
two spans, the other case is that the two spans have the same importance to
the reader. In the first case, the important span is called the nucleus and the
other span is called satellite. The other case is called multinuclear relation
where both spans are considered nucleus. The process of parsing the text
and building the rhetorical structure is called the rhetorical analysis. During
the process of the rhetorical analysis the elementary units that participate in
building the rhetorical schema are determined, and then the rhetorical rela-
tions that hold among these units are determined to connect each two spans.
Determining the potential relations that connects each two spans could be
done using several techniques; one of which is determining the rhetorical rela-
tions through the cue phrases [5, 6]. In [4] Marcu has given many cue phrases
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that can be used in the English language processing. The process of build-
ing the rhetorical structure may lead to more than one structure which is
a consequence of the nature of the natural language text, that more than
one relation could be assumed to connect two spans. At the end, the emer-
gent structures are most likely closed, but in some cases, they may lead to
ambiguity.

2 Automatic Classifier Concept

The rhetorical structure that is built from the rhetorical analysis process is
mainly represented as a binary tree that connects between two spans of a
text [3]. Each node of the tree has a status which has the value of either
nucleus or satellite, a promotion which represents the most important text
unit in this sub tree, and the type which represents the relation the connects
the two spans [3]. The rhetorical structure tree could be built using the
algorithm proposed in [5, 6]. Marcu stated that the promotion of the root of
the whole tree gives the reader the most important unit(s) in the text [2, 4].
However, the classifier can use this fact to determine if a certain portion of the
document is a secret or not. Looking at the promotion, the classifier may look
if it talks about something that belongs to the first class, this information
could be easily stated as a secret, and so on. Notice that, the promotion
could be only one unit; therefore, the classifier may go levels down if it wants
to cover more units. It depends on the importance of the information to
determine to which level the classifier should go for.

We propose a technique that could be used to classify the different parts of
a certain document. The technique parses each paragraph in the document
and builds the rhetorical tree that represents its structure. Then it looks
what each paragraph talks about through looking to the promotion of the
root of the tree. It uses the promotion to determine if this paragraph is mainly
talks about the subject that the user instructs the classifier to label it under
a certain class. Well, the technique could be adopted to work on pages or
sections rather than paragraphs. It is a matter of study to determine which
text unit the technique could be applied on. The technique also could be
adopted to go deeper to lower levels in the rhetorical tree to determine to
which class this part of the text belongs to. However, the main idea is to
extract the promotion of the text unit you want the classifier to work on and
look what it mainly talks about. We have done a simple experiment to test
this technique. The following section explains this experiment in detail.

3 Experiment

We have done a small experiment on the Arabic text taking into account that
the classifier works on paragraphs, that it looks what each paragraph talks
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about and then determine which class it belongs to. The cue phrases and the
relations they determine were settled by (Table1).

Table 1. Cue Phrases used in the experiment.

Cue Phrase Relation

Joint

Elaboration

Evidence

Concession

Contrast

Condition

Background

Some cue phrases links tow spans without caring of the position these
cue phrases appear in. Cue phrases 1, and 5 trigger a multinuclear relation in
which both participating spans are nucleus; these two cue phrases always join
the span that comes before them and the span comes after them. Meanwhile,
the other cue phrases have two cases. They may join the span comes before
them and the span comes after them, or the may join the span comes after
them and the span comes after this span the two next adjacent span; however,
this depends on the token comes before the cue phrase, if the token is dot
(”.”), new line (”\n”), or nothing (first sentence in the document) the second
case is applied, first case is applied otherwise. The following example explains

the two cases with the cue phrase ( ):

In the above example, the second case of linking the two spans is applied,
in which the two consecutive spans that come after the cue phrase are linked.
Let’s now see an example of the first case in which the cue phrase comes
between the two spans it links:

In the two examples above, the nucleus and satellite positions differ. In
the first example, span (1) is the satellite and span (2) in the nucleus. In the
second example, the nucleus and satellite exchange the places –span (1) is the
nucleus and span (2) is the satellite. Therefore, the relations that represent
the two examples are:
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rhet rel (Background, 1, 2)
rhet rel (Background, 2, 1)

The following two tables (Table 2 and 3) show the cue phrases in the two
cases, and the satellite and nucleus positions in each case.

Table 2. Cue phrases that can come in the middle of a paragraph.

Cue Phrase First Span Second Span

Nucleus Nucleus

Nucleus Satellite

Satellite Nucleus

Nucleus Satellite

Nucleus Nucleus

Nucleus Satellite

Nucleus Satellite

Table 3. Cue phrases that can come at the beginning of the paragraph.

Cue Phrase First Span Second Span

Satellite Nucleus

Satellite Nucleus

Satellite Nucleus

Satellite Nucleus

In case that a sentence is not joined to any other sentence via a cue phrase
this sentence is joined with the one before it through the relation:
rhet rel (Joint, Second sentence, First sentence)

For example, in the following text, the parser will consider the second
sentence as another fact which the author joins to the first one:

Let’s now take an example to see how the classifier works. As we men-
tioned in the system description, the classifier works on each paragraph and
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classify it. Now lets show the process on a certain paragraph. The following
is the test text:

According to the description given about the cue phrases used, the fol-
lowing relations hold in the above paragraph:
rhet rel (Joint, 2, 1)
rhet rel (Concession, 2, 3)
rhet rel (Contrast, 4, 3)
rhet rel (Evidence, 4, 5)
rhet rel (Background, 6, 5)
rhet rel (Evidence, 7, 6)
rhet rel (Joint, 8, 7)
rhet rel (Elaboration, 9, 8)

Using the algorithm mentioned in [5, 6], the classifier will build the RST
that represents this paragraph. Figure 1 shows a generated tree that the
classifier will use to classify this paragraph. The classifier will look at the
promotion of the root node and finds that sentence (5) is the most important
unit in this paragraph and have the semantic of it. It looks what it is talking
about to determine its class. For example, if the user wants to label any in-
formation regarding the company contracts with any part (another company,
person etc) as secret, this paragraph will be classified as secret since the
promotion is telling that the company is going to make a contract with an
expert to train its employees which is:

If user configures the classifier to classify this information under another
class it will do so, otherwise it will make it unclassified.

4 Further Research

A further research could be done to determine the unit of the document
(paragraph, page, section... etc) that could be used to build the rhetorical tree
and then classify it. The depth level that the classifier goes for in looking for
the promotions is a potential subject of future research. The research should
state the language that it will work on, since the nature of one language may
differ from another one. Techniques applied on certain language might not
be applicable (or difficult to apply) in another one.
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Fig. 1. RST representing the test text.

5 Conclusion

We have given an introduction to the information classification and its usage.
We have shown its importance to save the privacy of the organizations. The
process of classifying the information might be slow and takes too much effort
when the document is huge. Finding a way to do it automatically is a good
idea and lead to fast generation of the classified documents. The classification
process works on the semantic of the text rather than the syntax; therefore,
the technique that should be used to classify the information automatically
should take care of the semantic. The rhetorical structure theory (RST) is
one of the techniques that try to extract the semantic of the text. We have
proposed a classification technique that uses this theory to extract the se-
mantic of the text and then do the classification. We have done a simple
experiment on the Arabic text which produced an optimistic result.
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A Rule-Based Tagger for Polish
Based on Genetic Algorithm
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Abstract In the paper an approach to the construction of rule-based morpho-
syntactic tagger for Polish is proposed. The core of the tagger are modules of
rules (classification systems), acquired from the IPI PAN corpus by application
of Genetic Algorithms. Each module is specialised in making decisions concerning
different parts of a tag (a structure of attributes). The acquired rules are combined
with linguistic rules made by hand and memory-based rules acquired also from the
corpus. The construction of the tagger and experiments concerning its properties
are also presented in the paper.

1 Introduction

The process of Part of Speech Tagging, whose task is to identify a contextually
proper morpho-syntactic description for each ambiguous word in a text, is
one of the basic steps in processing of the natural language. PoS taggers for
English are well developed and give practical results with accuracy of tagging
close to 99%1. A lot of interesting work have been done in case of many other
languages, but only a few for Polish. Still accuracy of Polish taggers, e.g.
90.4% in [4], are much worse than English ones and worse than Czech one [9]
i.e. 95.16%. The main cause was the lack of large corpus of Polish, and this
has been changed since the appearance of the IPI PAN Corpus [14].

Most English taggers are based on stochastic methods, e.g. Hidden Mar-
kov Models or maximum entropy modelling, see [3]. ‘Stochastic’ taggers make
decisions depending on probability of appearance of the given tag in the
sequence of n-surrounding (or only preceding) tags. The number of English
tags (100–200) is relatively small in comparison to Polish ones, e.g. more than
1000 in IPI PAN Corpus. This is caused by the rich morphology of Polish, and
the necessity of encoding the values of morphosyntactic attributes in tags.
The increase causes an even more dramatic increase in the number of possible
n-sequences, and makes stochastic modelling demanding much more training
data. Moreover, the English syntax presents a lot of ‘rigidity’ according to
the linear order of constituents what results in often fixed order of tags.
On the contrary, Polish behaves mostly as a free word order language and

1 If it is not stated overtly, the accuracy will be given in percentage of words
properly described in comparison to all words in a text.



248 Maciej Piasecki and Bart�lomiej Gawe�l

Polish syntactic constructions are often built by far ‘ranging’ links encoded
by morphological features, e.g. [2].

Being familiar with existing stochastic approaches to tagging of Polish
[4] and Czech [8], we formulated the goal of our work as an experiment in
construction of a tagger for Polish based on a different rule-based approach.
The motivations for our work come from: a possibility of encoding long dis-
tance dependencies in decision rules, applications of rule-based tagging for
Czech, e.g. [12,13], an improvement introduced by the combined approach in
[9] and an the work on construction of tagging rules for Polish [15]. Realising
the difficulty of discovering tagging rules by hand, we wanted to develop a
process of automatic acquisition of rules from the IPI PAN Corpus. However,
the overall construction of a tagger should allow an easy integration of rules
acquired automatically with rules coming from other sources, including rules
constructed by hand, like the rules in [15].

2 Rules Discovery

In the classical Brill’s approach [1] to rules learning, only a limited context of
the given tag is tested in a rule. However, if we want to acquire rules describing
long distance dependencies, we need to make the context more flexible, in
special cases limited only by the boundaries of a sentence or an utterance.
Unfortunately, a flexible context complicates learning process. That is why,
we have chosen the general paradigm of Genetic Algorithms (henceforth GA)
as a tool for rules acquisition.

The acquisition of rules have been based on a subset (up to 582179 words,
see the sec. 4) of the annotated part of IPI PAN Corpus (shorten to IPIC)
and the tagset proposed there. In IPIC, 12 grammatical categories have been
introduced, e.g. number, case, gender, person, degree, aspect. Each category
has been associated with a set of possible values, e.g. accentability with 2
values: akc (accented) and nakc (non-accented); or case with 7 values: nom,
gen, dat, . . . A notion of grammatical class has been introduced in IPIC,
instead of traditional PoS. Simplifying, grammatical classes are defined on
the base of a shared set of grammatical categories and a similar syntactic
distribution of the members of the given class. The IPIC tag is a list of
elements given in an order fixed for the given class. The subsequent positions
encode: the class (first) and values of the appropriate categories, e.g. the
word przyczyn ↪a receives the tag2: subst:sg:inst:f, which means: class noun
(subst), number singular (sg), case instrumental (inst) and gender feminine
(f). Because the total number of tag-sequences is huge 3, and the accuracy of
a tagger is influenced by the number of tags, we decided to treat the IPIC tag
as a structure of attributes and to divide the overall problem of choosing the
2 The original XML encoding of the corpus has been omitted in this paper
3 There were 1642 different tags, i.e. different sequences, (Przepiórkowski, p.c.,

2005) in the part of IPIC used in the experiments presented here, see the sec. 4
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right tag into subproblems of choosing values for its attributes (i.e. elements
of a tag).

There are three types of rules in our tagger:

1. acquired directly from training examples — memory-based learning,
2. discovered by GA,
3. and linguistic — constructed by hand.

The task of hand-made rules is to directly express fixed knowledge de-
livered by an expert, and to avoid its rediscovery by different methods of
rules acquisition. The hand-made rules used in our tagger are a subset of the
rules proposed in [15]. Unfortunately, because of their imprecise description
in [15], we were able to implement only a part of them. The rules are encoded
in a special formal language, and are kept in a separate module. The hand-
made rule can make positive decisions — choosing a tag, as well, as negative
decisions — eliminating some classes/values of categories from a tag.

Because of problems with achieving the complete coverage by GA rules
(discussed in the sec. 4), we introduced the memory-based (MB) rules (the
first type) as a supplementary source of knowledge. The MB rules were ex-
tracted as sequences of tags of a fixed length (see the sec. 4). The MB rules
supplement the two other kinds by ‘closing the gaps’ in the coverage dur-
ing tagging, see the sec. 3. The accuracy of each MB rule is assessed during
acquisition and stored with it. The accuracy F is calculated as following:

F =
|P&C| − penalty

|P | (1)

where |P&C| is the number of learning cases matching the premise and the
conclusion of a rule and |P | is the number of cases matching only the conclu-
sion. Here ‘matching’ means that the given rule is in the distance 0 from the
case — the computation of distance is discussed below. The penalty (here
0.5) in (1) decreases accuracy of too specific rules matching only one case.

The acquired rules are separated into subsets according to the grammat-
ical classes of their conclusions (GA rules also according to the grammatical
categories). The separation is a consequence of the assumed division of the
tagger into ‘subtaggers’ specialised in one type of decision.

Rules computed by GA are the core part of the tagger. The GA rules
form a kind of a classification system, have a general shape: IF ...THEN ...,
and are learned according to the Michigan paradigm [11], i.e. the population
represents a set of rules, where each individual corresponds to a rule and
the adaptation function, as well, as genetic operators are applied to rules
(=individuals) and their encodings (=a genotype). There are two types of GA
rules differing in actions defined by their conclusions: positive and negative.
Positive rules choose one tag from the set of possible ones. Negative rules
eliminate one or more of the possible tags (depending on a rule and a context).
The negative rules have been introduced to encode (and to discover) a kind
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of linguistically necessary constraints that must be preserved by sequences of
tags. Moreover, the problem of elimination of a fraction of possibilities seems
to be less complex than one-step choice of the right tag. During tagging the
negative rules should be applied before the positive rules (regardless of the
other types). We hope that in that way the decision problem would be relaxed
before the final choice is done by the positive rules.

Because, in our approach, a tag is a structure of attributes, the rules can
operate on its parts. This happens on both sides of a rule: the conclusion can
affect any part of the resulting tag and the premises can test any part of the
tags in context. There are three types of conclusions:

1. a grammatical class, e.g. IF ...THEN subst,
2. a grammatical class together with values for selected categories, e.g.

IF ...THEN subst:sg: :m3,
3. and only a value of grammatical category, e.g. IF ...THEN :sg

In the examples above, the empty symbol ‘ ’ can be used instead of any
part of a tag, as well, as instead of the whole tag. It makes the substituted
attributes/tag meaningless for the given rule.

The premises of the rules are divided into two layers: a layer of tests, and
a layer of operators. The number of elements in both layers is equal to the
length of context. The tests check presence of a certain class and/or certain
values of selected categories, e.g. (a first layer of a rule):

(R1) IF BEFORE: AND :sg:n: AND qub
AFTER: subst: :gen: AND :gen THEN adj: :gen: :

The operators of the second layer implement linguistic constraints, that
test (generalised) agreement of the given tag with tags located inside, and,
(what is even more important) also outside the context. The operators orig-
inate from corpus analysis and some of them are just relaxed versions of the
rules of Rudolf [15]. The operator definition includes: a trigger (set of pre-
conditions) limiting its applicability4 and a test returning a boolean value.
The operator is applied only if its preconditions are fulfilled, i.e. it can return
three values: true/false and ‘not applied’ (an ‘empty value’) e.g. the operator
of case agreement of a sequence after a preposition (a simplified description):

• preconditions : there is a preposition on the left of the given tag and
between only adjectival tags and simple adverbs,

• result : returns true iff there is agreement on case, number and geneder
across the whole sequence5.

The range of an operator is limited to the boundaries of an utterance —
a sentential segment of the corpus. Each utterance is processed separately.

4 The basic part of the set is the class of the tag to which it is being applied.
5 It is one of many operators, that is why is so restrictive, but very informative.
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The genotype (encoding a rule) comprises two chromosomes: the first
one describing ‘standard’ premises, i.e. patterns of tags, e.g. see R1, and
the second one encoding operators attached to subsequent positions in the
context, i.e. there can be one operator for each tag in the context, which tests
agreement of the tag in a broader context.

The whole set of rules is divided into subsets of similar rules. There are
several subsets of rules having a particular grammatical class as conclusion,
e.g. the subset of adjective-rules. The other subsets concern decision on a
value for a particular category, e.g. the case-rules. However, the class rules can
also choose values for categories (whole tags as conclusions). The division was
intended to simplify interpretation of GA operators (limiting their work to a
smaller subset of rules — individuals) and relax the complexity of learning,
and to mimic the work of human annotators (steps in decision). We were
aware of relative difficulty in different types of tagging decisions, too [8,4].

In order to fill initial populations (sets of rules) with some rules with
non-zero GA adaptation, the populations are not set totally randomly and
some rules are acquired directly from the training data. Tags corresponding
to conclusions are processed according to the type of the given subset, e.g.
only class is left non-empty. Operators are randomly selected and attached
under the condition they are triggered and return true.

We used several GA operators in learning, namely: selection, crossing, ex-
change, permutation, mutation and preselection of de Jong. Not all of them
appeared to be ‘helpful’. The usefulness of crossing has been questionable
from the very beginning. Finally, we limited crossing to the exchange of sub-
sequences of the whole tags between two rules from the same subset. Exchange
and permutation are a kind of mutation: the first one exchanges positions of
two genes from the premise, the second one permutes positions of all genes.
Both operations affect both chromosomes. Mutation works in many ways,
but always with respect to the meaning of the tag structure, i.e. it is not a
simple change of some bits. Firstly, it can generalise a tag (its premise and/or
conclusion) by changing any part of it to the empty value. Secondly, it can
modify a tag introducing some value in place of another. Thirdly, there is
a special mutation for chromosome of operators. It randomly chooses a new
operator depending on the given tag and the grammatical class requested by
the operator. An operator can also be changed to the empty value.

The proper performing of selection was a hard problem. The selection
chooses individuals (rules), but for us the most important is the work of
the whole population, i.e. the tagger. Assuming a very simple method of
valuation: a percentage of good decisions in the case of matching premises,
the best rules are rules tightly matching particular cases and firing once. As
the result, a small set of rules can dominate the whole population. Trying
to increase diversity of populations, we have used a technique of niches6. As
the base we assumed the preselection of de Jong in the version presented in

6 But, to be honest, still not achieving the complete coverage of training examples.
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[7]. We have tested experimentally several versions of scaling of adaptation
of individuals and finally decided to use a technique called participation in
shared examples inspired by [16]:

s(rm) =

∑k
i=1

1Pn
j=1 cov(ei,rj)

k
, where cov(e, r) =

{
1 when d(e, r) = 0
0 in other cases (2)

f(ri) = f(ri) ∗ s(ri) (3)

In (2), ri means individual (the i-th rule), ej is the j-th training example, cov
means covering, s is uniqueness of the given individual, k is the number of
examples matched by rm, f is the adaptation, and d is the distance between
a conclusion and a tag in the centre of an example, calculated in learning and
tagging in the following way (the simplified description):

• the empty symbol is equal to anything on the given position,
• a difference in classes gives 10 ‘units’, a difference in categories — 1 unit,
• in the case of a different number of elements of two tags, the distance is

equal to the smallest distance between the shorter tag, and any subse-
quence of the longer one.

Several versions of adaptation function were tested experimentally, all
based on solutions proposed for GA applications in data mining [16,5]. Fi-
nally, the best accuracy have been achieved with the simple function:

fad(r) = f1(r) ∗ Simp(r), where Simp(r) =
{

penalty when cntGen(r) > η
1 in other cases

(4)
In (4), f1 is the function (1), cntGen(r) returns the number of empty symbols
used in r, and η is a threshold.

3 Tagging Algorithm

Being concentrated on the process of rules acquisition, we assumed a simple
(probably too simple) algorithm of tagging. The tagger applies successively
four kinds of rules: linguistic, memory-based, GA negative, and GA positive.
In preceding GA rules by MB rules we wanted to use ‘remembered cases’ be-
fore ‘discovered knowledge’, but when we had changed the distance threshold
for MB rules to non-zero one, this order became not so clear. Anyway, we
kept it in experiments. The modules of GA rules are applied in a fixed order.
The modules of grammatical classes are used first. Next, the modules of cat-
egories are applied in the following order: case, number, gender, person, i.e.
from more difficult to less frequent.

In tagging, ambiguous words are first marked with the empty symbol,
and next according to the possible values of categories and possible classes
the appropriate modules are being run in parallel. When more than one class
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module is presenting an answer, the adaptation of the rules decides which
one to use. The subsequent words are decided in the most simple sequential
way i.e. the tagger starts with the first ambiguous word (in the linear order of
a corpus utterance) and next proceeds to the subsequent ambiguous words.
Decisions for the following words will depend on the preceding ones if they
enter the context window of the rules being applied.

4 Experiments and Results

There were two phases of experiments. The first phase was devoted to setting
up the parameters realised on a small subset of IPIC including: 59616 words
for training and 2923 for testing, where 1617 words were ambiguous. In the
second phase, full scale tests were realised using the best values for parameters
chosen in the first one. During the full scale, the tests were performed on a
larger subset of 578279 words for training and 3900 for testing including
1589 ambiguous words. Here we present only the most important data, the
full report is given in [6].

In the first phase, we checked the accuracy of the linguistic rules, and
assigned priorities to them. Next, we tested the length of context getting the
best results for: 1 + 1 for memory-based rules and 2+1 for GA. The par-
ticular technique of niche, and the version of adaptation function have been
also chosen experimentally. The best results were achieved with changing
GA parameters during learning, i.e. on the start of learning we had: 100% of
exchange of population, 0 probability of crossing, and 0.5 of mutation, and,
after 6th iteration, we changed them to: 50% of exchange, 0.1 probability
of crossing, and 0.3 of mutation. At the beginning of learning we wanted to
achieve more generalised rules introducing later ‘fine tuning’ of them to par-
ticular groups of examples. In the first experiments, we proved also that the
use of negative rules before positive ones increases accuracy of tagging, and
that a class with values for categories is better conclusion than a class used
alone. In all experimentes the populations consisted of 300 rules and there
were 60 iterations. We tested also the influence of the agreement operators on
accuracy of GA rules, but the results were not obvious. One could observe a
significant improvement in the best accuracy from 72.2% (positive rules with-
out the operators) to 74.0% (positive rules + operators). But, one could also
observe cycles of improvement and rapid descrease in accuracy without any
visible tendency of overall improvement in the last 30 iterations. Probably,
the cycles are caused by mutation, and the number of iterations is too small
for much incresed complexity of learning with operators. Due to long time of
learning, the operators have been abandon in the full scale experiments.

In the full scale experiments, we tested separately accuracy of the three
kinds of acquired rules on larger corpus, getting: 89.2% for MB rules (73.7%
for ambiguous words), 83.4% for positive GA rules (59.5%), and 78.7% for
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negative GA rules (48.0%). Next, the three different ways of combinations of
different kinds of rules have been tested, too:

• negative + positive — 84.2% (61.5%),
• memory-based + negative + positive — 89.8% (75.1%),
• linguistic + memory-based + negative + positive — 90.0% (75.6%).

5 Conclusions, Problems, and Further Development

The best result of 90.0% is not fully satisfying in comparison to 90.4% in [4],
or to 95.16% in [9]. However, if one considers this tagger as the preliminary
experimental system built in a half a year, the result will get more value.

The experiment showed that a rule-based tagger for Polish can achieve
accuracy comparable with the stochastic approach. It was also visible, that
combining several kinds of rules one could get an increased accuracy, higher
than any of the sets of rules alone! The positive side of the proposed approach
is, that it makes integration of rules made by hand very easy. They work
according to the same paradigm like the other two types of rules, thus their
influence is predictable. They can make positive, as well, as negative decisions
(decreasing complexity of the problem). Moreover, also the GA rules are
readable for a human reader and can even be manually corrected.

It is possible, that the final result is decreased in large extent by the simple
sequential algorithm of the tagger. It makes each decision only once in the
first go. The wrong decision made for a preceding word can mislead the tagger
in decisions made for the following words. The overall accuracy of the tagger
could be improved by the introduction of some more sophisticated algorithm,
e.g. based on a general pattern of Viterbi algorithm used in stochastic taggers
or based on the second application of GA. This algorithm should compute
the optimal sequence of tagging rules according to their adaptations. The
application of rules with higher adaptation (as assessed in learning) should
improve significantly the final accuracy (even using the same set of rules). The
initial experiment with application of the agreement operators has showed,
that they can improve the accuracy. However, their use in GA based learning
is problematic. Finally, the better use of MB rules should also be developed.

We used GA as a flexible learning paradigm in face of complexity of
the problem, but the results are debatable. It was practically impossible to
enforce GA to acquire rules covering the whole range of examples, at least
in the Michigan approach to classification system. 300 rules for a module is
to little to get a good coverage, but processing more rules would be very
costly in time. The best would be to make a whole set of rules being a GA
in training directly subtaggers (for classes/categories) not particular rules.
However in such a ideal approach, the time of learning would be enormous,
i.e. one population for one class/category would be consisted of about 100 sets
of thousands of rules each. Encoding of such an individual would request an
extremely large chromosome, slowing down the speed of learning very much.
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Keeping the overall scheme of rule based approach to tagging of Polish, one
need to look for a more efficient algorithm of automatic acquisition of rules.
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editors, Intelligent Information Processing and Web Mining. Proceedings of
IIS:IIPWM’04, pages 409–413. Springer Verlag, 2004.

5. A. A. Freitas. A Survey of Evolutionary Algorithms for Data Mining and
Knowledge Discovery. In A. Ghosh and S. Tsutsui, editors, Advances in Evo-
lutionary Computation, pages 819–845. Springer-Verlag, 2002.

6. Bart�lomiej Gawe�l. Zastosowanie metod programowania genetycznego
do oznaczania wyrazów w polskim tekście. Master’s thesis, Wy-
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Abstract. In this research paper we pinpoint at the need of redesigning of the
WebSOM document map creation algorithm. We insist that the SOM clustering
should be preceded by identifying major topics of the document collection. Fur-
thermore, the SOM clustering should be preceded by a pre-clustering process re-
sulting in creation of groups of documents with stronger relationships; the groups,
not the documents, should be subject of SOM clustering. We propose appropriate
algorithms and report on achieved improvements.

1 Introduction

In our research on application of Bayesian networks and artificial immune
systems we want to deal with challenging issues of presentation of document
collections. Similarly to WebSOM, the goal of the project is to create per-
sonal tools for exploration of free text documents by creating a navigational
2-dimensional document map in which geometrical vicinity would reflect con-
ceptual closeness of the documents. We extend, however, WebSOM’s goals
by a multilingual approach, new forms of geometrical representation and we
consider also various modifications to the clustering process itself.

For purposes of soft classification of documents and creation of concept
closeness graph being a basis for unsharp similarity measures of documents
Bayesian networks will be used [13]. For optimization of parameters of map
representation immuno-genetic algorithms are envisaged [15].

Our research targets at creation of a full-fledged search engine (with work-
ing name BEATCA) for small collections of documents (up to several mil-
lions) capable of representing on-line replies to queries in graphical form
on a document map. We follow the general architecture for search engines,
where the preparation of documents for retrieval is done by an indexer, which
turns the HTML etc. representation of a document into a vector-space model
representation, then the map creator is applied, turning the vector-space rep-
resentation into a form appropriate for on-the-fly map generation, which is
then used by the query processor responding to user’s queries.
� Research partialy supported under KBN research grant 4 T11C 026 25 “Maps and

intelligent navigation in WWW using Bayesian networks and artificial immune
systems”
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At the heart of the overall process is the issue of clustering documents.
Clustering and content labeling is the crucial issue for understanding the
two-dimensional map by the user It has been recognized long time ago, that
clustering techniques are vital in information retrieval on the Web [12] We
started our research with the WebSOM approach which, however, was a bit
unsatisfactory for us. Both speed and clustering stability were not very en-
couraging.

We guess that the basic problem with WebSOM lies in the initialization
process of so-called reference vectors, being the centroids of the clusters to
grow. In the original WebSOM they are initialized randomly, to be corrected
later on in the clustering process. We may be unlucky with the initialization
in such a way, because the learning process of WebSOM possesses a ”learning
speed” parameter α, which may turn out to be too low to ensure convergence
for a particular initialization. Another problem lies in the general concept of
clustering. In WebSOM, it is tightly coupled with a (non-linear) projection
from a multidimensional to a two-dimensional space. Now, there may be
infinitely many such projections with equal rights. So one needs really a
sense of goal for selecting the appropriate one.

In some other papers we described our dictionary optimization strategies
and their speed-up effects to tackle the complexity issue [6]. Dictionary reduc-
tion means speed on the one hand, and reduction of arbitrariness of projection
on the other. Another research direction was to obtain better clustering via
fuzzy-set approach and immune-system-like clustering, described in [7]. So in
all, our appproach to document clustering is a multi-stage one:

• clustering for identification of major topics (see [9])
• initial document grouping (see [8])
• WebSOM-like clustering on document groups (see [6])
• fuzzy cell clusters extraction and labelling (see [7])

In an earlier paper [9] we described an approach to major topic identifi-
cation based on LSI. In the current paper, in section 3 we suggest a naive
bayesian network approach, which was a result of our investigation of the
behavior of the PLSA algorithm [11].

Earlier, we have either assumed that each document is a document group
itself, or we applied simple heuristics (like cosine function) to identify similar
documents and to put them into a same small group. In this paper we report
on alternative approaches targeting at better clustering stability and quality.
Section 4 describes a neural gas approach.

Before we go into details, we outline the basic system architecture for
better understanding of the proposed algorithms.

2 System Architecture

The architecture of our system has been designed to allow for experimental
analysis of various approaches to document map creation. Software consists
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of essentially five types of modules, cooperating via common data structures.
The types of modules are: (1) the robot, collecting documents for further
processing, (2) indexer, transforming documents into vector space represen-
tation, (3) optimizer, transforming the document space dictionary into more
concise form, (4) mapper, transforming the vector space representation into
a map form (5) search engine, responding to user queries, displaying the doc-
ument maps in response to user queries. Beside main modules, there are two
auxiliary modules: documents clustering module (executed in a preprocessing
phase) and cells clustering module (executed right after map creation).

The main data structures, interfacing the modules, are of type: (1) HT
Base (Hypertext base), (2) Vector base, (3) map, (4) Base Registry.

A HT Base is the result of a robot activity. We have currently two types
of robots, one collecting documents from the local disk space, and another for
the Web. A robot collects the hypertext files walking through links connecting
them, stores them in a local directory and registers them in an SQL (currently
MySQL) database. Standard information like download (update) date and
time, original URL, summary (if extractable), document language and the
list of links (together with information if already visited) is maintained by
the robot.

A HT base can be processed subsequently by an indexer and possibly an
optimizer to form a Vector base for the document collection. A Vector Base
is a representation of a document space — the space spanned by the words
(terms) from the dictionary where the points in space represent documents.

A Vector base is then transformed to a document map by a mapper pro-
cess. A map is essentially a two-level clustering of documents: there are clus-
ters of documents and clusters of document clusters. Document clusters are
assigned a graphical representation of elementary ”pixels” in a visual repre-
sentation, whereas clusters of document clusters are assigned ”areas” consist-
ing of ”pixels” and are labeled by appropriate phrases.

We use several versions of visualization of document maps. The user can
choose to see the data in a square or hexagonal grid. He may also select
between a planar representation, or 3D representation on a cylinder, torus or
sphere.

Note that the same HT base may be processed by various indexers and
optimizers so that out of a single HT Base many Vector bases may arise.
Similarly one single Vector base may be processed by diverse mappers to
form distinct maps. To keep track of the various descendants of the same HT
Base, the Base Registry has been designed. The search engine makes use of all
the maps representing the same HT Base choosing the one most appropriate
for a given user query.
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3 Initial grouping of documents

Initialization of SOM requires several term sets that describe natural groups
in our collection of documents. These sets should represent separate topics
and contain disjoint terms.

For initial grouping of documents we combined Naive Bayes classifier and
EM algorithms. After selection of natural clusters in our documents collec-
tion, algorithm selects description of each cluster. To describe clusters it uses
terms that come from search engine’s dictionary.

Naive Bayes classifier assumes that events are described by set of at-
tributes a1, a2, ..., an and these attributes have nominal values and are in-
dependent from each other. Independency of attributes in our case means
that document contains attributes(terms) without any order and presence or
absence of each attribute depends on cluster only. These assumptions sim-
plify grouping of huge collection of documents. We need to remember that
dictionary which contains 100 000 terms is nothing unusual and each term is
related to one attribute.

Given a test set T , we estimate probabilities of particular values of all
attributes for each decision concept c (a cluster, in our case). We need to
estimate probability of each concept also. Let us assume that there is an
event x′ ∈ X , Ω denotes some probability distribution and g is a concept
identifier. Hypothesis represented by probability distributions evaluated by
Naive Bayes classifier is following:

h(x′) = argmaxg Px∈Ω(c(x) = g)
n∏

i=1

Px∈Ω(ai(x) = ai(x′)|c(x) = g) (1)

To group a collection of documents we used EM approach. First of all, we
randomly choose initial cluster for each document. Number of clusters K is a
parameter that can be set on any positive number. However, we decided on
this stage to group documents into 4 clusters. This number of clusters results
in a natural map initialization (see also [8]). After random initialization of
clusters there is time for estimation of probabilities:

∀g Px∈Ω(c(x) = g) (2)

∀g Px∈Ω(ai(x) = v|c(x) = g) (3)

for i = 1, 2, ..., n.
Next we evaluate new cluster for each document using equation (1). This

process is iterated, after each evaluation of a new cluster for all documents
we calculate (2) and (3) for whole document collection and so on. Number of
iteration is a parameter but for initial experiments was set to 10.

For clustering phase each document is represented by a vector. This vec-
tor has length equal to the size of the dictionary. Each value in this vector
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corresponds to the particular term in BEATCA dictionary. If a given term is
present in the document then term’s value is set on 1, if it does not — value
is 0. For the initial clustering of documents we do not take into consideration
frequency of the terms. It allows to calculate only the following probabilities
for each term Px∈Ω(ai(x) = 1|c(x) = d) and Px∈Ω(ai(x) = 0|c(x) = d).

Previously [7], we implemented alternative approach to SOM initializa-
tion (PLSA [11]), but we didn’t obtain good results using it. PLSA approach
has some advantages over Naive Bayes, since it allows to have fuzzy member-
ship in each cluster (sum of membership levels need to be 1) and works on a
frequency of terms in documents. However, there is a problem with algorithm
convergence. We presume that the direct reason is too high number of de-
grees of freedom and existence of more than one maximum for the likelihood
function. Finally, we decided to use Naive Bayes and crisp (not fuzzy) cluster
membership. This approach gives us sharp clusters that are easily processed
and stable.

After creation of cluster we need to find terms that describe created
groups. To achieve this goal we implemented the following algorithm. For
each group we select set of terms that maximizes τ within the group.

τi,g =
log(

∑
Nij,g ∗ avg(Nij,g)√
stddev(Nij,g)

∗ |Dti,g|
|Dg|

(4)

Where Nij = Freq(ti, dj) is the number of occurrences of term ti in document
dj . Index g denotes terms that occur in considered group. Abbreviation avg
— means arithmetic average, stddev — means standard deviation, |Dti,g| —
means the number of documents that contain term ti, and |Dg| — means the
number of document in considered group.

After calculation of (4) for each group, we start to add terms to description
sets. Some terms can have high τi,g for several groups, therefore such term
will be chosen for a cluster that maximizes τi,g. If term was selected as a
description for one group, it cannot be selected later for any other group.

4 Growing Neural Gas for Document Clustering

In our previous papers [6–9] we described WebSOM-like approach to docu-
ment clustering. Another approach to this problem offer the Growing Neural
Gas (GNG) networks, proposed in [1].

4.1 Basic GNG approach

Like Kohonen (SOM) networks, GNG can be viewed as topology learning
algorithm, i.e. its aim can be summarized as follows: given some collection of
high-dimensional data, find a topological structure which closely reflects the
topology of the collection. In typical SOM the number of units and topology
of the map is predefined. As observed in [1], the choice of SOM structure
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Fig. 1. SOM map for the data distribution which is uniform in the shaded area
(output of the DemoGNG applet [4])

is difficult, and the need to define a decay schedule for various features is
problematic. A typical SOM produced by the Kohonen algorithm is shown
on Figure 1. On the contrary, GNG network does not require specification
the size of the network, and the resulting network adapts very well to a given
data topology — see Figure 2.

Fig. 2. GNG network for the data distribution which is uniform in the shaded area
(output of the DemoGNG applet [4])

GNG starts with very few units1 and new units are inserted successively
every each few iterations. To determine where to insert new units, local error
measures are gathered during the adaptation process; new unit is inserted
near the unit, which has accumulated maximal error. Interestingly, GNG
cells of the GNG network are joined automatically by links, hence as a result
a possibly disconnected graph is obtained, and its connected components can
1 It should be noted here that the initial nodes reference vectors are initialized

with our broad topic initialization method.
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be treated as different data clusters. Figures 3 and 4 compare SOM and GNG
networks for well-known Wisconsin Breast Cancer set consisting of 683 nine-
dimensional data points representing two different cancer classes: malignant,
and benign.

Fig. 3. SOM map for Wisconsin Breast Cancer data set

Both the algorithms discover regions typical for each diagnostic class and
they present regions where both classes overlap. The complete GNG algo-
rithm details and its comparison to numerous other soft competitive methods
can be found in [2].

4.2 Utility factor

Typical problem in web mining applications is that processed data is con-
stantly changing — some documents disappear or become obsolete, while
other enter analysis. All this requires models which are able to adapt its
structure quickly in response to non-stationary distribution changes. Thus,

Fig. 4. GNG network for Wisconsin Breast Cancer data set
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we decided to implement and use GNG with utility factor model, presented
by Fritzke in [3].

A crucial concept here is to identify the least useful nodes and remove
them from GNG network, enabling further node insertions in regions where
they would be more necessary. The utility factor of each node reflects its
contribution to the total classification error reduction. In other words, node
utility is proportional to expected error growth if the particular node would
have been removed. There are many possible choices for the utility factor. In
our implementation, utility update rule of a winning node has been simply
defined as

Us = Us + errort − errors

where s is the index of the winning node, and t is the index of the second-
best node (the one which would become the winner if the actual winning node
would be non-existent). Newly inserted node utility is arbitrarily initialized
to the mean of two nodes which have accumulated most of the error:

Ur =
Uu + Uv

2

After utility update phase, a node k with the smallest utility is removed
if the fraction

errorj

Uk

is greater then some predefined threshold; where j is the node with the
greatest accumulated error. Detailed description of the GNG-U algorithm
can be found in [3].

4.3 Robust winner search in GNG network

Similarly to Kohonen algorithm, most computationally demanding part of
GNG algorithm is the winner search phase. Unfortunately, neither local-
winner search method nor joint-winner search method (which we have de-
veloped for SOM learning) are directly applicable to GNG networks. The
main reason for this is that GNG nodes graph can be not connected. Thus,
basic local-winner search approach would prevent document from shifting
between separated components.

A simple modification consist in remembering winning node for more than
one connected component of the GNG graph2 and to conduct in parallel a
single local-winner search thread for each component. Obviously, it requires
periodical (i.e. once for an iteration) re-computation of connected compo-
nents, but this is not very expensive3.
2 Two winners are just sufficient to overcome the problem of components separation.
3 In order of O(V + E), where V is the number of nodes and E is the number of

connections (graph edges).



On Some Clustering Algorithms for Document Maps Creation 267

Fig. 5. GNG visualization via SOM mapping for Syskill&Webert data set

Another modification is related to the possibility of a node removal. When
the previous iteration winning node for a particular document does not exist
anymore, we activate global winner search.

4.4 GNG network visualization

Despite many advantages over SOM approach, GNG has one serious draw-
back: high-dimensional networks cannot be easily visualized. Nevertheless,
instead of single documents, we can build Kohonen map on GNG nodes
reference vectors, treating each vector as a centroid representing a cluster
of documents. Such map is initialized in the same way as underlying GNG
network (i.e. with the same broad topics) and next is learned in the usual
manner. The resulting map is a visualization of GNG network with the detail
level depending on the SOM size (since a single SOM cell can gather more
than one GNG node). User can access document content via corresponding
GNG node, which in turn can be accessed via SOM node — interface here is
similar to the hierarchical SOM map case.

Exemplary map can be seen on Figure 5.

5 Concluding Remarks

In this paper, we have presented new approaches to two stages of our multi-
stage clustering process of document map creation. We are still running exper-
iments confirming improvements both in the map quality and investigating
possibilities of the processing speed.

In the near future we would like to replace the naive Bayesian network
approach with one based on quick trees, and extend the document group
clustering mechanisms to an incremental process based on artificial immune
systems.
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Abstract. Ordinary sources, like databases and general-pupose document collec-
tions, seems to be insufficient and inadequate to scale the needs and the require-
ments of the new generation of warehouses: thematic data warehouses. Knowing
that more and more online thematic data is available, the web can be considered
as a useful data source for populating thematic data warehouses. To do so, the
warehouse data supplier must be able to filter the heterogeneous web content to
keep only the documents corresponding to the warehouse topic. Therefore, building
efficient automatic tools to characterize web documents dealing with a given the-
matic is essential to challenge the warehouse data acquisition issue. In this paper,
we present our filtering approach implemented in an automatic tool called ”eDot-
Filter”. This tool is used to filter crawled documents to keep only the documents
dealing with food risk. These documents are then stored in a thematic warehouse
called ”eDot”. Our filtering approach is based on ”WeQueL”, a declarative web
query langage that improves the expressive power of keyword-based queries.

1 Introduction

A thematic warehouse can be a good solution for collecting, organising and
storing large amounts of information related to a given thematic. This in-
formation can be provided by different and heterogeneous sources like :
databases, databanks, document collections etc. Nowadays, The web is the
most used source for supplying warehouses with data from web documents.
The supplying process consists of a crawler that fetches the web to gather a
lot of relevant documents to the warehouse. Due to the huge amount of avail-
able information in the web and its poor organisation, a crawler gathers also
a lot of irrelevant and useless documents for the warehouse. Finding relevant
material from the gathered documents can be a very hard task. To avoid
the storage of irrelevant data in the warehouse, efficient and precise filtering
tools must be used downstream of the data acquisition process. Two different
filtering approaches can be implemented to filter the warehouse candidates
documents (i.e., the gathered documents for a warehouse).
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The simplest one consists in evaluating thematic keyword-based queries
over search engines repositories to obtain a list of urls. These urls correspond
to the documents that are more likely to be related to the warehouse topic
(according to the search engine query evalutor). We call these documents the
relevant documents. Note that, with this filtering approach, all the indexed
documents (the relevant documents and the non relevant ones) in the chosen
repositories constitute the candidates of the thematic warehouse to imple-
ment. These candidates are already known and crawled by the search engine
crawler. So, intensive web crawling can be avoided since these documents
(the relevant ones) are known and indexed by the existing search engines.
The only difficulty consists on expressing the most precise keyword query
that best describes the targeted thematic. This filtering approach is used in
the Thesus project [1] to populate a thematic data warehouse. The thematic
of Thesus deals with technology documents. The authors have manually con-
structed a set of keyword queries to describe the technology topic. This set
of queries has been submitted to Google [2] in order to collect the urls of the
documents dealing with technology (relevant documents). This approach is
very dependent on the precision of the used search engines and of the quality
of the submitted keyword queries. In addition to this, keyword-based queries
are not enough expressive to express complex requirements or to query docu-
ments with poor textual content. For example, it is not possible to formulate
a keyword query that can filter web documents according to their mime type,
the fact that they contain tables having a given property. . .

The second filtering approach consists of achieving the filtering process
during the web crawling. To do so, one has to build a specific web crawler
suited to the thematic warehouse requirements. Such a crawler traverses the
web in a restrictive mode to find the most possible relevant documents to
the warehouse without exploring the entire web. This technique is known as
Focused crawling [3–5] and is used to populate different topic-specific ware-
houses such as CORA [6] and CiteSeer [7], on-line scientific papers warehouse.
Focused crawling is built upon an intensive learning process that requires an
important training set as input. In fact, a classifier is trained to learn a filter-
ing function from a preliminary set of web documents labelled as ”relevant”
and ”irrelevant” documents. This preliminary set is called the training set.
To produce a precise and efficient filtering function, the training set must
contain enough relevant and representative documents. Constructing such a
set leads to the same issue as populating the warehouse itself : how to locate
representative documents in the web starting from nothing ! In addition to
this, the labelling is often done manually which can be tedious for an impor-
tant training set.

To summarize, two different approaches can be used to implement a fil-
tering tool for a thematic warehouse: using a list of thematic keywords as
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a filtering query over a collection of documents or using machine learning
techniques, during or after the web crawl, to recognize the desired relevant
documents. Each approach can be viewed as a process that describes and
characterizes the warehouse thematic. We strongly believe that an elaborate
description and characterisation of the warehouse thematic can be very useful
in the filtering process. This is what motivates the use of WeQueL [8,9] in the
implementation of ”eDotFilter”, the filtering tool of the ”eDot” warehouse.
WeQueL is a declarative and multi-criteria web language that improves the
expressive power of keywords queries. ”eDot” is a project aiming at build-
ing automatic and semi-automatic tools for the implementation of thematic
warehouses. The chosen thematic is food risk. The targeted web documents
(relevant documents) are defined as documents containing microbiological
data for food risk prevention and assessment.

We present in this paper an extension of the preliminary work on filtering
web documents presented in [10].

We organised our article into 5 sections. In section 2, we present ”We-
QueL” the web query langage that is in use in our filtering process. We
introduce in section 3 our filtering approach. The experiments to validate
our approach are presented in section 4. Finally, we conclude with the im-
provements and the on-going work.

2 WeQueL : Web Query Language

WeQueL [8,9] is an attribute-value language that allows a user to define
its needs by combining several and different keyword-based criteria in one
query. Each combined criterion targets its keywords to a specific part of a
web document or describes a particular property of a document. For exam-
ple, the title criterion allows the user to specify a list of keywords to search
them in the title of the documents to evaluate whereas the mime criterion
restricts the evaluation to the documents having the specified mime type.
WeQueL proposes 9 different criteria that are the basic building blocks for
complex queries. We call those criteria ”atomic queries”. An atomic query is
an attribute-value like query having the following form:

qa : attribute
contains−→ [value0, . . . , valueN ]
evaluated by−→ semantic constructor

The attribute of a WeQueL atomic query specifies the part of the
document or one document property to target. As mentioned above, WeQueL
offers 9 different attributes to focus the search on 9 predefined parts (sections)
or properties of a web document:
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1. page title: When used in an atomic query, this section targets the search
of value strings in the title of a document. For an HTML document, we
defined the title of a document as the set of words contained between the
tags <title> and </title> or between <h1> and </h1> or in the value of
the attribute content of the <meta name="title"> tag.

2. mime: This section restricts the evaluation of the documents to those hav-
ing their mime type mentioned in the values part of qa. The values of an
atomic query using mime section must be valid mime types (like text/html,
image/jpeg, . . .)..

3. title incoming page: This section targets the search of the specified values
of qa in each title of the documents that point to the evaluated document.
Suppose that qa is evaluated over a document d. Suppose that d′ is a
document pointing to d. Then, the evaluation of qa over d is equivalent to
evaluate q′a over d′ such as q′a is the atomic query that uses the same values
and the same semantic constructor as qa but targets the title instead of
the incoming title.

4. url: This section targets the search of value strings in the url of each
evaluated document.

5. outgoing links: The outgoing links section allows the user to focus the
search of the values strings in the words appearing in the neighborhood
of the outgoing links of a document. We defined the neighborhood of a
link as the words appearing in : its anchor, the tokens of the urls that
this link refers to and the 10 words before and after the link (before the
<a href> tag and after the closing tag </a>).

6. incoming links: An atomic query using an incoming links section is eval-
uated in the same manner as an atomic query using the previous section
(outgoing links). The only difference lies in the fact that this section
(incomong links) targets the neighborhood of the links pointing to the
document to evalute.

7. keywords: This section is specific to HTML documents. It is used to target
the content of the content attribute in the <meta name = "keywords"> tag
(when this last one exists in the document to evaluate).

8. object[type=′T ′]: This section allows the user to focus the evaluation on
the words appearing an HTML object. An HTML object can be a table,
a graphic, an applet. . . For the eDot needs, we handled only tables and
lists (i.e., T ∈ {’table or list’}). We define a table in an html document
as the words appearing between <table> and </table> tag, between <dl>

and </dl> tag, between <ul> and </ul> and between <ol> and </ol>.

The values of a WeQueL atomic query are separated by commas. They
are sequentially searched in the content of the targeted section of the docu-
ment to evaluate. Each value represents a string that contains a single key-
word or a list of keywords separated by white space characters. Consider ”qa”
an atomic query that targets a given section ”s” of web documents. Let’s con-
sider also value="w1 w2 . . . wn" one string value specified in qa. This value
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defines an occurrence order that we note: w1<w2<. . .<wn. The search of this
string in the section s of a document consists in mapping each wi with a word
w′i ∈ s such that :

1. wi is a substring of w′i ∈ s. We refer to this inclusion by: wi ⊆ w′i;
2. the mapped words in s occurs in the same order as in value i.e., ∀i ∈
{1, . . . , n} : w′

i < w′
i+1.

We note this mapping by µ.
Example: consider value="food data" to search in the title of 3 documents:

Document title value-title mapping (µ) matching success
"food database" µ(food)=food < µ(data)=database yes
"data food table" µ(food)=food �< µ(data)=data no
"on-line book store" µ(food)=µ(data)=∞ no

When all the words contained in a given value are mapped, this value is said
matched over the section ”s”. A word w′ ∈ s is said to be relevant when: ∃
value ∈ qa, ∃w ∈ value: (value is matched) ∧ (µ(w) =w′).

Semantics of a WeQueL atomic query The WeQueL language offers
the possibility to determine how to exploit the matched values of an atomic
query over a document to estimate the relevance of this document. In fact,
the third part of an atomic query is reserved for the specification of the cal-
culation method of a score that represents the relevance of the evaluated
document according to the evaluated atomic query. We call this calculation
method a ”semantic constructor”. WeQueL offers two categories of seman-
tic constructors: logical constructors and numerical constructors. A logical
constructor is a calculation method that interprets the matched values in a
propositional logic setting. The calculated score is then equals to 0 or 1. We
implemented 5 logical constructors: "disjunct" which assigns 1 to the atomic
query score when at least one value is matched, "conjunct" which assigns 1
when all the values of qa are matched, "atleast(k)" which assigns 1 when k

or more values are matched, "atmost(k)" and "exactly(k)". Unlike a logical
constructor, a numerical constructor assigns a score comprised between 0 and
1. We implemented three numerical constructors. "precision" calculates the
percentage of the relevant keywords in the targeted section of a document.
When this score is high, this means that the evaluated document section
contains a lot of the keywords mentioned in the atomic query. "recall" cal-
culates the percentage of the matched values of the atomic query. A high
"recall" score means that the evaluated section of a document covers a lot
of the values specified in the query. Finally, "fscore" is a combination of the
previous scores: 2×precision×recall

precision+recall .

Having the definition of the atomic queries, WeQueL provides a com-
bination formalism that permits the simultaneous (i.e., in the same query)
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targeting of different parts and properties of a document. We call this for-
malism a ”WeQueL combination” and we note it C.

C : 1 · qmime · q1
a · q2

a . . . qN−1
a · qN

a 〈 α1 · q̂1
a , . . . . . . , αM · q̂M

a 〉

1-weighted part α-weighted part

A WeQueL combination is an enumeration of weighted atomic queries where:
one and only one atomic query must refer to the mime type and there can
not be atomic queries duplicates (i.e., a combination can’t have two title
atomic queries). According to the used semantic constructors and the as-
signed weights, a WeQueL combination contains two disconnected parts: the
part of the 1-weigthed part and the part of the α-weighted part where α < 1.
The 1-weighted part contains the mime type atomic query and only logi-
cal queries. This part expresses the necessary conditions that a document
must satisfy (i.e., evaluated to 1) to carry on the evaluation to the next part.
The α-weighted part contains logical and/or numerical atomic queries that
will determine the final score of each evaluated document. This final score is
calculated over a document d by the following formula:

score(d, C) = score(d, qmime)×
N∏

i=1

score(d, qi
a)

M∑
j=1

αj · score(d, q̂j
a)

To avoid the developement of a specific syntactic parser, we defined an equiv-
alent syntax for WeQueL queries based on the XML language. Therefore, we
defined an XML-schema that describes how to build a WeQueL query. This
schema is available at: http://www.lri.fr/~mezaour/WeQueLschema.xsd. Thus,
a WeQueL query is an XML document that must conform to this schema.

3 eDotFilter : the eDot filtering module

”eDot” is the acronym of ”Entrepôt de Données Ouverts sur la Toile”
which means ”data warehouses open to the web”. Four partners are involved
in this project : IASI-LRI team (http://www.lri.fr/iasi/), GEMO-INRIA

project (http://osage.inria.fr/verso/), BIA-INAPG team (http://www.inapg.
inra.fr/recherche/) and Xyleme start-up (http://www.xyleme.com/). For more
details on the project see http://www-rocq.inria.fr/~amann/edot/.

”eDotFilter” module is the filtering tool that determines from a set of
crawled candidates documents, the ones to include in the eDot warehouse.
To do so, our module uses a WeQueL combination query to estimate the
relevance of eDot candidates to the food risk thematic. We call this combi-
nation the ”filtering query”. The filtering query describes, in a declarative
way, the content properties of the documents to include in the eDot ware-
house (i.e., dealing with food risk). Microbiologist experts defined a food risk
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document as an HTML document having atleast one HTML table that con-
tains the most possible keywords from given food risk ontologies. In eDot,
we use two food risk ontologies : sym’previus [11] and ComBase [12]. There-
fore, we used in the filtering query an atomic query that targets the html
tables with all the keywords of the eDot food risk ontology. We also used
the set of few relevant document examples given by our experts to enhance
the previous atomic query with other different atomic queries. We wrote a
java program that parses the content of these relevant examples and sug-
gests in its output the values (strings of two consecutive words) to put in the
different atomic queries. For example, our program extracted from the title
tag of one of our relevant examples the string: "fda/cfsan - approximate ph

of foods and food products". This string is cleaned from its common words
(like articles: of, and. . .) and splitted into a list of 6 suggestions to put
in a title atomic query: fda cfsan, cfsan approximate, approximate ph, ph

foods, foods food and food products. We manually discard irrelevant sug-
gestions (fda cfsan, cfsan approximate, foods food). The choice of the se-
mantic constructors and the weights to use with each atomic query were
determined after discussion with experts according to the eDot relevant doc-
ument specifications. We finally obtained an advanced WeQueL combina-
tion [13] having 8 atomic queries. The second step consists of calculating the
relevance score of each eDot candidate document. To do so, we developed in
java the WeQueL query engine that parses the HTML content of each candi-
date and the content of the filtering query xml file to output the evaluation
score. The final output is ordered from the highest candidate score to the
lowest one. The filtering is then done by setting a threshold relevance and
retaining only the candidates that have a score above this threshold. As it is
hard to predict this threshold, it is experimentally set.

4 Experimental results

The crawling module of the eDot warehouse gathered from the web 2058
candidate documents as an input to ”eDotFilter”. The html content of these
2058 candidates were fetched, parsed and evaluated over the filtering query.
As a result, we obtained a ranked list of pairs (candidate url,score). In this
experiment we intented to show the robustness of the score ranking achieved
by our filtering tool. In other words, are the food risk documents ranked first
or not? We intended also to show that the numerical evaluation score of each
candidate ”d” over the filtering query reflects the effective relevance of ”d”
to the considered thematic. To do so, we used a ROC curve [14] and a lift

curve to achieve our experimental goals.

A ROC curve shows how good and how earlier the relevant documents are
covered across the established ranking. The relevant documents are repre-
sented in the Y-axis and the non relevant in the X-axis. A ROC curve starts



276 Amar-Djalil Mezaour

from the first position of the ranking and ends at the last one. At each posi-
tion ”i”, the curve grows by one unit if the document ranked at position ”i”
is relevant. When this document is not relevant, the curve keeps its last value.
A ROC curve represents a continuous and increasing function that is bounded
by 1. The quality of the ranking system is then mesured by the AUC: Area
Under Curve according to this classification table [15]:

ROC curve AUC Quality
0.9 < AUC ≤ 1.0 Excellent
0.8 < AUC ≤ 0.9 Good
0.7 < AUC ≤ 0.8 Fair
0.6 < AUC ≤ 0.7 Poor
0.0 ≤ AUC ≤ 0.6 Fail

To construct our ROC and lift curve, we manually labeled the 2058 eval-
uated documents into two categories A and B: A for ”food-risk documents”
(relevant documents) and B for ”non food-risk documents” (non relevant
documents). We obtained: 12 documents for A and 2046 for B. The twelve
relevant documents of category A were ranked by our filtering tool among
the 40 first positions of the ranking. The 9 first positions of the filtering rank-
ing corresponds to relevant documents (i.e., 9

12 = 75% of relevant documents
were covered by the 9 first positions of the ranking). So we have two possi-
bilities to choose the minimal threshold that will determine the documents
to include in the eDot warehouse: the score of the document at position 9
(to be very precise) or the score of the document at position 40 (to cover
all relevants). Knowing that all the relevant documents among the evaluated
candidates were highly ranked, we built our validation approach using the
100 first positions of the ranking and we obtained the ROC and lift curves as
shown in the diagrams 1 and 2 at page 277.

We can see from the increasing rate of the ROC curve of figure 1 that
most of the relevant documents were covered in the first positions of the
filtering ranking. The AUC corresponding to this curve is 0.9036 which shows
the efficiency of our filtering approach according to the classification given
above. After analyzing manually the content of a sample documents, our
experts noticed that food risk documents obtained high scores whereas the
non relevant ones obtains low scores. This is why the lift curve of figure 2 keeps
the precision to 1 for the 9 first positions and then it decreases this precision
to the final precision of the 100 sampled documents (i.e., 12

100 = 12%). This
shows experimentally that the numerical score of our filtering approach is a
good estimator of the thematic-relevance of a document.

5 Conclusions

In this paper, we have presented ”eDotFilter” a filtering tool that uses We-
QueL, a multi-criteria web query language that is more expressive than simple
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keywords and less costly than learning the filtering function from relevant ex-
amples. This tool is used to filter the crawled candidates to include in the
eDot food risk warehouse. We showed in our experiments the benefit of a
wequel query having a numerical semantic in the estimation of the relevance
of a document to the food risk thematic. 12 relevant documents among 2058
crawled candidates can seem very unsufficient to build a robust warehouse.
This is due to the imprecision of the general-purpose crawler used to gather
candidates for the eDot warehouse. Therefore, we are developping alternative
crawling techniques that combines our filtering approach with a self-learning
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technique similar as the one used in the intelligent crawling [16] to fetch the
web in a more efficient manner. The intended goal is to learn the topology of
the web graph near the thematic documents so that the crawler can focus in
a more efficient way its crawling priorities.
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électroniques des Journees Web Semantique, Paris

2. Brin, S., Page, L.: (1998) The anatomy of a large-scale hypertextual Web search
engine. Computer Networks and ISDN Systems 30, 107–117

3. Rennie, J., McCallum, A.K.: (1999) Using reinforcement learning to spider
the web efficiently. In: Proc. 16th International Conf. on Machine Learning,
Morgan Kaufmann, San Francisco, CA 335–343

4. Diligenti, M., Coetzee, F., Lawrence, S., Giles, C.L., Gori, M.: (2000) Focused
crawling using context graphs. In: 26th International Conference on Very Large
Databases, VLDB 2000, Cairo, Egypt 527–534

5. Chakrabarti, S., van den Berg, M., Dom, B.: (1999) Focused crawling: a new
approach to topic-specific Web resource discovery. Computer Networks (Ams-
terdam, Netherlands: 1999) 31, 1623–1640

6. whizbang: Cora version 2.0 : Computer science research paper search engine
(website) http://cora.whizbang.com.

7. CiteSeer: http://citeseer.nj.nec.com/cs (website)
8. Mezaour, A.D.: (2003) Focused Search on the Web using WeQueL. In: Proceed-

ings of the 10th International Workshop on Knowledge Representation meets
Databases (KRDB 2003), Hamburg, Germany. 63–74

9. Mezaour, A.D.: (2004) Recherche ciblée de documents sur le web. Revue
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Abstract. An index-driven integration system provides access to a multitude of
data sources: it uses pre-compiled indexes covering content of these sources. Such
a scenario is especially attractive in life science applications which integrate data
from hundreds of very valuable carefully maintained databases. A key bottleneck in
building such systems is data merging where partial answers obtained from different
data sources are to be merged and the problem of overlapping data should be
solved. In response to a query the most informative redundancy-free answer should
be constructed. In the paper we propose a formal foundation for merging XML-like
data and discuss indexing support for data merging.

1 Introduction

Life scientists use information from a variety of web databases to interpret the
empirical data obtained in the laboratory. Such data interpretation is hard to
achieve without the help of advanced database applications [11,12]. Most ex-
isting systems, however, do not really integrate data, but merely present lists
of links which may be grouped according to the data source they came from.
Such data integration is offered by the SRS system (http://srs.ebi.ac.uk).
Deeper data integration involves delivering the data available via the links
to the user, and better still, it should include data merging and removal of
duplicates.

In this paper we propose a new methodology for data merging which takes
advantage of mappings and classifications at the schema and at the instance
level, as well as of key constraints discovered via data mining. We emphasise
the role of indexes to support efficient execution of data merging operations
on very large data sets [9] and to perform reconciliation of ontologies, data
mining, and schema matching operations.

The rest of the paper is organised as follows. In Section 2 we discuss a
system architecture for data integration. Key discovery for XML data is pro-
posed in Section 3. A subsumption relation between data and some inference
rules for subsumptions are defined and proven in Section 4. In Section 5 we
describe and illustrate an application of our method to data merging. Section
6 concludes the paper.
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2 System architecture for data integration

In Figure 1 we present an architecture of a data integration system. The
design takes into account the following facts:

1. We witness an explosion in specialised life science databases. These databases
are carefully maintained by specialists in particular domains, so many re-
searchers regard them as extremely valuable [10]. Only in biology do we
observe about five hundred databases of this type.
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Fig. 1. Overall architecture of index-driven data integration
2. A user submits a query Q as a Boolean combination of keywords. The

query must be understood by the system properly, and the system must
decide how and where the query should be processed. For example:
• Query “fge-om”: a bioinformatician is looking for references to a func-

tional genomics experiment object model, FGE-OM, i.e an object
model for data coming from a new set of experiments carried out on
proteins.

• Query “phage display IGR”: a biologist is looking for reports on the
use of experimental technology called “phage display” where an AA
sequence motif IGR was identified. This motif has a particular bio-
logical significance.

In response to the second query three different databases might return
the following fragments concerning bibliography references:

PIR:
<refinfo refid="A56634">
<authors>
<author>Curry, W.J.</author>
<author>Shaw, C.</author>
</authors>
<title>Neuropeptide</title>

</refinfo>
SwissProt:
<citation type="journal article">
<title>Neuropeptide</title>
<authorList>
<person name="Curry W.J." />
<person name="Shaw C." />
</authorList>

</citation>

PubMed:
<Article>
<ArticleTitle>Neuropeptide</ArticleTitle>
<AuthorList CompleteYN="Y">
<Author>
<LastName>Curry</LastName>
<ForeName>W J</ForeName>

</Author>
<Author>
<LastName>Shaw</LastName>
<ForeName>C</ForeName>

</Author>
</AuthorList>

</Article>
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3. In answer to the query, a set of items from different data sources (databases
or XML documents) will be obtained. The answers can be syntactically
and semantically heterogeneous and overlap each other. Some of them
can be exact while others are approximate. In the merging phase, all
partial answers are merged, restructured and ranked, and a reconciled
result is produced [15]. In performing these operations, a repository of
mappings is used. Mappings are created and maintained dynamically in
the system. To create mappings a lot of methods based on linguistics,
ontologies, statistics, data mining and machine learning can be used [6].

3 Discovering keys in XML data

As will be seen later, in our method for XML merging keys play an important
role. Two XML trees can be merged if theirs key paths are equivalent, i.e.
the trees represent information about the same entity from the application
domain of interest. Work on keys has been presented by Buneman et al. [4,3].
In [7] Grahne and Zhu discussed a data mining scenario for discovering keys in
XML data when its schema is not available. We will adopt these approaches.
However, we restrict ourselves to so-called 1-keys, i.e. to keys where the target
path is uniquely determined by a single key path rather than by a set of key
paths.

A path (or path pattern) conforms to the syntax: P ::= ε | l | l/P , where
ε is the empty path, and l is a label (element tag or attribute name). If n is a
node of a tree T , then n[[P ]] denotes the set of nodes in T that are reachable
from n by following path P . We shall use [[P ]] as an abbreviation for r[[P ]],
where r is the root node of T . By n1 =v n2 we will denote value equality
between nodes meaning that values assigned to nodes n1 and n2 are equal.

Following [4], we assume the following definition of absolute keys:

Definition 1. An absolute key for XML is a pair of paths (Q, P ), where Q is
a target path and Q/P is a key path. An XML tree T satisfies an absolute key
(Q, P ), if for any two nodes n1, n2 ∈ [[Q]], if n1[[P ]] =v n2[[P ]] then n1 = n2.
It means, that a subtree denoted by Q is uniquely identified by the (value
of) key path Q/P . �

For example, key expressions (article,title) and (article/author,
lname) might be satisfied by an XML document having elements similar to
t1 depicted in Figure 2, see page 286.

Theoretically, a tree must satisfy a key in 100%. In practice, however,
especially in a case when data are taken from heterogeneous sources, such
expectations are unrealistic. Instead we are looking for keys that are satisfied
in a subset very close to the whole XML tree, and violated only in a very
small part of it [7]. Another problem is that some keys appear only a few
times, and though they are satisfied in 100% are not very interesting. As
measures for keys with respect to an XML tree we define the support and
confidence of the key.
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Definition 2. Given an absolute key (Q, P ) and an XML tree T , we define:

support(Q, P ) =

∑
n∈[[Q]] exists(n, P )

count([[Q]])

confidence(Q, P ) =
count(value-distinct([[Q/P ]]))

count([[Q/P ]])

(1)

exists(n, P ) =
{

1, if there is a P-branch in the subtree rooted at node n,
0, otherwise,

value-distinct(X) is a subset X ′ ⊆ Xof nodes having distinct values.

Value of support(Q, P ) is a measure of interestingness of the key expres-
sion with respect to a tree T , and defines the fraction of all subtrees rooted
at nodes from [[Q]] that are candidates for being identified by the key path
(i.e. it says how many subtrees of this kind have at least one P -branch);
confidence(Q, P ) describes how many subtrees of T rooted in nodes from
[[Q]] satisfy the condition from Definition 1. A key is interesting if its support
is greater then a given threshold min supp and the key is accurate if its con-
fidence is greater then a given threshold min conf. Interesting and accurate
keys we call candidate keys.

In our system described in [9], candidates for absolute keys are searched
by the following SQL query:

select PathID, (count(distinct L.Value)/count(L.Value))
from Data D, Leaf L
where L.LeafID = D.LeafID
group by PathID

where Data and Leaf are among the tables used for representation of XML
trees [9], i.e. Leaf(LeafID,Value) - represents text contained in the leaves,
and Data(DbID,KeyId,PathID,LeafID,order) - associates each leaf with its
data source, the key of the record the leaf belongs to, the path leading from
the root to the leaf, and order of the leaf in the document.

As a result, a set of candidate keys will be obtained. In fact, every candi-
date for absolute key has the form (Q, ε), and using inference rules from [4]
we can infer (Q1, Q2), if Q = Q1/Q2. The result can be stored in the table

CandAbsPath(PathID,Value).
Values in the Value column are further analyzed (using statistics, tax-

onomies, thesauri or user provided information), and some rows could be re-
moved from the table while some others – as for example accession numbers,
identifiers from PubMed, or other commonly used identifiers in life science
data sources – are good candidates to remain in the table. Finally, a set of
accepted absolute keys will be obtained. This set is represented by the table:

AbsKeys(AbsPathID,Value).
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4 Subsumptions on XML data trees

Our focus in data integration is the merging of XML data trees constituting
partial answers (obtained from different sources) in such a way that subsum-
ing data (i.e. more general or less informative) will be removed. The aim of
a merging phase is to produce a variant of integrated data that is “minimal”
in structure but “maximal” with respect to information content.

To discuss the problem more precisely, we will use a simple tree language
TL, to express both tree patterns (consisting of element tags and attribute
names) and trees (consisting of patterns and values):

T ::= P | P/(T, ..., T ) (tree patterns)
P ::= l | l/P (path patterns)
t ::= v | T :v | P/(t, ..., t) (trees)
v ::= c | (v, ..., v) (values)

where l is a node label, c is a constant string value, and “/” denotes the
XPath axis child. Note, that a tree pattern is a set of path patterns with a
common prefix.

To define semantics for TL, we will use the approach used in description
logic [1]. Let ∆ be a non-empty set of individuals, and child ⊆ ∆×∆ be a
transitively closed binary relation over ∆. Interpretation of TL is a function
.I defined as follows:

cI ⊆ ∆,
lI ⊆ ∆,
(v1, ..., vn)I = vI1 ∩ ... ∩ vIn ,
(l/P )I = (lI �� child �� P I).2, where

(X �� child �� Y ).2 = {y ∈ Y |∃x(x ∈ X ∧ (x, y) ∈ child)}.
(T1, ..., Tn)I = T I

1 ∩ ... ∩ T I
n ,

(P/(T1, ..., Tn))I = (P I �� child �� (T1, ..., Tn)I).2,
(t1, ..., tn)I = tI1 ∩ ... ∩ tIn,
(P/(t1, ..., tn))I = (P I �� child �� (t1, ..., tn)I).2,
(T : v)I = (T I �� child �� vI).2,

We say that an expression E1 is subsumed by an expression E2, or that E2

subsumes E1, written E1 � E2, if EI
1 ⊆ EI

2 . If both E1 � E2 and E2 � E1,
then E1 is equivalent to E2, written E1 ≡ E2.

Theorem 1. The following rules hold:

R1. (v1, ..., vn) � (v1, ..., vi), (T1, ..., Tn) � (T1, ..., Ti), (t1, ..., tn) � (t1, ..., ti),
for any 1 ≤ i ≤ n;

R2. P/t � t,
R3. P/T:v � P:v,
R4. if P1/t1 and P2/t2 are valid trees, then P1 � P2 ∧ t1 � t2 ⇒ P1/t1 �

P2/t2,
R5. P/(T1:v1, ..., Tn:vn) � P :(v1, ..., vn).
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Proof. (R1) follows from the property of sets intersection; to prove (R2)
note that (P/t)I = (P I �� child �� tI).2 ⊆ tI ; in proof of (R3) we
use the fact that the child relation is transitively closed, thus we have
(P/T :v)I = ((P I �� child �� T I).2) �� child �� vI).2 ⊆ (P I �� child ��
vI).2; (R4) is a standard property of partial ordering relations. (R5) fol-
lows from the definition and from (R1) and (R3): (P/(T1:v1, ..., Tn:vn))I =
(P/T1:v1, ..., P/Tn:vn))I ⊆ (P :v1, ..., P :vn))I = (P :(v1, ..., vn))I . �

5 Data merging in data integration

5.1 Ontology- and key-based data merging

The main challenge in data integration is to find methods for merging partial
answers into a one, duplicate-free, well constructed answer. These functions
should be performed be the Merge component (Fig.1). In order to realise the
expected functionality of the Merge, we can use:

• definitions of source data schemas given by means of DTD or XML
Schemas, if they are available;

• domain ontologies both for names and tags (in the schema level) and for
values (in the instance level),

• any other resources which can be used to understand and classify data
correctly, such as dictionaries, taxonomies, thesauri, user provided match
and mismatch information as well as knowledge discovered in data, e.g.
keys and statistical characteristics.

Using these resources and methods, we can classify XML tree fragments
– such as values and paths and tree patterns – into equivalence classes with
respect to the synonymy relation. As the result the following set of indexes
can be created:

ValueClass(DbId,Constraint,Value,ValueClassId)
ValueClassRep(ValueClassId,ValueRep)
PatternClass(DbId,Constraint,Pattern,PatternClassId)
PatternClassRep(PatternClassId,PatternRep),

where DbId is a database identifier being the source for Value or Pattern;
and Constraint is an additional condition used to classify the Value or
Pattern. A value equivalence class is identified by ValueClassId and is rep-
resented by a chosen value ValueRep. Thus, the value representing the class
of semantically equivalent values resolves such issues as diversity of curren-
cies, measures, and representation formats, in order to overcome difficulties
in duplicate elimination and value comparison. For text values there is a
problem with synonyms, different languages, jargon and so on. To solve these
problems, methods from information retrieval can be used [2,5].

Next, subsumption on these classes can be defined, where v1 � v2 means
that v1 is more desirable than v2, because v1 is more informative, more reliable
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(one database may be considered to be more reliable than others) or has
higher precision. Correct definition of this relation is crucial because it is
used to define subsumption relation over complex expressions.

In order to define subsumption on patterns, we start with establishing it
on individual labels. As for values, patterns with different syntax may have
the same meaning, e.g. fname, first-name, and firstname belong to the
same equivalence class. The path pattern author/name and the tree pattern
author/name(fname,lname) will belong to different, but somehow related
equivalence classes. Again, identification of such patterns can be supported
by ontologies, statistics and machine learning methods [8,15]. For complex
patterns, the subsumption relation can be inferred from atomic patterns by
means of rules proved in Theorem 1. Subsumptions will be indexed to enable
efficient subsumption testing. Indexes will be used to test whether two given
values or patterns are in subsumption relation or not:

ValueSubsumption(SubsumedValue,SubsumingValue)
PatternSubsumption(SubsumedPattern,SubsumingPattern)

The following inference rules (2) and (3) follow from Theorem 1 and are of
special importance for data merging during data integration:

P1 � P2 ∧ v1 � v2 ⇒ P1:v1 � P2:v2, (2)

P/(P1, ..., Pn) � P ′/(P ′
1, ..., P

′
m) ∧ (v1, ..., vn) � (v′1, ..., v

′
m)⇒

⇒ P/(P1:v1, ..., Pn:vn) � P ′/(P ′
1:v

′
1, ..., P

′
m:v′m) (3)

It follows from Theorem 1 that it is sufficient to inspect subsumptions
between trees and paths, rather than between trees and trees. So, for some
paths and trees, precomputed index table could be maintained in the system:

TreePathSubsumption(SubsumedTree,SubsumingPath)

Example 1. For data trees t1, t2, and t3 from Figure 2, we have:

Patterns:
article ≡ paper,

author/fname � author,

author/lname � author,

author/(fname,lname) � author.
Values:

"John Smith" � "John",

"John Smith" � "Smith".

Trees:
author/(fname:"John",lname:"Smith") � author:"John Smith",

t3 � t1, t3 � t2. �

Note that if we restricted ourselves to paths only, we would not be able to
construct the expected minimal result tree t3 from t1 and t2, because neither
author/fname:"John" nor author/lname:"Smith" is subsumed by the path
author:"John Smith".
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t1: article 

title author 

fname lname ”title-1” 

”John” ”Smith” 

t2: paper 

title author 

”title-1” ”John 
Smith” 

”journal-1” 

journal 

”journal-1” 

t3: paper 

title author 

fname lname ”title-1” 

”John” ”Smith” 

journal 

Fig. 2. Source data trees t1 and t2, and their join, t3 = join({t1, t2}), fat arrows
denote equivalent key paths, i.e. all trees represent the same real world entity

Trees t1 and t2 from Example 1 can be joined because there are two ab-
solute keys holding in t1 and t2, respectively, which are equivalent and have
equivalent values, i.e. article/title:"title-1"≡ paper/title:"title-1".
Thus, these trees could be treated as describing the same entity from the se-
mantic domain of interest. When trees describe different entities they are
non-joinable. Non-joinable trees are merged in such a way that a new root
label is created and all trees under consideration become the highest-level
subtrees of the newly created root (Fig. 3).

t4: device 

part price 

”printer” ”EUR 200” 

t5: device 

part price 

”monitor” ”EUR 200” 

result 

device 

part price 

”printer” ”EUR 200” 

device 

part price 

”monitor” ”EUR 200” 

t6:

Fig. 3. Data trees t4 and t5, and their merge, t6 = merge(result,{t4, t5}), fat
arrows denote non-equivalent key paths, as t4 and t5 represent different real world
entities

5.2 Merging algorithms

Given a set T of trees constituting partial answers to a query, and a label L
for labelling the result tree, the following formula describes the merging of
trees from T into the result tree:

merge(L, T ) = L/(join(G1), ..., join(Gk)),
{G1, ..., Gk} = T |≡keypath

(4)

The result tree, merge(L, T ), is constructed in such a way that a new root la-
belled L is created. All the subtrees immediately following L (the highest-level
subtrees) are joins over sets Gi, 1 ≤ i ≤ k, of trees. The family {G1, ..., Gk}
consists of all equivalence classes in T determined be in the equivalence rela-
tion ≡keypath. To one equivalence class belong all trees that have equivalent
key paths.

The merging process can be performed using the following two algorithms:
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Algorithm 1 (merge of a set of minimal trees)
Input: A set T = {t1, ..., tn} of trees; each tree is a minimal partial answer

to a query returned from one of data sources.
L – a root label for the result tree.

Output: A tree t∗ such that t∗ � {t1, ..., tn}, and t∗ is minimal.
Steps:

1. Divide T into groups {G1, ..., Gk} of trees with equivalent key paths.
2. For each group Gi compute the join gi = join(Gi), 1 ≤ i ≤ k.
3. Construct the tree L/(g1, ..., gp) and denote it by t∗.
4. Tree t∗ is the expected merge of {t1, ..., tn}, denoted t∗ = merge(L,{t1, ..., tn}).

Algorithm 2 (join of a set of joinable trees)
Input: A set T = {t1, ..., tn} of joinable trees, i.e. trees with equivalent key paths.
Output: A tree t∗ such that t∗ � {t1, ..., tn}, and t∗ is minimal.
Steps:

1. Create a tree t as a sum of trees from T ; t has a root label representing the
equivalence class from T which is being joined, and each highest-level subtree
(i.e. a subtree immediately following the root) of ti is a highest-level subtree of
t.

2. Denote: Π – a set of all paths from t; Σ – a set of all highest-level subtrees
from t.

3. Reduction:
for each p ∈ Π

for each S ∈ Σ such that p /∈ S, and p and S have the same key path
if S � p then mark p for deletion

remove from t all paths marked for deletion and denote the result by t∗

4. Tree t∗ is the expected join of {t1, ..., tn}, denoted t∗ = join({t1, ..., tn}).

6 Conclusions

In this paper we proposed a new approach to data merging in data inte-
gration systems. We previously introduced the problem using an example
of integrating heterogeneous biological databases [9], where the existence of
some domain oriented taxonomies and ontologies makes the problem more
feasible than in the case of “deep Web integration” [8]. We believe, however,
that our method is applicable in other setting as well.

The main novelty of our approach is:

• Apart from traditional methods rooted in information analysis [2,5], we
use constraints (keys) discovered in data sets (by means of statistic and
data mining methods) to support data classification and data merging.

• We introduce a simple formal language to specify data patterns and data
instances and propose semantics for it. We use it to define subsumption
between data formally, and to show that our approach is both expressive
and sound.
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The method presented in the paper is a part of our research on semi-structured
data integration [9,14] and XML data transformation [13].
Acknowledgement: EH’s research is funded by the Medical Research Council, UK.
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Abstract. The RBS algorithm is a novel link-based algorithm for ranking results
of a search engine. RBS may be viewed as an extension of PageRank by a parameter-
ized “back button” modeling. RBS is based on the “random surfer with back step”
model [7] similarly as PageRank is based on the simpler “random surfer” model [4].
To scale to real Web RBS computes merely a fast probabilistic approximation of
the ranking induced by the “random surfer with back step” model [6].

In this paper we experimentally measure the quality of this approximation using
a high quality synthetic Web evolution model [5] of our own implementation.

The results demonstrate that RBS is a very good approximation to the “ideal”
ranking. Furthermore, as the experiment shows, RBS clearly outperforms PageRank
in “back step” modeling even if we try to parameterize the latter.

1 Introduction

The RBS algorithm is a novel link-based algorithm for ranking results of a
search engine. RBS may be viewed as an extension of Google’s PageRank by
a parameterized “back button” modeling, which was omitted in an original
PageRank, despite the fact that “back button” is reportedly heavily used by
surfers of the Web. Link analysis of the Web graph1 turned out to be a power-
ful approach in the context of exponentially growing Web with documents of
extremally varying type, quality and size, where traditional Text Information
Retrieval techniques are not robust enough.

Link-based ranking algorithms are used for ordering the results of search
queries passed to search engines. More precisely, each document is assigned
some ranking score which is computed by ranking algorithm according to
some intuitive model, and then documents are presented in non-increasing
order of their ranking scores. Since the number of documents returned by
a search engine may easily be far too large to be seen by a user, such an
ordering is extremely important. Link-based ranking algorithms proved their
value in practice. The most famous example is perhaps Google’s PageRank
[4] which has been successfully applied in this leading world search engine
since its origin.
� This paper is based on fragments of the author’s PhD thesis [6]
1 Each document is represented as a node and each hyperlink as a directed edge
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1.1 Traditional Random Surfer Model

PageRank is based on the Random Surfer Model [4].The model has a param-
eter 0 ≤ a ≤ 1, which influences the overall behavior of a modeled surfer.
More precisely, in each time step t a surfer, currently visiting a document p(t)
randomly performs one of the two possible actions, accordingly to a model
parameter a. With probability a follows uniformly picked out-link or with the
remaining probability 1 − a randomly jumps to another page with uniform
distribution. The value of 1− a is called a decay factor.

PageRank computes the stationary distribution of the Markov chain de-
fined above.Thus, each document’s ranking is a limit probability of visiting
it according to the random surfer model.

Unfortunately, the traditional Random Surfer model does not reflect some
very common aspect of Web surfing i.e reverting to a page visited in a pre-
vious step. Reverting to a previous page constitutes a substantial part of
Web surfing behaviour, and in our opinion, it should be reflected in ranking
schemes.

1.2 Random Surfer with Back Step

We extend traditional Random Surfer model by introducing another parame-
ter 0 ≤ b ≤ 1, satisfying a+b ≤ 1, which represents the back-step probability.
Random surfer is visiting pages in discrete time steps, so that in each step
while visiting a page p they may perform one of the following actions:

1. with probability a follow uniformly picked outgoing link of the page p. In
the case, there are no out-links on the page, the surfer performs random
jump described in the last point.

2. with probability b reverts to the previously visited page (“back button”
modeling), assuming the previous step was of type 1 (follow link) – oth-
erwise ignores reverting.

3. with the remaining probability 1 − (a + b), randomly jumps to another
page according to the uniform distribution.

1.3 Previous Work

Theoretical foundations of incorporating back-button usage to Web surfing
models may be found in [1] by Fagin et al.

Very recently, idependently on our work, there were proposed two variants
of modeling back-button usage in [3]. The first variant assumes that two con-
secutive uses of the “back-button” cancell each other, which, unfortunately,
is in contradiction with back-button implementation in real browsers. The
second approach, more realistic, is similar to the one discussed in this paper
but has two drawbacks, compared to ours: is not parameterized (assumes
that back-button usage probability is always the same as following a link),
assumes that back-button cannot be used twice in a row.

Neither of these drawbacks is present in our model.
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2 Motivation

In [6] we have presented efficient RBS algorithm, which is based on the prob-
abilistic approximation of our random surfer model with back step. The algo-
rithm is convergent, efficient, scales to real Web and returns the set of results
which are generally similar to that of PageRank, what somehow “guarantees”
that RBS does not produce insensible results.

In this paper we will answer the two important questions:

1. Is RBS a good approximation of our “ideal” random surfer with back
step model?

2. Is RBS a really novel ranking scheme?

The first question is posed in the context of the situation that RBS computes
its ranking according to the probabilistic approximation of the random surfer
model with back step rather than to the model itself.

The second question is motivated as follows. The random surfer model
proposed in [1], although defined in the way which considered back steps,
led to the same stationary distribution as would have been obtained without
back step2 (this phenomenon is also briefly commented in [6]). Despite the
fact, that we have seen that RBS produces results being different than those
produced by PageRank with some value of the decay factor, we still may be
not convinced, that the results of RBS cannot be obtained by the traditional
PageRank with some appropriately set decay parameter. In other words, we
will ensure whether our model cannot be simulated by PageRank.

3 Preliminaries

3.1 RBS-walk Simulator and RBS

The straightforward, practical way of computing ranking according to the
“random surfer with back step” model is to simulate the random surfing of
sufficiently large number of artifificial surfers according to the model rules and
record, for each page, the total number of visits made. We have implemented
this approach and experimentally observed in [6], that relative numbers of
visits made to each page converge to the desired disribution with arbitrary
precision as the function of simulation duration. We call this approach as
“RBS-walk simulator” [6].

However, as we also observe in [6], RBS-walk simulator, although being
capable of producing the desired ranking among the documents, is too slow
for working on large collections of Web documents3.
2 In a few words, our ranking differs from Fagin’s because, in RBS model, back

step is not allowed directly after random jump. This important detail does not
reflect browsers implementation, but rather the user behavior

3 In practice, the time complexity of RBS-walk simulator is approximately Θ(n2)
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Thus, we developed a fast probabilistic approximation of the ideal rank-
ing, which we call RBS. RBS is very similar to the power method of com-
puting PageRank [4] with the addition of an extra “back-step flow” of rank
score which each page x gets, due to potential back-step, from any page y,
being linked by x. We call this quantity RB(x, y), and suggest it to be pro-
portional to the conditional probability of visiting the page x in the previous
step assuming that in the current step y is visited:

RB(x, y) = β(y)
aR(x)

outDeg(x)R(y)
, (1)

where β(y) is some proportionality factor dependent on y, which is introduced
to normalize the probabilities. After some computations, the final equation
for the total amount of rank a page x gets through ”back-step” flow is:

RB(x) = ab
R(x)

outDeg(x)

∑
y∈OUT (x)

R(y)
RIN (y)

, (2)

Where RIN (y) denotes the amount of rank flow which y receives due to ”fol-
low link” flow. Keeping other things similarily as in PageRank computation,
we can adapt a power method to compute the resulting ranking vector R
efficiently. We call our method RBS algorithm. In [6] we derive from the re-
sults obtained in [1], that a vector R exists and is unique under assumption
b < 1/2. Due to space limitations, for more details we refer the reader to [6].

3.2 The Hybrid Model of Web Graph Evolution

The Web graph is dynamically evolving and it has many special properties,
which may be appropriately explored to make link-based algorithms more
efficient. Because of this, many researchers have been working on increasingly
sophisticated synthetic Web graph models (for a survey, see [6], ch. 5).

One of the best models proposed is the Hybrid Model [5]. In this model,
the evolution of the graph is modeled in epochs. In each epoch, there is a
constant factor of new nodes added to the existing ones. The model has two
parameters a, b, where 0 ≤ a, b ≤ 1 and a + b ≤ 1. For each node, there
are edges randomly added. The probability of choosing the destination of
new edge is either proportional to its in-degree with probability a, or with
probability b proportional to its PageRank, or with the remaining probability
choosen uniformly from all the existing nodes.

The author implemented his own version of the model generator [6], which
is used in the experiment described in this paper.

3.3 Comparing Rankings

The ranking generated by a ranking scheme may be viewewd as a list of doc-
ument identifiers (ranging from 1 to n, the number of considered documents)



Approximation Quality of the RBS Ranking Algorithm 293

sorted non-increasingly by a ranking score. In practice, only the top-k sublist,
for some moderate value of k, is important, because the average user checks
only the limited number of top-ranked documents.

To compare rankings in this paper we use two distance measures described
below. The both measures are distance metrics (proofs may be found in [2]).

For any k-list σ, let us assume that Dσ denote the domain of this list (i.e.
the set of all items present in the list) and σ(i) denote the position of an item
i ∈ Dσ. Let us assume that the compared k-lists are denoted σ1 and σ2.

Spearman footrule with location parameter k + 1:

F (σ1, σ2) =
∑

i∈Dσ1∪Dσ2

|σ′
1(i)− σ′

2(i)|, (3)

where σ′
1 is σ1 extended in that way that the items belonging to Dσ2\Dσ1

are all put on the (k + 1)-th position. The definition of σ2 is analogous.
Weighted sum of symmetric differences:

δ(σ1, σ2) =
1
k

Σk
i=1

card(D
σ

(i)
1
⊕D

σ
(i)
2

)

2i
, (4)

where ⊕ denotes the symmetric difference between two sets (intersection of
the arguments subtracted from their sum) and σ

(i)
1 denotes the i-list consist-

ing of the top i items of σ1 (the σ
(i)
2 is defined in an analogous way).

Note that the second metric is a little more sophisticated than the first,
since it is more aware of the fact that changes on lower positions are more
important than changes on higher positions in rankings. This property is
extremely important in the case of comparing rankings.

4 Experiment Design and Implementation

To answer the questions mentioned in the section 2 we designed the follow-
ing experimental scheme: 1) Take a directed graph G(V, E), 2) Produce the
“ideal” ranking on G, according to the random surfer model with back step
for some parameters a, b. 3) Compute the fast RBS approximation ranking on
G with the same parameters. 4) Compute PageRank on G for a wide range of
values of the decay parameter. 5) Compute the distance between the “ideal”
ranking and the RBS ranking. 6) Compute the distance between the ideal
ranking and those obtained with PageRank. 7) Compare the above distances.

We made the following decisions in order to refine the above scheme.
The RBS-walk simulator, described before, seemed to be the ideal tool to

obtain the “ideal” ranking according to our model, thus we decided to use it
in the experiment.

About the graph to take, we had access to large, 50- and 80- million-page
real Web samples (used in [7,6]), but we could not use them here, because
of the square time complexity of the RBS-walk simulator. Even if we had
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about 10GB of memory needed to use RBS-walk simulator on 80-million-node
graph, we assessed that the process of generating a single ranking vector with
the least acceptable accuracy would take hours. Of course, with 2GB of the
memory being at our disposal, we would have to change the implementation
of the RBS-walk simulator to keep the graph and histories on disk. Therefore
the actual time of generating a single ranking would have increased couple
of times. Since we had to generate the “ideal” ranking multiple times (for
various parameter settings) to increase the reliability of the results, using our
large real Web graph sample here, turned out to be practically impossible.

To overcome this problem, we had to input much smaller graphs to the
RBS-simulator. We decided to use a high quality artificial Web graph model –
the hybrid model [5], of the appropriate size. We used our own implementation
of the hybrid generator described in [6]. We also used other graphs to perform
similar experiments – e.g. the uniform model ([6]).

To measure distance between rankings we produced top-k lists for vari-
ous values of k and for each value we used: normalized Spearman’s footrule
with location parameter k + 1 and normalized, weighted sum of symmetric
differences.

To be sure that the traditional PageRank is not capable of simulating
random surfer with back step, for each set of parameters we have computed
PageRank for a wide range of decay parameter values and choose the ranking
which was the closest to the ideal ranking.

Now, we precisely report details of one particular experiment we per-
formed according to the above decisions.

1. We used 103248-node graph generated by our hybrid generator described
in [6] with the following parameters α = β = 0.33, growthFactor : 0.1,
PageRank decay factor: 0.1, number of epochs: 101.

2. We generated the “ideal” ranking on this graph with RBS-walk simulator
for 3 different sets of a, b, each time with 3 000 000 surfers and 200 turns.
The generation process took about 5 minutes each time.

3. We computed the RBS ranking on the graph with the same 3 sets of
parameters.

4. We computed PageRank on the graph for a wide range of the decay
parameter values.

5. For each set of parameters and each ranking we computed top-k lists for
various values of k (k ∈ {20, 50, 100, 500, 1000}).

6. For each “ideal” top-k list we computed its distance to the correspond-
ing top-k list of RBS. We used two different distance metrics mentioned
previously.

7. For each “ideal” top-k list we computed the distance to the closest Page-
Rank k-list among the wide range of decay parameter values for both
distance measures separately.
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5 Experimental Results

The results of this experiment left no doubts about both: the quality of our
approximation and PageRank’s disability of simulating back step. Below we
demonstrate three tables for the three different sets of the model parameters:
1) a=0.85, b=0.085, 2) a=0.85, b=0.1, 3) a=0.85, b=0.05, respectively.

In the tables below, k is the number of top considered items, RBSn and
PRn are the distances4 from RBS- and PageRank- generated (respectively)
rankings to the “ideal” ranking and dn is the value of PageRank’s decay
factor, for which the smallest distance was observed 5.

k RBS1 PR1 d1 RBS2 PR2 d2
20 0.0 0.0190 0.09 0.0 0.0230 0.09
50 0.0015 0.0329 0.05 0.0012 0.0320 0.06

100 0.0021 0.0235 0.12 0.0018 0.0265 0.05
500 0.0022 0.0074 0.1 0.0020 0.0115 0.1

1000 0.0028 0.0045 0.09 0.0025 0.0075 0.1

k RBS1 PR1 d1 RBS2 PR2 d2
20 0.0 0.0238 0.08 0.0 0.0266 0.08
50 0.0023 0.0407 0.05 0.0018 0.0381 0.05

100 0.0019 0.0287 0.05 0.0018 0.0317 0.05
500 0.0021 0.009 0.1 0.0020 0.014 0.1

1000 0.0029 0.0052 0.08 0.0025 0.009 0.08

k RBS1 PR1 d1 RBS2 PR2 d2
20 0.0047 0.0095 0.06 0.01 0.0075 0.06
50 0.0039 0.0188 0.05 0.0064 0.0154 0.05

100 0.0021 0.0128 0.13 0.004 0.0134 0.12
500 0.002 0.0045 0.12 0.0023 0.0064 0.12

1000 0.0027 0.0034 0.12 0.0026 0.0047 0.12

6 Conclusion

We can clearly see in the above tables that:

1. Our fast RBS algorithm approximates the “ideal” back-step ranking very
well (low distance).

2. RBS definitely outperforms PageRank in back-step modeling, even if we
take the minimal distance of the latter among the wide range of decay
factor. PageRank is not capable of modeling back step.

4 where n = 1 stands for Spearman footrule distance and n = 2 for weighted sum
of symmetric difference

5 for PageRank we present the smallest possible distance among a wide range of
decay values
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It is important to note that there does not seem to exist any simple rule of
choosing the decay value to best approximate back step with use of PageRank,
since the best decay values above vary from case to case.

We obtained similar results for other graphs and parameter settings.

7 Future Directions

Some further possible directions of RBS evaluation are: user evaluation of
RBS-generated ranking (compared to PageRank) and comparison of RBS
ranking with Web servers clickthrough data (i.e. the actual visit frequencies
to Web documents). Both these directions, however, need time consuming
processes of collecting the data from users and Web servers.
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Effects of Versatile Crossover and Mutation
Operators on Evolutionary Search

in Partition and Permutation Problems
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Dept. of Control Eng., ul. Warszawska 24, 31-155 Kraków, Poland

Abstract. The paper investigates the influence of versatile crossover and mutation
operators on the efficiency of evolutionary search in solving two important classes
of hard optimization problems. Chromosome representations of set partitions and
permutations defined in the paper are not problem–oriented and are described
together with their versatile variation operators. The proposed representations are
tested in evolutionary programs on standard partitions and permutation problems
i.e. graph coloring (GCP) and traveling salesman (TSP). The optimization results
vary depending on the problem class. They are relatively positive with respect to
GCP and negative for TSP.

1 Introduction

In evolutionary optimization programs the crucial issue is the proper choice
of chromosome representation and corresponding genetic operators for the
problem at hand : the selection of chromosome representations and operators
determines the overall performance of evolutionary algorithm for given prob-
lem [14,15]. The opposite is also true: a versatile representation supported
by efficient variation operators is of interest for many potential applications.

Classical crossover and/or mutation operators produce invalid instances
when applied to some combinatorial objects in common representations [13].
Set partitions and permutations are representative classes of this kind of
objects. In order to resolve the problem of invalid offspring one may use
a conventional representation and operators, and then apply elimination or
repair strategies for chromosomes, eventually try to design representation-
specific genetic operations for selected representation which do not cause
such anomalies. Alternative approach is to find a different representation
(versatile or problem-specific).

In [17] a general method of handling permutation chromosomes is de-
scribed in which permutations are represented by their ranks and genetic op-
erators like crossover and mutation are performed on objects’ ranks in binary
form. This approach can be easily generalized for other combinatorial objects.
Main disadventages of the method are: 1. individuals are represented by huge
numbers (object ranks) 2. object ranks do not contain problem-related ge-
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netic information (no inheritance) 3. genetic operators are relatively complex
(ranking and unranking algorithms are required).

In the present paper we describe versatile recombination operators for
set partitions [10]. A representation of set permutations is also presented in
which conventional crossover and mutation on integer vectors do perform cor-
rectly [9]. The main aim of the paper is to verify applicability of such repre-
sentations in genetic search with no particular restrictions of the search space
known a priori. That is the case of many intractable partition/permutation
problems. The efficiency of both representations and their variation operators
is verified by computer experiments on two standard optimization problems
i.e. graph coloring (GCP) and traveling salesman (TSP).

The rest of the paper is organized as follows. Section 2 is devoted to a
partition representation and operators. In the next section a permutation
representation and its operators is described. Section 4 reports selected ex-
perimental results and their discussion. Section 5 contains conclusions.

2 Partition chomosome and its operators

Let us introduce two basic representations of partitions used in graph color-
ing. In set representation each block of partition does correspond to a single
color. In assignement representation available colors are assigned to an or-
dered sequence of graph vertices/edges. It is well known that edge coloring
of a given graph is equivalent to vertex coloring of the corresponding edge
graph.

2.1 Sum–Product Partition Crossover

The recombination operator called Sum–Product Partition Crossover (SPPX)
employs for offspring generation simple set sum and set product operations
on block of partitions and a random mechanism of operand selection from
randomly determined 4 parental chromosomes. SPPX is composed of two
procedures PRODUCT and SUM which are applied to the pair of chromo-
somes p={V p

1 , . . . , V p
k }, r={V r

1 , . . . , V r
l } and produce a pair of chromosomes

s={V s
1 , . . . , V s

m} and t={V t
1 , . . . , V t

n} with probabilities of elementary opera-
tions satisfying: 0 ≤ Prob(PRODUCT) < Prob(SUM) ≤ 1. A pseudocode of
the procedure SPPX is presented in Fig. 1.
Example 1

Two parents represent different 5–colorings of a graph with 10 vertices:
p=p1=p2={1,8}{2,7}{3,10}{4,6} and r=r1=r2={1}{2,8}{3,7,10}{4,9} {5,6}.
Let us assume Prob(SUM)=0.7, Prob(PRODUCT)=0.5 . Let rand2=0.3 and
SUM is computed with h=3, j=4. Thus, V p

3 ={3,10} and V r
4 ={4,9}.

We obtain V s
1 = V t

1 = {3,4,9,10} and after lexicographic reordering of blocks
the resulting partitions are s1={1,8}{2,7}{3,4,9,10}{5}{6} and
t1={1}{2,8}{3,4,9,10}{5,6}{7}, respectively.
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procedure: SPPX (p,r,s1,s2,t1,t2,Prob(SUM),Prob(PRODUCT))

begin

s1=t1=s2=t2=∅;
generate random numbers rand1, rand2 : 0 ≤rand1,rand2≤1;

if rand1 ≤ Prob(SUM) then SUM(p,r,s1,t1);

if rand2 ≤ Prob(PRODUCT) then PRODUCT(p,r,s2,t2);

end SPPX;

SUM (p,r,s,t)

begin

select random h (1≤h≤k) and j (1≤j≤l);

V s
1 = V t

1 = (V p
h ∪ V r

j );
for i = 1 to k do

if i 
= h do if (V p
i \ V r

j ) nonempty then

add next block V p
i \ V r

j to s;

for i = 1 to l do

if i 
= j do if (V r
i \ V p

h ) nonempty then

add next block V r
i \ V p

h to t;

end SUM;

PRODUCT(p,r,s,t)

begin

select random h (1≤h≤k) and j (1≤j≤l);

V s
1 = V t

1 = (V p
h ∩ V r

j );
for i = 1 to k do

if i 
= h do if (V p
i \ V s

1 ) nonempty then

add next block V p
i \ V s

1 to s;

for i = 1 to l do

if i 
= j do if (V r
i \ V t

1 ) nonempty then

add next block V r
i \ V t

1 to t;

end PRODUCT;

Fig. 1. The recombination operator SPPX

2.2 Mutation operators

Two types of mutation operators are used. Transposition is a classical type
of mutation that exchange colors of two randomly selected vertices in the
assignment representation. The second mutation operation called First Fit
is designed for colorings in partition representationand and is well suited for
GCP. In First Fit mutation one block of the partition is selected at random
and we try to make a conflict–free assignment of its vertices to other blocks
using the heuristic First Fit. Vertices with no conflict–free assignment remain
in the original block. Thus, as a result of the mutation First Fit the color
assignment is partially rearranged and the number of partition blocks is often
reduced by one.
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Example 2
In chromosome p=<5,2,3,4,1,4,2,5,1,3> that represents a 5–coloring of

a graph with 10 vertices, Transposition mutation exchanges colors of 2 ran-
domly selected vertices 3 and 8. The resulting chromosome is
s=<5,2,5,4,1,4,2,3,1,3> which is another 5–coloring of the given graph in
assignment representation.

In chromosome r={1}{2,8}{3,7,10}{4,9}{5,6} that represents a 5–coloring
of a graph with 10 vertices, the mutation First Fit performs a conflict–free
assignment of vertices from the maximum partition block i.e. {3,7,10} to all
remaining blocks. The resulting chromosome is t={1,3}{2,7,8}{4,9,10}{5,6}
which is a 4–coloring of the given graph in partition representation.

3 Coset permutation chromosome and its operators

In this paper two versatile representations with classical variation operators
are investigated and compared to others known from literature. In both repre-
sentations standard crossover and mutation operators always produce a legal
offspring.

In ordinal representation [13] the representations of tours in TSP are
normalized by reference list of items and allow the use of classical crossover
which makes this representation a versatile one.

The second representation of permutations is derived from an iterative
decomposition of symmetric permutation group Sn into cosets [9]. In this
representation set permutations are described by integer sequences called
choice functions of indexed families of sets.

Let < Ai >i∈I denote an indexed family of sets Ai = A, where:
A = I ={1, ... , n}. Any mapping f which ”chooses” one element from
each set A1, ..., An is called a choice function (or a system of representatives,
or a transversal) of the family < Ai >i∈I . If for every i �= j a suplementary
condition: ai �= aj is satisfied then any choice function α =< ai >i∈I that
belongs to the indexed family < Ai >i∈I is called n-permutation of the set
A. Set of all such choice functions represents the set of all permutations of
the n–element set.

Let us denote any permutation π of n-element set A = {1, ..., n} by the
sequence < π(1), π(2), . . . , π(n) >. The set of all permutations of A is called
the symmetric group Sn.

The symmetric group of permutations Sn on the finite set A = {1, ..., n}
can be decomposed recursively into right and left cosets of Sn−1 in Sn :

Sn = Sn−1τ
1
n + Sn−1τ

2
n + . . . + Sn−1τ

n
n , (1)

Sn = τ1
nSn−1 + τ2

nSn−1 + . . . + τn
n Sn−1, (2)

where + denotes the union of disjoint sets and τ j
i denotes the transposition

(ij) ( τ i
i is the identity permutation).
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Table 1. Coset permutation chromosomes in lexicographic order (n=4)

No. α π1 π2

1 < 1, 1, 1, 1 > < 2, 3, 4, 1 > < 4, 1, 2, 3 >

2 < 1, 1, 1, 2 > < 4, 3, 1, 2 > < 3, 4, 2, 1 >

3 < 1, 1, 1, 3 > < 2, 4, 1, 3 > < 3, 1, 4, 2 >

4 < 1, 1, 1, 4 > < 2, 3, 1, 4 > < 3, 1, 2, 4 >

5 < 1, 1, 2, 1 > < 3, 4, 2, 1 > < 4, 3, 1, 2 >

6 < 1, 1, 2, 2 > < 3, 1, 4, 2 > < 2, 4, 1, 3 >

7 < 1, 1, 2, 3 > < 4, 1, 2, 3 > < 2, 3, 4, 1 >

8 < 1, 1, 2, 4 > < 3, 1, 2, 4 > < 2, 3, 1, 4 >

9 < 1, 1, 3, 1 > < 4, 1, 3, 2 > < 2, 4, 3, 1 >

10 < 1, 1, 3, 2 > < 2, 4, 3, 1 > < 4, 1, 3, 2 >

11 < 1, 1, 3, 3 > < 2, 1, 4, 3 > < 2, 1, 4, 3 >

12 < 1, 1, 3, 4 > < 2, 1, 3, 4 > < 2, 1, 3, 4 >

13 < 1, 2, 1, 1 > < 3, 2, 4, 1 > < 4, 2, 1, 3 >

14 < 1, 2, 1, 2 > < 3, 4, 1, 2 > < 3, 4, 1, 2 >

15 < 1, 2, 1, 3 > < 4, 2, 1, 3 > < 3, 2, 4, 1 >

16 < 1, 2, 1, 4 > < 3, 2, 1, 4 > < 3, 2, 1, 4 >

17 < 1, 2, 2, 1 > < 4, 3, 2, 1 > < 4, 3, 2, 1 >

18 < 1, 2, 2, 2 > < 1, 3, 4, 2 > < 1, 4, 2, 3 >

19 < 1, 2, 2, 3 > < 1, 4, 2, 3 > < 1, 3, 4, 2 >

20 < 1, 2, 2, 4 > < 1, 3, 2, 4 > < 1, 3, 2, 4 >

21 < 1, 2, 3, 1 > < 4, 2, 3, 1 > < 4, 2, 3, 1 >

22 < 1, 2, 3, 2 > < 1, 4, 3, 2 > < 1, 4, 3, 2 >

23 < 1, 2, 3, 3 > < 1, 2, 4, 3 > < 1, 2, 4, 3 >

24 < 1, 2, 3, 4 > < 1, 2, 3, 4 > < 1, 2, 3, 4 >

Let < Pi >i∈Ibe indexed family of sets Pi ⊆ A, where Pi = {1, ...i}. Any
choice function α =< pi >i∈I , that belongs to Carthesian product ×i∈IPi

represents a permutation of A.
Any set Pi = {τ1

i , . . . , τ j
i , . . . , τ i

i } , for i ∈ I = {1, . . . , n} is a system of
representatives of right cosets (left cosets) and is called the complete right
(left) transversal of Si in Si−1 . Moreover, |Pi| = i and Pk ∩Pl = ∅, for every
k �= l, k, l ∈ I. By substituting τ j

i = j, we receive : Pi = {1, . . . , i}. De-
pending on the decomposition scheme any choice function α =< pi >i∈I ,
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α ∈ ×i∈IPi correspondes to one of the two sequences: π1 =< π1(1), . . . , π1(n) >
or π2 =< π2(1), ..., π2(n) >. The sequences π1 and π2 are obtained by per-
forming on the elements of the set {1, . . . , n} the transposition sequence
τp2
2 , . . . , τpn

n (according to the decomposition scheme (1) or τpn
n , . . . , τp2

2 (ac-
cording to the decomposition scheme (2) , respectively.

Two exemplary permutation sequences π1 =< π1(1), . . . , π1(n) > and
π2 =< π2(1), . . . , π2(n) > (represented by choice functions α for n = 4 are
shown in Table 1.

3.1 Standard crossover operator

Choice functions α shown in previous section are chromosome representation
permutations for which appropriate genetic operators have to be chosen. In
oposition to other commonly used representations the crossover and mutation
operations for our representation are straightforward.

Illustration of exemplary crossover operator is shown in Fig. 2.

1-point crossover
parents:

α1 =< 2, 2, 4 | 1, 3, 3 >, α2 =< 1,3,2 | 4,2,5 >
π1 =< 5, 6, 2, 4, 1, 7, 3 >, π2 =< 7, 1, 3, 6, 4, 2, 5 >
children:

α3 =< 2, 2, 4 | 4,2,5 >, α4 =< 1,3,2 | 1, 3, 3 >
π3 =< 1, 3, 6, 7, 4, 2, 5 >, π4 =< 4, 5, 6, 2, 1, 7, 3 >

Fig. 2. The permutation crossover operator

3.2 Standard mutation operator

Similarly, standard 1–point mutation is possible with our representation. At
the chromosome position α(i) only alleles {1, . . . , i} are valid mutations what
follows directly from the definition of choice function α. Exemplary mutation
operator is depicted in Fig. 3.

1-point mutation at α(7)
chromosome 1:

α1 =< 2, 2, 4, 1, 3,3 >, π1 =< 5, 6, 2, 4, 1, 7, 3 >
chromosome 2:

α2 =< 2, 2, 4, 1, 3,2 >, π2 =< 5, 6, 7, 4, 1, 3, 2 >

Fig. 3. The permutation mutation operator
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4 Experimental verification

4.1 Graph edge coloring problem

Graph coloring problem (GCP) belongs to the class of NP–hard combinato-
rial optimizations problems [5,11]. GCP is defined for an undirected graph
as an assignment of available colors to graph vertices/edges providing that
adjacent vertices/edges are assigned different colors and the number of colors
is minimal.

Evolutionary algorithms (EA) are metaheuristics often used for GCP [1–
4,8,10,12]. For computer experiments we used edge coloring version of the
problem and graph coloring instances available in the web archive [20].

We performed tests on two standard DIMACS graphs queen5-5 (25 ver-
tices, 160 edges) and myciel5 (47 vertices, 236 edges). Initial population
of size=50 was randomly generated. We assumed standard probabilities of
crossover and mutation operators i.e. 0.7 and 0.1, respectively. The program
was executed 10 times with constant number of iterations =1000.

In our experiments (see Table 2) variable program parameters included
type of crossover and mutation. We tested all ten combinations of five crossovers:
SPPX, CEX [10], Grouping (GX) [8], Standard (Std), UISX [2], and two mu-
tations: Transposition (T), First Fit (FF). In SPPX operator probability of
sum was 0.7 while probalility of product 0.3. Both selections mechanisms
Roulette (RS) and Tournament (TS) were tested.

For the graph queen5-5 we assumed optimal edge coloring with 12 colors
what corresponded to the fittness function =288. Set, Ass — denote Set or
Assignment representations of partitions, respectively.

The best results provide combination of Grouping crossover with any
type of mutation. CEX crossover with mutation First Fits is equally good
as Grouping. The next operator is versatile SPPX which works well (espe-
cially with Tournament Section) in finding conflict-free colorings but produces
much less opimal colorings. SPPX is always better then standard crossover
on assignement representation of partitions. In general the mutation First Fit
is superiour to Transposition. It was observed that in some cases setting com-
binations (UISX,T), (SPPX,FF) and (SPPX,T) can lead to invalid colorings
when the number of colors is reduced below optimum.

4.2 Traveling Salesman Problem

The TSP [5] and many of its variants is one of the most popular permutation
problems in combinatorial optimization. Evolutionary algorithms (EA) are
metaheuristics often used for TSP [13,15,19].

We tested randomly generated problems with N=100,200 and 500 cities.
Initial population of size=100 was also randomly generated. We assumed
standard probabilities of crossover and mutation operators i.e. 0.7 and 0.1,
respectively, and the fitness function 1/lenght. Scalling and copying of the
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Table 2. Comparison of average solutions of edge GCP for various evolutionary
program settings (graph queen5-5)

Represen Cross Muta Average Conflict–free Optimal

–tation –over –tion Fittness colorings colorings

RS TS RS TS RS TS

Set SPPX FF 272,5 269,7 9 9 1 8

Set SPPX T 234,1 202,2 10 8 0 0

Ass Std FF 191 242,4 4 7 0 5

Ass Std T 182,5 182,2 4 5 0 0

Ass CEX FF 288 288 10 10 10 10

Ass CEX T 267,5 265,8 10 10 0 0

Set GX FF 288 288 10 10 10 10

Set GX T 288 269,3 10 10 10 0

Set UISX FF 264,3 288 10 10 6 10

Set UISX T 208,2 212,6 6 10 0 0

best individual to next population was applied. The program was stopped
after 1000 iterations without improvement. Computations were repeated 10
times. Analogous simulations were performed starting with populations from
Nearest Neighbour (NN) algorithm (they are not reported here).

In our experiments variable program parameters included a coding scheme,
type of crossover and mutation. We tested two codings with standard recom-
bination operators (Ordinal (Ord), Coset) and Path codings with all eight
combinations of four crossovers: OX, CX, PMX, Grefenstette Heuristic (GH)
[6] and two mutations: Inversion (I) and Transposition (T).

Standard operators work better with Coset representation then with Or-
dinal, however both are inefficient. The problem–oriented Path representation
is always superiour. The fastest and most efficient operators for large N are
simple CX with I when the number of iteratios is enough high. Complex GH
is very slow but under our assumptions gives best results for relatively small
values of N. OX becomes slow with large N. Inversion mutation is usually
better then transposition. Results of experiments are shown in Table 3.

We used the following additional conventions:
NN - Nearest Neighbour tour (typical),
B - optimal/suboptimal tour computed in additional experiments:
for N=100 with settings=(Path,H,T,random initial population)
for N=200 with settings=(Path,PMX,I,initial population from NN algorithm)
for N=500 with settings=(Path,CX,I,initial population from NN algorithm).
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Table 3. Comparison of average solutions of TSP for various evolutionary program
settings (random initial population)

Repre Cross Muta Average tour lenght Average # iterations

-senta -over -tion N=100 N=200 N=500 N=100 N=200 N=500

-tion NN=8665 NN=13014 NN=20119

B=7638 B=11020 B=17684

Coset Std Std 22510 44143 112053 4938 9722 18945

Ord Std Std 26190 56031 159375 7051 15908 26544

Path OX I 8182 12703 31737 11714 33113 83508

Path OX T 8629 13448 35785 13296 32603 87662

Path GH I 7964 11940 20783 2580 4921 9190

Path GH T 7862 12063 20498 2767 3764 6338

Path PMX I 8529 12065 20672 7718 22435 69268

Path PMX T 13610 23622 50656 10755 33766 113787

Path CX I 8270 11932 19967 7513 22597 70113

Path CX T 13140 23360 50606 12202 34080 118997

5 Conclusions

The results presented in this paper lead to conclusion that versatile repre-
sentations with classical crossover and mutation reveal different properties
in GA application to exemplary partition and permutation problems. They
can be efficiently used for solving partition problem GCP, where general pur-
pose operators SPPX and First Fit with Tournament Selection can work
almost as efficiently as dedicated operators. On the other hand similar ap-
proach for permutation problem TSP is inefficient although the proposed
Coset representation outperforms the well known Ordinal representation. In
TSP problem the dedicated Path representation is always superior.

Generalization of the above conclusion on other partition and permutation
optimization problems requires confirmation by further research. Problems
that do not have specific operators are of particular interest.
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Abstract. A new evolutionary algorithm for induction of oblique decision trees

is proposed. In contrast to the classical top-down approach, it searches for the

whole tree at the moment. Specialized genetic operators are developed, which enable

modifying both the tree structure and the splitting hyper-planes in non-terminal

nodes. The problem of over-fitting can be avoided thanks to suitably defined fitness

function. Experimental results on both synthetical and real-life data are presented

and compared with obtained by the state-of-the-art decision tree systems.

1 Introduction

There exists dozens of decision tree induction algorithms [13]. However, a

wide diversity among decision tree systems is somehow seeming. Almost all

approaches are based on top-down strategy, where the learning set is associ-

ated with the root node and recursive procedure of optimal split searching,

sub-nodes creation and feature vectors redistribution is applied until the stop

condition is met. This greedy search technique is fast, easy to implement and,

what is probably the most important, efficient in practical situations. On the

other hand, it is evident that for many problems, the top-down induction fails

to find the optimal solution and more sophisticated methods can be indis-

pensable. However, it should be clearly stated that more complex algorithms

are generally more time consuming.

In this paper, a global approach to induction of decision trees is inves-

tigated. In contrast to the classical step-wise manner of tree building, the

whole tree (its structure and all splits) is searched at the time. Moreover,

the top-down approach is often combined with the post-pruning applied in

order to prevent the over-fitting problem. In the proposed method, any re-

structuring procedure is not necessary, because the assurance of the optimal

tree size is embedded into the search process. As a result, the global approach

allows to find suitable trees, both in terms of the classification power and the

complexity.

The proposed method consists in designing a specialized evolutionary al-

gorithm for decision tree building. Evolutionary algorithms (EA) are stochas-

tic, search techniques, which were inspired by the process of biological evo-

lution [11]. Their main advantage is ability to avoid the local optima, which
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is especially important in such a difficult optimization problem as induction

of decision trees.

The simplest type of decision trees is called univariate, because tests in

non-terminal nodes are based on single attributes. Such a test is equivalent

to partitioning the feature space with an axis-parallel hyper-plane. In case

of non-axis parallel decision border, applying only univariate test can lead

to their approximation by a very complicated stair-like structure. The afore-

mentioned problem is eliminated by oblique (perceptron, linear) trees, where

linear combinations of attributes are utilized in tests. The first such a sys-

tem was CART [6], but it had a strong preference for univariate tests. One

of the most well-known oblique tree system is Oblique Classifier 1 (OC1)

[12], which combines deterministic and randomized techniques in search for

optimal splits. Other interesting top-down based oblique tree systems were

proposed by Gama et al. [9] and Bobrowski et al. [3]. APDT (Alopex Per-
ceptron Decision Tree) [16] can be seen as a first step toward more global

induction of decision trees, because it evaluates goodness of a split based also

on the degree of linear separability of sub-nodes.

The first application of evolutionary approach to linear tree induction was

done in BTGA (Binary Tree-Genetic Algorithm) system [8], where standard

genetic algorithm (SGA) with binary representation was used to find a split-

ting hyper-plane in each non-terminal node. In [7], the original OC1 system

was successfully extended by using two standard algorithms: (1+1) evolu-

tion strategy and SGA. The system described in [10] utilized the specialized

evolutionary algorithm for optimization of hyper-plane locations based on

the dipolar criteria. After the greedy recursive partitioning the potentially

over-specialized decision tree is post-pruned. That system can be treated as

a top-down predecessor of the approach proposed in this paper.

A global approach to decision tree induction was investigated in genetic

programming (GP) community. Nikolaev at el. applied [14] standard GP

framework with specialized fitness function to evolve univariate decision tree-

like programs. In [5] GP allows to induce classification trees with limited

oblique splits.

The rest of the paper is organized as follows. In the next section the

proposed evolutionary algorithm is detailed. Its experimental validation on

both artificial and real-life problems is described in the section 3. In the last

section, conclusions and plans for future work are presented.

2 Evolutionary Algorithm for Global Induction of
Oblique Decision Trees

General structure of the proposed evolutionary algorithm follows the typi-

cal framework [11] and only application-specific issues are described in this

section.
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2.1 Preliminaries

A learning set is composed of M objects: N -dimensional feature vectors xj =
[xj

1, ..., x
j
N ]T (j = 1, ..., M)(xj ∈ RN ) belonging to one of K classes. The

feature space could be divided into two regions by a hyper-plane:

H(w, θ) = {x : 〈w,x〉 = θ}, (1)

where w = [w1, ..., wN ] (w ∈ RN ) is a weight vector, θ is a threshold and

〈w,x〉 represents an inner product. If 〈w,xi〉− θ > 0, it can be said that the

feature vector xi is on the positive side of the hyper-plane H(w, θ).
A dipole [4] is a pair (xi, xj) of feature vectors. A dipole is called mixed

if and only if feature vectors constituting it belong to different classes and a

pair of the vectors from the same class constitutes pure dipole. Hyper-plane

H(w, θ) splits the dipole (xi,xj) if and only if:

(〈w,xi〉 − θ) · (〈w,xj〉 − θ) < 0 (2)

It means that the input vectors xi and xj are situated on the opposite sides

of the dividing hyper-plane.

2.2 Representation, Initialization and Termination Condition

An oblique decision tree is a binary tree with splitting hyper-planes in non-

terminal nodes and class labels in leaves. Each hyper-plane in the tree can

be represented by a fixed-size N + 1-dimensional table of real numbers cor-

responding to the weight vector w and the threshold θ. However, the size

and the structure of the classifier for a given learning set cannot be known

in advance of induction. In such a situation, a variable-length representation

is indispensable. Furthermore, during the induction process, additional infor-

mation concerning, among other things, the learning vectors associated with

each node are necessary. As a result, decision trees are not especially encoded

in the form of traditional (binary or real-valued) chromosomes and they are

represented in their actual form in the presented system.

An initial population is created by applying for each individual the fol-

lowing simple top-down algorithm combined with selection of optimal tree

size according to the fitness function. An effective test in non-terminal nodes

is searched based on randomly chosen mixed dipole (xi, xj). The hyper-plane

Hij(w, θ) is placed to split it:

w = xi − xj and θ = δ · 〈w,xi〉+ (1− δ) · 〈w,xj〉, (3)

where δ ∈ (0, 1) is a randomly drawn coefficient, which determines the dis-

tance to the opposite ends of the dipole. Hij(w, θ) is perpendicular to the

segment connecting dipole ends.

The EA terminates if the fitness of the best individual does not improve

during the fixed number of generations (default value is equal to 1000) or the

maximum number of generations is reached (default value: 10000).



312 Marek Krętowski and Marek Grześ

x
i

x
j

H ,ij( )w �

�

.
���

Fig. 1. Hyper-plane initialization based on randomly chosen mixed dipol

2.3 Fitness Function

The ultimate goal of any classification system is correct prediction of classes

for new unlabelled feature vectors, which were not accessible during the learn-

ing phase. It is obvious that such a target function cannot be directly defined.

Instead the classification quality on the training data is often applied as an

estimate measure of the predictive power of the classifier. However, it should

be underlined that optimizing only the re-classification quality leads to the

over-fitting problem. In classical systems this problem is usually mitigated

by post-pruning techniques. In our approach another solution is proposed.

A complexity term is introduced into the fitness function. This term works

as a certain type of penalty, which is proportional to the size of the tree.

This way more compact trees are promoted and it allows avoiding the over-

specialization.

Finally, the fitness function, which is maximized, has the following form:

Fitness(T ) = QReclass(T )− α · S(T ), (4)

where QReclass(T ) is the re-classification quality, S(T ) is the size of the tree

T expressed as a number of nodes and α - is a relative importance of the

complexity term (default value is 0.005) and a user supplied parameter. It is

rather obvious that there is no one, optimal value of α for all possible dataset.

When the concrete problem is analyzed, tuning this parameter may lead to

the improvement of the results (in terms of accuracy or classifier complexity).

2.4 Genetic Operators

It is now commonly accepted opinion, that task specific operators are highly

useful in improving optimization process. In our system two complex genetic

operators are currently employed: MutateNode and CrossoverTrees. Both of

them can alter the tree structure as well as splitting hyper-planes in non-

terminal nodes.

The first composite operator can be seen as a combination of the typi-

cal mutation-like operator with the dipolar operator introduced in [10]. Mu-
tateNode is applied to every single node of the tree with the given probability
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(default value is equal to 0.1). The operator can cause with equal probability

a modification of the test or a change of the node role. If a non-terminal node

is concerned it can be pruned to a leaf or the corresponding hyper-plane can

be altered. The hyper-plane position can be modified due to an application of

the dipolar operator or by standard mutation. The dipolar operator chooses

at random one dipole from the set of not divided mixed and divided pure

dipoles. Then it shifts the hyper-plane by modifying only one randomly cho-

sen weight wi in such a way that the chosen mixed dipole is divided or division

of pure one is avoided. When a leaf is concerned it can be only replaced by a

new non-terminal node unless it is not reasonable.

(a)

(b)

I

I

I

II
II

II

Fig. 2. CrossoverTrees operator: (a) exchange limited only to tests (b) exchange

of the whole sub-trees

The second operator is an equivalent of the standard crossover operator

and alters two individuals by replacing parts of the input trees. The exchange

can be limited only to nodes or can encompass also sub-trees (see Fig. 2).

At the beginning, the type of the exchange is randomly drawn (two variants

are equally probable) and then, regardless of the type, one node in each tree

is chosen also at random. If both nodes are non-terminal ones, the typical

one-point crossover is applied on weights vectors and thresholds. In other

cases nodes are just substituted. After the exchange concerning the nodes,

depending on range of the operator, sub-tree starting from the altered nodes

can be also replaced.

It should be underlined that trees modified by genetic operators require

renewed determination of locations of all input feature vectors in the affected

parts. As a result of this process some parts of the tree can be even pruned,

because they do not contain any input feature vectors.

As a selection mechanism the proportional selection with linear scaling

is applied. Additionally elitist strategy is used, which means that the best
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tree in terms of the fitness function in each iteration is copied to the next

population.

It was observed by Bennett et al. [1] that in oblique trees enlarging the

margin, defined as the distance between decision boundary and the input

feature vectors, is profitable in term of classifcation accuracy. In the presented

system, a simple mechanism based on this observation was introduced. In

each non-terminal node, two the closest feature vectors (x+ and x−) to the

splitting hyper-plane H(w, θ) are determined on the opposite sides of it.

If the found dipole is mixed, the hyper-plane is centered by modifying the

threshold:

θ′ =
1
2
[〈w,x+〉+ 〈w,x−〉]. (5)

It should be noted that such an operation does not change the fitness function.

3 Experimental Results

In this section experimental validation of the proposed approach on both

artificial and real-life datasets is described. All results presented in the ta-

bles correspond to averages of 5 runs and were obtained by using test sets

(mainly in case of synthetic datasets) or by 10-fold stratified cross-validation.

Average number of nodes is given as a complexity measure. For the purpose

of the comparison, results obtained by C4.5 (release 8) [15] and OC1 [12]

with default parameters are also presented. If not otherwise stated, the pro-

posed system (described as GEA-ODT in tables) is run with default values

of parameters.
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Fig. 3. Examples of artificial datasets (rotated chessboard4 and house)

3.1 Artificial Datasets

In this subsection, synthetical datasets with analytically defined decision bor-

ders are analyzed. Analogous experiments are described in [12] and [16],
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but original datasets are not available, hence similar configurations were

generated by using random number generator. All these datasets are two-

dimensional, except LS10 problem which is defined with 10 features. Number

of feature vectors in the learning sets is 1000. Examples of synthetical datasets

are depicted in Fig. 3.

Before presenting the definitive results, two experiments with parameters

of the proposed system are presented. In the first one, usefulness of intro-

ducing the dipolar operator is investigated on the 2-class rotated chessboard

problem. In Fig. 4 two learning curves (in fact, their initial parts) correspond-

ing to induction without and with the use of dipolar operator are illustrated.

As it could be expected applying the dipolar-based approach allows to speed

up the search process.
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Fig. 4. Results of initial experiments on chessboard2 problem: comparison of learn-

ing curves with and without dipolar operator

Sore point of any decision tree induction method is finding appropri-

ate balance between re-classification quality and generalization power related

to the tree complexity. In the global approach parametr α from the fitness

function seems crucial for this problem. In the next experiment, we investi-

gated how the classification quality and the tree complexity are influenced by

changes of α. The relationships obtained on chessboard2 dataset are presented

in Fig. 5.

It can be observed that for relatively broad range of values (0.05-0.001)

optimal trees were found. Further decrease of a parameter results in perfor-

mance deterioration in terms of tree simplicity.

The final results of experiments concerning synthetical datasets are gath-

ered in Table 1. For all domains GEA-ODT perform very well, both in accu-
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Table 1. Experimental results obtained for artificial datasets

GEA-ODT GEA-ODT OC1 OC1 C4.5 C4.5

Dataset Quality Size Quality Size Quality Size

chessboard2 99.1 7 99.3 11 93.3 47

chessboard4 99.3 7 99.5 7 94.6 87

zebra1 98.5 7 98.2 15 50 1

zebra2 99.0 5 99.8 7 96.9 55

zebra3 98.2 15.8 95.1 29 91.6 99

house 95.8 5.4 95.9 5 98 39

LS10 92.6 4.2 96 7 76.2 295

racy and tree complexity. It could be observed that the global method was

able to find slightly less complicated trees than generated by other methods.

3.2 Real-life Datasets

In the second series of experiments a few well-known real-life datasets taken

from UCI Machine Learning Repository [2] were analyzed and obtained re-

sults are collected in Table 2.

The proposed system performed very well on almost all analyzed datasets.

Only for vehicle domain it was significantly worse that OC1 and C4.5. For this
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dataset EA is converging very slowly and it was observed that the maximum

number of iteration was used to stop the algorithm. When this constraint is

relaxed the quality raise to more than 69%, but the computation time is really

long (a few hours). Concerning complexities of the trees, it can be found that

the global EA approach is generally more efficient than other systems.

Table 2. Results obtained for UCI datasets

GEA-ODT GEA-ODT OC1 OC1 C4.5 C4.5

Dataset Quality Size Quality Size Quality Size

breast-w 96.7 3 95.3 5 94.9 26

bupa 67.7 4.9 67.5 12.9 64.7 44.6

iris 97.0 5 96.6 5 94.7 8.4

page-blocks 94.6 3.7 97 23 97 82.2

pima 73.5 3.2 72.6 9.1 74.6 40.6

sat 83.1 11 85.4 45 85.5 435

vehicle 65.4 14.7 70.2 30.4 72.3 129

waveform 81.5 6.2 78 5 73.5 107

4 Conclusions

In the paper, new evolutionary algorithm for induction of oblique decision

trees is presented. The greedy top-down technique is replaced by the global

approach, where the whole tree is searched at the moment. The experimental

validation indicates that the accuracy of the proposed method is at least

comparable with the results obtained by leading decision tree systems. In

terms of the tree complexity it seems that global algorithm is able to find

more compact classifiers than the competitors.

The presented system is constantly improved and currently feature selec-

tion is embedded into the algorithm, which will allow eliminating redundant

and noisy features at each non-terminal node. Furthermore several directions

of possible future research exist. One of them is designing more robust fitness

function, which has a critical influence on the performance of the system. We

also want to incorporate into the induction process the variable misclassifi-

cation cost and feature’s cost.

The proposed approach is not the fastest one now but hopefully it is

known that evolutionary algorithms are well suited for parallel architecture.

We plan to speed up our system by re-implementing it in the distributed

environment.
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Abstract. Three nature-inspired algorithms are applied to solve Travelling Sales-
man Problem (TSP). The first originally developed Multi-agent Evolutionary Algo-
rithm (MAEA) is based on multi-agent interpretation of TSP problem. An agent is
assigned to a single city and builds locally its neighbourhood — a subset of cities,
which are considered as local candidates to a global solution of TSP. Creating cycles
— global solutions of TSP is based on Ant Colonies (AC) paradigm. Found cycles
are placed in Global Table and are evaluated by genetic algorithm (GA) to mod-
ify a rank of cities in local neighbourhood. MAEA is compared with two another
algorithms: artificial immune — based system (AIS) and a standard AC — both
applied to TSP. We present experimental results showing that MAEA outperforms
both AIS and AC algorithms.

1 Introduction

TSP has many applications and has been studied for years in the literature.
TSP solutions could be useful for various domains such as airlines, post offices,
drilling circuit boards, scheduling, VLSI chip fabrication [5]. TSP belongs
to NP hard problem family. Therefore, algorithms of artificial intelligence
are used to receive approximate results. During the last few years we could
observe the increase of interest in TSP that is reflected in published articles
representing various approaches to this problem.

Some researches emphasise GA and AC approaches as being very promis-
ing for the TSP. To the most known results obtained using GA approach are
those obtained by [13] due to developing EAX (Edge Assembly Crossover)
operator. This approach gives results with very low error margin in compar-
ison with Kyobashis’s algorithm [9]. In [7] the authors improved GLS algo-
rithm for GA receiving very good results for various problems taken from
TSPLIB library. On the other side Gambardella and Dorigo [3] proposed
Ant-Q algorithm based on the Q-learning algorithm [12]. In particular they
drew attention in their approach to the importance of cooperation between
the agents. In [11] the authors proposed MAX-MIN Ant system, which is a
modification of AC. In that algorithm they only allow the best ant in each
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iteration to update the trial intensity. They also set minimum and maximum
value for an edge. The results obtained by them are very promising and are
also much better than previously received results which made use of other
algorithms like AC.

In this paper we emphasise on multi-agent approach to solve the TSP,
and we use both AC and GA approaches. We developed an original MAEA,
where agents initially build local neighbourhoods, used to build cycles. We
use modified AC algorithm to build cycles and GA to evaluate the rank of
cities in local neighbourhoods. We compare our algorithm with both AC and
AIS-based approaches.

The paper is organized as follows. In the next section we present TSP. Sec-
tion 3 contains presentation of MAEA. In section 4 two other algorithms AIS
and AC are presented in the context of TSP. Section 5 contains experimental
results. Last section summarizes obtained results.

2 Travelling Salesmen Problem

What exactly is Travelling Salesman Problem? Let us consider a person who
starts a tour from his home city and visits n-1 cities only once and then
returns home. Since the person is interested in finding the shortest route, this
problem corresponds to the shortest Hamilton’s cycle in a complete graph.
Formally speaking, the tour length [6]

l(π) =
n−1∑
i=1

dπ(i),π(i+1) + dπ(n),π(1), (1)

has to be minimized, where dij is the distance between cities i and j and
π is a permutation of <1, 2, . . . , n> while the solution is a vector π with j
= π(i) denoting city j to visit at i-th step.

Several modifications of TSP exists in the literature. There are two main
varieties: asymmetric travelling salesman problem (ATSP) [4,14] and sym-
metric travelling salesman problem (STSP) [8,10], which is considered in our
research. The difference between two approaches is that in the first one the
distance between one city and another is not the same as in the opposite
direction. Fekete and Fleischer [2] considered another modification of TSP,
namely Competing Salesman Problem (CSP), which is a 2-player version of
STSP. Each player must visit more places while both know their current
positions. A player wins when he reaches more cities then the other.

3 Multi-agent Evolutionary Algorithm

3.1 The Algorithm Concept

Our algorithm uses a number of agents, each of them assigned to a city.
Next, an agent builds its own neighbourhood. This is a subset of cities which
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are considered to be appropriate to the global solution. The main task of
each agent is to build a cycle choosing a city from its neighbourhood, with
respect to the weight of the city. Then local solution is put on the Global
Table, where rank of cities is evaluated. The algorithm employs also 3-opt
and crosselimination algorithms, which improve local solutions. The 3-opt
cuts randomly a tour in three points and then three fragments are linked in
the best way in terms of the length of a tour. The second algorithm assures
that there are not any route between two cities which crosses another route.
The algorithm is completed when all agents visited edges in the same order.
Description of the algorithm is presented in a pseudo-code below.

FOR every agent
Choose cities for neighbourhood

END
N:=number of steps
FOR step:=1 TO N

Create a cycle
IF crosselimination enabled THEN

Run Crosselimination
Put a cycle on the Global Table
Modify weight of agents
Improve local solution by GA
IF 3-opt enabled THEN

Run 3-opt
END

3.2 Building Local Neighbourhood

Neighbourhood setup is a critical point of the algorithm. The first problem
is a number of agents that should constitute a neighbourhood. On the one
hand, the less agents the lesser complexity of algorithm. However, it could
lead to elimination of edges that could be better than others. The key to
success is to define such a neighbourhood which is of quite small size and
includes the best agents. Since we have no information about geometrical
position of the cities, evaluations must be based only on distances between
cities. To solve the above problem ”shadow zone” notion comes to its aid. Its
definition is stated as follows: ”shadow zone is an area containing all these
agents which have to be eliminated from neighbourhood”. In other words, if
the direct distance between a city, which is considered as a candidate and a
city whose neighbourhood is being created now and is a bit shorter or equal
to the distance through the just determined city, then neighbourhood will
not include this considered city.

A candidate (C city) is discarded according to the following formula:

dCB + dBA

dCA
< p ∗ dCB < dCA, (2)
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where: A — a city which neighbourhood is being created, B — neighbouring
city, C — candidate city, dCB — the distance between cities C and B, dBA

— the distance between cities B and A, dCA — the distance between cities
C and A, p — parameter.

The size of the area is controlled by p parameter. The grater p is, the more
cities are eliminated. The process of neighbourhood setup can be described
as follows: for each city sort remaining cities by distance, the city at the top
of the list belongs to the neighbourhood and eliminates these cities which
are included in its shadow zone, the previous step is repeated starting with
the first not eliminated city until all cities have been considered. The number
of cities of just created neighbourhood may be restricted. If only one city
belongs to the neighbourhood then shadow zone must be narrowed until it
adds another city. The process of neighbourhood setup is presented in the
figure Fig. 1.

Fig. 1. The process of neighbourhood setup.

The square-shaped point in the part a) of the figure Fig. 1 means a city for
which neighbourhood is created. In the next step two cities (square shaped
points) constitute the neighbourhood and two other cities (in the dark area)
are included in the shadow zone. Part c) of the figure Fig. 1 presents final
point of the process — seven cities (in the dark area) were excluded from the
neighbourhood.

3.3 Creating Cycles

Building a cycle is quite an easy task. At the beginning each agent inserts
itself into an empty list at the first position. In the next steps of the algorithm
lists are sent to their neighbours, which are attached to the list and this
process is repeated until the last city has been reached. Choosing an edge is
made according to the following formula:

pi =
Ti ∗

(
1

dki

)α

∑
z /∈P∧z∈nk

Tz ∗
(

1
dkz

)α , (3)



Nature-Inspired Algorithms for the TSP 323

where: pi — probability of choosing i city, P — the list containing just visited
cities, Ti — quality of i-th neighbour (see 3.4), dki — the distance between k
city and i neighbour, dkz — the distance between k city and z neighbour, α
— parameter, nk — set of neighbours of k city.

Agents are able to cooperate with each other. This can be understood as
considering additional criterion, which is a quality of a neighbour chosen by
each agent from its own point of view. Probability of the choice of the edge
in respect to cooperation between agents is defined below:

pi =
Ti ∗ ηi

(
1

dki

)α

∑
z /∈P∧z∈N Ti ∗ ηi

(
1

dkz

)α , (4)

where η — the distance quality (weight of a route) in i-th neighbour point of
view.

3.4 Global Table

The Global Table includes some completed cycles. Given a set of temporary
solutions, edges quality modification must be done. We can estimate all agents
in one of its point of view and examine this relationship in two ways: is there
any cycle which includes the given neighbour; the ratio of average distance
of all cycles to the average distance of these cycles where an agent was used?
Usefulness of an agent can be concluded from the answer on the first question
and it is the basis of agent quality increase or decrease. Weight modification
is made according the formula:

T mod
i = Ti ∗ β, (5)

where: T mod
i — quality of i-th neighbour, Ti — quality of i-th neighbour before

modification, β — parameter range from 0 to 1. The second dependence
constitute another possibility to find out how suitable an agent is and can be
described as follows:

T mod
i = Ti ∗

Lsr

Li
sr

∗ β, (6)

where: T mod
i — quality of i-th neighbour, Ti — quality of i-th neighbour before

modification, β — parameter range from 0 to 1, Lsr — the average distance
of cycle, Li

sr — the average distance of cycle that used i-th neighbour.
We employ GA to improve results obtained from the table. We used rank-

ing selection, mutation inversion and crossover with edges recombination. Set
of new evaluated cycles can be changed fully or partially with those which
are in the table.
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4 Artificial Immune System and Ant Colony Algorithm

As a point of reference AIS takes advantage of a human immune system. In
comparison with other artificial intelligence algorithms such as GA or neural
network (NN) it is a quite new approach. There are a lot of applications of
AIS: pattern recognition, anomaly detection, optimisation problems. Solving
a problem involves creating its model and finally applying to AIS. Probably,
the most useful algorithm for AIS is a well-known CLONALG [1]. In this
paper we show a few modifications of CLONALG, which have been made to
make it the most appropriate to TSP.

In our implementation each antibody represents a potential solution of
the problem in the form of a list of n ordered cities. To find a shorter route
(better solution) these lists are modified according to the algorithm steps.
Meaning of coefficients is the following: v — cloning multiplier (best Antibody
is cloned v times), m — mutation multiplier (worst Antibody is mutated on
m % positions), dg — number of iterations. Description of the algorithm is
presented in pseudo-code below.

FOR number of iterations
Initialise population (at random the N of antibodies);
FOR every antibody

Count the affinity; (measure of the route length)
END
Sort antibodies by affinity
Choose the n the best antibodies of population to new

population C
FOR every antibody C

Cloning(v);
Hipermutation(m);

END
IF shortest path enabled THEN

Shortest path;
FOR every antibody C

Increase its age(f);
END
IF crossover enabled THEN

Crossover;
IF disrupting enabled and number of step iteration

MOD dg = 0 THEN
Save ds best antibodies

IF short mutation enabled THEN
Short mutation;

IF exclusive mutation enabled THEN
Exclusive mutation

IF local mutation enabled THEN
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Local Mutation
IF Standard mutation enabled THEN

Standard mutation
Replace d antibodies with the new ones

END

The algorithm allows to choose various types of mutations, but the results
with only standard mutation are reported in the paper. Other modifications
are disrupting option which save ds best antibodies every dg iterations and
shortest path option, which very quickly results in much better routes. It
gives the greatest effects but sometimes leads to local optimum instead of
global.

There exists three groups of AC: ANT-density, ANT-quantity and ANT-
cycle. In all these algorithms pheromone can be placed on all edges. Proba-
bility of choosing an edge depends on: length of the edge, value of pheromone
on this edge, list of visited cities and is evaluated according the following
formula for all kinds of AC:

pij =
T α

ij

(
1

dij

)β

∑
z /∈P T α

iz

(
1

diz

)β
, (7)

where: pij — probability of choosing ij edge, Tij — value of pheromone on
ij edge, dij — length ij edge, α and β — parameters. AC algorithms were
classified for the sake of different way of pheromone modifying. For ANT-
density this is done according to the formula:

δk
ij =

{
Q if ij edge belongs to a cycle created by k ant;
0 otherwise (8)

where: Q-parameter, δijk — increase of pheromone for k ant and ij edge. In
this approach each ant increases pheromone on all visited edges with the same
value. For ANT-quantity each ant increases pheromone inversely proportion-
ally to the length of the edge. Only for ANT-cycle pheromone modification
is made after a cycle has built. If an ant visits an edge then pheromone is
increased of quotient a parameter by the length of a created cycle.

5 Experimental Results

All experiments were performed using berlin52, kroA100, lin105, tsp225 and
st70 problems accessible at http://www.iwr.uni-heidelberg.de/iwr/comopt/
software/TSPLIB95. Firstly, we investigated what values of parameters are
the best for chosen problems in terms of effectiveness of the algorithm. Know-
ing this, we did some experiments to find out which algorithm is the best.
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At first we tuned the parameters of algorithms and then compare the
obtained results. The best values of parameters of immune system are d=10,
f=10, n=50, v=24, m=20, ds=10, dg=10, enabled shortest path option. The
greater the v value the better results would be obtained but more time was
needed. Each experiment consisted of 20 tests and 200 iterations in each.

Testing multi-agent evolutionary algorithm we checked the results in five
different cases. For each problem we did 20 tests with the following options
enabled: improvement temporary solutions in the table, improvement tem-
porary solutions in the table and 3-opt, improvement temporary solutions
in the table, 3-opt and crosselimination, crosselimination, and without addi-
tional algorithms, but only results for improvement temporary solutions in
the table, 3-opt and crosselimination are shown. Ant colony algorithm was
run with α=0.6, β=1, ro = 0.5, and the number of ants was the same as
the number of cities. All values on graphs presented in the figures Fig. 2 and
Fig. 3 are average of 20 tests of each problem. It is easy to notice that espe-
cially parts a) and c) of the figure Fig. 2 show big difference between results
of MAEA and results of two other algorithms.

(a) (b)

(c) (d)

Fig. 2. kroA100 (a), lin105 (b), st70 (c), tsp225(d)
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Fig. 3. berlin52

To compare algorithms presented in this paper we assembled the shortest
routes from all experiments and presented them in Table 1. Values in brackets
are the best one, while others are average.

Table 1. Algorithms results comparison

Problem MAEA AC AIS Optimum
Best

-optimum (%)

berlin52
7544,36 7678,49 8270,27

7542 0,031[7544,36] [7548,99] [8060,44]

st70
677,42 711,54 733,17

675 0,31[677,1] [701,5] [707,82]

kroA100
21293,69 22930,79 24177,43

21282 0,015[21285,4] [22490,42] [22586,91]

tsp225
3897,67 4192,91 4590,41

3859 0,19[3866,7] [4123,93] [4524,57]

lin105
14427,21 14811,61 16146,11

14379 0,027[14382,99] [14688,49] [15808,31]

6 Conclusions

New algorithm for the TSP — MAEA has been presented in this paper.
It makes use of both multi-agent concept and evaluating paradigms of GA
and AC. We did some research and compared results obtained from MAEA
with results from AC and AIS. It turned out that MAEA outperforms other
algorithms. It generates much better results than results obtained from two
other algorithms and the difference between them and the optimum is very
small. We reckon that MAEA is a very promising method to solve TSP.
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During the research it turned out that functioning of AIS is not so efficient
as that of two other algorithms. Much better results could be obtained if
shortest path option was enabled. We think that this algorithm should be
exactly analysed to find its weak and strong points.
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Abstract. Evolutionary algorithms work in an algorithmically simple manner but
produce a huge amount of data. The extraction of useful information to gain further
insight into the state of algorithm is a not-trivial task. In the paper, we propose
a method of analysis of evolutionary algorithm by means of a graph theory. The
method is inspired by latest results on scale-free network and small world phenom-
ena. The paper presents visualization of evolutionary process based on network
visualization software. The properties of such network are analyzed and various
research possibilities are discussed.

1 Introduction

Evolutionary algorithms work in an algorithmically simple manner. However,
when put to work they produce a vast amount of data. Apart from simple
convergence information it is a non trivial task to extract useful information
from those data to provide insight into the state, progress of evolutionary al-
gorithms. Several methods for extracting and visualizing important data have
been proposed [9], [11], [5], [6], [4], [3]. Most of commonly used techniques
for visualization are limited to representing data on one or two variables.
Problems solved by evolutionary algorithms are more complicated.

The most popular visualization technique for evolutionary algorithms is to
visualize the quality of solutions found in subsequent populations. The best,
average and worst solution in each population may be drawn on a single plot.
This method could be extended to draw a values of all chromosomes in the
population in 3D fitness distribution graph.

Another class of methods is to visualize the best chromosome in a given
population. For example the Euclidean Travelling Salesman may be repre-
sented on the plane by points and lines connecting them. The disadvantage
of this technique is the fact that every problem requires the special visual-
ization software.

Due to large number of dimensions in practical problems, anther popular
technique is proposed, i.e. the transformation of higher dimensional search
space into the smaller one. This may be done by Principal Component Anal-
ysis or Sammon Mapping [9], [5]. The transformation should provide the
lower-dimension picture of the search space where the dissimilarities between
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data points of multidimensional domain corresponds with the dissimilarities
of the lower-dimensional domain. After transformation the solutions may be
visualized in two or three dimensions.

All these methods explore the properties of evolutionary algorithms at
hand in order to provide same clues for designer of the algorithm. What the
parameters should be ( crossover probability, mutation probability etc.)? Is
the chromosome structure good for the problem considered? How the search
space is explored? They may offer the user the opportunity to interactively
explore the evolutionary computing and the properties of the problem con-
sidered, this may lead to better understanding of Evolutionary Computing
and the additional benefits of ”Human-EA Interaction” [5] may be achieved.
Moreover some educational tasks may be easily archived.

In the paper, we propose a new method of analysis of evolutionary algo-
rithm based on a graph theory. We claim that such an approach may give
us additional information and important knowledge about the evolutionary
processes in general. The visualization by means of graph theory do not rely
on the dimension of search space. Instead only relation between individuals
are considered. Thus it gives the insight into the algorithm progress from
other perspective than currently used methods.

Let us notice that exhaustive search usually organizes the search space as
a tree, and then the following exhaustive search technique is applied: depth-
first search method. This is not the case in evolutionary computation. The
node may occur again by crossover or mutation in subsequent populations.
Therefore, we may analyze and visualize the structure of the graph describing
the search process of the algorithm.

The paper is organized as follows. Section 2 contains the description of
evolutionary algorithm used in the paper and evolutionary graph construc-
tion process. Next section contains description of similar graph for local search
optimization technique. Section 4 describes the optimization problem we con-
sider as example (Travelling Salesman Problem). Section describes the results
of visualization of evolutionary and local search. The next two sections study
properties of obtained graphs. Finally, the paper is summarized and possible
future research directions are given.

2 Evolutionary algorithms and graph construction

Fig. 1 presents the evolutionary algorithm used in our studies [8]. During the
process the graph G(V, E) is built. The nodes of this graph correspond to
chromosomes of all populations of the algorithm. The identical chromosomes
(in terms of their structure) are represented by the same single node. So if
the same solution occurs again during the search process, it is represented by
the same graph node.

The edges are between parents and their children. We join by an edge a
chromosome and its offspring (either obtained by mutation or crossover). In
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our implementation of the algorithm the crossover or mutation is performed
in a single iteration, however the same technique of graph construction may
be used in any other possible combination. We employ elite selection i.e. we
select, the best chromosomes from previous population and its offspring.

initialization λ members of population P0

initialize empty graph G(V, E)
for each chromosome in PO add node to V
t = 0

while (not stop condition)

Ot+1 = ∅
divide Pt into λ/2 two-elements subsets

Km (m = 1, .., λ/2)
for each (xi, xj) ∈ Km(m = 1, .., λ/2)

if u(0.1) < pcross than

(x̂i, x̂j) = crossover(xi, xj)
add edge (xi, x̂i) to E
add edge (xj , x̂i) to E
add edge (xi, x̂j) to E
add edge (xj , x̂j) to E
Ot+1 = Ot+1 ∪ {x̂i, x̂j}

else
x̂i = mutate(xi)
x̂j = mutate(xj)
add edge (xi, x̂i) to E
add edge (xj , x̂j) to E
Ot+1 = Ot+1 ∪ {x̂j , x̂i}

end
end
evaluate chromosomes from Ot+1

Pt+1 = the best λ chromosomes from Pt ∪ Ot+1

t = t + 1

end

Fig. 1. The evolutionary algorithm used in simulations. u(0,1) gives random number
with uniform distribution in (0, 1).

The in-degree of a node is the number of times it has been generated as
an offspring of a mutation or crossover, and the out-degree of a node is the
number of times the node has been used as a parent for other chromosomes.

3 Local search

One of the basic approaches to combinatorial optimization is local search.
Instead of searching the entire space of all possible solutions, we focus atten-
tion on a local neighborhood of some particular solution. For comparison, we
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also build a graph of local search. We use the simplest possible local search
method. At each iteration a new point from neighborhood of current solution
is considered. If this new point gives better fitness function, the process is
repeated with this new solution. Let us notice that resulting graph may not
be acyclic. If the neighborhood is large the algorithm may resample points
that were already tried.

start with empty graph G(V, E)
x = random solution

while (not stop )

if exists y ∈ N (x) such that f(x) < f(y)
add edge (x, y) to E
x = y

else
stop

end
end

Fig. 2. The local search algorithm used in simulations.

4 The TSP problem

All tests were performed on the Travelling Salesman Problem. We select
this problem due to its conceptual simplicity and to the fact that it is well-
known. The problem is NP-hard, and heuristic methods need to be used.
We use standard permutation encoding [8]. To ensure that all chromosomes
encode different TSP cycles, we use the following simple trick. Instead of
using permutation of length n we use permutation of length n− 1. The city
1 is never included in this permutation. Thus the permutation:

2− 3− 4− 5− 6

encodes the path
1− 2− 3− 4− 5− 6

Similarly, the permutation:

3− 4− 5− 6− 2

encodes the path
1− 3− 4− 5− 6− 2

This method allows us to encode all the possible TSP paths. However,
the search space is reduced to (n − 1)! and only two different nodes of evo-
lutionary graph may denote the same solution (this is resolved during graph
construction process). We implement mutation as inversion i.e. we select two
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points along the length of the permutation, which is then cut at these points,
and the substring between these points is reversed. Standard PBX crossover
is used [8].

There is a huge variety of local search algorithms for the TSP [8]. In our
work we used the simplest possible method. The neighborhood of path x is
defined by all permutations which may be obtained from x through the single
inversion operation. This is equivalent to 2-opt optimization procedure.

Test problems are generated randomly. The cities of TSP problem are
uniformly distributed in a unit square and the Euclidean distance metric is
assumed [8].

5 Visualization of evolutionary graphs

We use Pajek software to visualize the obtained graphs [12], [7]. The gray
level of the node in the picture denotes the time the chromosome was first
generated, i.e. chromosomes generated in first population are white, whereas
chromosomes generated in the last population are black. In local search graph
we use black color for the nodes used for search, and white color for a node
which dies immediately after born (Fig. 3 ).

The evolutionary search graph without crossover is close to the tree,
whereas evolutionary graph with crossover is more dense. It could easily be
seen that chromosomes generated in first iteration are not used in search in
final permutations. This is strongly connected with time of life of a chromo-
some. In final population the best chromosomes have bigger out-degree than
at the beginning of the search.

The local search has a complectly different structure (Fig. 3). It is very
close to a tree, however, most of the nodes have out-degree equal to one.

6 Complex networks

Complex networks are currently being studied across many fields of science.
Many systems in nature can be described by models of complex networks,
which are structures consisting of nodes or vertices connected by links or
edges. There are numerous examples of such systems: social networks, the
internet, food webs, distribution networks, metabolic and protein networks,
and citation networks [2], [1],[13],[10]. Most of these networks share the fol-
lowing three important features:

• The average shortest path length L is small. In order to connect the two
edges of the graph, typically only a few edges need to be passed. Similarly,
a graph diameter is small. A diameter of a graph is a maximum length
of the shortest path between two nodes in the graph 1.

1 diameter is defined as maxu,v∈V d(u, v), where d(u, v) is graph distance between
nodes u,v.
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Pajek

Pajek

Fig. 3. Evolutionary graph with pcross = 0 i.e only mutation is used and with
pcross = 0.5. Gray edges are obtained using crossover whereas black ones denote
mutations. The nodes’ gray level corresponds to the time (population) the chromo-
some was generated first time. λ = 25 TSP problem with 25 cities.
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Pajek

Fig. 4. Local search graph, TSP problem with 25 cities.

• The clustering coefficient C is large. The clustering coefficient C is an
average fraction of pairs of neighbors of a node that are also neighbors
for each other. Suppose the node i has ki edges and they connect this
node to ki other edges. The clustering coefficient Ci of node is defined as
the ratio between the number of edges Ei that actually exists between
those ki nodes and the total possible number:

Ci = Ei/(ki(ki − 1))

If the clustering coefficient is large, two nodes having a common neighbor
are far more likely to be connected to each other than are two nodes picked
at random.

• The distributions of degree is scale-free i.e., it behaves as a power law
of the form P (k) ∼ k−γ , where P (k) is the probability that a randomly
selected node has probability k . The degree exponent γ varies from 1.13
for food webs to 2.7 for language networks [13].

The third property is especially interesting as until recently the random
models of complex network were assumed. In random networks the distribu-
tion of degree of nodes obeys the Poisson distribution. The discovery that
many real networks can be described by a power law P (k) ∼ k−γ raise the
question about the model which can explain the behavior of many complex
systems.
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In this paper we analyze the properties of evolutionary graphs. We want
to check which of these three properties occur in analysis of evolutionary
computation.

7 Properties of evolutionary graph

We check the following evolutionary graph properties defined in the previous
section:

• Diameter. The resulting graph is directed, so instead of checking the
average path length, we decide to check the diameter of a graph. We found
out that the diameter of the graph is approximately 5 times smaller than
the number of populations. It is much larger than in any other networks
present in nature.

• Clustering coefficient. The clustering coefficient of evolutionary graphs is
close to 0. Although there are cycles in the graph, it is unlikely that two
neighbors of a parent are connected.

• Nodes degrees. We found out the the distribution od nodes degrees in
the evolutionary graph follows the power law P (k) ∼ k−γ . The only
exception are nodes with out-degree equal to 1 and in-degree equal to 0.
The number of such nodes exceeds the number predicted by power law.
We have obtained γ ∼ 2 for out-degree and γ ∼ 3 for in-degree. The
results for n = 100, size of population of 100 chromosomes are presented
in Fig. 7. The degrees of local search graph do not follow the power law.

Let us emphasis the third property. The better nodes i.e. the nodes with bet-
ter fitness function are most often used as a parents and generate offsprings.
This is not the case in local search which do not have this property.

8 Summary

In this paper we present possibilities of graph-based analysis of evolution-
ary computation. We present the possibility of visualizing the evolutionary
process using graph drawing software. We compare and visualize the search
graph of evolutionary algorithm with and without crossover and the process
of local search. We found out, the nodes’ degrees follow the power law which
is present in many networks present in nature i.e. WWW, protein interaction,
etc. However, clustering coefficient of evolutionary graph is very small.

In the future other questions may be addressed:

• Is it possible to use the results of such simulation to improve the perfor-
mance of evolutionary computation?

• Are there any connections between evolutionary graphs and other graphs
present in nature?
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Fig. 5. Out and in degree histograms for evolutionary graph. TSP with 100 cities.
λ = 100, pcross = 0

• What parameters of evolutionary computation determine the structure
of evolutionary graph?

• Are there any parameters of evolutionary graphs which describe well-
designed algorithm?

More sophisticated data mining techniques may also be used to analyze the
graph of evolutionary search process and other visualization techniques may
be combined with the proposed one. We hope, that the analysis of this graph
may lead to better understanding of the evolutionary process in general.
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Abstract. The paper deals with the probability of misclassification in a multistage
classifier. This classification problem is based on a decision-tree scheme. For given
tree skeleton and features to be used, the Bayes decision rules at each non-terminal
node are presented. Additionally the information on objects features is fuzzy or non-
fuzzy. The upper bound of the difference between probability of misclassification for
the both information’s is presented. In the paper we use the maximum likelihood
estimator for fuzzy data.

1 Introduction

Knowledge discovery is a nontrivial process of identifying potentially useful,
novel, valid and ultimately understandable patterns from large collections of
data [6]. Data mining is one of the knowledge discovery steps. Data mining is
the step that is concerned with the actual extraction of knowledge from data,
in contrast to the knowledge discovery process that is concerned with many
other thinks like preparation and understanding of the data, verification and
application of the discovery knowledge. Clustering, classification, regression,
time series are, among others the tasks of data mining. This paper describes
hierarchical classifier problem which is characterized by the fact, that an
unknown pattern is classified into a class using several decision in a successive
manner. The mechanics of multistage classification can be described by means
of a tree, in which the terminal nodes represent labels of classes and the
interior nodes denote the groups of classes.

Classical statistical techniques assume that both the data and the proba-
bility functions are represented by know numerical values thus knowledge of
data is precise. In practice, we are often faced with two types of uncertainty
– randomness and fuzziness. Randomness is described and investigated us-
ing probability theory methods which satisfy statistical laws. In this type of
uncertainty subjective influences are not taken into account. Fuzziness is char-
acterized by nonstatistical properties and subjective influences. It is based on
the fuzzy set theory. There are many cases where the available information is
a mixture of randomness and fuzziness. A simple example of such situation is
classification where the observations of the features are fuzzy-valued, but the
probabilities of classes are numerical. In order to manage to treat both types
of uncertainties, it is necessary to incorporate fuzzy concept into statistical
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technique. This problem has been studied by many authors. Following papers
describe statistical point estimation in the fuzzy environment [5,7,17], fuzzy
decision trees [4,10], testing of fuzzy hypotheses [3,8], fuzzy Bayesian statis-
tics [1,15] and other combinations of statistical methods and fuzzy set theory.
In this paper, we consider the problem of probability of misclassification in
multistage classifier when observations of the features are fuzzy-valued.

2 Bayesian hierarchical classifier

In the paper [12] the Bayesian hierarchical classifier is presented. The syn-
thesis of multistage classifier is a complex problem. It involves specification
of the following components:

• the decision logic, i.e. hierarchical ordering of classes,
• feature used at each stage of decision,
• the decision rules (strategy) for performing the classification.

The present paper is devoted only to the last problem. This means that
we shall deal only with the presentation of decision algorithms, assuming
that both the tree skeleton and feature used at each non-terminal node are
specified.

The procedure in the Bayesian hierarchical classifier consist of the follow-
ing sequences of activities. At the first stage, there are measured some specific
features x0. They are chosen from among all accessible features x, which de-
scribe the pattern that will be classified. These data constitute a basis for
making a decision i1. This decision, being the result of recognition at the
first stage, defines a certain subset in the set of all classes and simultaneously
indicates features xi1 (from among x) which should be measured in order to
make a decision at the next stage. Now at the second stage, features xi1 are
measured, which together with i1 are a basis for making the next decision
x2. This decision – like i1 – indicates features xi2 necessary to make the next
decision (at the third stage) and – again as at the previous stage – defines
a certain subset of classes, not in the set of all classes, however, but in the
subset indicated by the decision i1, and so one. The whole procedure ends
at the last N -th stage, where the decision made iN indicates a single class,
which is the final result of multistage recognition. Thus multistage recogni-
tion means a successive narrowing of the set of potential classes from stage
to stage, down to a single class, simultaneously indicating at every stage fea-
tures which should be measured to make the next decision in more precise
manner.

3 Decision problem statement

Let us consider a pattern recognition problem, in which the number of classes
is equal to M . Let us assume that classes were organized in a (N + 1) hori-
zontal decision tree. Let us number all nodes of the constructed decision-tree
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with consecutive numbers of 0, 1, 2, . . . , reserving 0 for the root-node and let
us assign numbers of classes from the M = {1, 2, . . . , M} set to terminal
nodes so that each one of them is labelled with the number of the class which
is connected with that node. This allows the introduction of the following
notation:

• M(n) – the set of numbers of nodes, which distance from the root is n,
n = 0, 1, 2, . . . , N . In particular M(0) = {0}, M(N) = M,

• M =
N−1⋃
n=0

M(n) – the set of interior node numbers (non terminal),

• Mi ⊆ M(N) – the set of class labels attainable from the i-th node
(i ∈ M),

• Mi – the set of numbers of immediate descendant nodes (i ∈ M),
• mi – number of direct predecessor of the i-th node (i �= 0).

We will continue to adopt the probabilistic model of the recognition prob-
lem, i.e. we will assume that the class label of the pattern being recognized
jN ∈ M(N) and its observed features x are realizations of a couple of ran-
dom variables JN and X . Complete probabilistic information denotes the
knowledge of a priori probabilities of classes:

p(jN ) = P (JN = jN ), jN ∈M(N) (1)

and class-conditional probability density functions:

fjN (x) = f(x/jN ), x ∈ X, jN ∈ M(N) . (2)

Let
xi ∈ Xi ⊆ Rdi , di ≤ d, i ∈ M (3)

denote vector of features used at the i-th node, which have been selected from
the vector x.
Our target now is to calculate the so-called multistage recognition strategy
πN = {Ψi}i∈M, that is the set of recognition algorithms in the form:

Ψi : Xi →Mi, i ∈M . (4)

Formula (4) is a decision rule (recognition algorithm) used at the i-th
node, which maps observation subspace to the set of immediate descendant
nodes of the i-th node. Equivalently, decision rule (4) partitions observation
subspace Xi into disjoint decision regions Dk

xi
, k ∈ Mi, such that observation

xi is allocated to the node k if ki ∈ Dk
xi

, namely:

Dk
xi

= {xi ∈ Xi : Ψi(xi) = k}, k ∈ Mi, i ∈ M. (5)

Our aim is to minimizes the mean risk function (the probability of misclas-
sification) denoted by:

R∗(π∗
N ) = min

Ψ
in

,...,Ψ
i
N−1

R(πN ) = min
Ψ

in
,...,Ψ

i
N−1

E[L(IN , JN )]. (6)
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The π∗
N strategy we will call the globally optimal N -stage recognition strat-

egy. In the next chapter we will calculate globally optimal strategy for the
zero-one loss function.

4 The recognition algorithm

A fuzzy information Ãi from Xi is a fuzzy event characterized by member-
ship function µÃi

(xi). Fuzzy observation is described by fuzzy number or
fuzzy trapezoidal interval [13] represented by the following simple notation:
fuzzy triangular number – Ã = (a1, a2, a3, a4), fuzzy trapezoidal interval
– Ã = (a1, a2, a3, a4)Tr. In fuzzy triangular number a2 = a3. In addi-
tion, assume that for each component k of observation subspace Xi the set
of all available fuzzy numbers Ãi = {Ã1

i , Ã2
i , . . . , Ã

k
i } satisfies the orthogo-

nality constraint [14]. Probability of fuzzy event assume in Zadeh’s form [18]
P (Ã) =

∫
supp(Ã)

µÃ(x)f(x)dx, where supp(Ã) denotes carrier of the Ã set.

Applying procedure similar to [2] and use zero-one loss function we obtain
searched globally optimal strategy with decision algorithms as follows:

Ψ∗
in

(Ãin
) = in+1 when (7)∑

j
N
∈M

in+1

p(jN )q∗
F
(jN/in+1, jN )

∫
supp Ãin

µÃin
(xin

)fj
N

(xin
)dxin

=

= max
k∈Min

∑
j
N
∈M

k

p(jN )q∗
F
(jN/k, jN)

∫
supp Ãin

µÃin
(xin

)fj
N

(xin
)dxin

for in ∈ M(n), n = 0, 1, 2, . . . , N − 1, where q∗
F
(jN/in+1, jN ) denotes the

probability of accurate classification of the object of the class jN in further
stages using π∗

N strategy rules on condition that on the n-th stage the in+1

decision has been made.
Using maximum likelihood estimation method [5] we obtain the following

decision rules for hierarchical classifier with fuzzy observations of the features:

Ψ
(MNW )
in ,Sm

(Ãin
) = in+1 when (8)

∑
j
N
∈M

in+1

νj
N√

s2
in ,j

N
+λ2

in ,j
N

q̂
F
(jN/in+1, jN )×

×
∫

supp Ãin

µÃin
(xin

) exp(−(xin
− āin ,j

N
)2/2(s2

in ,j
N

+ λ2
in ,j

N
))dxin

=

= max
k∈Min

∑
j
N
∈M

k

νj
N√

s2
in ,j

N
+λ2

in ,j
N

q̂
F
(jN/k, jN)×
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×
∫

supp Ãin

µÃin
(xin

) exp(−(xin
− āin ,j

N
)2/2(s2

in ,j
N

+ λ2
in ,j

N
))dxin

,

where

āi,j = 1
νj

ν
j∑

k=1

(ak
3,i,j+ak

4,i,j)
2−(ak

1,i,j+ak
2,i,j)

2−ak
3,i,jak

4,i,j+ak
1,i,jak

2,i,j

3(ak
4,i,j

−ak
1,i,j

−ak
2,i,j

+ak
3,i,j

)
,

s2
i,j = 1

νj

ν
j∑

k=1

(
(ak

3,i,j+ak
4,i,j)

2−(ak
1,i,j+ak

2,i,j)2−ak
3,i,jak

4,i,j+ak
1,i,jak

2,i,j

3(ak
4,i,j

−ak
1,i,j

−ak
2,i,j

+ak
3,i,j

)
− āi,j

)2

,

λ2
i,j = 1

νj

ν
j∑

k=1

(
1
18

((
ak
4,i,j − ak

3,i,j

)2 +
(
ak
2,i,j − a1,i,jk

)2 +
(
ak
2,i,j − ak

1,i,j

)
×

×
(
ak
4,i,j − ak

3,i,j

) )
+ 1

12

((
ak
3,i,j − ak

2,i,j

)2 +
(
ak
3,i,j − ak

2,i,j

)
×

×
((

ak
4,i,j − ak

3,i,j

)
+
(
ak
2,i,j − ak

1,i,j

)) ))
.

The q̂
F
(jN/in+1, jN ) denotes the empirical joint probability of correct

classification at the next stage. It can be calculated, the so-called ”leave-one-
out” method.

When we use fuzzy information on object features instead of exact infor-
mation we deteriorate the classification accuracy. The upper bound of the
difference between probability of misclassification for the both information’s
is the following:

PeF (π∗
N )− Pe(π∗

N ) ≤
∑

j
N
∈M(N)

p(jN )
∑

ik
∈s(j

N
)−{0}

εm
i
k

(9)

where

εi =
∑

Ãi∈X
i

∣∣∣∣∣ ∫
supp Ãi

µÃi
(xi) max

k∈Mi
{fk(xi)}dxi − max

k∈Mi

{ ∫
supp Ãi

µÃi
(xi)fk(xi)dxi

}∣∣∣∣∣.
Let us illustrate the obtained results with the following example.

5 Illustrative example

Let us consider the two-stage binary classifier. Four classes have identical
a priori probabilities which are equal 0.25. The data for the experiments were
computer generated 3-dimensional random variables x = [x(1), x(2), x(3)].
For performing the classification at the root-node 0 the first coordinate was
used, components x(2) and x(3) were used at the node 5 and 6 respectively.
The data were Gaussian random variables with covariance matrices equal for
every class

∑
j2

= 4I, j2 ∈ M(2), and with the following expected values
µ1 = [0, 0, 0] , µ2 = [0, 4, 0] , µ3 = [3, 0, 1] , µ4 = [3, 0, 8]. In experiments
were used the following sets of fuzzy numbers:
case A
Ã = {Ã1 = (∞, −9, −8) , Ã2 = (−9, −8, −8, −7) , . . . ,

Ã25 = (14, 15, 15, 16) , Ã26 = (15, 16, ∞)}.
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case B
B̃ = {B̃1 = (∞, −9, −8.5) , B̃2 = (−9, −8.5, −8.5, −8) , . . . ,

B̃50 = (15, 15.5, 15.5, 16) , B̃51 = (15.5, 16, ∞)}.
case C
C̃ = {C̃1 = (∞, −9.25, −8.75) , C̃2 = (−9.25, −8.75, −8.25, −7.75)Tr , . . . ,

C̃26 = (14.75, 15.25, 15.75, 16.25)Tr , C̃27 = (15.75, 16.25, ∞)}.
and in case D we use non-fuzzy data.

The sizes of the training sets m: 10, 20, 50, 100, 250, 500, 750, 1000, the
size of the testing set: 500.

Fig. 1 summarizes the results of simulations and shows influence of fuzzy
numbers who describe features space on classification accuracy.
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Fig. 1. Results of simulation

Below we present the upper bound of the difference between probability
of misclassification for fuzzy and non fuzzy data calculated form (9).

Table 1. Upper bound of misclassification

Case PeF (π∗
N ) − Pe(π∗

N)

A 0,9
B 1,6
C 2,0
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6 Conclusion

In the present paper we have concentrated on the optimal (Bayes) strategy
for the hierarchical classifier based on a decision tree scheme. Assuming that
both the tree skeleton and the features, used at each interior node, are speci-
fied, we derive the decision rules of the multistage Bayes classifier with fuzzy
observations of the features. We use maximum likelihood method for estima-
tion conditional density function The obtained algorithm is a generalization
of the result presented in [12]. Additionally the upper bound of the difference
between probability of misclassification for fuzzy and non fuzzy information
about features is presented.

Obtained results shows that choice of fuzzy numbers sets who describe
features space is very important. Above the sizes of the training sets equal 100
we don’t have higher classification accuracy for fuzzy data. Always algorithm
for non-fuzzy data have higher classification accuracy.

Further research should concern combining techniques [9,16] to improve
of performance of presented classifier.
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Abstract. In the paper, three conceptually simple but computer-intensive versions
of an approach to selecting informative genes for classification are proposed. All
of them rely on multiple construction of a tree classifier for many training sets
randomly chosen from the original sample set, where samples in each training set
consist of only a fraction of all of the genes. It is argued that the resulting ranking
of genes can then be used to advantage for classification via a classifier of any type.

1 Introduction and Problem Statement

It has been evident from the outset that the advent of microarray technology
would open vast new areas of research with a potentially revolutionary impact
on the society. At the same time, it has opened new, and fascinating, chal-
lenges for researchers, including data analysts of whatever methodological
background. Regarding analysis of microarray gene expression data, much
outstanding work has already been done, to mention only a fundamental
book-length treatment of the field [5] and the references there, as well as,
e.g., numerous papers in J. Computational Biol., Biostatistics, Bioinormat-
ics, Science and presentations at many prestigious conferences.

In particular, very much has been done concerning class prediction or
supervised classification (see [5], the chapter by Sandrine Dudoit and Jane
Fridlyand). The major challenge here comes from typical sizes of data ma-
trices: very small number of records (samples), of the order of tens, versus
thousands of attributes or features for each record (in our context the features
are genes or, more precisely, their expressions).

As Dudoit and Fridlyand argue convincingly and in detail in [5], cf. also
Simon et al. [4], The importance of taking feature selection into account when
assessing the performance of a classifier cannot be stressed enough. Even
more than that, one definitely would like to have genes which are differen-
tially expressed, and hence informative or ”relatively important”, for a given
classification problem regardless of a classifier used (or to be used). To put
it otherwise, one would like to have a kind of objective measure of relative
importance of genes for the particular classification problem.

This study is a continuation of our earlier work (see [3]) whose aim was
to provide such a measure. In this paper, an important modification of that
measure is proposed, which again rests on constructing millions of trees for
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randomly selected subsets of genes. Our new measure, to be termed modified
relative importance or mRI, rewards genes that have been used to build any
given tree proportionally to the tree’s classification result on a testing set (in
[3], the classification results on testing sets were not taken into account when
calculating relative importance of genes).

As previously, our proposal is scrutinized in the context of one exem-
plary data set, namely the lymphoma data of Alizadeh et al. [1], available
from the authors’ web site. The data consist of measurements on 4,026 genes
from 62 patients. The patients are classified into three classes: lymphoma
and leukemia (DLCL; 42 samples), follicular lymphoma (FL; 9 samples) and
chronic lymphocytic leukemia (CLL; 11 samples).

In the next section, we present the screening procedure in detail and
propose three versions of constructing the trees, thus providing three ways of
obtaining mRI’s for the genes. In effect, three final sets of most informative
genes are found.

In Sec. 3, we compare classification results (sets of genes) from the three
versions using just 45 genes earlier found to be relatively most important for
each of the versions. This is done by constructing again (for each version)
thousands of trees on the 45 most important genes, where for each set of
genes many training subsets of samples are drawn at random from the 62
original samples and trees are grown (and pruned) on these subsets.

Classification results are measured, roughly speaking, by accuracy ob-
tained on a test set (for each tree constructed, the original set of samples is
randomly split into the training and test sets).

In Sec. 4 we conclude with a few remarks.

2 Gene screening

As already stated in the previous section, for each of the versions of our
approach, measuring relative importance of genes consists in constructing
millions of trees for randomly selected subsets of genes. For each subset of
genes we run training and testing a couple of times (this we call the inner
loop) for randomly chosen sets of examples.

In all the experiments C4.5 trees (version 8) were constructed, as imple-
mented in WEKA 3-4-1 [8] (j48 tree, with the same parameters throughout
the whole study, in particular with ConfidenceFactor for pruning equal to
0.25). Trees were grown on the original data of Alizadeh et al., i.e., with
missing data left intact (not imputed).

Modified relative importance (mRI) of a gene was defined as a sum of
(partial) relative importances for separate trees. For a given tree, the partial
relative importance of a gene was determined as the product of the squared
weighted accuracy for that tree, wAcc2, and the number of splits made on that
gene in all the nodes of the tree. As was mentioned already, in [3] the relative
importance was determined as equal to the overall number of splits made
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on the gene in all nodes of all trees. Thus, each tree was treated in the very
same way, no matter if a given tree proved good or not on a testing set. Using
mRI we add penalty for inaccuracy of classification. Squaring wAcc proved
important as it better differentiates between trees of different classification
capability.

Before we give results for the modified relative importance of genes, let
us summarize classification results from all the trees (see [3] for some more
details).

Classification results from all the trees were measured by accuracy and
a more objective performance index, weighted accuracy, which takes into
account sizes of the classes in such a way as to prevent undue influence of a
majority class on the performance index. For the confusion matrix,

Predicted
T1 F12 F13

F21 T2 F23 Observed
F31 F32 T3

where, say, T1 ≡ TDLCL is the number of DLCL samples correctly classified,
T2 ≡ TFL, T3 ≡ TCLL, F12 is the number of DLCL samples classified as FL,
etc., accuracy is defined as

Acc = (TDLCL + TFL + TCLL)/N,

with N denoting the overall number of samples, and weighted accuracy is
defined as

wAcc =
1
3

(
T1

T1 + F12 + F13
+

T2

T2 + F21 + F23
+

T3

T3 + F31 + F32

)
,

i.e., as the mean of the three true positive rates. Both Acc and wAcc are,
of course, measured for each tree on a test set. Their values for all the trees
combined (i.e., the values corresponding to the sum of all confusion matrices)
are 0.846 and 0.761, respectively (combined true positive rates are: 0.93 for
DLCL, 0.61 for FL and 0.74 for CLL).

Modified relative importance (mRI) of a gene was defined as a sum of
relative importances for separate trees. For a given tree, determined by sum
of wAcc2 trees that contained given gene. If gene occurred in two nodes of
the tree we added 2∗wAcc2 to mRI. In classic RI gene that have been chosen
as a node in a tree many times had high RI no matter if tree was good or
not on testing set. Using mRI we add penalty if classification is not so good.
Squared wAcc is important because influences on differential of mRI.

2.1 Three-class classification

The first version of calculating mRI is based on the usual approach to clas-
sification, i.e., on considering our exemplary classification task as a usual
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3-class problem. Out of 4026 genes 60,000 subsets of 100 genes were selected
at random. For each subset obtained, 30 trees were constructed and their
performance was assessed. Each of the 30 trees in the inner loop was trained
and evaluated on a different, randomly selected training and test samples.
Each time 40 samples were drawn at random for training (in such a way as
to preserve proportions of classes from the full set of data) and the remaining
22 samples were used for testing. A relatively small subset size of 100 of genes
out of all 4026 genes was used to prevent informative genes to be masked too
severely by those relatively most important ones (we shall comment more on
the issue of masking in the sequel; cf., e.g., Breiman et al. [2] for a general
discussion of the masking effect). The final set of the best genes, given below,
includes 45 genes with the highest mRI.

GENE1553X, GENE1602X, GENE1605X, GENE1606X, GENE1610X
GENE1611X, GENE1613X, GENE1622X, GENE1647X, GENE1661X
GENE1672X, GENE1673X, GENE2097X, GENE2368X, GENE2373X
GENE2391X, GENE2402X, GENE2404X, GENE2426X, GENE2553X
GENE2668X, GENE454X, GENE464X, GENE524X, GENE530X
GENE537X, GENE542X, GENE563X, GENE584X, GENE586X
GENE588X, GENE598X, GENE622X, GENE639X, GENE640X
GENE642X, GENE650X, GENE651X, GENE653X, GENE669X
GENE685X, GENE694X, GENE834X, GENE844X, GENE849X

2.2 One class versus two others combined

In our exemplary classification task, one of the classes (DLCL) is larger than
two others and there is set of 8 genes each of which perfectly separates this
class from the others. This leads to a situation where, in the final set of
genes, there appear too many genes that separate DLCL from the rest. An-
other problem is that there can be many genes of high mRI which are highly
correlated (or, more generally, co-dependent) and, hence, whose classification
ability is essentially the same. In the example studied, there are tens of genes
capable of distinguishing between DLCL samples and the other samples next
to perfectly. It follows that only a fraction of such genes is needed to be
included in the set of genes on which to build a classifier.

In order to (possibly and at least partly) alleviate these problems, two
different classes have been merged three times, thus producing three different
two-class problems. (One should keep here in mind that it is a matter of the
”geometry” of the classes whether such a move is a proper means – while
the three classes can be relatively easily separable, combining two of them
into one class can make the newly formed class hardly distinguishable from
the third.) For each such problem, 60,000 random draws of 100 out of 4026
genes were made. For each draw, 30 trees were trained on 40 (randomly
selected) samples and tested on the remaining 22 samples. From each 2-class
classification problem, we selected 15 genes with the highest mRI, what gave
us 45 genes in the final set of most informative genes:
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GENE1192X, GENE1553X, GENE1583X, GENE1602X, GENE1606X
GENE1610X, GENE1613X, GENE1622X, GENE1625X, GENE1647X
GENE1661X, GENE1662X, GENE1672X, GENE1673X, GENE1676X
GENE2309X, GENE2340X, GENE2368X, GENE2402X, GENE2416X
GENE2426X, GENE2553X, GENE2668X, GENE30X, GENE3283X
GENE3285X, GENE3286X, GENE3704X, GENE3705X, GENE3969X
GENE454X, GENE524X, GENE530X, GENE537X, GENE542X
GENE598X, GENE622X, GENE639X, GENE642X, GENE651X
GENE653X, GENE669X, GENE685X, GENE694X, GENE844X

2.3 Two out of the three classes

In this version, we again aimed at avoiding the effects of having relatively
many DLCL samples which can trivially be separated by the group of 8 genes.
Again three runs have been processed but for each run only two classes have
been selected. For example, the first run was processed on the following two
classes: DLCL vs. FL. All the parameters, i.e. the number of random draws
of 100 genes and the number of trees for each draw, were the same as in
previous experiment. Thus, we run three times 1,800,000 trees. For the final
set of genes, we selected 15 genes with the highest mRI from each run, what
again gave us 45 in final set.

GENE1602X, GENE1605X, GENE1606X, GENE1610X, GENE1611X
GENE1613X, GENE1619X, GENE1622X, GENE1672X, GENE1673X
GENE2244X, GENE2346X, GENE2356X, GENE2364X, GENE2368X
GENE2378X, GENE2391X, GENE2402X, GENE2404X, GENE2426X
GENE2547X, GENE2553X, GENE2554X, GENE3497X, GENE3792X
GENE459X, GENE528X, GENE530X, GENE537X, GENE563X
GENE584X, GENE586X, GENE626X, GENE639X, GENE640X
GENE655X, GENE669X, GENE694X, GENE717X, GENE733X
GENE760X, GENE816X, GENE832X, GENE844X, GENE849X

3 Comparing the final sets of informative genes

In order to confirm that the genes found are truly informative in terms of their
prediction capacity, we have performed the following experiment (for each
version, we stuck to the 45 most informative genes obtained). The number of
genes in the final set has been set arbitrarily. For each final set, we randomly
split 62 samples into two sets 1 million times, one subset to serve as a training
set and another as a test set. Training set always contained 40 samples. In
this way, for each final set, 1,000,000 trees were obtained and their weighted
accuracies stored.

In the fourth part of this same experiment, first, 100,000 sets of samples
were randomly obtained, each with 45 genes (features) drawn at random.
Each set of the samples was later randomly split into two subsets 10 times. As
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Table 1. The table shows the numbers of common genes for pairs of the final sets;
1: 3-class classification; 2: one class versus two; 3: two out of three classes

method 1 2 3

1 x 30 26

2 30 x 17

3 26 17 x

previously, training set contained 40 samples. This time, therefore, 1,000,000
classification problems were obtained.

Results for wAcc for all 4 versions of the experiment are summarized by
boxplots in Fig. 3. No doubt, the result obtained strongly supports the claim
suggested at the beginning of the section.

Fig. 1. wAcc for 45-feature samples; 1: 3-class classification; 2: one class versus two;
3: two out of three classes; 4: random selection of genes

It appears that the first (3-class classification) and the second (one class
versus two) approaches have the highest median of wAcc. Interestingly, the
second approach is slightly better than the first. It follows that, for the given
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input data, the second approach has led to obtaining a slightly better set
of attributes. It seems that (some of) the genes that better separate small
classes (FL with 9 samples and CLL with 11 samples) have been included into
the final set, instead of those that separate DLCL class from the rest. For the
first approach, genes that separate DLCL have strong mRI because they occur
more frequently in the trees (there are 8 gens that perfectly separate DLCL).
When relying on the second approach, a much smaller number of outlying
wAcc’s has been obtained. That is, for randomly chosen training sets, the
results of classification prove more stable when the second approach is used.
However, in the first approach only one run of the procedure is needed, while
in each of the next two we needed three runs. All in all, the second approach,
where we considered one class versus the rest, is slower than the first but has
provided (slightly) better results.

4 Concluding remarks

It is clear that more experimental studies are needed to reliably evaluate
practical merits of the approach proposed. Yet, it can be claimed already
now that, with this approach, we are able to find truly important genes for
classification, regardless of a classifier to be later used.

A type of objectivity of the gene ranking produced is a consequence of
having used a sufficiently flexible classifier, namely a tree classifier, as well as
of resting on Monte Carlo approach with all evaluations of the classifiers based
on test sets (which are not used to build a classifier). Since we distinguish
between gene selection and classification, when selecting informative genes we
can use a test set of relatively big size without thus deteriorating classifier’s
performance.
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Spatial Telemetric Data Warehouse Balancing
Algorithm in Oracle9i/Java Environment

Marcin Gorawski and Robert Chechelski
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Abstract. Balancing of parallel systems workload is very essential to ensure min-
imal response time of tasks submitted to process. Complexity of data warehouse
systems is very high with respect to system structure, data model and many mech-
anisms used, which have a strong influence on overall performance. In this paper
we present a dynamic algorithm of spatial telemetric data warehouse workload bal-
ancing. We implement HCAM data partitioning scheme which use Hilbert curves
to space ordering. The scheme was modified in a way that makes possible setting of
dataset size stored in each system node. Presented algorithm iteratively calculates
optimal size of partitions, which are loaded into each node, by executing series of
aggregation on a test data set. We investigate both situation in which data are and
are not fragmented. Moreover we test a set of fragment sizes. Performed system tests
conformed possibility of spatial telemetric data warehouse balancing algorithm re-
alization by selection of dataset size stored in each node. Project was implemented
in Java programming language with using of a set of available technology.

1 Introduction

A spatial telemetric data warehouse system (STDW) gathers telemetric in-
formation about media utilities consumption (gas, energy, water, heat) [5].

The solution is two-layered telemetric infrastructure which consists of:

1. a telemetric system of integrated meters reading,
2. a spatial warehouse system of telemetric data.

The telemetric system of integrated meters reading is based on AMR tech-
nology (Automated Meter Reading) and GSM/GPRS. The system enables to
transfer data from media consumption meters, localized on a huge geograph-
ical area, to the telemetric server using a GSM cellular phone network in a
GPRS technology. The spatial telemetric data warehouse system (STDW)
is a support system for making a tactical decisions about media production
amount based on a short-term prognoses of its using. The forecasts are made
basing on analysis of the data stored in the data warehouse, supplied with
data from a telemetric server. The telemetric server is a source of measured
data, that are loaded into the STDW database during an extraction process.

1.1 Architecture of Spatial Telemetric Data Warehouse

The STDW system is based on a cascaded star data model indexed by an aR-
tree. The system is implemented on Oracle9i/Java platform. The architecture
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of STDW is a distributed structure with one client and a few servers. The
system makes possible increasing of performance by parallel tasks execution.
In the distributed data warehouse STDW the data are stored across many
nodes, each of them is managed by independent Oracle9i RDBMS.

STDW has a distributed architecture of shared nothing type [9]. Every
node in that architecture has its own processor, a memory area and disc.
The communication between nodes is made only through network connec-
tions (message passing) in a RMI technology (Remote Method Invocation).
The RMI technology allows communication between objects located on differ-
ent nodes. Every object situated on a server implements methods, which can
be invoked by applications on a client site. The RMI sends objects across net-
work (along with methods and fields values) through the agency of TCP/IP
protocol.

The source data for STDW system are partitioned among N nodes so,
that every node possess the same data schema. A fact table, which usually
takes more than 90% of the space occupied by all the tables, is splited into
N fragments with fixed sizes. Dimension’s tables are replicated into all nodes
in the same form [1]. Distributed processing phase is executed in each node
only on a data fragment stored in it.

1.2 The Need of STDW System Balancing

The main reason for the STDW distribution is parallel execution of following
operations: data loading, indices creation, query processing, resumption of
ETL process. The data gathered in a distributed data warehouse are stored
among many nodes, each one is maintained by an independent RDBMS.

There is a few methods of increasing parallel systems performance: tree-
based data structures, grid files, chunking. The tree-based data structures are
used for declustering of a data set making a data cube and to splitting it into
a number of partitions. Partitions are in turn allocated to distributed system
nodes. Grid files or cartesian product files are very strong and important
techniques of improving distributed systems performance. A degree of parallel
processing is determined by a data distribution amongst nodes, called Data
Allocation Strategy.

Our previous solutions of the STDW system balancing concerned on the
case in which the system consisted of nodes having the same parameters or
the same performance characteristics. The essence of the problem consid-
ered in this work is STDW system balancing (later called B-STDW) which
is based on computers with different performance characteristics. The differ-
ences concern: computational capacity, size of operational memory and I/O
subsystem throughput.

The rest of the paper is organized as follows. Section 2 describes the B-
STDW system and figures out all the features significant to a balancing point
of view. Section 3 provides a description of our algorithm of balancing, and
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section 4 presents and discuses results of performed tests. Conclusions and
discussion on future work is contained in section 5.

2 Fundamentals of the B-STDW Balancing

The average response time of tasks submitted to execute is minimized in
balancing process in order to increase an overall efficiency of B-STDW system.
Average response time is defined as a average interval between a moment
when job was submitted to a system and a moment when it leaves after
processing [10].

In the B-STDW system each node performs the same query only upon
a piece of data stored in it. Size of the piece must be properly selected to
ensure the same work time of a particular system nodes. In the case of STDW
systems based on computers with the same parameters balancing is treated
as ensuring the same load of every disk. This is achieved by using a proper
data allocation scheme. The main task of the scheme is to guarantee that
every node has the right contribution in evaluating different type of queries.

2.1 Data Allocation in the STDW

To deal with summarized data, which are the most important in the B-
STDW system, an aR-tree with a virtual memory mechanism was added to
the system. It causes that aggregates are computed as they come during query
execution (unless they were computed in a response to previous queries), and
that the query determines the data that will be drawn to an aggregation. The
next advantage of this index structure is that the time of drawing the data
already aggregated is very small in comparison to the time of aggregation,
when huge amounts of detailed data are pulled out from data warehouse [5].

Analysis, currently supported by the B-STDW, concern on dimension
containing measures data. Facts stored in it have a spatial dimension and
a time dimension. The spatial dimension consist of three attributes of space
location (X, Y, Z) describing localization of meters. Time dimension contains
dates of measurements. The B-STDW support few types of meters. Each one
has a different granularity in the time dimension (from a few minutes to a few
hours). This causes that the cardinality of counter readings may vary [5,6].

Keeping in mind the features of the STDW system and its balancing
presented above we decided to use data allocation schema giving good paral-
lelism of responses on range queries (currently supported) and to set dataset
size stored in all system nodes. The setting is performed in a way giving the
same average work time of each node. In addition the fact table is partitioned
in a way giving the same reading set size for each meter.

We chose HCAM as an allocation method. The choice was motivated by
its adequateness for range queries. The method is based on the idea of a space
filling curves. The curve visits every point of the space exactly once and never
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cross itself [4]. It could be used for linear ordering of grid blocks made from
a dimensions subset. In this schema Hilbert curve is used to select next grid
block that is allocated next to the node in round-robin fashion. The idea is
based on the fact that two blocks close in linear space should be also close
in k-dimensional space, thus they should be allocated on a different nodes in
order to ensure better parallelism of query execution [2,7].

3 The B-STDW System’s Balancing Algorithm

We determine efficiency of particular nodes to match size of data set loaded
in it. It is done by computation of the same aggregation on a test set by all
nodes. The measure of efficiency is obtained aggregation time. The test set
(used in balancing) is a subset of fact table.

For description purposes we introduce a concept of a fact table division
factor — pi. It represents a value being a ratio of fact table size stored into an
i node to total size of fact table. Using aggregation times of test set, obtained
by every node, the algorithm iteratively computes values of pi factors in order
to obtain a work time of a node similar to average work time.

Algorithm 1:

1. Load dimension tables to all nodes in the same form,
2. Set all fact table division factors as pi = 1/N ,
3. Load test subset of fact table, partitioned according to division factors,

to all nodes,
4. Aggregate all test subset data,
5. Maximum imbalance is less than assumed ? Yes — go to 7, No — go to

6,
6. Correct division factors pi using aggregation times, go to 3,
7. Load the whole fact table, partitioned according to last computed division

factors, into all nodes.

A draft of balancing algorithm is presented above as Algorithm 1. First
step of the algorithm is loading of dimension tables to all nodes — the same
copy of dimension tables is loaded into each node. Then factors pi for all
nodes are set to value 1/N where N indicates the total number of nodes.
Next step of algorithm is a fact table partition plan calculation (first part of
step 3 in Algorithm 1). This is done in a way presented as Algorithm 2.

Algorithm 2:

1. Calculate h-value for a localization of each meter.
2. Sort all meters by h-value ascendant,
3. Split meter measurements into chunks with the size set by user and order

into sequence: <chunk 1 of meter 1 measurements>, <chunk 2 of meter
1 measurements>, <chunk 1 of meter 2 measurements>, (meters order
according to point 2),
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4. Allocate chunks to nodes using round-robin method with skipping — to
preserve the value of a divide factor for i node.

We use a code from [8] to compute h-values (transformation of k-dimen-
sional space into linear with using Hilbert curve).

The algorithm next sends a partition table to all nodes using previously
prepared partition plan. Described step executes splitting of fact table into
partitions loaded to particular nodes using HCAM method. Moreover it re-
spects precalculated dataset sizes for each node and uses chunking.

The next step is an aggregation that is performed using range query
supplied by user. Every iteration uses the same query. Algorithm measures
time of aR-trees building (trees are removed from servers memory before each
execution of query).

On the basis of obtained aggregation times, imbalances of all system nodes
with relation to the fastest node are calculated according to the formula (1)

imbalancei =
Ti − Tfast

Tfast
(1)

where: Ti and Tfast are aggregation times of ith and the fastest node.
If maximum imbalance (amongst the all calculated) is greater than as-

sumed then correction of fact table division factors (pi) is performed (Algo-
rithm 3)

Beside the aggregation times, the correction algorithm takes two addi-
tional factors: corrP, used when division factor is increased, and corrN, used
when the factor is decreased. The correction is performed according to schema
presented below as Algorithm 3.

Algorithm 3:

1. Calculate an average aggregation time of all nodes — avg
2. For each node calculate its imbalance of aggregation time with relation

to avg. The imbalance is used next to correction of pi factors. Imbalance
is calculated according to formula (2).

imbalancei =
Ti − avg

avg
(2)

(a) if imb > 0 then make correction using formula (3)

pi = pi · (1− corrN · imb) (3)

(b) if imb < 0 then make correction using formula (4)

pi = pi · (1− corrP · imb) (4)

(c) if imb = 0 then do not make correction
3. Correct all factors to 100%

When maximum imbalance is below assumed, the whole fact table is parti-
tioned and loaded into nodes taking into consideration division factors calcu-
lated during the last iteration of balancing algorithm (by using the Algorithm
2).
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4 Tests

Test platform was composed of 7 nodes (6 servers and a maintainer). Source
data was stored on the maintainer node, that was responsible for test pro-
gram realization, especially balancing (implementing algorithm described as
Algorithm 1). Servers were performing operations ordered by the maintainer
on their copy of data. Server nodes was configured as follows: 2 nodes —
2.8 GHz Intel Pentium 4, 512 MB RAM, 120GB 7200 RPM IDE HDD, 2
nodes — 1.8 GHz Intel Pentium 4, 256 MB RAM, 80GB 7200 RPM IDE
HDD, 2 nodes — 1.7 GHz Intel Pentium 4, 256 MB RAM, 80GB 7200 RPM
IDE HDD. The maintainer node had a configuration identical to the first two
server nodes. Each node worked under Windows XP, had installed Oracle9i
server and Java Virtual Machine v. 1.4.2 04. All the nodes was connected by
100Mbit Ethernet network.

The first test, the results of which are presented in fig. 1, checked the
influence of chunk size changes on the balancing process. Graphs show, that
bigger fragment sizes result in smoother graph of maximum imbalance (im-
balance of the slowest node with respect to the fastest one) — imbalance
function has fewer points of growing. Analyzing the influence of chunk size
on balancing time we see that smaller fragments lengthen balancing process.
In a case when chunk size was set to 500 tuples, finishing the balancing pro-
cess was impossible. The reason was the decreasing of the data set size of the
weak nodes to under 1% while the imbalance was still growing.
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Fig. 1. Influence of chunk size on time of balancing process

The results are due to the construction of actual aggregation query. The
query draws all measures for each meter and then performs sorting operation
on it. When chunk size is decreasing the number of fragments increases. In
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case when chunk size is set to 500 tuples, the situation that every node
sorts measures of each meter is highly possible (measures are splited into 10
fragments at least). This is the reason why dataset sizes allocated on the
weak nodes constantly decreased.
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Fig. 2. The balancing process for different pairs of correction factors

In the second test we checked the influence of corrP and corrN changes
on balancing process, graphs are presented on fig. 2. We have observed that
bigger values of factors result in quick decreasing of imbalance, but the os-
cillating increasing of imbalance was often spotted. It is highly visible in the
case of 2.5/2 and 2/2.5 pairs.

The final test checked how the same pairs of correction factors worked in
different configurations of B-STDW (results presented on fig. 3). In 4-nodes
configuration the strongest nodes was removed. The obtained results show
that the values of correction factors should be set according to actual system
imbalance. For configuration consisting of 4 nodes we have observed that the
better was the pair with the factor of increasing having greater value, and in
6 nodes configuration the contrary pair returned better results.

We wish next to summarize the conclusions drawn from the performed
tests:

1. Using of small size fragments, for aggregation query is actually realized
in the B-STDW system, could lead to problems in system balancing and
response time for user queries may grown,

2. A higher values of correction factors result in a fastest imbalance decreas-
ing, but the total imbalance time may be greater,

3. The values of correction factors should be tightly calculated according to
actual system imbalance.



364 Marcin Gorawski and Robert Chechelski

0%

10%

20%

30%

40%

50%

60%

70%

80%

0 1 2 3 4 5 6

Iteration

M
a
x
im

u
m

im
b

a
la

n
c
e

2,5/1 - 6 nodes

1/2,5 - 6 nodes

2,5/1 - 4 nodes

1/2,5 - 4 nodes

Fig. 3. Balancing process for the same correction factors pairs in different B-STDW
environments

5 Conclusions

In this paper we presented a spatial telemetric data warehouse balancing
algorithm. The results of our work is the designing of a preliminary stage of
a balancing algorithm which gives promising results and the creating of an
environment enabling the testing of the algorithm as well as the testing of
particular system components. Java programming language and a large set
of available technology was used to implement the system.

Preliminary results conformed the possibility of spatial distributed data
warehouse balancing algorithm realization using the method of selecting
dataset size stored in each system node.

Presented system could be developed in the following directions:

• improvement of balancing process in terms of: shorten of process duration
time and achievement of smallest imbalances by a dynamic selection of
correction factors,

• balancing of the data warehouse during data actualizations,
• look up over a different data allocation strategies with full support to

grid files technique,
• using multi-processors and multi-disks machines in the B-STDW system.
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Abstract. The problem of efficiency of general reasoning with knowledge updating
on Bayesian networks is considered. The optimization should take into account not
only the reasoning efficiency but also the prospective updating issues. An improved
updating process based on an idea of data removing is proposed. Further possible
improvement of the reasoning architecture is presented. Comparison of existing and
proposed approaches are made on a basis of a computational experiment. Results
of this experiment are presented.

1 Introduction

Most Artificial Intelligence approaches to reasoning under uncertainty are
based on Bayesian schemes. Bayesian networks (directed acyclic graphs) are
successfully applied in a variety of problems, including machine diagnosis,
user interfaces, natural language interpretation, planning, vision, robotics,
data mining and many others. The most common task performed on Bayesian
networks is a general evidence propagation - the calculation of the posterior
marginal distributions of all non-evidence variables for a given set of evidence
variables. This kind of reasoning is performed mainly by message-passing
algorithms in a join tree. A Bayesian network is preprocessed into this single
connected structure to avoid update anomalies and incorrect results. The best
known message-passing algorithms are Lauritzen-Spiegelhalter [4], Hugin [1],
Shafer-Shenoy [6]. These classical approaches have been the subject of many
improvements, that in general explored the static nature of the reasoning
process. However, in real intelligent systems, data (values of variables and
distributions of probabilities in Bayesian networks) are subject to changes.
The main reasons of these changes are the following:

• not precise data evaluation
• changes of the surrounding world
• performing the reasoning process for some test data

Such a change of data takes place more than once, for example in adaptive
systems that natural feature are continuous changes of some data. The main
motivation of this paper is the fact, that usually the response time in adaptive
systems is a critical factor and an improvement of efficiency of the reasoning
with data changes reduce costs (process controlling applications) or even save
life (medical and military applications).
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This paper is a part of our work on reasoning with data changes, called
also the reasoning with knowledge updating. We show that the efficiency of the
general evidence propagation with knowledge updating on Bayesian networks
can be optimised on the following levels:

• (Higher) optimisation of updating processes in a given join tree
• (Lower) optimisation of the join tree structure

Let us notice, that in practise for a given updating process we optimise
a join tree structure or optimise both the updating process and a join tree
structure for this process. Let us call these approaches L and HL respectively.

The paper is organized as follows: in Section 2 we describe a simple updat-
ing process and a new improved approach. Section 3 describes the problem
of the join tree structure optimisation. Section 4 presents results of the com-
parison of existing and proposed approaches to the reasoning with knowledge
updating on Bayesian networks.

2 Optimisation of the updating process

Let us remind, that the reasoning process is performed by message-passing
algorithms in a join tree build for a given Bayesian network. In a join tree
vertices are sets of variables of the original Bayesian network. A join tree is
usually enhanced by separators associated to each edge. A separator contains
the intersection of the variables assigned to the connected vertices. Moreover,
to each vertex Vi and separator Si we associate potentials φVi and φSi re-
spectively that are functions having the variables of Vi and Si as domains.
Initialy potentials φVi are combinations of conditional probability distribu-
tions of the original Bayesian network and φSi = 1. The reasoning process is
carried out by passing messages (potentials) between vertices in two phases:
from leaves towards an arbitrary chosen root and in the opposite direction.

We define the knowledge update as changes of variables (observations,
evidence) or changes of conditional probability distributions of the original
Bayesian network. These changes update a correspondent potential function
(a correspondend vertex of the join tree). We assume, that the knowledge
updates do not change the structure of a Bayesian network. Each knowledge
update forces the repetition of this reasoning process. However, some calcu-
lations need not be repeated. Let us call them initial calculations. They may
be used as a base for updating calculations. The goal is to design an updating
process so that the effort of updating calculations is minimised.

In this section we present a simple updating process, and an improved
approach. Then we define the complexity of both approaches in terms of the
number of elementary operations (additions). These approaches are compared
in the section 4.
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2.1 Simple updating process

A simple idea of the updating process, avoiding unnecessary computations is
presented in [6]. This updating process was proposed to the Shafer-Shenoy
algorithm and is based on the following observation: an updated vertex sends
updating messages to all the other vertices. We identify updating messages
in the following way:

1. Associate a mark ”0” to all the messages of a join tree.
2. For each updated vertex: set a mark to ”1” for all messages on all paths

from the updated vertex to leaves of the join tree.

Messages with the mark ”1” have to be updated. The number of updat-
ing messages is less or equal to the number of all messages. This updating
process works efficiently, because there are two separators between any pair
of neighbour vertices. These separators store messages passed in both direc-
tions. Updating messages have to be recalculated, not changed messages are
retrieved from separators.

This updating process can not be applied without any changes to the
Lauritzen-Spiegelhalter and Hugin algorithms. In these two algorithms we do
not store messages in separators but potentials in vertices. This implicates,
that we have to recalculate not only updating messages but also not changed
ones. However, the efficiency of the updating process in these algorithms can
be improved adding separators between any pair of neighbour vertices. In
this way, not changed messages can be retrieved from these separators.

This extension of these two algorithms is motivated by the results of
the comparison of all the three algorithms carried out for general reasoning
without updating [7]. In the light of this comparison we can not make any
general statement regarding relative computational efficiency of Hugin and
Shafer-Shenoy algorithms their relative efficiency depends on the structure of
a Bayesian network (Lauritzen-Spiegelhalter algorithm is always less efficient
than Hugin algorithm). It seems that a comparison of these algorithms carried
out for general evidence propagation with knowledge updating could lead to
the same results. Moreover, we are interested in the Hugin approach for
another reason - in the next section we present an idea of improved updating
process dedicated to this message-passing architecture.

2.2 Improvement of the updating process

The improvement of the updating process in the Hugin architecture is based
on the idea of removing an old message from a potential associated to a
vertex and absorbing by this vertex an updating message. In this way we
send only updating messages. The removing phenomenon is a part of the
Hugin algorithm and takes place in the outward phase when we remove from
a message data passed in the opposite, inward phase (we store this data in
a separator). This removing is defined as a division of two potentials. Let us
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notice that in the improved updating process each updating message contains
data passed in the opposite direction and we have to refine each updating
message from this data. We will store this data in two separators between
any pair of vertices – one for each direction.

Summarizing, we send updating messages from leaves towards a root of
the join tree (inward phase), and then backwards (outward phase). Passing of
an updating message from a source to a target vertex consists of the following
steps:

1. Recalculate the updating message from the potential of the source.
2. Remove data passed in opposite direction from the updating message.
3. Remove the old message from the potential of the target.
4. Store refined updating message in the separator and send it to the target.

Let us notice, that we can improve this process changing the order of the
two last operations: we can divide the refined updating message by the old
refined message and the result of this operation is sent to a target vertex
division is carried out for smaller (or the same size) potentials. In the same
way Hugin approach improved the Lauritzen-Spiegelhalter one. The correct-
ness of the improved updating process comes from the analysis of the Hugin
algorithm.

Let us compare the simple and the improved approach. In the simple one
we recalculate updated messages, not changed messages are retrieved from
separators. In the improved approach we only recalculate updated messages.
However, we have to take into account the fact that in the improved approach
message-passing is more complicated. Moreover, initialization of potentials
differs in both approaches. In the simple updating process initial potential of
each updated vertex is multiplied by all updated vectors of variable values. In
the improved updating process we update current potentials of each updated
vertex – for each updated variable we divide this potential by old vector
of variable values and multiply by new one. We do not make any general
statement regarding relative computational efficiency of these approaches,
however we expect, that the improved updating process performs better than
the simple one in cases where the number of updating messages is fewer than
the number of all messages. Below we define the exact complexity of both
approaches.

2.3 Complexity of updating processes

Let us start with the definition of two basic operations performed on poten-
tials and their complexity. Sets of variables are denoted by boldface upper-
case letters (X,Y,Z) and their instantiations by boldface lowercase letters
(x,y, z). We define two basic operations on potentials: marginalization and
multiplication. Suppose we have a set of variables Y, its potential φY, and
a set of variables X where X ⊆ Y. The marginalization of φY into X is a
potential φX where each φX(x) is computed as follows:



Comparison of Efficiency of Some Updating Schemes 371

1. Identify the instantiations y1,y1, ... that are consistent with x.
2. Assign to φX(x) the sum φY(y1) + φY(y2) + ...

Given two sets of variables X and Y and their potentials φX and φY, the
multiplication of φX and φY is a potential φZ, where Z = X ∩Y and each
φZ(z) is computed as follows:

1. Identify the instantiations x,y that are consistent with z.
2. Assign to φZ(z) the product φX(x)φY(y).

Let us define the complexity of these two operations in terms of the num-
ber of elementary operations (additions). We assume, that each variable has
only two states (true and false). For the marginalization φY into X we have
summation of 2|Y|−|X| elements repeated 2|X| times, what gives the total
number of elementary operations:

2|X|(2|Y|−|X| − 1) = 2|Y| − 2|X| (1)

For multiplication of φX and φY the total number of elementary opera-
tions is the following (α is a coefficient that represents the relative complexity
of multiplication versus addition):

α max(2|X|, 2|Y|) (2)

Now, let us define the complexity of the simple and the improved updating
processes. We assume that each variable has only two states (true and false).
We define the number of elementary operations (additions) carried out by
message passed between any pair of neighbour vertices {Vi, Vj} during the
inward phase (from Vi to Vj) and the outward phase (from Vj to Vi). We use
the additional notation:

• |Vi| is the number of variables associated to the vertex Vi

• ui is the number of updated variables associated to the vertex Vi

• U is the set of updated vertices
• E is the set of edges of a join tree
• β represents the relative complexity of division versus addition
• wij is equal to 1 if the message from Vi to Vj has to be recalculated

(updating message); 0 otherwise

Complexity of the simple updating process

• Initialization of potentials in updated vertices:∑
Vi∈U

ui α 2|Vi| (3)
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• Inward phase – marginalization and multiplication:∑
{Vi,Vj}∈E

wij(2|Vi| − 2|Vi∩Vj |) + (α 2|Vj|) (4)

• Outward phase – marginalization, division and multiplication:∑
{Vi,Vj}∈E

wji(2|Vj | − 2|Vi∩Vj |) + wji(β 2|Vi∩Vj |) + (α 2|Vi|) (5)

Complexity of the improved updating process

• Initialization of potentials in updated vertices:∑
Vi∈U

ui(β 2|Vi| + α 2|Vi|) (6)

• Inward phase – marginalization, double division and multiplication:∑
{Vi,Vj}∈E

wij(2|Vi| − 2|Vi∩Vj |) + wij(2β 2|Vi∩Vj |) + wij(α 2|Vj|) (7)

• Outward phase – marginalization, double division and multiplication:∑
{Vi,Vj}∈E

wji(2|Vj| − 2|Vi∩Vj |) + wji(2β 2|Vi∩Vj |) + wji(α 2|Vi|) (8)

3 Optimisation of a join tree structure

A join tree can be created by triangulation of the (moralised) graph for a given
Bayesian network. For a given Bayesian network many different triangulated
graphs can be built. Finding an optimal join tree for a given Bayesian network
is NP-hard. In this chapter we present the classical approach to the join tree
structure optimisation, that can be applied to the reasoning with knowledge
updating. Then we present the idea of fitting of a join tree structure to the
updating process, that should be more efficient than the classical approach.
Both approaches are compared in the section 4.

3.1 Classical approach

In the classical, static approach to the general evidence propagation, the typ-
ical objective is to obtain Bayesian network triangulation with small proba-
bility tables. Therefore, the objective is to obtain triangulations of minimum
weight [3]. Let |Vi| = ni. Let Ci = V1, ..., Vk represent a clique of a triangu-
lated graph GT . The weight of GT is defined as follows:
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w(GT ) = log2

∑
Ci

∏
Vi∈Ci

ni (9)

For a given triangulation the optimal join tree can be build in a very
efficient way [2]. The basic technique applied to triangulate a graph G (that
represents a given Bayesian network) is to add the extra edges T produced
by eliminating the vertices of G one by one. This technique is not guaranteed
to produce optimal triangulations (in terms of the weight of the triangu-
lated graph) when the vertices are selected at random. Several heuristic al-
gorithms were suggested and compared for establishing elimination orderings
[3]. A simulated annealing metaheuristic and evolutionary algorithm were
also applied. In [5] we proposed a local search heuristic based on the idea
of evolutionary algorithms and compared with other heuristics (random gen-
erated graphs) and metaheuristics (benchmark graphs). Results obtained by
the evolutionary algorithm were much better than results obtained by the
heuristics. For the benchmark graphs the evolutionary algorithm was able
to achieve the best known results, moreover average values were better than
obtained by these two other metaheuristics.

3.2 Fitting a join tree to the updating problem

Let us notice, that the classical approach optimise the sum of sizes of cliques,
not the computational effort of the updating process. Therefore the objective
of the join tree optimisation should be the total cost of the updating process.
That should improve the effectiveness of the updating process.

We assume, that evidence and hypotheses are known a priori, so we are
able to build a join tree minimising the number of elementary operations
of the updating process. We implemented the aforementioned evolutionary
algorithm in order to obtain elimination sequences of vertices. For a given
elimination sequence a join tree is build by the algorithm described in [2].
Evidence or hypothesis is associated to a clique of the minimal size that con-
tains this variable. For such a structure the number of elementary operations
of the updating process is calculated. We expected, that fitting a join tree to
the updating process should be more effective than the classical approach.

4 Comparison of efficciency of updating schemes

Let us define an updating scheme as a connection of an updating process and
a join tree optimisation. We compared the classical approach (C) and two
updating schemes aforementioned in the introduction of the paper:

• (C) simple updating, a join tree optimised by the classical approach
• (L) simple updating, a join tree optimised to the simple updating
• (HL) improved updating, a join tree optimised to the improved updating
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Join trees were optimised by the evolutionary algorithm: tournament se-
lection method (constant tournament size equal to 3). Crossover OX2 with
the rate 40%; mutation ISM with the rate 100%. The stop criteria is the fol-
lowing: 400 iterations without improvement of the fitness function, maximum
7000 iterations.

The experiments were carried out for randomly generated Bayesian net-
works with 50 variables (n), two states of each variable and different densities
(d). The number of evidence variables (e) was equal to 1, 5 and 10. The num-
ber of hypotheses (h) was fixed and equal to 2. For each configuration of
graph parameters (d, e) the following steps were carried out:

• Evidence and hypotheses were randomly chosen.
• For each approach (C, L, HL) we calculated the number of elementary op-

erations (NC , NL, NHL respectively) carried out by its updating process
as follows: the evolutionary algorithm generating join trees was run twice
and for the best generated join tree the number of elementary operations
was calculated.

• The value NC was treated as a reference point. Then, we computed the
relative deviations RDL, RDHL between this reference point and results
obtained by two other approaches as follows:

RDL =
NC −NL

NC
100 [%] (10a)

RDHL =
NC −NHL

NC
100 [%] (10b)

For each configuration of graph parameters 50 Bayesian networks were
randomly generated in order to obtain the average values of RDL and RDHL.
Values α and β were set respectively to 1.17 and 3.27 by a simple experiment.
Below we present the comparison of average, minimal and maximal values of
RDL and RDHL and standard deviations.

Table 1. Comparison of efficiency of updating schemes (e = 1)

ave min max ave min max

n d RDL RDL RDL σL RDHL RDHL RDHL σHL

50 10 13.04 -17.99 39.75 10.50 38.93 -3.75 69.14 11.23

30 17.20 -27.58 52.43 14.15 41.10 12.27 65.89 10.02

50 15.89 -16.95 49.88 12.53 40.12 14.69 70.88 9.86

70 14.76 -10.67 42.91 11.64 43.62 -6.87 70.37 12.24

90 9.35 0.00 45.50 11.56 22.74 -150.69 71.44 40.59
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Table 2. Comparison of efficiency of updating schemes (e = 5)

ave min max ave min max

n d RDL RDL RDL σL RDHL RDHL RDHL σHL

50 10 7.69 -18.20 41.84 9.98 14.35 -22.75 62.57 17.12

30 13.30 -70.00 54.90 18.15 21.79 -49.51 67.05 25.10

50 18.70 0.00 47.85 12.24 37.07 -11.36 67.11 15.54

70 18.22 0.00 51.85 12.96 36.54 -42.27 71.25 23.65

90 7.86 0.00 34.76 10.01 -34.59 -238.69 59.15 60.75

Table 3. Comparison of efficiency of updating schemes (e = 10)

ave min max ave min max

n d RDL RDL RDL σL RDHL RDHL RDHL σHL

50 10 1.33 -87.47 64.74 27.22 -0.07 54.86 59.99 17.20

30 10.60 -31.72 52.72 14.93 16.63 -14.88 56.72 16.68

50 14.23 -97.93 54.26 20.20 23.78 -39.68 61.85 22.46

70 17.78 0.00 66.86 16.98 22.10 -111.38 83.14 38.02

90 7.71 0.00 47.91 12.71 -87.71 -185.04 43.85 68.16

Results obtained by the first proposed updating scheme L show that the
optimisation of the join tree structure on average performs better than the
classical approach – as we expected. The efficiency depends on the structure
(density) of the network – proposed updating scheme tends to be clearly faster
for densities between 30 and 70 %. However, the proposed updating scheme
does not outperform the classical approach in all cases, what is indicated by
negative values of minRDL.

Further improvement of the efficiency is achieved by the second updating
scheme HL. Let us notice, that the improvement strongly depends on the
number of updates. This is expected as the number of updates has the im-
portant influence on the complexity of the improved updating process. For
some cases, this updating scheme is on average even worse than the classical
approach what is indicated by negative values of aveRDHL.

5 Conclusions

This paper addresses the issue of efficiency of the general reasoning on Bayesian
networks with data changes. Classical approach to the problem consists in
the performing only the necessary calculations in a join tree. Two possible
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improvements are described and discussed: optimisation of the updating pro-
cess in a given join tree and optimisation of a join tree structure for a given
updating problem. Formulas of computational complexity are given for im-
proved and non-improved updating processes. Based on these improvements
two updating schemes were proposed.

The main contribution of this paper is the comparison of efficiency of up-
dating schemes in terms of the number of elementary operations. The results
obtained in the experiment are encouraging and show that improved updating
schemes outperform the classical approach for some cases. However, further
investigation is necessary. Future research trends also include a comparison
of updating schemes on Bayesian networks in terms of the reasoning time.
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Analysis of the Statistical Characteristics in
Mining of Frequent Sequences

Romanas Tumasonis and Gintautas Dzemyda
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Lithuania

Abstract. The paper deals with the search and analysis of the subsequences in
large volume sequences (texts, DNA sequences, etc.). A new algorithm ProMFS
for mining frequent sequences is proposed and investigated. It is based on the
estimated probabilistic-statistical characteristics of the appearance of elements of
the sequence and their order. The algorithm builds a new much shorter sequence
and makes decisions on the main sequence in accordance with the results of analysis
of the shorter one.

1 Introduction

Sequential pattern mining [3-6], which finds the set of frequent subsequences
in sequence databases, is an important datamining task and has broad ap-
plications, such as business analysis, web mining, security, and bio-sequences
analysis. We will examine just plain text information. Text mining is a varia-
tion on a field called data mining, that tries to find interesting patterns from
large databases. The difference between regular data mining and text mining
is that in text mining the patterns are extracted from natural language text
rather than from structured databases of facts. Databases are designed for
programs to process automatically; text is written for people to read. Text
mining methods can be used in bioinformatics for analysis of DNA sequences.
A DNA sequence (sometimes genetic sequence) is a succession of letters rep-
resenting the primary structure of a real or hypothetical DNA molecule or
strand, The possible of sequence letters are A, C, G, and T, representing
the four nucleotide subunits of a DNA strand (adenine, cytosine, guanine,
thymine), and typically these are printed abutting one another without gaps,
as in the sequence AAAGTCTGAC (see [2] for details).

The problem of mining sequential patterns is formulated, e.g., in [3,4].
Assume we have a set L={i1, i2, ... , im} consisting of m distinct elements,
also called items. An itemset is a nonempty unordered collection of items.
A sequence is an ordered list of itemsets. A sequence α is denoted as (α1 →
α2 →. . .→ αq), where the sequence element αj is an itemset. An item can
occur only once in an item set, but it can occur multiple times in different
item sets of a sequence [4]. We solve a partial problem, where itemset con-
sists of one item only. A sequence α=(α1 →α2 →. . .→αn) is a subsequence
of another sequence β=(β1 →β2 →. . .→βm), if there exist such numbers
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t1, t2, ..., tn, where tj+1 = tj +1, j = 1, ..., n and αj = βtj for all aj . Here βtj

are elements of the set L. We analyze a sequence (the main sequence) S that
is formed from single elements of L (not their sets, as is used in the classical
formulation [3, 4] of the problem). In general, the number of elements in S is
much larger than that in L. We have to find the most frequent subsequences
in S. The problem is to find subsequences whose appearance frequency is
more than some threshold called minimum support, i.e. the subsequence is
frequent iff it occurs in the main sequence not less than the minimum support
times.

The most popular algorithm for mining frequent sequences is the GSP
(Generated Sequence Pattern) algorithm. It has been examined in a lot of
publication (see, e. g., [1, 3]). While searching frequent sequences in a long
text, a multiple reviewing is required. The GSP algorithm minimizes the
number of reviewings, but the searching time is not satisfactory for large
sequence volumes. Other popular algorithms are e.g. SPADE [3], PrefixSpan
[7], FreeSpan [8], and SPAM [9].

In this paper, a new algorithm for mining frequent sequences (ProMFS)
is proposed. It is based on estimated statistical characteristics of the appear-
ance of elements of the main sequence and their order. It is an approximate
method. The other method of this class is ApproxMAP [10]. The general idea
of ApproxMAP is is that, instead of finding exact patterns, it identifies pat-
terns approximately shared by many sequences. The difference of our method
is that we estimate the probabilistic-statistical characteristics of elements of
the sequence database, generate a new much shorter sequence and make de-
cisions on the main sequence in accordance with the results of analysis of the
shorter one.

2 GSP (Generated Sequence Pattern) algorithm

Let us note that if the sequence is frequent, each its possible subsequence is
also frequent. For example, if the sequence AABA is frequent, all its subse-
quences A, B, AA, AB, BA, AAB, and ABA are frequent, too. Using this
fact, we can draw a conclusion: if a sequence has at least one infrequent sub-
sequence, the sequence is infrequent. Obviously, if a sequence is infrequent,
all newly generated (on the second level) sequences will be infrequent, too.

At first we check the first level sequences. We have m sequences. After
defining their frequencies, we start considering the second level sequences.
There will be m2 of such sequences (i1i1, i1i2, . . . , i1im, i2i1, . . . , i2im, . . . ,
imi1, . . . , imim). However, we will not check whole the sequences set. Ac-
cording to the previous level, we will only define which sequences should be
checked and which not. If the second level sequence includes an infrequent
sequence of the previous level (first level), then it is infrequent and we can
eliminate it even without checking it up. Let us analyze an example. Suppose
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that some sequence is given:

S = ABCCCBBCABCABCABCBABCCCABCAABABCABC (1)

Table 1. The first level

Level Sequence Frequency Is it frequent?

1 A 10 +

1 B 13 +

1 C 13 +

Table 2. The second level

Level Sequence Shall we check it? Frequency Is it frequent?

2 AA + 1 -

2 AB + 9 +

2 AC + 0 -

2 BA + 2 -

2 BB + 1 -

2 BC + 9 +

2 CA + 6 +

2 CB + 2 -

2 CC + 4 +

Table 3. The third level

Level Sequence Shall we check it? Frequency Is it frequent?

3 ABA - - -

3 ABC + 8 +

3 ABB - - -

3 BCA + 5 +

3 BCB - - -

3 BCC + 2 -

3 CAB + 5 +

3 CAA - - -

3 CAC - - -

3 CCA + 1 -

3 CCB - - -

3 CCC + 2 -
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We will say that the sequence is frequent iff it occurs in the text not less
than 4 times, i.e. the minimum support is equal to 4. We can see that all the
sequences in the first level (Table 1) are frequent. Now we will generate the
next level according to these sequences. We have checked all the sequences
in the second level (Table 2), because all the previous the level sequences
were frequent. Now we will generate next level. We will not check six newly
got sequences: ABA, ABB, BCB, CAA, CCB of the third level (Table 3)
since they include infrequent subsequences of the previous level. The reduced
amount of checking increases the algorithm efficiency and reduces time input.
As the third level does not contain frequent sequences, we will not form
the forth level and say that the performance of the algorithm is completed.
Frequent sequences will be A, B, C, AB, BC, CA, CC, ABC, BCA, CAB.

3 The probabilistic algorithm for mining frequent
sequences (ProMFS)

The new algorithm for mining frequent sequences is based on the estimation
of the statistical characteristics of the main sequence:

• the probability of element in the sequence,
• the probability for one element to appear after another one,
• the average distance between different elements of the sequence.

The main idea of the algorithm is following:

1. some characteristics of the position and interposition of elements are de-
termined in the main sequence;

2. the new much shorter model sequence C̃ is generated according to these
characteristics;

3. the new sequence is analyzed with the GSP algorithm (or any similar
one);

4. the subsequences frequency in the main sequence is estimated by the
results of the GSP algorithm applied on the new sequence.

Let:
1) P (ij) = V (ij)/(V S) be a probability of occurrence of element ij in the

main sequence, where ij ∈ L, j = 1, ..., m. Here L={i1, i2, ... , im} is the set
consisting of m distinct elements. V (ij) is the number of elements ij in the
main sequence S ; VS is the length of the sequence.

2) P (ij |iv) be the probability of appearance of element iv after element
ij , where ij , iv ∈ L, j, v = 1, ..., m.

3) D(ij |iv) be the distance between elements ij and iv, where ij, iv ∈
L, j, v = 1, ..., m. In other words, the distance D(ij |iv) is the number of
elements that are between ij and the first found iv seeking from ij to the end
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of the main sequence, where D(ij |iv) includes iv. The distance between two
neighboring elements of the sequence is equal to one.

4) Â be the matrix of average distances. Elements of the matrix are as
follows: ajv = Average(D(ij |iv), ij , iv ∈ L), j, v = 1, ..., m. All these char-
acteristics can be obtained during one search through the main sequence.
According to these characteristics a much shorter model sequence C̃ is gener-
ated. The length of this sequence is l. Denote its elements by cr, r = 1, ..., l.
The model sequence C̃ will contain elements from L: ij ∈ L, j = 1, ..., l.
For the elements cr, a numeric characteristic Q(ij, cr), r = 1, ..., l, j =
1, ..., m, is defined. Initially, Q(ij , cr) is the matrix with zero values that
are specified after the statistical analysis of the main sequence. A comple-
mentary function q(cr, arj) is introduced. This function increases the value
of characteristics Q(ij, cr) by one. The first element c1 of the model se-
quence C̃ is that from L, that corresponds to max(P (ij)), ij ∈ L. Ac-
cording to c1, it is activated the function q(c1, a1j) =⇒ Q(ij, 1 + a1j) =
Q(ij , 1+ a1j)+ 1, j = 1, ..., m. Remaining elements cr, r = 2, ..., l, are chosen
in the way below. Consider the r-th element cr of the model sequence C̃.
The decision, which symbol from L should be chosen as cr, will be made
after calculating max(Q(ij , cr)), ij ∈ L. If for some p and t we obtain
that Q(ip, cr) = Q(it, cr), then element cr is chosen by maximal value of
conditional probabilities, i.e. by max(P (c(r−1)|ip), P (c(r−1)|it)): cr = ip if
P (c(r−1)|ip) > P (c(r−1)|it), and cr = it if P (c(r−1)|ip) < P (c(r−1)|it). If
these values are equal, i.e. P (c(r−1)|ip) = P (c(r−1)|it), then cr is chosen in
dependence on max(P (ip), P (it)). After choosing the value of cr, the function
q(cr, arj) =⇒ Q(ij, r +arj) = Q(ij , r+arj)+1 is activated. All these actions
are performed consecutively for every r = 2, ..., l. In such way we get the
model sequence C̃ which is much shorter than the main one and which may
be analyzed by the GSP algorithm with much less computational efforts.

Consider the previous example with the main sequence (1) given in Section
2. L ={A, B, C}, i.e. m=3, i1 = A, i2 = B, i3 = C. The sequence has V S=35
elements.

After one checking of this sequence such probabilistic characteristic are
calculated:

P (A) = 10/35 ≈ 0.2857, P (B) = 12/35 ≈ 0.3429, P (C) = 13/35 ≈
0.3714, P (A|A) = 0.1, P (A|B) = 0.9, P (A|C) = 0, P (B|A) ≈ 0.1667,
P (B|B) ≈ 0.0833, P (B|C) ≈ 0.7500, P (C|A) ≈ 0.4615, P (C|B) ≈ 0.1538,
P (C|C) ≈ 0.3077.

Table 4. The matrix Â of average distances

A B C

A 3.58 1.10 2.50

B 2.64 2.91 1.42

C 2.33 2.25 2.67
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Let us compose a model sequence C̃, whose length is l=8. At the begin-
ning, the sequence C̃ is empty, and Q(ij , cr) = 0, r = 1, ..., l, j = 1, ..., m:

r 1 2 3 4 5 6 7 8
A 0 0 0 0 0 0 0 0
B 0 0 0 0 0 0 0 0
C 0 0 0 0 0 0 0 0

Model sequence C̃ - - - - - - - -

The first element of C̃ is determined according to the largest probability
P (ij). In our example, it is C, i.e. c1 = C. Recalculate Q(ij, c1), j = 1, 2, 3,
according to the average distances. The situation becomes as follows:

r 1 2 3 4 5 6 7 8
A 0 0 1 0 0 0 0 0
B 0 0 1 0 0 0 0 0
C 0 0 0 1 0 0 0 0

Model sequence C̃ C - - - - - - -

Let us choose c2. All three values Q(ij , c1), j = 1, 2, 3, are equal. Moreover,
they are equal to zero. Therefore, c2 will be determined by maximal value
of conditional probabilities. Max(P (C|A), P (C|B), P (C|C)) = P (C|A) =
0.4615. Therefore, c2 = A. Recalculate Q(ij, c2), j = 1, 2, 3, according to the
average distances. The situation becomes as follows:

r 1 2 3 4 5 6 7 8
A 0 0 1 0 0 1 0 0
B 0 0 2 0 0 0 0 0
C 0 0 0 1 1 0 0 0

Model sequence C̃ C A - - - - - -

Next three steps of forming the model sequence are given below:

r 1 2 3 4 5 6 7 8
A 0 0 1 0 0 2 0 0
B 0 0 2 0 0 1 0 0
C 0 0 0 1 2 0 0 0

Model sequence C̃ C A B - - - - -

r 1 2 3 4 5 6 7 8
A 0 0 1 0 0 3 0 0
B 0 0 2 0 0 2 0 0
C 0 0 0 1 2 0 1 0

Model sequence C̃ C A B C - - - -
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r 1 2 3 4 5 6 7 8
A 0 0 1 0 0 3 1 0
B 0 0 2 0 0 2 1 0
C 0 0 0 1 2 0 1 1

Model sequence C̃ C A B C C - - -

The resulting model sequence is C̃= CABCCABC. The GSP algorithm
determined that the longest frequent subsequence of the model sequence is
ABC when the minimum support is set to two. Moreover, the GSP algorithm
has determined the second frequent subsequence CAB of the model sequence
for the same minimum support. In the main sequence (1), the frequency
of ABC is 8 and that of CAB is 5. However, the subsequence BCA, whose
frequency is 5, has not been determined by the analysis of the model sequence.
One of the reasons may be that the model sequence is too short.

4 Experimental results

The probabilistic mining of frequent sequences was compared with the GSP
algorithm. We have generated the text file of 100000 letters (1000 lines and
100 symbols in one line). L ={A, B, C}, i.e. m=3, i1 = A, i2 = B, i3 = C. In
this text we have included one very frequent sequence ABBC. This sequence
is repeated 20 times in one line. The remaining 20 symbols of the line are
selected at random. First of all, the main sequence (100000 symbols) was
investigated with the GSP algorithm. The results are presented in Figures
1 and 2. They will be discussed more in detail together with the results of
ProMFS. ProMFS generated the following model sequence C̃ of length l=40:

C̃ = BBCABBCABBCABBCABBCABBCABBCABBCABBCABBCA
This model sequence was examined with the GSP algorithm using the

following minimum support: 8, 9, 10, 11, 12, 13, and 14. The results are pre-
sented in Figures 1 and 2. Fig. 1 shows the number of frequent sequences
found both by GSP and ProMFS. Fig. 2 illustrates the consumption of com-
puting time used both by GSP and ProMFS to obtain the results of Fig. 1
(the minimum support in ProMFS is Ms=8; the results are similar for larger
Ms). The results in Fig. 1 indicate that, if the minimum support in GSP
analyzing the main sequence is comparatively small (less than 1500 with the
examined data set), GSP finds much more frequent sequences than ProMFS.
When the minimum support in GSP grows from 2500 till 6000, the number
of frequent sequences by GSP decreases and by ProMFS increases. In the
range of [2500, 6000], the number of frequent sequences found both by GSP
and ProMFS is rather similar. When the minimum support in GSP continues
growing, the number of frequent sequences found by both algorithms becomes
identical. When comparing the computing time of both algorithms (see Fig.
2), we can conclude, that the ProMFS operates much faster. In the range of
the minimum support in GSP [2500, 6000], ProMFS needs approximately 20
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times less of computing time as compared with GSP to obtain the similar
result.

Fig. 1. Number of frequent sequences found both by GSP and ProMFS (minimum
support in ProMFS is Ms=8, . . . , 14)

Fig. 2. Computing time used both by GSP and ProMFS (minimum support in
ProMFS is Ms=8)

5 Conclusion

The new algorithm ProMFS for mining frequent sequences is proposed. It is
based on the estimated probabilistic-statistical characteristics of the appear-
ance of elements of the sequence and their order: the probability of element
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in the sequence, the probability for one element to appear after another one,
and the average distance between different elements of the sequence. The
algorithm builds a new much shorter model sequence and makes decision on
the main sequence in accordance on the results of analysis of the shorter one.
The model sequence may be analyzed by the GSP or other algorithm for
mining frequent sequences: the subsequences frequency in the main sequence
is estimated by the results of the model sequence analysis. The experimental
investigation indicates that the new algorithm allows to save the comput-
ing time in a large extent. It is very important when analyzing very large
data sequences. Moreover, the model sequence, that is much shorter than the
main one, may be easier understandable and perceived: in the experimental
investigation, the sequence of 100000 elements has been modeled by a se-
quence of 40 elements. However, the sufficient relation between the length
of the model sequence and the main sequence needs for a more deep inves-
tigation – both theoretical and experimental. In the paper, we present the
experimental analysis of the proposed algorithm on the artificial data only.
Further research should prove the efficiency on the real data. The research
should disclose the optimal values of algorithm parameters (e.g. the length
lof the model sequence C̃, the minimum support for analysis of the model
sequence). Another perspective research direction is the development of ad-
ditional probabilistic-statistical characteristics of large sequences. This may
produce the model sequence that is more adequate to the main sequence.
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Abstract. In this paper we show that applying of multidimensional decomposi-

tions can improve the modelling results. The predictions usually consist of twofold

elements, wanted and destructive ones. Rejecting of the destructive components

should improve the model. The statistical methods like PCA and ICA with new

modifications are employed. The example from the telecom market proofs correct-

ness of the approach.

1 Introduction

Data mining is an automatic process of finding trends and patterns in data

to provide us with the previously unknown knowledge usable for business

purposes [7,11]. Usually, the techniques are used in problems of fraud detec-

tion, client’s market segmentation, risk analysis etc. The typical DM process

includes testing many models, their comparison, choosing of the best and

leaving the rest. In this paper we propose not to waste this ȘrestŤ, but to

use it improving all the results. It can be treated as problem of models aggre-

gation. Usually, it is solved by mixing of the parameters or averaging of the

models’ results [8,16,21]. Our approach concentrates on the decomposition

of models results into interesting basis components. In this way we try to

find the signals with positive and negative influence on final results. After

the destructive signals are rejected and an operation inverse to the previous

decomposition is applied [17,18] then the modelling improvement should be

achieved. The full methodology can be treated as a postprocessing stage in

data mining, involving: decomposition, identification, elimination and com-

position (DIEC) steps.

Because we are looking for latent components the methodology of blind

signal separation (BSS) is suitable here and transformations like independent

component analysis (ICA) and principal component analysis (PCA) can be

used [9,10]. The DIEC stage can be performed after many models are trained

and tested so it is convenient to implement it as a batch type algorithm.

Therefore we propose modification of standard ICA Natural Gradient, from

online to batch form.

The presented methodology will be applied to the problem of estimating a

payment risk of the customer. The high risk clients are usually a small group
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in the population what means sparseness of input variables. We propose a

new type of nonlinear function in ICA algorithm for such variables.

2 Model Results’ Integration

The models try to represent the dependency between input data and tar-

get, but their precision is limited [6]. We assume that each model results

include two types of components: constructive (good) associated with target

and destructive (bad) associated with inaccurate learning data, individual

properties of models etc. Many of good and bad components are common

to all the models due to the same target, learning data set, similar model

structures or optimization methods. Our aim is to explore information given

simultaneously by many models to identify and eliminate components with

destructive influence on models results.

To analyse the data structure we assume that result of model xi, i =
1, . . . , m, with N observations, is linear combination of constructive compo-

nents t1, t2, . . . , tp, and destructive components v1, v2, . . . , vq, what gives

xi = αi1t1 + . . . + αiptp + βi1v1 + . . . + βiqvq . (1)

In close matrix form we have

xi = ait + biv , (2)

where t=[t1, . . . , tp]T is a p×N matrix of target components, v=[v1, . . . , vq]T

is a q×N matrix of residuals, ai = [αi1, . . . , αip],bi = [βi1, . . . , βiq] are vectors

of coefficients. In case of many models we have close matrix form

x = As , (3)

where x = [x1, x2, . . . , xm]T is a m×N matrix of model results, s = [t v]T is a

n×N matrix of basis components (n = p + q), and A = [a1b1, . . . ,ambm]T

is m× n matrix of mixing coefficients.

Our concept is to identify the source signals and the mixing matrix from

the observed models’ results x, and reject the common destructive signals,

what means replacing v in s with zero. After proper identification and rejec-

tion we have ŝ = [t 0]T what allows us to obtain purified target estimation

x̂ = Aŝ = A[t 0]T . (4)

The main problem is to distinguish t from v. This task requires some

decision system. If we don’t have any sophisticated method we can simply

check the impact of all s components on final results. It means the rejecting

one by one, sole source signals si and the mixing the rest in transformation

inverse to decomposition system.
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Although we can deal with binary response variables, the standard models

like logistic regression, MLP, and RBF, give continuous predictions. In such

situation we perform DIEC methodology before the cut off value transforms

continues outcome into a binary.

3 Decomposition Methods

From many transformations which can be applied for our task we focus on

linear multivariate ones like ICA or PCA. The methods use different features

and properties of data but both of them can be considered as looking for a

data representation of the form (3). To find the latent variables A and s we

often can use an transformation defined by matrix W ∈ Rn×m, such that

y = Wx , (5)

where y is related to s and it satisfies specific criteria as e.g. decorrelation or

independence. Particular methods of W estimation are given as follows. For

simplicity we assume that n = m and E{x} = 0.

3.1 Principal Component Analysis (PCA) and Decorrelation
Methods

PCA is a second order statistics method associated with model (1) where the

main idea is to obtain orthogonal variables y1, . . . , ym ordered by decreasing

variance [10]. To find the transformation matrix W the eigenvalue decompo-

sition (EVD) of the correlation matrix Rxx = E{xxT} can be performed by:

Rxx = UΣUT , (6)

where Σ = diag[σ1, . . . , σm] is the diagonal matrix of eigenvalues ordered by

decreasing value, U = [u1, . . . ,um] is orthogonal matrix of Rxx eigenvectors

related to specific eigenvalues. The transformation matrix can be obtained as

W = UT . (7)

Table 1. Decorrelation methods

Decorrelation method Factorization matrix Transformation matrix

Correlation matrix Rxx = R
1
2
xxR

1
2
xx W = R

− 1
2

xx

LU decomposition Rxx = LU W = L−1

Cholesky factorization Rxx = GTG W = G−T
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Next to PCA there exist many other decorrelation methods giving differ-

ent set of decorrelated variables [20]. In Table 1 we briefly present selected

decorrelation method based on linear transformation (5).

3.2 Independent Component Analysis (ICA)

Independent Component Analysis is a statistical tool, which allows us to

decompose observed variable into independent components [3,9]. After ICA

decomposition we have got signals (variables) without any linear and non-

linear statistical dependencies. This is the main difference from the standard

correlation methods (PCA), which allow us to analyze only the linear depen-

dencies. Form many existing ICA algorithms we focus on Natural Gradient

method [1] which online form is as follows:

W(k + 1) = W(k) + µ(k)[I− f(y(k))g(y)T(k)]W(k) , (8)

where W(k) denotes the transformation matrix in k iteration step, f(y) =
[f1(y1), . . . , fn(yn)]T and g(y) = [g1(y1), . . . , gn(yn)]T are vectors of nonlin-

earities which can be adaptively chosen according to normalized kurtosis of

estimated signals κ4(yi) = E{y4
i /}/E2{y2

i /} − 3, see Table 2 [3–5].

Table 2. Nonlinearities for Natural Gradient

fi(yi) gi(yi)

κ4(yi) > 0 tanh(βiyi) sign(yi)|yi|ri

κ4(yi) < 0 sign(yi)|yi|ri tanh(βiyi)

κ4(yi) = 0 yi yi

where ri > 0, βi are constant

The main problem with the choice of nonlinearities based on kurtosis is

fact that the statistics not always exist. Many signals and variables can be

impulsive or sparse and their distributions have not higher order moments

as e.g. the family of α–stable distributions, which do not posses statistics of

order higher than second [14,15]. We propose nonlinear function which allows

us to analyse such distributions [17].

One of the main problems in ICA connected with the α-stable distribu-

tions is the lack of the close form for their probability density function (pdf)

with only small number of exceptions like Cauchy, Pareto or Gaussian [12,13].

In general, the distribution is given by characteristic function of the form [14]:

E(eitZ) =
{

exp{−σα|t|α(1− iβ · sign(t) · tanπα
2 ) + iµt} if α �= 1

exp{−σ|t|(1 + 2iβ
π · sign(t) · ln|t|) + iµt} if α = 1

, (9)
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where 0 < α ≤ 2 describes ȘthicknessŤ of the tails, σ > 0 dispersion,

−1 ≤ β ≤ 1 symmetry and µ location. The α parameter is crucial for descrip-

tion of the α–stable distributions, because for given distribution there are no

moments higher than α. Using expansion of the pdf’s into series we can es-

timate the shape of the nonlinearities for functions with various α. Based on

numerical simulation we propose a general form of nonlinearities for α–stable

distributions as:

fi(yi) =
−2 · yi

θ · σ2 + y2
i · (2 − α)

, (10)

where σ is parameter of dispersion and typically θ = α. The crucial thing

in (10) is proper alpha parameter estimation. For Symmetric Alpha Stable

(SαS) distributions it can be computed from

σ2
z =

π2

6
(α − x−2 − 0.5) , (11)

where σ2
z is second moment of z = ln(|x|). It should be noted that there exist

the family of α–stable distributions, called sub-gaussian α–stable distribu-

tions that are always mutually dependent [14], so (10) is not addressed to

such task.

Batch type ICA algorithm
The standard Natural Gradient algorithm is strongly recommended for

non–stationary environments due to its online form. But there are several

disadvantages associated with such algorithm type as high sensitivity to

learning rate choice or online distributions estimation. To avoid the above

difficulties we propose the more convenient form of the algorithm, which is

the batch type, so we modify (8). We take expected value of (8) and use

the fact that after adequate learning we have W(j + 1) = W(j). Therefore

assuming µ(k) = 1 we have

Rfg = E{f(y)g(y)T} = E{f(Wx)WxT} = I , (12)

what is a condition of proper W estimation. The full batch algorithm is as

follows:

1. Initialize W = W0 and y = Wx.

2. Perform Rfg = E{f(y)g(y)T} and than obtain symmetric matrix by

R̄fg =
1
2
[R̄fg + R̄T

fg] .

3. Use the eigenvalue decomposition R̄fg = UΣUT.

4. Compute Q = Σ−1/2UT and next z = Qy .

5. Substitute Q← QW, y ← z and repeat steps 2–4 .
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To improve efficiency of ICA algorithms the data preprocessing such as

decorrelation can be performed [3]. A typical number of iterations for the

batch algorithm is about 50–100.

4 Practical Experiment

The methodology was applied to estimate the payment risk of the telecom

customers. The problem is to predict whether the client will pay the in-

voice. The models use six variables: trade code of the customer, activation

date, total payment, total payments within last 12 months, the number of

open invoices and the open amount from the last invoices. Five neural net-

work models with MLP6-2-1, MLP6-2-2-1, MLP6-4-1, MLP6-18-1, RBF6-12-

1 structures where chosen for testing the approach described in this paper.

The learning set included 120 000 observations, the validating one 90 000,

and the testing one 90 000. In DIEC stage the PCA and ICA decompositions

were performed.

In this specific application we are mainly interested in two measures which

are the Area under a Receiver Operating Characteristic (ROC) Curve (AUC)

and the number of risky clients (Bad clients) in the first two thousand of the

worst clients. ROC is constructed by plotting a series of pairs of true positive

rate and false positive rate calculated from varying cuts of positivity escalated

by given increments in predicted probability [2]. The number of risky clients

(Bad clients) in the first two thousand of the worst cases is taken due to

business objectives. By inspecting AUC and Bad clients before and after

decompositions we can discover that, rejecting of the specific component,

improved the prediction quality of all the models.

Fig. 1. Results after ICA and PCA transformations

The graphs in Fig. 1 present the improved results after applying specific

decomposition and removing destructive component. The dots and triangles

denote the models. The biggest figures are the models’ results averaging.

Average accuracy of models for risky and good client in predicted and

real terms is shown in Fig. 2. There were about 35% of bad, risky clients
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Fig. 2. Average models’ accuracy and its improvement

among those predicted as the bad ones. On the right we can observe the

prediction improvements. ICA algorithm in this case improves the accuracy

of bad clients prediction by 6% and by the same percent reduces the error of

predicting good clients as the bad ones. PCA lets us to improve the models

by 1,5% on average.

5 Conclusions

In this article we present a new concept of many models results utilizing.

The methodology called DIEC allows us to eliminate common destructive

components from model results. It helps to improve the modelling accuracy

and to enhance generalization abilities due to combining the constructive

components common to all the models.

The investigation of common negative components can give us informa-

tion about using improper factors in data mining process. The destructive

components can be present due to inadequate optimizations methods, bad

learning data, improper variable selection etc. Analysis of those questions

gives us many issues for future research. The other question is what happens,

if it is not possible to check the assumption of the linear dependency between

models’ results and source signals. We can still use the presented approach,

but the interpretation of the estimated signals is not straightforward.
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Abstract. Emotions can be expressed in various ways. Music is one of possible
media to express emotions. However, perception of music depends on many aspects
and is very subjective. This paper focuses on collecting and labelling data for further
experiments on discovering emotions in music audio files. The database of more
than 300 songs was created and the data were labelled with adjectives. The whole
collection represents 13 more detailed or 6 more general classes, covering diverse
moods, feelings and emotions expressed in the gathered music pieces.

1 Introduction

It is known that listeners respond emotionally to music [12], and that music
may intensify and change emotional states [9]. One can discuss if feelings
experienced in relation to music are actual emotional states, since in gen-
eral psychology, emotions are currently described as specific process-oriented
response behaviours, i.e. directed at something (circumstance, person, etc.).
Thus, musical emotions are difficult to define, and the term ”emotion” in the
context of music listening is actually still undefined. Moreover, the intensity
of such emotion is difficult to evaluate, especially that musical context fre-
quently misses influence of real life, inducing emotions. However, music can
be experienced as frightening or threatening, even if the user has control over
it and can, for instance, turn the music off.

Emotions can be characterized in appraisal and arousal components, as
shown in Figure 1 [11]. Intense emotions are accompanied by increased levels
of physiological arousal [8]. Music induced emotions are sometimes described
as mood states, or feelings. Some elements of music, such as change of melodic
line or rhythm, create tensions to a certain climax, and expectations about
the future development of the music. Interruptions of expectations induce
arousal. If the expectations are fulfilled, then the emotional release and re-
laxation upon resolution is proportional to the build-up of suspense of ten-
sion, especially for non-musician listener. Trained listener usually prefer more
complex music.
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Fig. 1. Examples of emotions in arousal vs. appraisal plane. Arousal values range
from very passive to very active, appraisal values range from very negative to very
positive

2 Data Labelling

Data labelling with information on emotional contents of music files can be
performed in various ways. One of the possibilities is to use adjectives, and
if the data are grouped into classes, a set of adjectives can be used to label
a single class. For instance, Hevner in [2] proposed a circle of adjective, con-
taining 8 groups of adjectives. Her proposition was later redefined by various
researchers, see for instance [5]. 8 categories of emotions may describe: fear,
anger, joy, sadness, surprise, acceptance, disgust, and expectancy.

Other way of labelling data with emotions is represent emotions in 2 or
3-dimensional space. 2-dimensional space may describe amount of activation
and quality, or arousal and valence (pleasure) [6],[11], as mentioned in Section
1. 3-dimensional space considers 3 categories, for instance: pleasure (evalu-
ation), arousal, and domination (power). Arousal describes the intensity of
emotion, ranging from passive to active. Pleasure describes how pleasant is
the perceived feeling and it ranges from negative to positive values. Power
relates to the sense of control over the emotion. Examples of emotions in
3-dimensional space can be observed in Figure 2.

In our research, we decided to use adjective-based labelling. The following
basic labelling was chosen, yielding 13 classes, after Li and Ogihara [5]:

• cheerful, gay, happy,
• fanciful, light,
• delicate, graceful,
• dreamy, leisurely,
• longing, pathetic,
• dark, depressing,
• sacred, spiritual,
• dramatic, emphatic,
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Fig. 2. Emotions represented in 3-dimensional space

• agitated, exciting,
• frustrated,
• mysterious, spooky,
• passionate,
• bluesy.

Since some of these emotions are very close, we also used more general
labelling, which gathers emotions into 6 classes [5], as presented in Table 1.

Table 1. Emotions gathered into 6 classes

Class Number Class Name Number of Objects

1 happy, fanciful 57

2 graceful, dreamy 34

3 pathetic, passionate 49

4 dramatic, agitated, frustrated 117

5 sacred, spooky 23

6 dark, bluesy 23

3 Collection of Music Data

Gathering the data for such experiment is a time-consuming task, since it
requires evaluating a huge amount of songs/music pieces. While collecting
data, attention was paid to features of music, which are specific for a given
class. Altogether, 303 songs were collected and digitally recorded - initially in
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MP3 format, then converted into .snd format for parameterization purposes.
For the database the entire songs were recorded.

The main problem in collecting the data was deciding how to classify the
songs. The classification was made taking into account various musical fea-
tures. Harmony is one of such factors. From personal experience (R. Lewis), it
is known that a 9th going back to a major compared to a 5th going back to a
major chord will make the difference between pathetic and dark. Pathetic is,
in one view, the sense one gets when the cowboy loses his dog, wife and home
when she leaves him for another (all on 7ths and 9ths for dissonance, and
then we go back to a major right at the chorus and there is a sense of relief,
almost light hearted relief from this gloomy picture the music has painted).
In other view, pathetic is when our army starts an important battle, flags
are slating and bravery is in the air (like in Wagner’s Walkirie). Dark - is
Mozart’s Requiem - continuous, drawn out, almost never ending diminishing
or going away from the major and almost never going back to the major let
alone going even ”more major” by augmenting.

Certain scales are known for having a more reliable guarantee to invoke
emotions in human being. The most guaranteed scale to evoke emotion is the
Blues scale which is a Pentatonic with accentuated flattened III and VIIth.
Next comes the minor Pentatonic which is known for being ”darker”. The
Major Pentatonic has ”lighter” more ”bright” sound and is typically utilized
in lighter country, rock or jazz. Other scales such as Mixolydian an Ionian
and so forth would diverge into other groups but are not as definitive in
extracting a precise emotion from a human being.

There are Minor Pentatonics used primarily in rock and then Major Pen-
tatonic used primarily in Country - which is sweeter. ”Penta” means five, but
the reason it has six notes is because we also add the lowered 5th of the scale
as a passing tone making this a six note scale.

The ”Blues scale” is really a slang name the Pentatonic Minor scale that
accentuates its flattened III and VIIth’s. For instance, when a common musi-
cian plays with a trained pianist who is not familiar with common folk slang,
if the musician wanted the trained pianist to play with the band while it
played a bluesy emotional song, one could simply tell the to play in C6th
(notes C E G A C E) over Blues chord progression in the key of A” [ root /
b3 / 4th / b5th / 5th / b7 back to root) The aforementioned will make any
audience from Vermont to Miami, South Africa to Hawaii feel bluesy. But
why? What is in this mathematical correlation between the root wave and
the flatted fifths and sevenths that guarantees this emotion of sadness?

But getting back to the Pentatonic. It is the staple jazz, Blues, country and
bluegrass music. The two different Pentatonic scales are major Pentatonic R -
2 - 3 - 5 - 6 which goes great over major chords. The minor Pentatonic is R - b3
- 4 - 5 - b7 and works well for chord progressions based on minor chords. Now
the b3 is where we can bend the emotions of the crowd, it separates country
and ”nice” music to Blues, Metal and so forth because it sounds horribly out
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of place over a major chord. So, we avoid this by playing the b3 with a bend
or slide into the 3rd before going to the root - that is Blues. But the twangy
country sound uses the major Pentatonic and it keeps returning to the tonic
note. The sound that makes the twang sound is produced by bending the
second interval. When a person like Stevie Ray Vaughn, or B.B. King leans
back so overcome with emotion he is really simply playing these five notes,
with that b3 and sometimes the b7 and creating pleasing improvisations over
this ”Blues scale”. Almost all the notes will sound good with almost any
basic Blues tune, in a major or minor key so long as the scale is used with
the same root name as the key you are playing in.

Another issue to consider when collecting the song was copyright. The
copyright issue is a two part test:

1. Did the original means of obtaining the media comply with copyright
law? and

2. Is it being used for personal use, or conversely for financial means and/or
pier to pier use, i.e. giving away or selling the media without the owner’s
consent?

In our case, the original music was bought by one of the authors, R.
Lewis, through CD’s in the store or/and from iTunes. The authors are not
selling neither giving the music to others. The authors went to great lengths
with UNCC security and legal to make sure that it was password protected.
Regarding length, in the past it used to be seven consecutive notes. Recently,
a Federal Court in the US issued a ruling that stated that if a jury believes
it was stolen off then regardless of the length.

Therefore, our data collection was prepared respecting the copyright law.

4 Features for Audio Data Description

Since the audio data itself are not useful for direct training of a classifier,
parameterization of audio data is needed, possibly yielding reasonably limited
feature vector. Since the research on automatic recognition of emotions in
music signal has started quite recently [5], [13], there is no well established
set of features for such a purpose. We decided to use features describing
timbre of sound and the structure of harmony. To start with, we apply such
parameterization to a signal frame of 32768 samples, for 44100 Hz sampling
frequency. The frame is taken after 30 second from the beginning of the
recording. The recordings are stored in MP3 format, but for parameterization
purposes they are converted to .snd format. The feature vector, calculated
for every song in the database, consists of the following 29 parameters [14],
[15]:

• Freq: dominating pitch in the audio frame
• Level: maximal level of sound in the frame
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• Trist1, 2, 3: Tristimulus parameters for Freq, calculated as [7]:

Trist1 =
A2

1∑N
n=1 A2

n

Trist2 =

∑
n=2,3,4 A2

n∑N
n=1 A2

n

Trist3 =
∑N

n=5 A2
n∑N

n=1 A2
n

(1)

where An - amplitude of nth harmonic, N - number of harmonics available
in spectrum, M = �N/2� and L = �N/2 + 1�

• EvenH and OddH : Contents of even and odd harmonics in the spectrum,
defined as

EvenH =

√∑M
k=1 A2

2k√∑N
n=1 A2

n

OddH =

√∑L
k=2 A2

2k−1√∑N
n=1 A2

n

(2)

• Bright: brightness of sound,. i.e. gravity center of the spectrum, calcu-
lated as follows:

Bright =
∑N

n=1 n An∑N
n=1 An

(3)

• Irreg: irregularity of spectrum, defined as [4], [1]

Irreg = log

(
20

N−1∑
k=2

∣∣∣∣∣log
Ak

3
√

Ak−1AkAk+1

∣∣∣∣∣
)

(4)

• Freq1, Ratio1, ..., 9: for these parameters, 10 most prominent peaks in
the spectrum are found. The lowest frequency within this set is chosen as
Freq1, and proportions of other frequencies to the lowest one are denoted
as
Ratio1, ..., 9

• Ampl1, Ratio1, ..., 9: the amplitude of Freq1 in decibel scale, and differ-
ences in decibels between peaks corresponding to Ratio1, ..., 9 and Ampl1.

5 Usefulness of the Data Set: Classification
Experiments

We decided to check usefulness of the obtained data set in experiments with
automatic classification of emotions in music. K-NN (k nearest neighbors)
algorithm was chosen for these tests. In k-NN the class for a tested sample
is assigned on the basis of the distances between the vector of parameters
for this sample and the majority of k nearest vectors representing known
samples. CV-5 standard cross-validation was applied in tests, i.e. 20% of
data were removed from the set for training and afterwards used for testing;
such an experiment was repeated 5 times. In order to compare results with
Li and Ogihara [5], experiments were performed for each class separately,
i.e. in each classification experiment, a single class was detected versus all



Database for Extracting Emotions from Music 401

other classes. The correctness ranged from 62.67% for class no. 4 (dramatic,
agitated and frustrated) to 92.33% for classes 5 (sacred, spooky) and 6 (dark,
bluesy). Therefore, although our database still needs enlargement, it initially
proved its usefulness in these simple experiments.

6 Summary

Although emotions induced by music may depend on cultural background and
other contexts, there are still feelings commonly shared by all listeners. Thus,
it is possible to label music data with adjectives corresponding to various
emotions. The main topic of this paper was preparing a labelled database of
music pieces for research on automatic extraction emotions from music.

Gathering of data is not only a time-consuming task. It also requires find-
ing the reasonable number of music pieces representing all classes chosen, i.e.
emotions. Labelling is more challenging, and in our research it was performed
by a musician (R. Lewis). However, one can always discuss whether other sub-
jects would perceive the same emotions for these same music examples. We
plan to continue our experiments, expanding the data set and labelling it by
more subjects.

The data we collected contain a few dozens of examples for each of 13
classes, labelled with adjectives. One, two, or three adjectives were used for
each class, since such labelling may be more informative for some subjects.
The final collection consists of more than 300 pieces (whole songs or other
pieces). These audio data were parameterized, and feature vectors calculated
for each piece constitute a database, used next in experiments on automatic
classification of emotions using k-NN algorithm. Therefore, our work yielded
a measurable outcomes thus proving its usefulness.
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Abstract. The problem of testing statistical hypotheses of independence of two

multiresponse variables is considered. This is a specific inferential environment to

analyze certain patterns particularly for the questionnaire data. Data analyst nor-

mally looks for certain combination of responses being more frequently chosen than

the other ones. As a result of experimental study we formulate some practical ad-

vices and suggest areas of further research.

Keywords: “pick any” questions, statistical dependency of database fields, statisti-

cal bootstrap, questionnaire surveys, χ2 distribution, contingency table

1 Introduction

Modern society is requested more and more frequently to express its opinions

in terms of questionnaires accompanying various opinion polls. Multiresponse

variables are present or even dominating in those surveys. For an analyst,

not only the responses to particular questions, but relationships among them

are usually of highest interest. The presence of absence of dependence in

responses to various questions may be crucial for different decision making

processes on the side of the surveying institution. Issues like “is the sample

really representative?”, “Are the responders really honest?” or “Can I in-

fluence the population’s behavior on one issue acting on another?” require

finding out if such dependencies exist between carefully designed questions.

In this (and the parallel [9]) paper we want to draw attention to the fact

that analysis of dependence/independence between multiresponse questions

is not as simple as in case of single-response questions. In fact, depending on

the assumed model of independence the questions of presence or absence of

correlations may have different answers for a given survey and the analyst

must be particularly careful when designing a questionnaire with multire-

sponse questions.

Assume a questionnaire was developed to survey certain population from

a point of view that is relevant for a practical purpose. A specific sample of the

appropriate population was surveyed with this questionnaire. We will call this

sample the “real” one assuming that it is “representative” for the population.
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Representativity of the sample has many practical aspects from one hand but

it can be partially formalized (it follows from our considerations) within the

statistical bootstrap methodology from the other. This general methodology

will be developed for our specific problem and can be viewed as a mechanism

the “equivalent” samples are “generated” from population.

We consider a specific: “correlation” vs. “independence” problem con-

nected with the data analysis of questionnaire answers. This problem has

many aspects that may or have to be considered. We propose a set of those

aspects that seems to finally enable a specific, meaningful inference.

“Correlation” applies to the pair of questions: A and B that propose

A and B options respectively. Each responder in the sample (equivalent to

given record in the dataset) could pick any subset of options (including empty

subset) for both questions. This kind of questions we propose to call the

simple multi-response.

2 Examples of datasets

A questionnaire survey was performed in 2004 with the aim to recognize the

patterns of energy consumption by households at the countryside. A sample

of 200 households is representative (from several points of view) for a certain

region of Poland.

We will consider here two multiresponse questions that allow 4 options

each i.e. A = B = 4.

• A – What material is used for heating?

– a1 – coal

– a2 – oil

– a3 – gas LPG

– a4 – timber and/or similar

• B – Type of income of members of household

– b1 – agriculture

– b2 – employee

– b3 – employer

– b4 – pension

Two subsets of database will be taken for computations, that are available

on the Web page http://www.ipipan.waw.pl/~amat/multiresponse/pl/.

1. Records corresponding to households that consists of 2 persons.

2. Records corresponding to households that consists of 5 persons.
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3 Models, statistics and direct p-values

In this section we list the notions that seems to be relevant for the dependence

vs. independence measurement procedure. It should be pointed out, however,

that the list is connected with a methodology that covers only a certain aspect

of a more general problem. It is not clear enough how to formulate this more

general problem since it is not sufficiently researched. Temporary names that

are still not adequate are as follows.

• Pattern search corresponding to A and B (multiresponse) options

• Mining significant combinations of A and B answers.

Let’s restrict ourselves to a specific - dependence-independence hypothesis

testing between two multiresponse - framework. Theoretical considerations

that make a basis for the following list are presented in [9]. Particularly a

definition of bootstrap P-value – called direct P-value – is formulated in that

paper.

We use a generalized statistical bootstrap approach. Adjective “general-

ized” is used here to stress the fact that models we use can be applied without

performing the standard resampling procedure, too.

First well-founded statistic that is oriented for a pair of multiresponse

(earlier one component of the pair was assumed to a be single-response ques-

tion) was proposed by Thomas and Decady [11]. They used an important

approach formulated for more general purposes (see e.g.: [10,6]). The statis-

tic will be called: Thomas-Decady.

Another approach that appeared in paper of Agresti and Liu [1] and then

advocated in papers [4,5] led to two statistics (among others), which will be

called:

• mainstream – a “natural” chi-square type sum,

• symmetric max – maximum of components of the mainstream sum.

3 other statistics that will be called:

• traditional chi sq,

• democratic chi sq,

• non-symmetric max,

follow from other line of research. The approach, which had its first mathe-

matical formulation in paper [8] is oriented for further generalizations. The

point is that simple multiresponse must be treated as a particular case of hi-

erarchical multiresponse and mathematical formalism should take it into ac-

count. The question A above asks for heating material. In certain household

assume they use coal (a1) and wood (a4) e.g.. With the simple multiresponse

question you obtain this information but not the fact that in this specific

household they actually obtain 90% of the useful energy from coal and only

10% from wood. With question that allows hierarchy of options, information

obtained would be deeper.
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More rationale for the above 3 statistics and the following bootstrap sam-

pling schemes:

Super Marginal (SM), Exhaustive Marginal (EM), Restricted Marginal

(RM) are given in: [3] and [9].

A version of our experimental program is available at:

http://www.ipipan.waw.pl/~amat/multiresponse/pl/.

Two basic options of the program allow computations similar to those

presented below and in [9] respectively. Besides the classical statistical boot-

strap calculation program offers exact calculation of direct P-values (for more

information on this aspect see [2]. The algorithm for exact calculation is very

complex computationally, even for very moderate sample sizes, however.

In the Internet location mentioned one can find also all our significant

publications.

4 Results of computation

3 models that are used for the experiment presented here, as a consequence

of their “philosophy”, differ in number of parameters. Generally RM is the

“richest” in this sense since it considers subtables that are taken only partially

into account by EM. SM is still more simple. Clearly RM loses its parametric

advantage if subtables in the sample (i.e. in the dataset) are empty. E.g. if

there no household with 3 kinds of heating materials and 3 sources of income

then subtable (3,3) does not exist and disappear parameters of this table.

We used classical statistical bootstrap calculations with number of resam-

plings equal to 40 000. This gives the standard error, of the entries in tables

presented below, at level less than 0,003.

The characteristics of the first dataset are visible in table 1. Among 32

probabilities (16 for each of both questions) that are defined by model EM,

only 11 are greater than zero. There are 5 subtables (of RM) with non-zero

frequencies but 3 of them have only 1 household.

Table 1. 2-person household – direct P-values for different statistics and models

Super Marginal Exhaustive Marginal Restricted Marginal

traditional chi sq 0,009 0,067 0,201

democratic chi sq 0,005 0,081 0,137

Thomas-Decady 0,062 0,078 0,135

symmetric max 0,014 0,038 0,169

non-symmetric max 0,082 0,213 0,311

mainstream 0,015 0,037 0,175

Among 32 probabilities that define EM model for the second dataset (see

table 2), 17 are greater than zero.
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There are 4 subtables in RM with non-zero frequencies. For combination

(2,2) e.g. we have the following marginal probabilities (p’s correspond to A
while q’s to B): p1100 = 0 p1010 = 0 p0110 = 0,14 p1001 = 0,43 p0101 = 0

p0011 = 0,43 q1100 = 0,43 q1010 = 0,14 q0110 = 0,14 q1001 = 0,14 q0101

= 0,14 q0011 = 0

These probabilities are among the RM parameters.

Table 2. 5-person household – direct P-values for different statistics and models

Super Marginal Exhaustive Marginal Restricted Marginal

traditional chi sq 0,069 0,233 0,293

democratic chi sq 0,253 0,643 0,699

Thomas-Decady 0,156 0,180 0,351

symmetric max 0,307 0,313 0,521

non-symmetric max 0,044 0,148 0,211

mainstream 0,307 0,321 0,516

5 Conclusions

Generally, majority of statistics indicate that 5-persons households present

smaller dependence, between heating materials they use and a type of income

they have, than 2-persons households. There exists an exception for non-

symmetric maximum statistic. Thus the higher “correlation” property is not

absolute.

Note that SM has the smallest number of parameters so, as expected, the

SM indicates the highest significance of relation between the questions.

The RM model gives smaller “correlations” (i.e. higher P-values) then the

EM one. It seems that for 4x4 tables RM takes into account richer variety of

aspects of distribution that characterizes behavior of A and B questions than

EM model. Therefore a possible difference between EM and RM for a given

statistic type can be meaningful. One may suspect that the significance of

statistics for EM in main stream and symmetric statistics (2-person house-

hold) is an artifact and vanishes if we split the table into subtables. So it

may be caused by a tendency of people to choose systematically two or one

answer and has nothing to do with the content of a question.

Out of the list of statistics studied here, only SM model considers directly

the parameters that appear in most appreciated in literature null hypothesis

that formalizes “independence” between A and B. But, as we see here, ap-

parently SM model is exaggeratedly “optimistic” in establishing significant

correlation. This diagnosis needs of course a careful verification in further

investigations, also with respect to implication for independence results of

people not giving any answer a question or choosing all the answers.
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Abstract. Artificial immune systems turned out to be interesting technique in-
troduced into the area of soft-computing. In the paper the idea of an immunologi-
cal selection mechanism in the agent-based evolutionary computation is presented.
General considerations are illustrated by the particular system dedicated to func-
tion optimization. Selected experimental results conclude the work.

1 Introduction

Looking for a computational model, that can be used to solve different dif-
ficult problems, researchers very often turned to the processes observed in
nature. Artificial neural networks, which principles of operation originate
from phenomena occuring in the brain, evolutionary algorithms based on the
rules of organic evolution, multi-agent systems originating from observation
of social processes are the examples of such approach. Also artificial immune
systems, inspired by the human immunity, recently began to be the subject of
increased researchers’ interest. Such techniques are often combined together
to create hybrid systems, that by the effect of synergy exhibit some kind of
intelligent behaviour, which is sometimes called computational intelligence as
opposed to rather symbolic artificial intelligence [2].

Following this idea a hybrid optimization technique of evolutionary multi-
agent systems have been applied to a wide range of different problems [1].
In this paper immunological mechanisms are proposed as a more effective
alternative to classical energetic ones. Particularly the introduction of neg-
ative selection may lead to early removing of improper solutions from the
evolving population, and thus skip the process of energetic evaluation [5] and
speed up the computation. Below, after a short presentation of the basics of
human immunity and artificial immune systems, the details of the proposed
approach are given. Some preliminary results allow for the first conclusions
to be drawn.

2 Human immune system

Human immune system plays a key role in maintaining the stable functioning
of the body. It allows for detection and elimination of disfunctional endoge-
nous cells, termed infectious cells and exogenous microorganisms, infectious
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non-self cells such as bacteria and viruses, which enter the body through var-
ious routes including the respiratory, digestive systems and damaged dermal
tissues [4].

A key role in humoral immunity (the cellular immune layer) play lympho-
cytes, that can be divided into two major subtypes [7]:

B-lymphocytes mature in bone marrow, they are responsible for produc-
tion of immunoglobulins (antibodies) – proteins that neutralize pathogens.

T-lymphocytes mature in thymus, they assist B-lymphocytes in eliminat-
ing of pathogens and are responsible for removing of disfunctional cells
of the body. T-cells are subjected to a process called negative selection
in thymus, where they are exposed to a wide variety self proteins, and
destroyed if they recognize them.

3 Artificial immune systems

Different immune-inspired approaches were constructed and applied to en-
hance algorithms solving many problems, such as classification or optimiza-
tion [8]. Basic principles of immune-based algorithms may be clearly illus-
trated on a classical problem of machine learning – concept learning – as
described below.

Concept learning can be framed as the problem of acquiring the definition
of a general category given a sample of positive and negative training exam-
ples of these categories’ elements [6]. Thus the solutions can be divided into
two groups: self (positive) and non-self (negative). Artificial immune system
which consists of a large number of T-cells can be trained to recognize these
solutions in the process called negative selection. Negative selection algorithm
corresponds to its origin and consists of the following steps:

1. Lymphocytes are created, as yet they are considered immature.
2. The binding of these cells (affinity) to present self-cells (e.g. good solu-

tions of some problem) is evaluated.
3. Lymphocytes that bind themselves to ”good” cells are eliminated.
4. Lymphocytes that survive are considered mature.

Mature lymphocytes are presented with the cells that have unknown origin
(they may be self, or non-self cells), and they are believed to have possibility
of classifying them [8].

4 Immune-based selection in evolutionary multi-agent
systems

The key idea of EMAS is the incorporation of evolutionary processes into a
multi-agent system at a population level. This means that besides interaction
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mechanisms typical for agent-based systems (such as communication) agents
are able to reproduce (generate new agents) and may die (be eliminated from
the system). For more details on this approach see [5].

In order to speed up the process of selection, based on the assump-
tion that ”bad” phenotypes come from the ”bad” genotypes, a new group
of agents (acting as lymphocyte T-cells) may be introduced. They are re-
sponsible for recognizing and removing agents with genotypes similar to the
genotype pattern posessed by these lymphocytes. Of course there must exist
some predefined affinity function, e.g. using real-value genotype encoding, it
may be based on the percentage difference between corresponding genes. The
lymphocyte-agent may be created in the system during the removal of the
solution-containing agent, so it contains the genotype pattern of this agent,
which was perceived as ”bad”. In both cases, the new lymphocytes must un-
dergo the process of negative selection. In a specific period of time, the affinity
of the immature lymphocytes patterns to the ”good” agents (posessing rel-
ative high amount of energy) is tested. If it is high (lymphocytes recognize
”good” agents as ”non-self”) they are removed from the system. If the affinity
is low – probably they will be able to recognize ”non-self” individuals (”bad”
agents) leaving agents with high energy intact.

5 Immunological evolutionary multi-agent system for
optimization

The immunologically-enhanced optimization algorithm may be described as
follows:

1. Initialize the whole population of agents with random problem solutions
and the initial energy level.

2. Let every agent and T-cell perform its tasks:
(a) agent’s specific tasks look as follows:

• agent rendezvous – compare fitness with neighbours and exchange
a portion of energy with them.

• agent reproduction – if energy reaches certain level, look for the
neighbour that is able to reproduce, and create new agent, then
pass the fixed portion of the parents’ energy to their child,

• agent migration – if energy reaches certain level, leave the current
island and move to another,

• agent death – if energy falls below certain level – the agent is
removed from the system and T-cell is created based on the geno-
type of the removed agent.

(b) T-cell specific task: affinity testing – existing T-cells search the popu-
lation for agents similar to the genotype pattern contained in a T-cell.
If the T-cell survived the process of negative selection – it causes the
removal of similar agent. Otherwise T-cell is removed from the sys-
tem.
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Fig. 1. Optimization results obtained for EMAS (a), and iEMAS (b)

3. Look for the best current solution presented by one of the agents in the
population. Go to 2. until the ending condition is true.

In the proposed approach, real-value encoding of the solutions is used, and
the affinity was determined using the relation of the corresponding genes, in
the following way. Let p = [p1 . . . pn] be a paratope (genotype pattern owned
by the lymphocyte) and e = [e1 . . . en] be an epitope (genotype owned by
the antigen – in the described system it is simply the genotype of the tested
agent), and n is the length of the genotype. If dmax is the maximum deviation
and cmin is the minimum count of corresponding genes, the construction of
the set of corresponding genes may be considered:

G = {pi :
∣∣∣∣pi

ei

∣∣∣∣ ≤ dmax}

The lymphocyte is considered as stimulated (its affinity reached minimal
level) when

=

G ≥ cmin, and considered as non-stimulated otherwise.

6 Preliminary results

The experiments were performed in order to show whether the introduction
of the immunological-based selection mechanism into EMAS will make the
classical energetic selection more effective. Ten-dimensional Rastrigin func-
tion was used as a benchmark optimization problem.

Evolutionary multi-agent system consisted of one evolutionary island,
with initial population of 100 agents. Before maturing, every lymphocyte
undergone the negative selection process. During 10 system steps, if imma-
ture lymphocyte was stimulated by an agent with energy of 150 or higher,
the cell was removed from the system.

In figure 1 the optimization results are presented in terms of fitness of
the best solution in consecutive steps of the system activity. Since the num-
ber of agents in the system changes, these steps reflect the total number of



Immunological Selection Mechanism 415

agents evaluated in the system. Each plot shows an average (and the value
of standard deviation) fitness of the best agent obtained from the 10 runs of
optimization with the same parameters. Comparing the plots, it seems that
introduction of the immunological selection allows for slightly better approx-
imation of the solution in the same time, yet the difference observed is not
convincing at a time.

7 Conclusion

In the paper an immune-based selection mechanism for evolutionary multi-
agent systems was presented. As the preliminary experimental results show,
it allows for improper individuals to be removed from the system faster than
using classical energetic selection, and thus allows for obtaining slightly better
solutions in comparable time.

Up till now it is still too early to compare this method with various
other optimization heuristics known from the literature. The work in progress
should allow for the comparison with classical methods of immune-based and
evolutionary optimization.

The approach seems to be especially adequate for solving problems in
which fitness evaluation takes relatively long time, e.g. optimization of neural
network architecture which requires training of the neural network each time
it is evaluated [3]. Thus further research will surely concern applications based
on evolutionary neural networks.
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Abstract. Nowadays detecting destructive attacks and dangerous activities is cru-
cial problem in many real world security systems. A security system should enable
to distinguish some actors which effects of behavior are perhaps unfavorable for a
considered area. The considered areas are real world systems e.g. airports, shops or
city centers. Project of real world security system should assume the changing and
unpredictable type of dangerous activities in real world systems. Security system
has to detect and react to new kind of dangers that have never been encountered be-
fore. In this article there are presented methods derived from some ethically–social
and immunological mechanisms that should enable automated intrusion detection.

1 Real world system and its computer model

A real world system (e.g. airport, shop or city center) can be considered as
an environment with resources and actors. Resources (e.g. cars, rubbish bins)
have characteristic properties and can be perceived, destroyed or modified by
actors. Actions of every actor collected in a period of time form a sequence
that define his behavior. The length of this sequence is meaningful and an-
alyze of actor’s behavior is more unambiguous if stored sequences of actions
are longer.
On the base of the real world system it is possible to build computer

model that simulates events which take place in this real system. It can be
realized a real-time simulation of a real system. Events in simulated system
are determined by real events taking place in the real world system. In pre-
sented work there is used a multiagent model of the real world system in
which the real resources are represented by simulated resources and actors of
the real system are represented by agents.
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2 Estimation of behavior

Actions undertaken by an agent are considered as objects. These objects form
a sequence which is registered by all agents existing in the system. Similarly to
real world systems where all individuals in society observe and estimate other
entities (whose actions could be noticed), in multiagent system all agents can
observe and estimate behavior of all individuals in the monitored area.
Registered sequences of objects could be processed in order to decide

whether the behavior of the acting agent is good — favorable or bad —
unfavorable or with unfavorable consequences. It should be mentioned, that
the quoted notions of good and bad do not have absolute meaning. Good
behavior or good agent is a desirable individual for a system (monitored
area) in which evaluation takes place. Bad agent is an undesirable agent in
a considered system.

2.1 Behavior estimation inspired by immunological mechanisms

The immune system appears to be precisely tuned to the problem of detecting
and eliminating pathogens. There are a lot of similarities between the problem
of detecting pathogens (unfavorable chains of molecules) and detecting of bad
behavior (unfavorable chains of actions). Particular mechanisms, inspired by
immunological mechanisms (as found in [4–6]) are applied to estimate the
behavior of an agent.
Immunological mechanisms which are used in unfavorable behavior detec-

tion operate on structures that consist of actions committed by agents. That
structures have form of sequences (chains) of objects — actions performed
by agents. The length of a chain is defined as l (i. e. every chain contains l
objects). Every object represents one action undertaken by an agent.
The algorithm of behavior estimation inspired by immunological mecha-

nisms is the following (from a point of view of an exemplary agent):

1. permanently observe and store actions (corresponding objects) under-
taken by every agent visible in the environment (system);

2. once after a fixed number of observed actions (undertaken by every agent)
generate corresponding detectors;

3. when detectors are generated — evaluate (estimate) behavior of every
agent in the system on the base of observed actions which are permanently
stored.

The generated detectors have a form of fragments of sequences (subse-
quences) composed of objects representing actions. A subsequence may be
considered as a detector if it does not appear in a sequence of actions of an
agent that owns this detector. The process of creation of detectors takes place
after a fixed number of memorized actions because we need to gather knowl-
edge about undertaken actions. Behavior estimation consists of verification
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of sequences of all agents’ actions in monitored area. Behavior of an agent is
evaluated as bad if its sequence of actions is similar (within a fixed level) to
detectors.

2.2 Behavior estimation in multiagent system

Section 2.1 presentes behavior estimation mechanisms from a point of view
of an agent. That mechanisms built-in into an exemplary agent are named
division profile. Precise description of division profile was presented in [1–3].
From a point of view of agents’ society, all agents in the simulated system
should be equipped with division profile so the security will be assured by
all agents existing in the system. This is very similar to some ethically–
social mechanisms that act in societies — security in a society is assured by
individuals who function in this particular society.
If all agents undertake autonomous decisions about their aims which agent

is bad and should be eliminated, there have to be applied mechanisms which
collect that results of behavior estimations. Mentioned mechanisms (pre-
sented precisely in [1–3]) prevent deleting of agents which are chosen to be
deleted by small amounts of agents.

3 Experiment

In order to confirm effectiveness and utility of proposed solutions multiagent
system with asynchronously acting agents was implemented. In the environ-
ment of simulated system there are two types of resources: resources of type
A and resources of type B. Resources are used by agents separately, but refill-
ing of all resources is possible only when both resources reach an established
low level. This simulation reflect a real world systems with some operations
which should be executed in couples e.g. leaving baggage / taking baggage.
Two stated types of agents can exist in the environment of research sys-

tem:

• type g=0 agents — agents which in every life cycle take one unit of
randomly selected (A with probability 50%, B with probability 50%)
resource; type g=0 agents need units of resources to refill energy; if energy
level of an type g=0 agent goes down, this agent is eliminated;

• type g=1 agents — agents which take one unit of A resource in every life
cycle; their existence does not depend on their energy level.

3.1 Results: unsecured multiagent system

Two cases were simulated in the first set of experiments, that were initially
50 type g=0 agents or 40 type g=0 agents and 10 type g=1 agents in the
system, which agents did not have any security mechanisms. 10 simulations
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Fig. 1. The system without intruders, intruders inside the system, intruders inside
the system with agents with built-in division profile

were performed and the diagram in Fig. 1 shows the average numbers of
agents in separate time periods.
It is noticeable, that if there are not any type g=1 agents in the simu-

lated system, all type g=0 agents could exist without any disturbance. The
existence of type g=1 agents in the system caused problems with executing
tasks of type g=0 agents which died after some time periods. Intruders still
remained in the system.

3.2 Results: secured multiagent system

There was a case simulated, in which initially there were 40 type g=0 agents
and 10 type g=1 agents and all agents in the system were equipped with the
division profile mechanisms. 10 simulations were performed and diagram in
Fig. 1 shows the average number of agents in separate time periods.
Last 18 actions undertaken by every agent were stored in the environ-

ment. During first 18 periods of time all agents acted synchronously. After 18
actions had been undertaken by every agent, detectors were constructed of
length l = 5 and all agents’ actions became asynchronous. Agents used their
division profile mechanisms to calculate which neighboring agent they want
to eliminate. Agent demanded to eliminate these neighbors which had the
maximum of detector’s matchings. The environment sumed up these coeffi-
cients and eliminated the agent a when final sum of coefficients (attributed
to agent a) was larger than constant OU and more than 50 per cent of agents
had a goal to eliminate agent a. The constant OU was set up to 300 (more
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information about constant OU and other mechanisms of division profile can
be found in [1–3]).
As results presented in Fig. 1 verify after detectors had been constructed,

intruders were distinguished and deleted due to the division profile mecha-
nisms what makes it possible for type g=0 agents to function freely.

4 Conclusion

Some conceptions presented in this paper show how to solve the problem
of automated security assuring in a real world system such as airport or
shopping center. Use of multiagent technology was proposed, particularly
equipping all agents existing in a system with some security functions (called
the division profile). Presented solutions are inspired by some ethically–social
and immunological mechanisms.
In order to confirm the effectiveness of our conception a multiagent sys-

tem was implemented to reflect a simple real world system with two types
of actions which can be monitored. The results obtained in these simulations
demonstrate that the proposed method successfully detects an abnormal be-
havior of actors in monitoring system. Main features of applying mechanisms
(i.e. distribution, flexibility, adaptability) seem to guarantee a good detection
of unfavorable behavior in security systems.
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Abstract. Today’s text searching mechanisms are based on keyword search. How-
ever a large number of results makes the searches less effective. This paper presents
results when search of relevant documents is obtained based on currently browsed
document instead of keywords. Five keywords based search methods were tested.
Comparative study was done on following methods: LSA, PLSA, WebSOM, PHITS,
Query Dependant PageRank.

1 Introduction

A constantly growing information set stored in the Internet requires better
and faster models of searching. Role of a navigation system in documents set
is to present documents relevant to current document.

This paper presents usability of five different methods in obtaining most
relevant documents. Capabilities of those methods were studied in terms of
keyword query. Keyword queries contain up to few terms. Achieved results
present how those methods behave when a whole document was designated as
a query. Therefore for calculation of similarity not only words from document
could be used. Structure of document such as word frequency or position
(both absolute and relative) could be extracted and used to find similar or
related document.

First works were carried out in field of library science. Those works based
on a content of documents. Words of document created whole of search space.
After Internet boom a set of algorithms was devised to support exact and
similarity searches in text documents, other were based on based on other
characteristics other then only word content. Some of those algorithms were
deterministic [1], other algorithms were probabilistic [2]. An aspect of cross-
referencing was used mostly. Some researches are done in changing represen-
tation of search results from text based to graph based [3]. Current works
investigate usage of probabilistic methods. A new method emerged in 2002
called ”Latent Dirichlet Analysis” which is a second order method. Studies
on that method are currently underway.

Next section describes how comparison was done, section three gives a
short overview of methods compared, in section four an empirical results are
presented, and section five gives conclusions.
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2 Metrics

Five methods were compared in this article. Those methods can be separated
into two distinct groups. LSA, PLSA, WebSOM can be defined as methods
based on text (words) of the document. PHITS and PageRank are methods
based on references between documents.

Data used for this study were obtained from National Institute of Stan-
dards and Technology (NIST). NIST created set of documents as a test data
for Document Understanding Conferences1. (79 groups).

Different characteristics of compared methods required defining a param-
eters that independent of characteristic of given algorithm. Each of compared
method was returning a set of documents. In this document following phrases
will be used:

similar documents documents that were in the same group in original data
set

answer set set of documents that were returned by method for given query

For purpose of this study two different parameters where defined:

recall This parameter is a proportion of similar documents that were re-
turned by method to number of documents in original set.

precision This parameter defines proportion of similar documents that were
returned by method to number of documents returned by method.

Similar documents were understood to be ones that belong to the same group
in original grouping done by experts.

For text based searches each document was preprocessed to have its vector
representation (so called bag-of-words representation). For each text based
method conducted tests included following cases of document sets: all words
in space, all words in space without stop-list, stem of words in space, stem
of words in space without stop-list. Based on occurrence of words in whole
space a stop-list was obtained. Stop list contains words that constitute top
10% of total number of used words.

For reference based methods a simulated internet environment was set
up. For each group a whole graph was created. Each document in group
referenced every other document in the same group. This ideal graph was
randomly modified. Three variants of modifications were created: 2%, 5%
and 10% of total number of edges was deleted and a same number of edges
was randomly inserted.

Input data for all of the algorithms used in this study were stripped
of any information about groups, that were assigned by experts. Each of
the probabilistic methods were run three times so that bad runs could be
dismissed.
1 http://www-nlpir.nist.gov/projects/duc/
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3 Compared Methods

In this section a short definition of methods, and specific modification for
this study will be presented.

Latent Semantic Analysis [1] assumes that each document belongs to
a group. Number of groups is known apriori. Factor which determines each
document assignment to a specific group is unknown.

A query in this method would be passed as a vector. Each document from
original space has assigned position in reduced space. Documents that have
same position in reduced space are in the same answer set.

Idea of Probabilistic Latent Semantic Analysis is the same as LSA,
however the method of achieving the assignment is probabilistic. PLSA ap-
proach is based on idea of learning from dyadic data without supervision.
In case of intelligent navigation those independent sets are documents and
words [2].

Each document has assigned probability of belonging to each aspect.
Therefore each resulting document set was chosen on basis of an aspect. Doc-
ument belongs to a given set, when the probability for an aspect is the highest.

WebSOM is an extension of Self-Organizing Map created by prof. T.
Kohonen [3]. Since WebSOM works better with square maps (when small
number of nodes is created), instead of simulating exact number of tested
groups, a nearest (in number of nodes) square map was used.

For purpose of this study set of nodes was relatively small, and after
achieving stability each document was assigned node. Node represented as
an answer to a query for a document from that group.

Probabilistic Hypertext Induced Topic Selection [4] which comes
from merging two ideas: PLSA and HITS. HITS algorithm is one of the first
algorithms that uses references as a source of information about document.
PHITS instead of words as a second independent variable it uses references.
Therefore two independent variables come from the same space.

An answer set was created similarly to a PLSA method.
Query-Dependent PageRank(QDPR) is a modification of PageRank

[5] which dismisses notion of uniform weights for links. Links between docu-
ments are weighted based on relevance to a given query.

Answer set was constructed on a basis of choosing top 50 documents that
had the highest probability.

4 Results

All algorithms were run on the same set of data. Each algorithm divided
documents into groups of 2, 4, 8, 16, 32, 64, 1282 documents (Original number
of 79 document groups was not chosen). Best result for each of two measures

2 For WebSOM actual number of groups were 4, 9, 16, 36, 64, 144.
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Fig. 1. The best average recall.

is represented in figures 1 and 2. Overall best performance was achieved by
PHITS.

The second the best for recall was WebSOM. WebSOM creates pseudodoc-
uments which contain keyword characteristic for a group of documents. PLSA
method, which was the longest running method, shows dramatic decrease in
ability to find similar documents when number of aspects is greater then
number of groups set by experts.

In terms of having relevant documents in an answer set for given doc-
ument PLSA had best results (except PHITS). Result around 40% is not
satisfactory. It means that more then half of documents in returned data set
is irrelevant. Almost all of the algorithms were achieving increase in precision
of the returned answer set with increasing number of groups (except PLSA).

Results of PLSA suggest possibility of a good algorithm for finding em-
pirically optimal number of groups (classes). In both measures PLSA shows
decrease in performance when number of groups was exceeding original num-
ber of groups.

LSA had the worst performance in this study. Closer examination showed
that LSA has tendency to cluster results in non-uniform fashion. Table 1
shows number of empty groups for case of 64 and 128 groups. Similar precision
results for WebSOM suggest similar effect. Much better recall values show
better theme grouping ability of WebSOM.
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64 128

All words 5 45
All words (no stop list) 0 21
Stems 8 54
Stems (no stop list) 2 33

Table 1. Number of empty groups for LSA

All text based algorithms were achieving best results on input sets that
had excluded words from stop-list. The interesting fact is that using stems
instead of words was only marginally better.

Query-Dependent PageRank based on the best results of PLSA was un-
satisfactory. That is the best average precision was at the level of 14.1% and
the best average recall value was at the level of 18.7%.

5 Conclusions

Ability to find relevant documents based on text of document oscillates at
level of 40-50% percent . Using references for finding related documents allows
for a big increase in efficiency. Therefore it seems that intelligent navigation
systems should be based on references while text analysis and text similarities
should be used as support. For text analysis a WebSOM algorithm seems to
be better then others, while LSA algorithm is the worst choice.

Some other research into text analysis should be done. Research into field
of phrase and sentence analysis should be done. It is expected that running
WebSOM or PLSA based only on nouns will increase its efficiency will in-
crease efficiency while decreasing time and resource required to arrange doc-
ument set. Other extension for navigation systems would be to offer relevant
documents not only as a result of single query, but using history of usage
(both as history of queries, or history of user movement in document set).
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Assessing Information Heard on the Radio

Antoni Diller
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Abstract. Much work in AI is devoted to the problem of how computers can
acquire beliefs about the world through perception, but little effort is devoted to the
problem of how computers can acquire beliefs through testimony. This paper is part
of a continuing project whose ultimate goal is that of constructing an implementable
model of how agents acquire knowledge through testimony. In particular, it looks
at how agents acquire information from the radio and many factors are identified
that may cause an agent to override the defeasible rule to believe what he hears.

1 Introduction

This paper is written as part of the continuing work of the Electric Monk
Research Project [3–10]. The Electric Monk is a fictional character, created
by the science-fiction humorist Douglas Adams, who ‘believed things for you,
thus saving you what was becoming an increasingly onerous task, that of
believing all the things the world expected you to believe’ [1, p. 3]. The main
goal of this Research Project is to model the human ability to acquire knowl-
edge through testimony in sufficient detail to allow a computer program to
be written to emulate this ability. The study of testimony is almost totally
ignored in AI and yet AI’s ultimate goal, namely that of constructing an
artificial person [2, p. 7], cannot be achieved until we can give androids the
ability to acquire beliefs through testimony. As well as having a large amount
of in-built knowledge and the ability to acquire beliefs by means of percep-
tion, a general-purpose, intelligent and autonomous android would also have
to have the ability to extend its knowledge by accepting other people’s asser-
tions. Such an ability is needed if the android is going to be able to interact
with human beings in any meaningful way [7,9].

Although we get most of our information about the world from other
people by believing what they assert, we do not believe every assertion. I have
argued that our way of dealing with assertions is governed by the defeasible
rule to believe them [7,9]. This sounds very simple, but it is extremely fruitful
because it forces us to look at the reasons why we decide not to accept another
person’s word. In other papers I have looked at the factors that cause us to
override the defeasible rule to believe other people when we are hearing what
another person says to us in the flesh [5], when we are reading a book [6]
and when we are reading a journal article [4]. In this short paper I briefly
summarise the factors that may cause an agent not to accept the assertions
that he hears on the radio. Examples of how these factors work in practice
can be found in the long, but unpublished, version of this paper [8].



Assessing Information Heard on the Radio 427

The ability to evaluate assertions is very different from that of under-
standing them. My concerns are epistemological and not semantic. Natural-
language processing deals with the problem of how language is understood.
I am interested in the totally different question of how we decide whether or
not to accept an assertion once we have understood it.

Several years ago I introduced a two-stage model of belief-acquisition [3].
Since then the model has been considerably improved. Here I briefly sum-
marise the latest version [7, pp. 4–7]. There are two main ways in which we
acquire beliefs directly, namely through perception and through testimony.
These constitute the first phase of belief-acquisition. How we acquire knowl-
edge through perception is not my concern here. I have argued that our
acceptance or rejection of other people’s assertions is governed by the defea-
sible rule to believe them [9]. This rule, however, is not infallible. Sometimes
we acquire beliefs that are in fact false and sometimes we reject assertions
that are in fact true. Thus, there is a second phase of belief-acquisition in
which we critically examine some of our beliefs in order to weed out the false
ones and replace them with better ones. In the second phase we can also
re-examine some of the assertions we have rejected in order to check whether
or not they are true after all.

The way in which I unpack the defeasible rule to believe other people’s
assertions is to represent it as an ordered set of rules all of which except the
last are conditional ones. The last rule is the non-defeasible rule to believe
the assertion in question. I call such a set of rules an assessment component.
There are many reasons why someone may decide not to accept an encoun-
tered assertion and each such reason becomes the antecedent of one of the
conditional rules in the assessment component. For example, a radio play is a
work of fiction and so we do not normally believe the various assertions that
the actors performing it make. This can be captured by adding the following
conditional rule to the assessment component, ‘If the assertion X is uttered
by an actor during the performance of a radio play, then reject X .’ (This is a
simplification of the actual way in which we treat assertions by actors, since
sometimes they are made to say things that are true in the real world.)

So far I have been describing the first stage of belief-acquisition. The
evaluations that we carry out concerning the assertions we encounter have to
be done in real time. The decision has to be made virtually instantaneously
whether or not to accept an assertion. This means that the assessment cannot
be very sophisticated. So, people will come to have some false beliefs and
they will also reject some assertions which, as a matter of fact, are true. In
my model, therefore, there is a second stage of belief-acquisition in which
a small number of assertions are subjected to a detailed and possibly time-
consuming investigation. A person can either check something that he believes
or investigate an assertion that he previously rejected. When someone checks
one of his beliefs, he may either decide that he was correct in having that
belief in the first place or he may conclude that on this occasion he made a
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mistake and reject the belief. Similarly, when someone investigates the truth
of an assertion that he rejected previously, he may change his mind about
its truth-value and add it to his belief-system or he may decide that he was
correct in rejecting it and not alter his assessment of it. When a person does
change his mind about the status of an assertion, he will probably need to
make further revisions to his belief-system in order to remove any obvious
inconsistencies arising out of the change of mind. I do not deal with belief-
revision in this paper.

Many different critical methodologies are used in the second stage of
belief-acquisition to thoroughly test the accuracy of our beliefs. This is be-
cause there is not a single methodology that can be used to check the correct-
ness of every kind of factual assertion. Different methods are used for different
kinds of assertion. For example, the way in which someone checks a physical
assertion, such as ‘The speed of light in a vacuum is 299,792,458 metres per
second’, is very different from the historical methodology that has to be used
to decide whether, for example, General Sikorski died in an accident or was
murdered and, if he was assassinated, who was responsible. Furthermore, not
everybody has the ability to check every kind of belief. A historian would
know how to investigate the circumstances of General Sikorski’s death and a
physicist would know how to determine the value of the speed of light, but
the historian is unlikely to have the knowledge to work out what the speed of
light is and the physicist is unlikely to be able to conduct historical research
into issues relating to what happened in the past. The topic of how and why
people go about checking their beliefs is a vast one, but, unfortunately, I
cannot pursue it further here.

2 Assessing Information Heard on the Radio

2.1 Introduction

A person listening to the radio does not accept every assertion he hears.
There are many reasons for this. I group these into five categories: (1) We
sometimes take external factors into account. These relate to such things
as the country in which the radio station is based and the time at which
we happen to be listening to the radio. (2) Sometimes information about
the assertor may cause us to be wary of accepting an assertion he makes. He
may, for example, be well known to be unreliable. (3) There may be something
about the manner of delivery of an assertion that makes us hesitate to accept
it. (4) The actual content of the assertion may make us think that it is not
correct and incline us to reject it. (5) There may be something about the
listener that makes him wary of accepting a particular assertion.

2.2 External Factors

There are features of the context in which an assertion is made, rather than
of the assertion itself, that may incline an agent to reject that assertion.
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These include the time when the assertion is broadcast, the owner of the
radio station which broadcast it, the location of that radio station, the type
of programme during which it was uttered and the political situation in the
country at the time the assertion was made. Examples of how these factors
work can be found in the full version of this paper [8, pp. 9–11].

2.3 Factors Relating to the Assertor

Sometimes there are things that we know about the assertor that influence
our assessment of the correctness of what he says. These relate to the role that
the assertor plays in the programme concerned, the assertor’s ideology, the
character of the assertor, any possible agenda that the assertor may have in
appearing on the radio, any relevant expertise that the assertor may have (if
talking about some specialist topic), the age of the assertor and the assertor’s
gender. Examples of how these factors work can be found in the full version
of this paper [8, pp. 12–13].

2.4 Factors Relating to the Manner of Delivery

All of us learn our first language in a social context and as we learn how
to speak we also acquire beliefs through accepting what we are told. In due
course, we learn not to trust everything that we are told. We are taught what
to look for in an assertion that may indicate that it is not worth accepting.
For example, a person’s body language may make us think that he is lying to
us. Clearly, such features are not available to us when we are listening to the
radio. There are, however, features of the way in which someone speaks that
may make us think that he is not being completely truthful. Examples of
why an agent may choose not to believe what he hears on the radio, because
of the way in which the assertion is uttered, can be found in the full version
of this paper [8, p. 14].

2.5 Factors Relating to the Content of the Message

There may be features of the content of an assertion that alert us to the
possibility that it may be inaccurate. Such features include the consistency
of the message, whether it induces any strong emotion in the listener, whether
it is about something that is out of the ordinary and whether it is about the
sorts of thing that people often lie about or make mistakes about. Examples
of how these factors work can be found in the full version of this paper [8,
pp. 14–15].

2.6 Factors Relating to the Listener

There are a number of properties of the person listening to the radio that may
make him wary of accepting what he hears. These relate to the listener’s pre-
existing knowledge, to any possible consequences that result from accepting
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the assertion being evaluated, to the relevance of the assertion to the listener,
to the listener’s character, to the maturity of the listener, to the listener’s
gender and to the situation in which the listener is in when he hears the
assertion. Examples of how these factors work can be found in the full version
of this paper [8, pp. 16–18].

3 Conclusion

Many problems have to be overcome before scientists succeed in building
a humanoid robot with intellectual abilities analogous to those possessed
by human beings. Before we can even begin to design such an android we
have first to understand the abilities that humans have. In this paper I have
been concerned with developing a model of the human ability to evaluate
testimony. I have looked at how people acquire information from the radio
and I have mentioned many factors that may cause them to override the
defeasible rule to believe others. A great deal of work still needs to be done
before we can implement a realistic model of belief-acquisition in a computer
program. I have, however, done some of the ground-breaking work on this
topic. I hope that some people reading this paper will be stimulated to join
me in this exciting, but sadly neglected, field of AI research.
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Abstract. An in-house developed computer program system Belief SEEKER,
capable to generate belief networks and to convert them into respective sets of
belief rules, was applied in mining the melanoma database. The obtained belief
rules were compared with production rules generated by LERS system. It was
found, that belief rules can be presumably treated as a generalization of standard
IF...THEN rules.

1 Introduction

In this research two distinct learning models were generated (using an in-
house developed computer program system Belief SEEKER [1]), and then
applied for classification of unseen cases of melanoma skin lesions. The first
model was based on belief networks, whereas the second one was grounded
on typical decision rules. The quality of the developed learning models was
additionally compared with results gained by the program LERS [2], a well-
known standard of rules generating systems.

2 Research tools used

• Belief SEEKER — is a computer program system, capable to generate
learning models (for any type of decision table prepared in the format
set about by Pawlak [3]) in a form of belief nets, applying various algo-
rithms [4]. The development of belief networks is steadily controlled by a
specific parameter, informing about the maximum dependence between
variables, known as marginal likelihood:

ML =
v∏

i=1

qi∏
j=1

Γ (αij)
Γ (αij + nij)

ci∏
k=1

Γ (αijk + nijk)
Γ (αijk)

(1)

Here:
i=1,...,v — where v is the number of nodes in the network,
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j = 1, ..., qi- is the number of possible combinations of parents of the node
Xi. (if a given attribute does not contain nodes of the type ”parent”, then
qi get the value of 1),
k = 1, ..., ci — where ci is the number of classes within the attribute Xi,
nijk — is the number of rows in the database, for which parents of the
attribute Xi have value j, and this attribute has the value of k, and
αijk, αij - are parameters of the initial Dirichlet’s [5] distribution.

Characteristic features of the system, yet not described by us are: (i)
capability to generate various exhaustive learning models (Bayesian net-
works) for different values of Dirichlet’s parameter [5], (ii) capability
to convert generated belief networks into relevant sets of belief rules of
the type IF...THEN, (iii) built-in classification mechanism of unseen
cases, and (iv) built-in mechanism for the assessment of obtained rules.
It is worth to mention, that developed learning models (belief nets) can
be converted into some sets of belief rules, characterizes by a specific
parameter called by us belief factor BF, that reveals indirectly the in-
fluence of the most significant descriptive attributes on the dependent
variable. Also, to facilitate the preliminary evaluation of generated rules,
additional mechanism supports the calculation of their specifity, strength,
generality, and accuracy [6].

• LERS [7] — data mining system (acronym from Learning from Examples
based on Rough Sets), developed at the University of Kansas, Lawrence,
KS, USA, induces a set of rules from any kind of data (even from in-
consistent data) and classifies new cases using the set of rules induced
previously. These rules are more general than information contained in
the original input database, since more new cases may be correctly clas-
sified by rules than may be matched with cases from the original data.
More details about the system LERS can be find elsewhere [8].

3 Experiments. Chosen results and discussion

The well-known database [9] containing 548 cases of melanoma skin lesions
was used in our research. It should be stressed that each case stored in the
database was diagnosed, and confirmed histopathologically as belonging to
one of the four concepts: Benign nevus, Blue nevus, Suspicious nevus, and
Melanoma malignant. The database was randomly divided into two indepen-
dent subsets. The first subset (E384144.TAB; 384 cases, 14 attributes, 4
concepts) was used for development of learning models, whereas the second
(E164144.TAB; 164 cases, 14 attributes, 4 concepts) served for testing
models. Information regarding the distribution of concepts in these sets is
shown in Table 1.
In the first step of the research, computer program system Belief SEEKER
was used to generate three different belief networks, having Dirichlet’s para-
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Table 1. Distribution of investigated cases in learning and training sets

Diagnosed concept E384144.tab E164144.tab
(learning set) (testing set)

Benign nevus 160 88

Blue nevus 64 14

Suspicious nevus 80 34

Melanoma malignant 80 28

meter α=1, 30 and 60 respectively. The basic difference in the structure
of these networks relied on the number of the most distinctive (important)
attributes, displaying direct influence on the dependent variable (type of skin
lesion, the decision). It was found, for example, that for the network with α=1
two descriptive attributes, namely < TDS > and < color blue > seemed to
be the most important. Then, for networks with α=30, additional attribute
(< asymmetry >), appeared in the network. Finally, in the case of the third
network, besides attributes pointed out earlier, the attribute < dark brown >
was observed.
The significance of these attributed was of great importance. Based on this
information — in the next step of the research — for variable values of BF
parameter — various sets of rules were generated for each of the networks
(for Belief SEEKER), and one, unique set of rules was generated by LERS
(see Table 2 and Table 3). It was found that the best results were obtained
for BF = 0.7.

Table 2. The summary of results of classification of unseen cases by Be-
lief SEEKER and LERS

Belief SEEKER
Dirichlet’s parameter LERS
α=1 α=30 α=60

Number of rules 20 31 42 49

Number of cases
classified correctly [%]

95.12 95.12 87.80 87.8

Number of cases
classified incorrectly [%]

4.88 4.27 4.88 6.10

Number of cases
unclassified [%]

0 0.61 7.32 6.10

In the last step of the research, selected information (like specificity, strength,
generality and accuracy of generated rules) allowed to fix the strongest belief
rules and decision rules (Table 4).
It can be assumed that, the increase of Dirichlet’s parameter causes extending
the most crucial belief rules (Table 4) by merging another attributes. It was
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Table 3. Occurrences of selected attributes in belief rules (Belief SEEKER) and
decision rules (LERS)

Belief SEEKER
Descriptive attributes Dirichlet’s parameter LERS

α=1 α=30 α=60

asymmetry 31 42 16

border 25

black 11
blue 20 31 42 18

Color dark brown 42 5
light brown 6
red 16
white 11

pigment dots 11
Diversity pigment globules 6

of pigment network 15
structure structureless areas 9

branched streaks 9

TDS 20 30 42 33

Table 4. Selected examples of the most important belief rules and decision rules

Belief SEEKER
Dirichlet’s parameter LERS

α=1 α=30 α=60

RULE 5
IF TDS >= 4.080
AND TDS < 4.850
AND C BLUE IS absent
THEN DIAGNOSIS IS
Benign nev

RULE 3
IF TDS >=4.080
AND TDS < 4.850
AND C BLUE IS absent
AND ASYMMETRY IS
1 axial as
THEN DIAGNOSIS IS
Benign nev

RULE 6
IF TDS >= 4.080
AND TDS < 4.850
AND C BLUE IS absent
AND ASYMMETRY IS
1 axial as
AND C d BROWN IS
present
THEN DIAGNOSIS IS
Benign nev

RULE 1
IF C BLUE IS absent
AND C d BROWN IS
present
AND C RED IS absent
AND D PIGM DOTS IS
present
AND ASYMMETRY IS
sym change
THEN DIAGNOSIS IS
Benign nev

RULE 4
IF TDS >= 3.310
AND TDS < 4.080
AND C BLUE IS absent
THEN DIAGNOSIS IS
Benign nev

RULE 7
IF TDS >= 3.310
AND TDS < 4.080
AND C BLUE IS absent
AND ASYMMETRY IS
sym change
THEN DIAGNOSIS IS
Benign nev

RULE 10
IF TDS >= 3.310
AND TDS < 4.080
AND C BLUE IS absent
AND ASYMMETRY IS
sym change
AND C d BROWN IS
present
THEN DIAGNOSIS IS
Benign nev

RULE 15
IF C BLUE IS absent
AND TDS >= 4.75
AND TDS < 5.35
AND C WHITE IS present
AND C BLACK IS absent
AND D PIGM NETW IS
absent
THEN DIAGNOSIS IS
Benign nev

RULE 19
IF TDS >= 4.850
AND TDS < 5.620
AND C BLUE IS absent
THEN DIAGNOSIS IS
Suspicious

RULE 28
IF TDS >= 4.850
AND TDS < 5.620
AND C BLUE IS absent
AND ASYMMETRY IS
1 axial as
THEN DIAGNOSIS IS
Suspicious

RULE 39
IF TDS >= 4.850
AND TDS < 5.620
AND C BLUE IS absent
AND ASYMMETRY IS
1 axial as
AND C d BROWN IS
present
THEN DIAGNOSIS IS
Suspicious

RULE 24
IF D STREAKS IS absent
AND D PIGM DOTS IS
absent
AND C BLUE IS present
THEN DIAGNOSIS IS
Blue nevus
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also observed that strongest rules generated from the first network (α=1),
became a base for rules generated from other networks (α=30 and 60).
The strongest decision rules generated by LERS system present more de-
tailed study of cases, mainly because they contained greater number of de-
scriptive attributes than respective belief rules, moreover, the attributes used
were often completely different. Only the attribute <color blue> was com-
mon for both sets of rules. Considering the overall results of classification
(Table 2) the best results were obtained for belief networks with α=1 or
α=30. Expanding the set of rules (α=60) with another attribute — <color
dark brown> — did not improve the classification process. It may be pointed
out, that generalizing of the rule sets yielded positive effects in term of clas-
sification process. Results of the carried out research has also showed that
belief rules (produced by Belief SEEKER) seemed to be some kind of gen-
eralization of rules developed by LERS system. In the future research, the
detailed foundation of this interesting finding will be dealt with.
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Abstract. This paper discusses a new design for the matchmaker used in DECAF
[1], called iMatch. The paper discusses how we have successfully used the Cerebellar
Model Arithmetic Computer - CMAC [4-6] algorithm in the matchmaking algorithm
to create a robust high speed matchmaker, which can be used for developing any
large scale agent application having rigid time constraints.

1 Introduction

DECAF provides us with a good framework for developing Agent systems.
But the DECAF matchmaker[1] executes the matchmaking algorithm every
time it receives a service request from an agent. This slows down applications
when a large number of agents/agent services are used. We have suggested
a way here by which the matchmaker learns to select an agent using the
CMAC algorithm without the need to run the matchmaking algorithm each
time such a service is requested.

2 Use of CMAC with the matchmaker

Inputs to the current DECAF matchmaker algorithm are the number of key-
words in the query, threshold percentage, number of agents required and
output is a list of tuples (agent name, percentage match). We saw that the
complexity of this algorithm is O(X [Y Z + Z + log2X ]), where X is the total
number of ads at the time of executing the algorithm, Y is the total number
of keywords in the query and Z is the total number of keywords in all the
ads. We see that this algorithm is very slow for a large X,Y or Z. Hence we
have developed the iMatch matchmaker, which learns to choose an agent to
provide a particular service without the need to run this algorithm everytime,
thus saving a lot of processing time for each service query.

It may seem to the reader that this problem could be solved with a look
up table. Look up tables work only when we have a definite input for which
we have a definite output. But in this case, the queries are random combina-
tion of keywords. The number of keywords that will be used is not a finite
value. Hence we need a technique by which the matchmaker learns to handle
the random combination of known keywords as well as unknown keywords,
present in a query. Also, for an extremely large number of possible queries, a
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look up table is not practical. Hence, we use the CMAC machine-learning al-
gorithm to enable the matchmaker to make reliable decisions about choosing
the right agent.

3 Implementation of iMatch

We have used the CMAC algorithm implemented by the robotics and vibra-
tion control laboratory, University of New Hampshire for this project. We
have converted this to Java code to suit easy usage in the DECAF match-
maker (DECAF has been written in Java). CMAC code was included in the
mmMakeMatch.java file provided by DECAF. The CMAC implementation
has the training code as well as the testing code to test if the error is below
a particular threshold. The CMAC code iteratively trains and tests till the
percentage error goes below a pre—specified threshold percentage. We had
set the threshold percentage to 1%. So in our case, when CMAC trains to
less than 1% error, it stops. Training was done as told in the next section.
The following points were used during the implementation of iMatch:

The keywords of the query are converted to numbers as follows: each letter
in the alphabet has a two digit number associated with it for example A is 01,
B is 02 and so on till Z is 26. For example if query is oil, its numerical value
is150912. All keywords in both the advertisements and queries are converted
to such numbers for training and querying CMAC. The CMAC must be
trained only after the matchmaker stabilizes after the agents have made most
of the advertisements. The training manager included with the matchmaker
decides this and initiates the training. The training manager keeps track of
number of advertisements per minute and when it reduces to a minimum, it
initiates the training We train the CMAC using the technique described in
the next section. Once the CMAC is trained sufficiently, it selects the agent,
which provides the required service in constant time, without the need to run
the matchmaking algorithm If a few agents add their advertisements with
the matchmaker after the CMAC is trained, then the matchmaker algorithm
is run only on its keywords and compared with the CMAC result to make a
decision instead of running the algorithm with all the keyword of all the agents
In case an agent withdraws its advertisement and CMAC comes up with its
name as the selected agent, then without the need to run the algorithm, the
matchmaker decides that no agent matches the request. Without CMAC, it
would have to compare all keywords of all agents to make this decision If a
number of agents start advertising, the training manager initiates the training
of CMAC again. The training manager has a threshold number of agents
that can advertisement without the need to initiate another training During
a training, if a query arrives, only for such queries, the normal matchmaker
algorithm is run for all the advertisements.
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4 Training iMatch

For testing purposes, we have limited the number of keywords in the query
to be two. We must use each of the keywords in the advertisements and also
combinations of each of these with a maximum of two in each combination as
inputs and use the matchmaker algorithm to find the output to train iMatch.
Consider three advertisements: car repair, radio repair, watch repair

For each keyword like radio, watch, car which appears in the ads, and
also for their combinations like radio repair we must use the matchmaking
algorithm to select the agent. For example, the agent for keyword radio is 2,
which is got by running the matchmaking algorithm. This agent output and
the input keywords must be used to train iMatch.

Another way to train iMatch is to use real queries and outputs to train
iMatch rather than using all possible keyword combinations. This avoids the
combinatorial problem for a large number of keywords K with M keyword
subsets. After such training, even if a new query arrives, iMatch decides the
right response though such a query is used for the first time. While it is
being trained, iMatch performs like a normal matchmaker since training and
query processing are done at the same time. But once it is trained, we see
that it performs better than the normal matchmaker as explained in the next
section.

5 Test results

Although iMatch is still under development, all tests based on our new tech-
nique have given good results. We have simulated a scenario where a large
number of Agents participate in advertisements and a large number of Agents
query the matchmaker and observed the results, which we discuss below:

All implementations are in Java and the simulations were done on Win-
dows 2000 OS running on Intel Pentium-4 2.4 GHz processor with 520 MB
RAM. No other applications were running during the simulation. All agents
and matchmaker were run in the same computer: The agents were created
using the DECAF framework. All agents were created using a simple DOS
batch file, which iteratively made the required number of copies of the agents
plan file [1]. Each agent has two files associated with it. For example, the first
agent has 1.lsp and 1.plan, the next one has 2.lsp and 2.plan and so on. Once
the batch file completed this, the ANS server and DECAF matchmaker was
initiated. When they were up and running, another DOS batch file, continu-
ously start these agents using the standard DECAF method of initiating an
agent. Here, the agents only job is to advertise with a set of keywords. The
next agent advertises only after the first one receives a confirmation that its
advertisements were successful. Each agent was programmed to write a time
stamp to a separate file when it started. Thus when all agents finish advertis-
ing, we can use the timestamps of the first and last agent to know how much
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time the whole process took. A similar batch file created a thousand agents
whose job was to produce a random query and get a response for it. Time for
all of these to query and to get a result was noted down as earlier. The whole
procedure of advertising and querying was repeated for iMatch and normal
DECAF matchmaker separately to compare their performance.

The results are shown in Fig. 1. Currently iMatch returns the name of
one agent for each query.
Trial 1: 54 agents were made to advertise to the DECAF matchmaker. After
the advertisements were completed, the thousand agents were made to query
it as explained earlier, each with one query. Time taken for these thousand
agents to query and get a response was noted. We repeated this five times.
The average time it took was 1032234 milliseconds. The same experiment
with the same number of agents was conducted on iMatch. It took 1030302
ms.
Trial 2: this time, 9999 copies of the agent were made to advertise but the
same thousand agents were used for querying the matchmaker. For DECAF
matchmaker, time for 5 trials averaged to 1119549 ms. For iMatch, its 5 trial
average was 1031243 ms, which is almost same as what it took when there
were only 54 agents.
Trial 3: In this trial, 20413 copies of the agent were made to advertise but the
same thousand agents were used for querying the matchmaker. For DECAF
matchmaker, time for 5 trials averaged to 1150495 ms. The 5 trial average
in case of iMatch was 1030275 ms, which is almost the same as earlier two
trials.

6 Analysis of the Results and conclusions

Initially when there were only 54 agents, both iMatch and DECAF match-
maker had almost the same performance since the time taken to process 108
keywords from these agents was a trivial task for the DECAF matchmaker.
But when the number of agents was increased to about ten thousand, the
twenty thousand keywords took some time to process while CMAC main-
tained the same time to give the output. When the number of agents was
increased to about twenty thousand with forty thousand keywords, the DE-
CAF matchmaker showed a real increase in time taken to provide the output,
while iMatch still took the same time it took for 54 agents. From these ex-
periments we can conclude that what ever be the number of agents, once
iMatch is trained, it uses constant time to provide us with the answers to
queries whereas the time taken by DECAF matchmaker for the same number
of queries increases as the number of agents increases.

We will see similar results if each of the agents advertise more than one
advertisements. This would increase the DECAF matchmakers response time
but iMatch would continue to provide constant response time. This means
that in future if we are to develop large-scale agent applications, where thou-
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sands of software agents work in different parts of the world contacting a
single matchmaker, then using iMatch would be more suitable than the cur-
rently used Matchmakers. The training manager used in iMatch is being
improved to reduce the training time.

Fig. 1. Comparing the performance of iMatch with DECAF matchmaker
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Abstract. For machine learning of an input-output function f from examples,
we show it is possible to define an a priori probability density function on the
hypothesis space to represent knowledge of the probability distribution of f , even
when the hypothesis space H is large (i.e., nonparametric). This allows extension of
maximum a posteriori (MAP) estimation methods nonparametric function estima-
tion. Among other things, the resulting MAPN (MAP for nonparametric machine
learning) procedure easily reproduces spline and radial basis function solutions of
learning problems.

1 Introduction

In machine learning there are a number of approaches to solving the so-called
function approximation problem, i.e., learning an input-output function f(x)
from partial information (examples) yi = f(xi) (see [6,9]). This is also the
regression problem in statistical learning [12,8]. The problem has evolved
from a statistical one dealing with low dimensional parametric function esti-
mation (e.g., polynomial regression) to one which tries to extrapolate from
large bodies of data an unknown element f in a nonparametric (large or infi-
nite dimensional) hypothesis space H of functions. Recent nonparametric ap-
proaches have been based on regularization methods [12], information-based
algorithms [9,10], neural network-based solutions [6], Bayesian methods [13],
data mining [2], optimal recovery [5], and tree-based methods [3].

We will include some definitions along with a basic example. Suppose
we are developing a laboratory process which produces a pharmaceutical
whose quality (as measured by the concentration y of the compound being
produced) depends strongly on a number of input parameters, including am-
bient humidity x1, temperature x2, and proportions x3, . . . , xn of chemical
input components. We wish to build a machine which takes the above input
variables x = (x1, . . . , xn) and whose output predicts the desired concentra-
tion y. The machine will use experimental data points y = f(x) to learn from
previous runs of the equipment. We may already have a prior model for f
based on simple assumptions on the relationships of the variables.

With an unknown i-o function f(x), and examples Nf ≡ (f(x1), . . . , f(xn))
= (y1, . . . , yn) = y, we seek an algorithm φ which maps information Nf into
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the best estimate φ(Nf) of f . The new algorithm presented here (MAP for
nonparametric machine learning, or MAPN) is an extension of methods com-
mon in parametric (finite dimensional) learning. In the approach, an a priori
distribution P (representing prior knowledge) on the hypothesis space H of
functions is given, and the function is learned by combining data Nf with a
priori information µ.

One possible a posteriori estimate based on Nf is the conditional ex-
pectation E(µ|Nf) [7,10,9], which can be done in high (nonparametric) and
low (parametric) dimensional situations. In low dimensions an easier estima-
tion procedure is often done using maximum a posteriori (MAP) methods, in
which a density function ρ(x) of the probability measure P is maximized. In
data mining on the other hand, a full (nonparametric) f must be estimated,
and its infinite dimensional hypothesis space H does not immediately admit
MAP techniques. We show that in fact densities ρ(f) exist and make sense
even for nonparametric problems, and that they can be used in the same
way as in parametric machine learning. Given information y = Nf about
an unknown f ∈ H , the MAPN estimate is simply f̂ = argmaxf∈N−1yρ(f).
Density functions ρ(f) have some important advantages, including ease of
use, ease of maximization, and ease of conditioning when combined with ex-
amples (y1, . . . , yn) = Nf (see examples in Section 3). Since they are also
likelihood functions (representing our intuition of how “likely” a given guess
f1 is as compared to another f2), they can be modified on a very intuitive
basis (see also, e.g., [1]). For example, if we feel that we want our a priori
guess at the unknown f to be smoother, we can weight the density function
ρ(f) (for the measure µ) with an extra factor e−||Af ||2, with A a differential
operator, in order to give less weight to “nonsmooth” functions with high
values of ||Af ||. By the Radon-Nikodym theorem we will be guaranteed that
the new (intuitively motivated) density ρ(f)e−||Af ||2 will be the density of a
bona fide measure ν, with dν = e−||Af ||2dµ.

2 The maximization algorithm

Let P be a probability distribution representing prior knowledge about f ∈
H , with the hypothesis space H initially finite dimensional. Let λ be uniform
(Lebesgue) measure on H , and define the probability density function (pdf)
of P (assuming it exists) by

ρ(f) =
dP

dλ
. (1)

It is possible to define ρ alternatively up to a multiplicative constant through

ρ(f)
ρ(g)

= lim
ε→0

P (Bε(f))
P (Bε(g))

. (2)
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That is the ratio of densities of two measures at f equals the ratio of the
measures of two small balls there. Here Bε(f) is the set of h ∈ H which are
within distance ε from f . Though definition (1) fails to extend to (infinite
dimensional) function spaces H , definition (2) does. Henceforth it will be
understood that a density function ρ(f) is defined only up to a multiplicative
constant (note (2) only defines ρ up to a constant). The MAP algorithm φ
maximizes ρ(f) subject to the examples y = Nf . Thus (2) extends the
notion of a density function ρ(f) to a nonparametric H . Therefore it defines a
likelihood function to be maximized a posteriori subject to y = Nf . It follows
from the theorem below that this in fact can be done for a common family
of a priori measures [10]. For brevity, the proof of the following theorem is
omitted.

Theorem 1. If µ is a Gaussian measure on the function space H with co-
variance C, then the density ρ(f) as defined above exists and is unique (up to
a multiplicative constant), and is given by ρ(f) = e−〈f,Af〉, where A = C−1/2.

Under the assumption of no or negligible error (we will later not restrict
to this), the MAPN estimate of f given data Nf = y is φ(Nf) = f̂ =
arg maxNf=y ρ(f). More generally, these ideas extend to non-Gaussian prob-
ability measures as well; the theorems are omitted for brevity.

3 Applications

We consider an example involving a financial application of the MAPN pro-
cedure for incorporating a priori information with data. We assume that a
collection of 30 credit information parameters are collected from an individ-
ual borrower’s credit report by a large bank. These include total debts, total
credit, total mortgage balances, and other continuous information determined
earlier to be relevant by a data mining program. We wish to map this infor-
mation into a best estimated debt to equity ratio two years hence. A (limited)
database of past information is available, containing recent information (as
of the last year) on debt to equity ratios, together with data on the d = 30
parameters of interest We wish to combine this information with an earlier
estimate (taken 4 years earlier), consisting of a function f0 : J30 → I from
the (normalized) credit parameters into a debt to equity ratio (also normal-
ized), where J = [−1, 1] and I = [0, 1]. In order to avoid boundary issues, we
will extend f0 smoothly to a periodic map K30 → I, where K = [−1.5, 1.5],
with −1.5 identified with 1.5, so that smooth functions on K must match (as
well as all their derivatives) at the endpoints ±1.5. Similarly, a function on
the torus K30 is smooth if it is periodic and smooth everywhere, including
on the matching periodic boundaries. The purpose of this is to expand a
differentiable function f on K30 in a Fourier series.

On the belief that the current form f : K30 → I of the desired function is
different from the (a priori) form f0 earlier estimated, we make the prior as-
sumption that there is a probability distribution P for the sought (currently
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true) f1 centered at the earlier estimate f0, having the form of a Gaussian on
H , the set of square integrable functions from K30 to I. This a priori measure
P favors deviations from f0 which are sufficiently smooth to be well-defined
pointwise (but not too smooth) and small, and so P is given the form of
a Gaussian measure with a covariance C defined on the orthonormal basis
(here a is a normalization constant) {bk = ae

2
3 πix·k}k∈Z30 (Z is the integers)

for L2(K30) by C(e
2
3 πix·k) = 1

(1+|k|)31 e
2
3 πix·k with k = (k1, . . . , k30) a mul-

tiinteger, and x ∈ K30 (note that P forms a Gaussian measure essentially
concentrated on functions f ∈ L2(K30) with 15.5 square integrable deriva-
tives, which guarantees that such functions’ pointwise values are well-defined,
since 15.5 > d

2 ). We uniquely define the operator A by C = A−2; A satisfies
A(e

2
3 πix·k) = |k|31/2e

2
3 πix·k. To simplify notation and work with a Gaussian

centered at 0, we denote the full new i-o function we are seeking by f1(x). We
will seek to estimate the change in the i-o function, i.e., f = f1−f0. With this
subtraction the function f we seek is centered at 0 and has a Gaussian distri-
bution with covariance C. Our new i-o data are yi = f(xi) = f1(xi)− f0(xi),
where f1(xi) are the measured debt to equity ratios, and are immediately nor-
malized by subtracting the known f0(xi). Thus yi sample the change f(xi)
in the i-o function.

We first illustrate the algorithm under the hypothesis that data yi = f(xi)
are exact (the more realistic noisy case is handled below). In this exact
information case the MAPN algorithm finds the maximizer of the density
ρ(f) = e−‖Af‖2

(according to Theorem 1) restricted to the affine subspace
N−1(y). This is equivalent to minimizing ‖Af‖ subject to the constraint
y = Nf = (f(x1), . . . , f(xn)), (where f(xi) is the outcome for example xi),
which yields the spline estimate

f̂ =
n∑

j=1

cjCLj , (3)

where for each j, the linear functional Lj(f) = f(xj), and where ci = Sy is
determined from y by a linear transformation S (see [9] for the construction
of such spline solutions). We have (here δ denotes the Dirac delta distribu-
tion) CLj = Cδ(x − xj) = C

(
a2
∑

k e
2
3 πik·(x−xj)

)
=

∑
k a2Ce

2
3 πik·(x−xj)

=
∑

k
a2

|k|31 e
2
3 πik·(x−xj) = G(x − xj) is a radial basis function (equivalently,

a B-spline) centered at xj . So the estimated regression function is f̂ =∑n
j=1 cjGj(x − xj) =

∑n
j=1 cj

∑
k

a2

|k|31 e
2
3 πik·(x−xj). By comparison, a stan-

dard algorithm for forming a (Bayesian) estimate for f under the average
case setting of information-based complexity theory using information Nf =
(y1, . . . , yn) is to compute the conditional expectation φ(Nf) = Eµ(f |N(f)
= (y1, . . . , yn)). For a Gaussian measure this expectation is known also to
yield the well-known spline estimate (3) for f [9,10]. The regularization al-
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gorithm [12] can be chosen to minimize the norm ‖Af‖ subject to Nf = y,
again yielding the spline solution (3).

Noisy information: It is much more realistic, however, to assume the infor-
mation Nf = (y1, . . . , yn) in the above example is noisy, i.e., that if f = f1−
f0 is the sought change in the 2 year debt to equity ratio, then yi = f(xi)+εi

where εi is a normally distributed error term. In this case the MAP estimator
is given by f̂ = arg supf ρ(f |y). However, note that (as always, up to multi-
plicative constants) ρ(f |y) = ρy(y|f)ρ(f)

ρy(y) so that if the pdf of ε = (ε1, . . . , εn)

is Gaussian, i.e., has density ρε(ε) = K1e
−‖Bε‖2

with B linear and K a con-

stant, then ρ(f |y) = K2
e−‖B(Nf−y)‖2

e−‖Af‖2

ρy(y) = K3e
−‖B(Nf−y)‖2−‖Af‖2

where
K3 can depend on the data y = (y1, y2, . . . , yn). MAP requires that this be
maximized, so

f̂ = arg min‖Af‖2 + ‖B(Nf − y)‖2. (4)
This maximization can be done using Lagrange multipliers, for example. This
again is a spline solution for the problem with error [7]. In addition, again, the
minimization of (4) is the same as the regularization functional minimization
approach in statistical learning theory [12]. It yields a modified spline solution
as in (3), with modified coefficients cj .
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Abstract. Classic kernel methods (SVM, LS-SVM) use some arbitrarily chosen
loss functions. These functions equally penalize errors on all training samples. In
problem of time series prediction better results can be achieved when the relative
importance of the samples is expressed in the loss function. In this paper an auto-
covariance based weighting strategy for chaotic time series prediction is presented.
Proposed method can be considered a way to improve the performance of kernel
algorithms by incorporating some additional knowledge and information on the
analyzed learning problem.

1 Introduction

The classic kernel methods (SVM, LS-SVM) use some arbitrarily chosen loss
functions. These functions equally penalize errors on all training samples.
Therefore all training examples are considered equally significant. However, in
some situations, for instance in prediction of chaotic time series, better results
can be achieved when some examples are considered more significant then
others. In this paper we propose the autocovariance based weighting strategy
for time series prediction with Weighted LS-SVM. The method allows to
build a data driven loss function that automatically adapts to the learning
problem.

2 Kernel Based Learning Algorithms

The kernel based learning algorithm [5] in the case of function estimation can
be formulated as a problem of finding a function f(x) that best ”fits” given
examples (xi, yi), i = 1 . . .N . To measure the quality of fitting one can intro-
duce a loss function V (y, f(x)). The loss function can be any function that
expresses the difference between obtained and desired value. In practice con-
vex loss functions are used. The problem of finding the appropriate function
is then equivalent to minimizing the functional: I = 1

N

∑N
i=1 V (yi, f(xi)) and

is usually reffered as Empirical Risk Minimization (ERM). In general ERM
problem is ill-posed, depending on the choice of the hypothesis space. There-
fore instead of minimizing ERM one can minimize its regularized version.
Many techniques developed for solving ill-posed problems are possible but
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the classic approach involves Tikhonov [8] regularization. Following Tikhonov
one obtains:

Ireg =
1
N

N∑
i=1

V (yi, f(xi)) + γ‖f‖2k (1)

where γ is a positive real regularization parameter and ‖f‖2k is a norm in Re-
producing Kernel Hilbert Space (RKHS) defined by the chosen kernel func-
tion k. The second term in (1), usually called regularizator, corresponds to
Structural Risk Minimization (SRM). The role of the regularizator is two-
fold. Firstly, it forces uniqueness and smoothness of the solution [5] and
controls the complexity of the model with the regularization parameter γ.
Additionally, the regularizator restricts the hypothesis space where we seek
for the function f to RKHS induced by the selected kernel function k. The
kernel function k can be any positive definite function that satisfies Mercer’s
conditions [9].

Regardless of the the loss function used, minimalization of (1) yields the
solution of the form [5]: f(•) =

∑N
i=1 αik(xi, •), where αi are coefficients

found during learning process. According to the choice of a particular loss
function V (y, f(x)) one can obtain several learning algorithms [9].

2.1 Weighted LS-SVM

In the classic LS-SVM approach [6] errors on all training samples are equally
penalized. In some situations, for instance in prediction of chaotic time se-
ries, better results can be achieved when some examples are considered more
significant then others. Their significance can be expressed with the weights
of Weighted LS-SVM (WLS-SVM) [6]. They use the adaptable loss function
VWLS(y, f(x), z) = zi(yi − f(xi))

2 where the importance of every training
sample can be adjusted by a weight parameter zi. The modified learning
problem (1) becomes now:

IWLS =
1
N

N∑
i=1

zi(yi − f(xi))
2 + γ‖f‖2k (2)

where zi denotes the weight of the squared error corresponding to the given
sample. The optimal coefficients α can be found by solving:(

K +
Nγ

2
Z−1

)
α = y (3)

where K = {kij : kij = k(xi, xj); i, j = 1 . . .N} is the kernel matrix and
Z = diag([z1 . . . zN ]) is a weight matrix.

Depending on the selection of the weighting strategy training errors can
be penalized according to their significance.
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3 Weighting Strategy for Chaotic Time Series
Prediction

The proposed weighting strategy for chaotic time series prediction is based
on short-term correlation of the predicted series. Research made on relational
datasets has shown that classification performance improves when autocor-
relation of the data is present [1]. The task was to investigate weather such
phenomena is valid in problem of chaotic time series prediction. Basing on
the assumption that learning on correlated data is easier [3] we designed a
strategy that weights the importance of the learning samples in accordance
to their correlation. The strategy highly penalizes errors on low correlated
samples therefore it imposes learning of hard-to-learn samples. The proposed
strategy can control the overfitting of the learned models with a designated
parameter d.

To calculate the relative importance of the samples we shift the series and
calculate the correlation between the original and shifted series in a fixed-
sized sliding window. With help of correlation analysis we measure whether
or not a change in the shifted time series will result in a change in the original
series. Obtained measure is then expressed in the weights of the samples. A
low correlation coefficient suggests that the relationship between the shifted
and the original series is weak or opposite therefore error penalty on that
sample should be higher. A high correlation indicates that the shifted series
will change when the original changes and for that reason error on that sample
doesn’t have to to be penalized that high.

To compute the weights we use the common unbiased covariance estimate
based on W samples of the target set y [4]. We use a fixed time shift s and
fixed-sized sliding window W (W << N) and obtain a function of sample
identifier i:

Ayy(i) =
1

W − s

(
i+W−1∑
n=i+s

yn−syn

)
− µy

2 (4)

where µy denotes mean value of the target values yi in window W . The time
series is assumed to be stationary at least in the selected window W .

The formula (4) can be used to compute covariance coefficients for samples
(1 . . .N−W +1). For the ramaining samples coefficients of the i = N−W +1
sample are used. The computed coefficients are then normalized so that they
fall in the interval 〈1, d〉. The higher value of d, the more ”loose” is the
weighting strategy on highly correlated samples. Since high values of d can
result in overfitting of the model the optimal value of the parameter should
be found with some validation procedure, e.g. cross-validation.

Since to solve (3) one needs the the reverted elements 1/zi of the weights
matrix Z then the application of obtained coefficients can be direct. Smaller
values of the normalized Ayy(i) correspond to higher penalties zi and bigger
coefficients correspond to lower weights zi.
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4 Experiments

To examine the performance of the strategy a well-known reference problem
of Mackey-Glass (MG) time series prediction [2] was chosen. We used the
MG time series obtained with the constants set to a = 0.2, b = 0.1 and
τ = 17. The inputs were prepared as described in [7]. The training set of 400
training examples was made by taking samples of t ranging in values from
196 to 595. The next 400 MG values were used as validation data. Trained
models were evaluated on the test set of 100 following samples. The samples
were shaded with zero-mean gaussian noise with standard deviation equal to
1/4 of the standard deviation of the original series. The optimal values of the
parameters W , s and d were obtained by grid search. We used RBF kernels
with bandwidth σ2 = 2 in all models.

Additionally, the proposed method was analyzed on another reference
time series used in The SantaFe Competition [10]. We chose the data set A
(Laser generated data) for the tests. The time series is relatively easy and
very predictable on the shortest time scales (relatively simple oscillations)
but has global events that are harder to predict. The inputs were formed by
taking L = 50 last samples spaced a period from each other xk = [z(k −
1), z(k − 2), . . . , z(k − L)] and the targets were chosen to be yk = z(k) so
that a step ahead prediction was tested. The whole data set of 1050 samples
was split into the training set of the first 400 samples, validation set of 450
following samples and the test set of the last 100 samples. The optimal values
of the parameters W , s and d were obtained by grid search. We used RBF
kernels with bandwidth σ2 = 182 in all models.

Weighted LS-SVM outperformed classic LS-SVM in both MG and San-
teFe problems (see Table 1 and Table 2). Test error was significantly lower
when proposed weighting strategy was applied. Sparse WLS-SVM models
also performed better then the unweighted LS-SVM. It appears that due to
high noise WLS-SVM were more prune to overfitting then unweighted al-
gorithm in the MG problem. In case of SantaFe time series the weighting
strategy automatically selected the training samples close to the rapid de-
cay of the oscillations that are hard-to-learn for other learning algorithms.
This resulted in the improvement on the test set which consisted of sam-
ples forming a similar rapid decay (as in the original competition). Better
performance was achieved at the price of higher training error because the
algorithm became slightly more ”loose” on the rest of the samples.

5 Conclusions

In this paper an autocovariance based weighting strategy for chaotic time
series prediction was presented. Proposed method can be considered a way
to improve the performance of kernel algorithms by incorporating some ad-
ditional knowledge and information on the analyzed learning problem. The



450 Pawe�l Majewski

Table 1. Training, validation and test Mean Squared Error in the experiments
with Mackey-Glass time series (WLS-SVM parameters d = 3.1; W = 30; s = 9)

Method Train Validation Test

LS-SVM (full solution) 9.89 × 10−4 1.72 × 10−3 7.41 × 10−4

WLS-SVM (full solution) 6.23 × 10−4 1.87 × 10−3 7.13 × 10−4

WLS-SVM (pruned 10% of SV) 7.87 × 10−4 1.75 × 10−3 7.36 × 10−4

WLS-SVM (pruned 30% of SV) 8.84 × 10−4 1.73 × 10−3 7.14 × 10−4

WLS-SVM (pruned 50% of SV) 1.01 × 10−3 2.08 × 10−3 9.83 × 10−4

Table 2. Training, validation and test Mean Squared Error in the experiments
with Santa Fe Laser time series (WLS-SVM parameters d = 5; W = 42; s = 11)

Method Train Validation Test

LS-SVM 64.22 325.23 744.25
WLS-SVM (full solution) 103.04 318.86 707.75
WLS-SVM (pruned 10% of SV) 123.70 333.79 714.05
WLS-SVM (pruned 20% of SV) 133.44 350.23 744.36
WLS-SVM (pruned 30% of SV) 176.72 394.04 928.46

results of the experiments show that predictor constructed according to the
described weighting strategy outperforms the classic kernel algorithms.
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Abstract. Workflow mining algorithms are used to improve and/or refine design of
existing workflows. Workflows are composed of sequential, parallel, conflict and iter-
ative structures. In this paper we present results of experimental complexity study
of the alpha workflow mining algorithm. We studied time and space complexity as
dependent on workflow’s internal structure and on the number of workflow tasks.

1 Introduction

In workflow mining algorithm we do not know explicitly the workflow struc-
ture; however, we apply multiple cases to the workflow mining ”black box”
and we observe outcomes of each case. Workflow execution for all cases is
recorded in a log file. Workflow mining alpha algorithm is based on workflow
log treated as input [2,3]. Problem of workflow mining is similar to the prob-
lem of software process discovery [1]. We use Petri nets to specify workflows.

Fig. 1. An idea of workflow mining problem

Let N ′ = (P, T, F, s) be a marked P/T-net. A transition t ∈ T is live in (N, s)
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iff for every reachable marking s′ ∈ [N, s > and t ∈ T , there is a reachable
marking s′′ ∈ [N, s′ > such that (N, s′′)[t >. Let N = (P, T, F ) be a P/T
net and t′ an identifier not in P ∪ T . N is a workflow net (WF-net) iff: it
contains an input place i such that •i = ∅, it contains an output place o such
that o• = ∅, and N ′=(P, T ∪ {t′} , F ∪ {(o, t′), (t′, i)}) is strongly connected.
Let N = (P, T, F ) be a WF-net with input place i and output place o. N is
sound iff the following properties are satisfied: workflow net (N, [i]) is safe,
for any marking s ∈ [N, [i] >, o ∈ s implies s = [o], there is an option to
complete: for any marking s ∈ [N, [i] >, [o] ∈ [N, s >, and absence of dead
tasks: (N, [i]) contains no dead transitions. Let T be a set of tasks, σ ∈ T ∗ is
a workflow trace and W ∈ P (T ∗) is a workflow log, where P (T ∗) is the power
set of T ∗, i.e., W ⊆ T ∗. Let W be a workflow log over T , i.e., W ∈ P (T ∗).
Let a, b ∈ T : a >w b iff there is a trace σ = t1t2t3...tn+1 and i ∈ {1, ..., n− 2}
such that σ ∈ W and ti = a and ti+1 = b, a →w b iff a >w b and b �>w a,
a#wb iff a �>w b and b �>w a, and a||wb iff a >w b and b >w a. Let A be a
set, a ∈ A, and σ = a1a2....an ∈ A∗, a sequence over A of length n, first,
last are defined as follows: a ∈ σ iff a ∈ {a1a2....an}, first(σ) = a1, and
last(σ) = an. Let N = (P, T, F ) be a sound WF-net, i.e., N ∈ W . W is a
workflow log of N iff W ∈ P (T ∗) and every trace σ ∈W is a firing sequence
of N starting in state [i], i.e., (N, [i])[σ >. W is a workflow log of N iff for
any workflow log W ′ of N : >w′ ,⊆w, and for any t ∈ T there is σ ∈ W such
that t ∈ σ. Let N = (P, T, F ) be a sound WF-net, i.e., N ∈ W , and let α
be a mining algorithm which maps workflow logs of N onto sound WF-nets,
i.e., α : P (T ∗) → W . If for any workflow log W of N the mining algorithm
returns N (modulo renaming of places), then α is able to rediscover N . Let
N = (P, T, F ) be a P/T -net with initial marking s. A place p ∈ P is called
implicit in (N, s) iff, for all reachable markings s′ ∈ [N, s > and transitions
t ∈ p•, s′ ≥ •t\{p} ⇒ s′ ≥ •t. A WF-net N = (P, T, F ) is an SWF-net
(Structured workflow net) iff for all p ∈ P and t ∈ T with (p, t) ∈ F :| p• |> 1
implies | •t |= 1 and for all p ∈ P and t ∈ T with (p, t) ∈ F : | •t |> 1 implies
| p• |= 1 and there are no implicit places. If there is no choice and synchro-
nization next to each other then there are no implicit places. This type of
WF-net is called SWF-net. Let N = (P, T, F ) be a sound WF-net and let W
be a workflow log of N. For any a, b ∈ T : a →w b implies a• ∩ •b �= ∅. Let
N = (P, T, F ) be a sound SWF-net and let W be a workflow log of N . For
any a, b ∈ T : a•∩•b �= ∅ implies a >w b. Based on SWF-net definition, if the
workflow log is complete and a node resides between task A and B, then this
implies that A comes before B. Let N = (P, T, F ) be a sound SWF-net and
let W be a workflow log of N . For any a, b ∈ T : a• ∩ •b �= ∅ and b• ∩ •a = ∅
implies a →w b. Let N = (P, T, F ) be a sound SWF-net such that for any
a, b ∈ T : a• ∩ •b = ∅ or b• ∩ •a = ∅ and let W be a workflow log of N .
Then if a, b ∈ T and a• ∩ •b �= ∅ then a#wb. If a, b ∈ T and •a∩ •b �= ∅ then
a#wb. If a, b, t ∈ T , a →w t, b →w t, and a#wb, then a• ∩ b• ∩ •t �= ∅. If
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a, b, t ∈ T , t →w a, t →w b, and a#wb, then •a ∩ •b ∩ t• �= ∅. For SWF-net
with a workflow log, we can derive the following implications:

1. if a transition comes after task A and task B then there is a choice between
task A and task B.

2. if a transition comes before task A and task B then there is a choice
between task A and task B.

3. if A causes T, B causes T, and there is a choice between A and B, then
there is a transition that comes after task A and task B, but before task
T.

4. if T causes A, T causes B, and there is a choice between A and B, then
there is a transition that comes before task A and task B, but after task
T.

For sound SWF-nets, a||wb implies a• ∩ •b = •a∩ •b = ∅. Moreover, a →w t,
b →w t, and a• ∩ b• ∩ •t = ∅ implies a||wb. Similarly, t →w a, t →w b, and
•a ∩ •b ∩ t• = ∅, also implies a||wb.

2 Alpha Workflow Mining Algorithm

We make two assumptions: workflow net is a SWF net and workflow log is
complete. Let W be a workflow log over T . The mining algorithm constructs
a net (Pw, Tw, Fw). Knowing Tw, it is possible to find initial transition Ti

and final transition To. Besides the input place iw and the output place ow,
we have to find other places in the form p(A, B), i.e. place between transition
A and B. The subscript refers to the set of input and output transitions, i.e.,
•p(A, B) = A and p(A, B)• = B. A place is added in-between task A and task
B iff A →w B. For this purpose the relations Xw and Yw are constructed.
(A, B) ∈ Xw if there is a causal relation from each member of A to each
member of B and there exist choices between members of A or members of
B, the members of A or B never occur next to one another. Relation Yw

is derived from Xw by taking only the largest elements with respect to set
inclusion. Let us consider workflow log: case 1 : A, C, D, E; case 2 : A, D, C,
E; case 3 : B, F, G, H, I, J, K; case 4 : B, F, G, I, H, J, K; case 5 : B, F, G,
I, J, H, K; case 6 : B, F, I, J, G, H, K.; case 7 : B, F, I, G, H, J, K; case 8 :
B, F, I, G, J, H, K.

1. Tw = {ACDE, ADCE, BFGHIJK, BFGIHJK, BFGIJHK, BFIJGHK,
BFIGHJK, BFIGJHK}.

2. Ti : A and B, there is a selection between A and B: A#wB
3. To : E and K, there is a OR-joint at the end that comes from E and K:

E#wK
4. Based on Tw, we get the following relations: Causality relation: A →w C,

A →w D, A →w E, C →w E, D →w E, B →w F , B →w G, B →w H ,
BwI, B →w J , B →w K, F →w G, F →w H , F →w I, F →w J , F →w
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K, G →w H , G →w K, H →w K, I →w J , I →w K, J →w K; Parallel
relation: C||wD, G||wI, G||wJ , H ||wI, H ||wJ ; Conflict relation: A#wB,
A#wF , A#wG, A#wH , A#wI, A#wJ , A#wK, C#wB, C#wF , C#wG,
C#wH , C#wI, C#wJ , C#wK, D#wB, D#wF , D#wG, D#wH , D#wI,
D#wJ , D#wK, E#wB, E#wF , E#wG, E#wH , E#wI, E#wJ , E#wK

5. Based on these relations we construct workflow system as in Fig.2.

Fig. 2. Workflow constructed using alpha mining algorithm

3 Results of Experiments

In experiments we used Java implementation of the alpha workflow mining
algorithm working in computer environment with Windows XP,Intel 2GHz,
RAM 1GB,Java 2 SDK. From our analysis it is clear that cyclomatic complex-
ity is not appropriate to describe complexity of the alpha workflow mining
algorithm. In parallel workflow structure all concurrent transitions could be
fired in arbitrary order. The number of traces depends on the number of tran-
sitions as follows: NumberofT races = (NumberofT ransitions− 2)!. Num-
ber of traces and size of workflow log increase with number of transitions. Size
of workflow log will effect time and space consumption of mining algorithm.
With increasing number of transitions the time and space consumption grow
as well. We can use the Ccycle metrics to measure behavioral complexity.
Ccycle defined by the difference of the total number of connections and total
number of net elements. The cyclomatic complexity Ccycle = F−(T +P )−Q.
Our results indicate that workflow net with the same number of (P +T ) could
have different performance. This indicates that the cyclomatic number is not
adequate to analyze complexity of workflow mining algorithm. Number of
traces in parallel and conflict structures is not the same. Fig.3 illustrates
number of traces in combined sequential and conflict structure.
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Fig. 3. Sequential and conflict control structure

4 Conclusions

The alpha mining algorithm can be used to design workflow nets and to
refine the existing workflow net. The workflow has to be sound and noise-
less. Different workflow structures have different effect on time and space
complexity of the algorithm. When analyzing complexity in sequential and
conflict workflow structures one can adopt cyclomatic complexity measure.
To analyze sequential or conflict structures one can use the following for-
mula: Ccycle = F − (T + P ) − Q + O, where F (arcs) stands for the total
number of connections, T the number of transitions, P the number of places.
Parameter Q is the number of OR-splits in workflow net. Proper metric to
present this effort is the number of traces in workflow log, therefore we can
derive the following formula to valuate the complexity in parallel structure.
Cparallel = (Numberoftransitions− 2)!
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Abstract. Contemporary information systems are facing challenging tasks involv-
ing advanced data analysis, pattern discovery, and knowledge utilization. Data min-
ing can be successfully employed to sieve through huge amounts of raw data in
search for interesting patterns. Knowledge discovered during data mining activity
can be used to provide value-added services to users, customers, and organizations.

The adoption of the Web as one of the main media for business-to-customer
(B2C) communication provides novel opportunities for using data mining to per-
sonalize and enhance customer interfaces. In this paper we introduce the notion of
recommendation rules — a simple knowledge model that can be successfully used
in the Web environment to improve the quality of B2C relationship by highly per-
sonalized communication. We present the formalism and we show how to efficiently
generate recommendation rules from a large body of customer data.

1 Introduction

Rapid scientific, technological, and social development witnessed in recent
years has resulted in significant increase of the volume of data processed by
computer systems. Data mining, also referred to as knowledge discovery in
databases, aims at the discovery of hidden and interesting patterns from large
data volumes. Discovered patterns can be used, e.g., to provide additional in-
sight into the data, to allow prediction of future events, or to assist marketing
operations. The main drawback of data mining systems is the high computa-
tional cost of knowledge discovery algorithms which disqualifies many data
mining methods from straight utilization in on-line Web applications.

The Web is quickly becoming an important channel for sales and cus-
tomer relationship management. Several businesses, including banks, insur-
ance companies, retail and multimedia stores, are interacting with their cus-
tomers on-line. This transition to the on-line communication channel intro-
duces new, unprecedented requirements. Among others, user expectations of
response times shrink to seconds, user identification becomes difficult, secu-
rity and privacy become key issues. Increasing customer satisfaction requires
precise mechanisms of B2C communication. A simple approach of broadcast-
ing all messages to all customers, contemptuously referred to as the “spray
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and pray” method, is unacceptable. Messages must be highly relevant to
customers with respect to customer behavior and characteristics. Assessing
the relevance is difficult, because customer personal data is often limited.
On the other hand, highly personalized communication is very important in
marketing applications.

Let us consider an example. A bank wants to inform its customers about a
new credit card. The marketing department decides that the main addressee
of the message is a young person who lives in a mid-sized city and who has
a medium income. Direct translation of these constraints into a database
query can be error-prone. For example, subjective choice of attribute value
thresholds can lead to false positives (addressing customers who should not be
bothered with the message), or false negatives (failing to address customers
who should be notified).

An attempt to solve this problem using traditional data mining techniques
leads to the utilization of clustering and classification. Unfortunately, both
techniques are not appropriate here. Clustering is not helpful at all, because
addressees of messages do not form distinct clusters. The set of addressees
is determined dynamically upon the formulation of a new message and the
constraints for message delivery are vague. In other words, clusters represent-
ing addressees of messages would have to be strongly overlapping, irregular,
having different shapes and sizes. Classification is not helpful either, because
it is impossible to acquire high-quality training and testing sets. We propose
to tackle this problem from the association rule discovery perspective. In our
solution conditions that determine the relevance of a message to a given cus-
tomer are not formulated arbitrarily. Rather, conditions represent frequent
combinations of attribute values and can be chosen by the user from a pre-
computed set of possible combinations. Additionally, each customer is ap-
proximated by frequent combinations of attribute values present in customer
data. In other words, every customer is mapped to a point in a multidimen-
sional space of frequent attribute values. Messages are also mapped to the
multidimensional space as subregions. The inclusion of a customer point in
a given message subregion implies that the customer is a potential recipient
of the message.

In this paper we present recommendation rules — a simple knowledge
representation model that allows high personalization of B2C communica-
tion. We introduce the notion of a recommendation rule and we present an
adaptation of the well-known Apriori algorithm to pre-compute frequent sets
of attribute values. The results presented in this paper originate from a pro-
totype implementation of the system developed within the Institute of Com-
puting Science of Poznań University of Technology. The paper is organized
as follows. Section 2 presents related work. In Section 3 we present basic
definitions and we formally introduce the notion of a recommendation rule.
Section 4 contains the description of the mining algorithms. We conclude in
Section 5 with a brief summary.
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2 Related Work

The problem of mining association rules was first introduced in [1]. In [2]
Agrawal et al. proposed the Apriori algorithm that quickly became the seed
for several other frequent itemset mining algorithms. The original formulation
of the association rule mining problem was generalized into the problem of
mining quantitative association rules in [6].

Tightly coupled with quantitative association rules are clustered associa-
tion rules first presented by Lent et al. in [5]. The idea behind clustering was
to combine quantitative association rules for which rule antecedents or conse-
quents corresponded to adjacent ranges of attribute values. Another similar
problem was the problem of finding profile association rules, first presented by
Aggarwal et al. in [3]. An exhaustive study of the subject can be found in [4].
Profile association rules correlate patterns discovered in user demographics
data with buying patterns exhibited by users.

3 Definitions

Given a set of attributes A = {A1, A2, . . . , An}. Let dom (Ai) denote the
domain of the attribute Ai. Let the database D consist of a relation R with
the schema R = (A1, A2, . . . , An). For each tuple r ∈ R let r (Aj) = aj

denote the value of the attribute Aj in tuple r. The support of the value aj

of the attribute Aj is the ratio of the tuples r ∈ R having r (Aj) = aj to
the number of tuples in R. Given a user-defined minimum support threshold
denoted as minsup. The value aj of the attribute Aj is called frequent, if
supportR (Aj , aj) ≥ minsup. The support of the set of values {aj, . . . , am} of
the attributes Aj , . . . , Am is the ratio of the tuples r ∈ R having the values
of the attributes Aj , . . . , Am equal to aj , . . . , am, respectively, to the number
of tuples in R. The set of values {aj, . . . , am} of the attributes Aj , . . . , Am

is frequent, if supportR (Aj , aj , . . . , Am, am) ≥ minsup. We say that a set
of attribute values {aj, . . . , am} satisfies the tuple r if ∀k ∈ 〈j, . . . , m〉 :
r (Ak) = ak. Let L denote the collection of all frequent sets of attribute values
appearing in the relation R. Given a set of messages M = {m1, m2, . . . , mp},
where each message mi is a string of characters. A recommendation rule is an
implication of the form: aj ∧ ak ∧ . . .∧ am → ki, where aj ∈ dom (Aj) ∧ ak ∈
dom (Ak) ∧ . . . ∧ am ∈ dom (Am) ∧ ∃lq ∈ L : {aj , ak, . . . , am} ⊆ lq. The left-
hand side of the rule is called the antecedent and the right-hand side of the
rule is called the consequent.

Each tuple r ∈ R can be approximated using frequent sets of attribute
values appearing in the tuple. The processing of recommendation rules con-
sists in finding, for a given tuple r, all recommendation rules which apply to r,
i.e., in finding all recommendation rules having the antecedent satisfying the
tuple r. It is worthwhile noticing that this formulation of data mining task is
fundamentally different from previous approaches. Previous approaches con-
centrated on efficient discovery of associations between attribute values. Our
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approach takes the opposite direction, i.e., the knowledge is known a priori
(we assume that the user has a vague notion of constraints that should be
satisfied in order to send a message to a given customer), but the formulation
of the knowledge is difficult. Therefore, we propose to reverse the process. In-
stead of formulating constraints and looking for customers satisfying those
constraints, we begin with the in-depth analysis of the customer data and we
derive frequent sets of attribute values to serve as descriptors for large user
communities. Next, we force the user to formulate the constraints for message
delivery only in terms of frequent sets of attribute values discovered during
the first step. In this way, the user can not introduce arbitrary conditions that
cut across communities of similar customers and the constraints for message
delivery become “natural” in the sense that they represent natural clustering
of attribute values present in customer data.

4 Mining Algorithms

Require: D, minsup, P
Normalize(D, P );
Discretize(D, P );
RemoveCorrelatedAttributes (D, P );
L1 = set of frequent attribute val-
ues;
L = Apriori(D, L1,minsup);
for all tuples t ∈ D do

Lt = subset (L, t);
for all sets l ∈ Lt do

〈t .t id , l .s id〉 → metadata
end for

end for

Require: L, M
rhs = {mi : mi ∈ M};
lhs = ∅;
LLHS = L;
while (notFinished) do

lhs = {l : l ∈ LLHS};
LLHS = LLHS \ {l : l ∈ LLHS ∧ l �
lhs};
notFinished ← user input

end while

Fig. 1. Algorithms for generation of frequent sets and recommendation rules

Figure 1 presents the algorithms for generating frequent sets and rec-
ommendation rules. This algorithm is a minor modification of the Apri-
ori algorithm [2]. Let D denote the database of customer data. Let M =
{m1, . . . , mk} denote the set of user-defined messages. Finally, let P denote
the set of user-defined preferences (e.g., the correlation factor for pruning cor-
related attributes, parameters for attribute normalization and discretization,
etc.). The first algorithm begins by performing necessary data preprocessing,
such as normalization of numerical attributes and discretization of numerical
attributes into discrete bins. Next, the algorithm generates all frequent sets
of attribute values using the Apriori technique. In the last step, all tuples
describing customers are verified for the containment of frequent sets of at-
tribute values. For every customer tuple the information about all frequent
sets of attribute values contained in the given tuple is added to the metadata.
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This step is necessary for achieving a satisfying performance during runtime.
Let lhs and rhs denote the left-hand side and the right-hand side of the gen-
erated recommendation rule, respectively. The user first selects the messages
to be communicated to customers and adds them to the right-hand side of the
rule. Next, the user adds conditions to the left-hand side of the rule. Condi-
tions are represented by frequent sets of attribute values. In each iteration the
user is free to choose from the collection of available frequent sets of attribute
values, where the collection consists of all supersets of frequent sets already
chosen for the left-hand side of the rule. The rationale behind this is that it
guarantees that every message will be communicated to at least minsup frac-
tion of customers, since every left-hand side must necessarily belong to the
collection of frequent sets of attribute values. Specialization of a given recom-
mendation rules continues until the user is satisfied with the joint condition.

5 Summary

In this paper we have presented the idea of recommendation rules. It is a
knowledge representation model that allows organizations to personalize mes-
sages addressed to their customers, avoiding the arbitrary choice of message
delivery criteria. In addition to the formulation of the problem, we have
presented an algorithm for efficient definition of recommendation rules. Our
prototype implementation proves that this idea is applicable in real-world ap-
plications. The integration of data mining techniques with Web applications
is a very promising research area. Recommendation rules and the prototype
presented in this paper provide an interesting step into this domain.
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Abstract. In the paper continuation of our research described earlier is shortly
discussed. The main goal of current investigation is to build combined learning
model (probably quasi-optimal) merging some knowledge models, developed by
means of different machine learning algorithms. In order to reach this goal, a set of
generic operations were implemented and tested on melanocytic dataset.

1 Introduction

Until now, in our research [1] the new conception of knowledge extraction
from data has been developed and extensively studied [2,3]. The characteris-
tic feature of our approach was the multiple (i.e. by means of different machine
learning tools) analysis of a primary source of knowledge (e.g. decision table
[4]), which supplied multiple learning models, called by us secondary sources
of knowledge. In the next step of our approach, all developed learning mod-
els, always in the form of IF ... THEN rules, have been merged together into
one combined learning model, called by us Quasi-Optimal Learning Model
(QOLM), and finally optimized using a set of generic optimization opera-
tions. Some of these operations have been already described elsewhere [1,5–7],
more details are given in Section

2 Methodology used

Two different methods were used in the research. The first one relies on a
separate optimization of each developed learning model. The second method
was distinctly different. In the first step, as it was stated in the previous sec-
tion, all developed learning models (production rules) were merged together
and then, the entire joined (large) model, was optimized using the same set
of generic operations. To generate learning models (in the form of decision
rules) the following machine learning algorithms were used: (1) a pathway
from general description of a problem to its specific description (general-to-
specific, GTS [8]), (2) development of rules using belief networks [9], and (3)
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standard R. Quinlan’s C4.5 procedure, implemented in [10]. Improved mod-
els for both methods, were then evaluated — via testing the classification
accuracy of unseen examples (see Section 4).

3 Implementation of selected generic operations

The full set of generic optimization operations is as follows:

1. finding and removing redundancy: the data may be overdetermined, that
is, some rules may explain the same cases. Here, redundant (excessive)
rules were analyzed, and the redundant rule (or some of the redundant
rules) was (were) removed, provided this operation did not increase the
error rate;

2. finding and removing of incorporative rules: another example when the
data may be overdetermined. Here, some rule(s) being incorporated by
another rule(s) were analyzed, and the incorporative rule(s) was (were)
removed, provided this operation did not increase the error rate;

3. merging rules: in some circumstances, especially when continuous at-
tributes were used for the description of objects being investigated, gen-
erated learning models contained rules that are more specific than they
should be. In these cases, more general rule(s) were applied, so that they
cover the same investigated cases, without making any incorrect classifi-
cations;

4. finding and removing of unnecessary rules: sometimes rules developed by
the systems used were unnecessary, that is, there were no objects clas-
sificated by this rules. Unnecessary rule(s) was (were) removed, provided
this operation did not increase the error rate;

5. finding and removing of unnecessary conditions: sometimes rules devel-
oped by the systems used contain unnecessary conditions, that were re-
moved, provided this operation did not increase the error rate;

6. creating of missing rules: sometimes developed models didn’t classify all
cases from learning set. Missing rules were generated using a set of un-
classified cases;

7. discovering of hidden rules: this operation generates a new rule by com-
bination of similar rules, containing the same set of attributes and the
same — except one — attribute values;

8. rule specification: some rules caused correct and incorrect classifications
of selected cases, this operation divides considered rule into few rules by
adding additional conditions;

9. selecting of final set of rules: there were some rules that classify the same
set of cases but have different composition, simpler rule stayed in a set;

In our experiments, only the first five generic operations were applied.
Classification process of unseen objects consists in importing of testing set

and categorization of investigated objects using the set of developed rules.
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Results of this procedure are presented in Table 1, taking into account the
number of classified cases, number of incorrect classifications, number of not
classified cases, and the error rate. Additionally, the confusion matrix is gen-
erated.

4 Results and discussion

The initial results of improvement of learning models are gathered in Ta-
ble 1. It should be stressed, that accuracy and quality of learning model
developed for the same primary source are very different. Learning model
developed with the first algorithm (Model 1) contains 116 decision rules,
whereas the average error rate equals to 24,1%. The second learning algo-
rithm (Model 2) contains only 27 decision rules, however, the error rate is
much larger (42,9%). Learning model developed using the third algorithm
(Model 3) contains only 38 decision rules, testing cases with error rate equal
19,9%. Quasi-Optimal Learning Model, obtained by simple merging together
all multiple models, contains 178 decision rules, which classify testing cases
with quite satisfactory error rate equal 15,7%. After optimization (using the
generic operations), the number of rules decreased to: 102 (Model 1), 16
(Model 2) and 38 (Model 3). In the case of QOLM the number of rules de-
creased from 178 to 137, what have to be emphasized, without increasing of
error rate. Also, the average rule strength [11], defined as: The bibliography
shall be ordered alphabetically. Follow the examples at the end of this paper.
The bibliography items should receive symbolic names like:

ΣStrength(R)
n

(1)

where: Strength(R) — is the total number of cases correctly classified by the
rule during training, n — is number of rules in the model being investigated,
was also calculated.

To summarize results obtained, it might be stated that the optimization
of learning models, using only first five generic operations, yielded quite inter-
esting and satisfactory results. Namely, the overall number of rules decreased
about 27,3%, average number of conditions decreased about 43,4%, average
value of rule strength increased about 38,2%, and error rate increased about
1,6%. The results obtained can be additionally interpreted in somewhat dif-
ferent way: the improvement of learning models will play a significant role
in a case of very extended models, i.e. models which contain very large set
of rules. However, the incident decrease of the overall accuracy of the im-
proved model can be observed. In the future research, the untouched generic
operations (#6 — #10) will be dealt with.
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Table 1. Learning models and theirs parameters, before and after optimization

Model 1 Model 2 Model 3 QOLM

Before optimization

Number of rules 116 27 38 179

Number of conditions in a set of rules 622 98 129 715

Number of classificated cases ∗ 49 35 55 54

Number of incorrect classifications 7 4 11 9

Number of unclassificated cases 6 20 0 0

Error rate [%] 24,1 42,9 19,9 15,7

Average value of rule strength 8,3 12,6 12,6 11,2

After optimization

Number of rules 103 17 38 137

Number of conditions in a set of rules 489 56 98 512

Number of classificated cases ∗ 49 36 55 54

Number of incorrect classifications 7 4 12 9

Number of unclassificated cases 6 19 0 0

Error rate [%] 23,7 42,9 21,5 15,7

Average value of rule strength 11,5 25,2 18,5 19,6
∗ (correctly and erroneously)
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Abstract. This paper compares the behaviour of three metaheuristics for the func-
tion optimization problem on a set of classical functions handling a lot number of
variables and known to be hard. The first algorithm to be described is Particle
Swarm Optimization (PSO). The second one is based on the paradigm of Arti-
ficial Immune System (AIS). Both algorithms are then compared with a Genetic
Algorithm (GA). New insights on how these algorithms behave on a set of difficult
objective functions with a lot number of variables are provided.

1 Introduction

There is a wide range of problems, classified as NP-hard, that appear im-
possible in practice to solve. In such case, various heuristics may be useful,
which, however, do not always guarantee that the optimal solution is found.
Nevertheless, a ,,good” solution within a reasonably short period of time
can be found. The multi-variable optimization field for non-linear functions
includes in particular many intractable problems.

In the paper we examine two new algorithmic techniques belonging to
the ,,nature–inspired techniques” class: i.e. Particle Swarm Optimization
(PSO) [4] and Artificial Immune System (AIS) [1]. Next we compared them
to the classical Genetic Algorithm (GA) [3] on 6 different problems described
by multi-variables functions.

In to compare the behaviour of three different algorithms on a given set
of optimization functions with a lot number of variables and that are known
to be extremely difficult to solve and to provide new insights on using these
algorithms for the proposed objective functions.

We will compare all three heuristics in a common testing environment
of well-known functions, which constitute the experimental firing ground for
many optimization methods.
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The paper is organized in the following way. The next section presents
PSO algorithm. Section 3 describes AIS. Section 4 presents a set of test func-
tions and section 5 shows resutlts of experiment study. Last section contains
conclusion.

2 Particle Swarm Optimization

Initial position of individuals is chosen at random from the solutions space.
Next, a single particle may move in the direction described by the equation:{

vt+1[k] = c1r1v
t[k] + c2r2

(
yt[k]− xt[k]

)
+ c3r3

(
y∗t[k]− xt[k]

)
xt+1[k] = xt[k] + vt+1[k],

where vt – speed of a molecule at a time t; xt – position of a molecule
at a time t; yt – the best position found so far by a molecule for a time t;
y∗t – the best position fund so far by the neighbours for a time t; c1, c2,
c3 – weight coefficients defining the influence of each of the three elements
of the trade-off, which respectively define how much a molecule trusts itself
at a time, its own experience and its neighbours and their experience; [k]
– k-th vectors coordinates x, v and y of the length equal to the number of
dimensions of the space of solutions.

Coefficients c1, c2, c3 are multiplied by random values r1, r2 et r3, which
belong to 〈0, 1〉 range and are defined for every generation.

The value of the vector of speed can vary, which prevents the travelling
of an individual through a space of solutions, along the straight line. The
change in the vector’s value is calculated in the following way:

vi(t) = χ
(
vi(t− 1) + ρ1

(
pi − xi(t− 1)

)
+ ρ2

(
pg − xi(t− 1)

))
,

where vi – vector of speed of an individual in an iteration i; pi – best
position of a given individual (pbesti – value for the position pi); pg - position
of the best individual in the whole population (gbest – its value). Moreover,
parameters ρ1 and ρ2 may influence the vector of speed of a molecule. First
of them influences pi value, the second on pg. A change in these parameters
changes the force of influence of the best values found so far on molecules.
Influence on speed has parameter called inertia weight χ.

χ = κ

abs

(
1− ρ

2 −
√

abs(ρ2−4ρ)
2

) ,

where κ – coefficient, κ ∈ (0, 1〉; ρ – coefficient, which is the sum of ρ1

and ρ2. A similar solution was proposed in paper [2] [4] [5].

3 Artificial Immune System

The idea of the algorithm presented in this paper was originally proposed
by L.N. de Castro i F. J. Von Zuben’a [1] who called it CLONALG. To
use the algorithm it was necessary to assume, that it does not refer to a
predetermined, public set of antigens because the set of antigens is constituted
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by unknown maxima of function f(x). As affinity of antibody p and antigen
we shall take the value of function f(p). In the algorithm, an antibody is
a vector of floating point numbers. The following changes have been made
to the algorithm for experimental purposes. Not every variable in the vector
of solutions (antibody) undergoes mutation – the probability of mutation of
each variable equals 50% Single-ended crossover operator has been added –
crossover follows mutation, and it is possible to influence its probability.

Moreover, in each iteration of the algorithm, the following operations are
carried out sequentially:
Cloning, two ways. Linear – the best individual is cloned until the number
of clones reaches the number of individuals selected for cloning, in other
individuals the number of clones made is decreased by one. Constant – the
best individual is cloned N/2 and the remaining individuals N/4, where N –
the number of individuals selected for cloning.
Hipermutation. For vector x = [x1, x2, ..., xi] output vector z = [z1, z2, ..., zi]
is calculated from: zi = xi ± ∆x = X · α · Rand 〈0, 1〉, where X – absolute
value from the range of the function in question; α – parameter defining the
degree of mutation calculated from: α = exp(−ρ · D), where ρ – mutation
coefficient; D – fitness coefficient equal 1−n/N ; n – position of an antibody
in a vector of solutions of the length N sorted according to affinity.
Crossover. Two antibodies and a point of section are chosen at random. The
first part is taken from one parent and the second form the other one. Then,
the parts are joined together after we have chosen the order of the parts in a
new body.

4 Test functions

Six test functions were used to carry out the experiments. The functions to
be minimized are presented below:

• sphere model, x ∈ Rn, a minimum x∗ = (0, ..., 0), f1(x∗) = 0,
f1(x) =

∑n
i=1 x2

i ,
• Ackley’s function, x ∈ Rn, a minimum x∗ = (0, 0, ..., 0), f2(x∗) = 0,

f2(x) = −20e

(
−0.2

√
1
n

∑n

i=1
x2

i

)
− e(

1
n

∑n

i=1
cos2πxi),

• Griewank’s function, x ∈ Rn, a minimum x∗ = (0, 0, ..., 0), f3(x∗) = 0,
f3(x) = 1

4000

∑n
i=1 x2

i −
∏n

i=1 cos
(

xi√
i

)
+ 1,

• Rastrigin’s function, x ∈ Rn, a minimum x∗ = (0, 0, ..., 0), f4(x∗) = 0,
f4(x) =

∑n
i=1

(
x2

i − 10 · cos(2πxi) + 10
)
,

• Rosenbrock’s function, x ∈ Rn, a minimum x∗ = (1, 1, ..., 1), f5(x∗) = 0,
f5(x) =

∑n
i=1

(
100

(
x2

i − xi+1

)2 + (1− xi)
2
)
,

• Schwefel’s function, x ∈ Rn, a minimum x∗ = (0, 0, ..., 0), f6(x∗) = 0,

f6(x) =
∑n

i=1

(∑i
j=1 xj

)2

.
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5 Experimental study

The algorithms discussed (PSO, AIS and GA) were tested using functions
presented in section 4. In the experiments, which were carried out, the pre-
cision of results was 10−6. Experiments were carried out for the following
number of variables n = 5, 10, 20, 30 but the results were presented only for
n = 30. All the algorithms were run for 200 generations.The experiments,
which were not presented in this paper aimed at setting parameters of the
algorithms. For the sake of the presentation, each experiment was repeated
25 times, with parameter values predefined, and the best result was presented
for each generation. Figure 1 show mean results of experiments.

This comparison is not purely linear because we do not take an impor-
tant parameter – time of execution of one generation of the algorithm –
under consideration. It is worth noticing that AIS took 50 times longer to
execute than that of PSO, which results form computational complexity of
the compared algorithms. AIS algorithm performs multiple loops over the
whole population of antibodies (Ab and Abn) and it at the same time carries
out costly/expensive operations of reproduction and sorting.

Moreover, it is worth noticing, that finding an optimum of a function in
PSO algorithm after not more than 20 generations decreases rapidly and stays
on a certain level of values of the functions tested and further populations
do not bring a noticeable improvement of the result. AIS and GA behave in
a different way. As the number of generations increases, they gradually and
linearly approach the optimum of the functions tested, with AS being faster
as far as reaching minimum is concerned.

6 Discussion and Conclusion

New insights on how 3 evolutionary algorithms (i.e. PSO, AIS and GA) be-
have and compare with each other on a set of difficult objective functions
with a large number of variables have been provided.

Experiments carried out in the same testing environment proved that AIS
gave better results for them than PSO and GA in terms of finding the mini-
mum of multiple variables function. Classical GA was to the least efficient in
the majority of tests. It is also worth noting that PSO is the fastest heuristic
among those presented in the paper. It results from the fact that no genetic
operators are used in this method and the whole population is used in the
next generation. In order to define linear effectiveness of optimization meth-
ods compared in this paper, experiments assessing time of execution of the
algorithms should be carried out. Furthermore, it is possible to find the best
available modifications improving the efficiency of the algorithms discussed
and carry out experiments again in order to establish the best method of
optimization for a given class of functions.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. Minimization of function: (a) Sphere (b) Ackley’s (c) Griewank’s (d) Ras-
trigin’s (e) Rosenbrock’s (f) Schwefel’s.
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Abstract. We present a language for property specification for workflows and a
tool for property checks. The language is based on the Propositional Linear Tempo-
ral Logic and the structure of workflow logs. These language and tool help compa-
nies to diagnose business processes, react to changes in business environment and
collect formal definitions of business properties. We give examples of specifications
of business properties that set relations between events of business processes

1 Introduction

Recording logs of events is normal practice of any well-organized business.
These logs represent the real workflows of an enterprise and its workflow
management is interested in log diagnostics. However, workflow logs are huge
files and their effective diagnostics is not possible without formal specification
of properties and tool support for property checks.

Most of current approaches make diagnostics of structural properties of
processes recorded in logs, such as soundness of the workflow that is con-
structed from the log. Other approaches investigate the equivalence between
a logged process and a standard workflow (We refer the reader to a good
survey [1]). Monitoring and filtering of event logs using the database tech-
niques is usual practice in the world of electronic payment systems and web-
services. However, the properties that set relations between events of business
processes are usually presented only informally. The analysis or the audit of
logs have no support for automatic checks of such properties. Modern man-
agement needs precise techniques to make diagnostics of business properties
faster.

In this paper we present a property diagnostics for workflows based on a
declarative language for workflow property specification. The language has
been developed to help analysts in formulating log properties in such a way
that the properties can be checked automatically. The language is based on
the structure of logs and the Propositional Linear Temporal Logic (PLTL) [3].
The standard structure of logs is used when building algorithms for property
checks. Our tool for property driven workflow mining combines a tool-wizard
for property construction, property parsers for syntax checkers and a veri-
fier for property verification. Section 2 of the paper formalizes a workflow
log. Section 3 shows the grammar and semantics of our workflow property
language and presents examples of workflow properties. Section 4 concerns
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the implementation issues of constructing, parsing and checking of property
expressions. Section 5 concludes the paper.

2 Formal representation of a log

The formats of logs produced by workflow management systems have com-
mon elements [4]. To define a language for workflow properties specification
we formalize a log. An event is represented in a log by an audit trail entry

Fig. 1. An example of a process instance

(ate). An ate is a record with the following fields: WE : String( workflow
element), ET : String (event type), TS : double (time stamp) and O : String
(originator): ate = {WE, ET, TS, O}.

A sequence of ate′s in a log is called a process instance (Figure 1). A
process instance defines a total order relation on the set ATE of audit trail
entries T = {(ate1, ate2)| ate1, ate2 ∈ ATE ∧ ate2 follows ate1}:

p = (pName, (WE, ET, TS, O), T ).
A set P of process instances defines a workflow w = (wName, P ).
A set W of workflows is grouped into a log: L = (LogName, W ).

3 A language to specify properties of workflows

Properties of an audit trail entry.
By default any appearance of a field identifier for a specific ate derives the
value of the field from this ate. To compare the values of the string-fields
WE, ET, O with some site-defined values we use operations equal = and not
equal ! =. To work with the time stamp field TS we use the complete set
of comparison operators and some functions to derive, for example, the hour
from the time stamp. For the sake of simplicity, we do not define here the
complete set of such functions. So, an elementary property of an audit trail
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entry is represented by a property of a field in form of one of the following
expressions:
< element >::= true | false | WE = < string > | WE ! = < string > |
ET = < string > | ET ! = < string > | O = < string > | O ! = < string > |
TS = < double > | TS ! = < double > | TS < < double > | TS > < double > |
TS >= < double > | TS <= < double > | HOURS(TS) =< double > .
We also use variables to memorize field values and the arithmetic and the
comparison operations on variables. To assign values of fields to variables at
the level of elementary properties we define the function assign := which
always returns value true: < element >::=< V ariable >:= WE |
< V ariable >:= ET | < V ariable >:= TS | < V ariable >:= O).

Elementary properties are combined into logical expressions by means
of logical operations ( the operations are represented in order of decreasing
priority):
< expr >::=< element > |¬ < expr > | < expr > & < expr > |

< expr > || < expr > .

Properties of a process instance. A process instance has twofold nature:
it is both a sequence of ate’s and a relation. Business properties are usually
relate events of a process instance to each other: one event causes other events
or prevents them. To express relations of events in the process instance desired
by business we adopt the set of the linear temporal operators expressing
properties of sequences [2,3]:
< tempexpr >:=< expr > | ¬ < tempexpr > | < tempexpr > & < tempexpr > |
< tempexpr > || < tempexpr > | NEXT (< tempexpr >) |
IN FUTURE (< tempexpr >) |ALWAYS (< tempexpr >) |
(< tempexpr >) EXISTS UNTIL (< tempexpr >) |
(< tempexpr >) ALWAYS UNTIL (< tempexpr >).

The semantics of the properties is defined by a satisfaction relation. To define
the semantics we construct a Kripke structure [2]: Mtempexpr = (ATE, T, ν),
where ATE is a finite set of audit trail entries being states of a process
instance; T is a binary ordering relation on audit trail entries which defines
the initial audit trail entry and a single transition from each ate to the next
one; ν : ATE → 2tempexpr assigns true values of a temporal property to each
ate in the process instance:
1. (ATE,T,atei) |= expr iff expr ∈ ν(atei).
2. (ATE,T, atei) |= ¬tempexpr iff expr 
∈ ν(atei).
3. (ATE,T,atei) |= tempexpr∧tempexpr1 iff atei |= tempexpr and atei |= tempexpr1.
4. (ATE,T,atei) |= tempexpr||tempexpr1 iff atei |= tempexpr or atei |= tempexpr1.
5. (ATE,T,atei) |= NEXT (tempexpr) iff for (ATE,T ) : atei, atei+1, ...
atei+1 |= tempexpr.
6. (ATE,T, atei) |= ALWAYS (tempexpr) if for (ATE,T ) : atei, atei+1, ... for all
j ≥ i atej |= tempexpr.
7. (ATE,T, atei) models IN FUTURE (tempexpr) iff for (ATE,T ) : atei, atei+1, ...
for some j ≥ i atej |= tempexpr.
8. ( ATE,T, atei) |= ((tempexpr) EXISTS UNTIL (temexpr1)) iff for (ATE,T ) :
atei, atei+1, ... for some j ≥ i atej |= tempexpr1 and for some k, k < j,
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atek |= tempexpr .

9. ( ATE,T, atei) |= ((tempexpr) ALWAYS UNTIL (temexpr1)) iff for (ATE,T ) :
atei, atei+1, ... for some j ≥ i atej |= tempexpr1 and for all k, k < j,
atek |= tempexpr.

The definition of the language allows analysts nesting of properties, which
means changing the position of the ate in the log for which the property must
hold. In such a way the relation of several events in a business process can
be specified.
Properties of a log. The language for specification of a log properties has
to be completed by the specification of the scope of a property. A property
of a log can cover one, several or all process instances of a workflow and also
one, several or all workflows of a log:
logproperty::=< LOGQ > < PROCESSQ > < INSTANCEQ >< tempexpr >
< LOGQ >::=FOR-ALL-LOGS | EXISTS-LOG | FOR-LOG < name >;
< PROCESSQ >::= FOR-ALL-PROCESSES | EXISTS-PROCESS |

FOR-PROCESS < name >;

< INSTANCEQ >::=FOR-ALL-INSTANCES | EXISTS-INSTANCE |
FOR-INSTANCE < name >;

< name >::=< string > .

Property description Property specification  
The four eyes principle dictates that at least two 
different persons must witness certain activities. 
This helps to protect an organization from dishonest 
individuals and unintended mistakes.  Our property 
tells that the first   workflow element is 
authentication and the second workflow element is 
authentication but the originators of these events are 
different.  

FOR-LOG   "organization" 
FOR-PROCESS "logon"    
FOR-INSTANCE  "network  logon 18.09.2004" 
IN FUTURE   
((WE="authentication" & or1:=O ) &  
     NEXT (WE="authentication"  &  or2 :=O) & 
     (or1! = or2)) 

Absolute deadline  
Workflow element A of the process instance should 
be completed until 18.00. The property holds for the 
process instance shown in Figure 1.

FOR-LOG  "pn-ex-15.xml" 
FOR-PROCESS "main-process"   
FOR-INSTANCE "experiment"    
IN FUTURE (WE="A" & ET="complete" &  
 HOURS(TS) = 18.00 ). 

Relative deadline
Workflow element A should be completed in ten 
hours from the start. The property does not hold for 
the process instance shown in Figure 1. 

FOR-LOG   "pn-ex-15.xml 
FOR-PROCESS "main-process"   
FOR-INSTANCE "experiment"    
((WE="A".&   ET="start" &  t1:=Hours(TS)) 
EXISTS UNTIL (WE="A" &   ET="complete" 

  t2:=HOURS(TS)) & t2-t1<= 10)). 

Fig. 2. Examples of properties

Examples of properties of a process instance. Sometimes it is not triv-
ial to specify a property. Companies can overcome this little disadvantage of
the proposed methodology by employing specialists responsible for correct
specification of properties. Those specifications can be saved under recogniz-
able names in order to be used by personnel doing the everyday monitoring
of logs. Figure 2 contains some examples of such properties.
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4 A tool for automatic property checks

To implement the tool for automatic property checks we have solved the fol-
lowing tasks: property constructing, property parsing and property checking.

Property constructing has been implemented as a wizard-tool which shows
the set of the temporal operators, the lists of fields and logical connectors
which allow constructing a property and choosing its scope.

Property parsing has been implemented using the Java Compiler Com-
piler (JavaCC) [5] for the grammar presented in Section 3. There have been
developed parsers for temporal expressions, for expressions, and for simple
logical expressions to build property checkers on their basis.

Property checking of expressions is performed as interpretation of expres-
sions during parsing. An expression expr is evaluated for one ate in a process
instance. The temporal property checking could not be done during parsing
because of the parser backtracking problem. So, each kind of temporal op-
erator is evaluated by the corresponding function. Recursive application of
these functions is used to evaluate temporal logical expressions for a process
instance. The tool for property checks has been developed as an independent
component-prototype to be integrated into the mining tool created by the IS
group of the Technology Management Faculty at the TU Eindhoven.

5 Conclusion

In this paper we have presented a language for specification of workflow
properties and a tool for automatic property checks. Our approach helps
companies to be more flexible, react faster and reengineer business processes
in response to new business requirements. This approach allows collecting
the best practices of log analysis in the form of formal properties and leads
to the standardized understanding of business requirements.
Acknowledgement The author thanks Prof. Wil van der Aalst for sharing
insights and Peter van den Brand for advises on programming in Java.
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Abstract. We propose a theoretical model to realize DNA made circuits based
on in-vitro algorithms, to perform arithmetic and logical operations. The physical
components of the resulting Arithmetic-Logic Unit are a variety of elements such
as biochemical laboratories, test tubes and human operators. The advantage of the
model is the possibility to perform arithmetic operations with huge binary numbers.

1 Introduction

As it is well known, arithmetic and logical operations are done in a conven-
tional computer by the Arithmetic-Logic Unit that often incurs in overflow or
underflow problems, due to the minimal and maximal size of the representable
numbers. We present some basic instruments to realize simple circuits based
on DNA algorithms that constitute the bio-hardware of a DNA Arithmetic-
Logic Unit overcoming overflow and underflow arithmetic limitations. Table
1 summarizes the notations and the chemical operations used in the sequel.

Table 1. Notations and Chemical Operations

Symbols

x, ¬x Generic DNA sequence and its complement
xi i repetition of x sequence
↑ x, ↓ x, � x Upper, lower and double strand x

Chemical Operations

Synthesis: Generating of DNA single strands in vitro.
Annealing: Bounding of two complementary DNA single strands
Cutting: Cutting a DNA double strand by restriction enzyme
Ligation: Pasting two DNA double strands by restriction enzyme
Polymerization: Generating a complete double strand from a portion of it
Gel Electrophoresis: Separating DNA strands by electric charges
PCR: Cloning and amplifying a particular DNA piece in solution

2 Representing Binary Strings

Each binary number can be encoded by a set of integers indicating the po-
sitions where bits are set to 1 [2]; correspondently, its biochemical represen-
tation can be done by a set of DNA double strands test tubes T [α]m...T [α]1
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associated to the positions where bits are set to 1 [3]. An example of DNA
double strand, representing an integer, is the following:

�(aagctct5)i︸ ︷︷ ︸
Si

aagctt (ctgcatg5)k︸ ︷︷ ︸
Xk

ctgcag (gaattgc5t5g5c)j︸ ︷︷ ︸
Y i

gaattc︸ ︷︷ ︸
E0

where Si encodes the test tube containing the strand and Xk the byte in
which the molecular bit is contained; Y j represents the offset into the byte
and E0 the end of each DNA strand. All the subsequences are linked by the
restriction sites aagctt, ctgcag and gaattc, respectively for HandIII, PstI and
EcoRI enzymes. According with this schemes, the first position is encoded
with � (aagctct5)1aagctt(ctgcatg5)1ctgcag(gaattgc5t5g5c)1gaattc and so on
for the successive ones. In order to simplify the biological operations we need,
each sequence has different size and Y has to be l − 1 times longer than X ,
where l is the maximum value of k. Thus, a generical value α is encoded by
the set of test tube T [α]m...T [α]1 that contain all the integers of X [α].

3 Logical and Arithmetic Operations

3.1 Logical Operations

In [5] Weiss and Basu report in-vivo experimental results which examine the
steady state behavior of cellular logic gates, with mRNA support. Here we
propose the logical design for in-vitro logic gates, using DNA algorithms. Let
T [α]m...T [α]1 and T [β]m...T [β]1 be the test tubes encoding binary strings α
and β respectively, with m<<n. The OR, α∨β, is executed synthesizing the
test tubes T [α]i and T [β]i, ∀i = 1..n, and mixing them together. The XOR,
α ⊕ β, is executed extracting all the double strands that belong exclusively
to T [α]i or T [β]i. The AND, α∧ β, is executed extracting all molecular bits
that belong contemporarily to T [α]i and T [β]i . The NOT, ¬α, is executed
synthesizing a set of test tube Tm...Ti, applying the AND operation with
T [α]m...T [α]1 and eventually extracting these sequences from the solutions.
Each operation is performed efficiently whatever is the size of the input binary
strings. Each algorithm requires a constant number of bio-steps [3], related to
the number of test tubes used in the representation of binary numbers. Thus
the expected number of bio-steps for each logical operation is O(m), where m
is the unfixed number of test tubes requested by molecular bits. If the number
of bits is fixed the complexity is O(1). Previous analyses carry out theoretical
schemes where each gate has input and output strings composed by DNA test
tubes, circuits are constituted by bio-steps, and the computational site is a
biological laboratory.

3.2 Arithmetic Operations

As it is shown in [1], we can implement addition and multiplication operations
by recursive procedures. Let α = αn...α1 and β = βn...β1 be two binary



478 Filomena de Santis and Gennaro Iaccarino

strings, and X [α] = {i : αi = 1} and X [β] = {j : βj = 1}, it results:

Add(α, β) = V al(RecursiveAdd(X [α], X [β])); (1)

where

ReacursiveAdd(Y, Z) =

⎧⎨⎩
X if Z = ∅
Z if Y = ∅
RecursiveAdd((Y ⊕ Z)(Y ∩ Z)+) otherwise

The multiplication procedure can be realized using progressive additions of
values, left shifted. So the multiplication operation results in:

Mul(α, β) = Add({Val (X [α] + (j − 1))}βj = 1) (2)

Subtraction and division are trivial consequences of them.

For each T [α]i and T [β]i with i = 1...m, the addition is performed as follows:
Step1. Divide molecular bits in two different test tubes T [α⊕β]i and T [α ∩ β]i.
Check whether the set T [α⊕ β]i or T [α ∩ β]i is empty. If that’s true, then
the set of test tubes T [α + β]i are equal to the not empty test tubes. Else go
to step2.
Step2. Shift on the left all the bits contained in T [α ∩ β]i, that is increase
by one position all the double strands in solution, producing (X [α]∩X [β])+.
Repeat this two simple steps until one of the set of test tube in step 1
is empty. Figure 1(a) shows a logical circuit that faithfully reproduces the
molecular algorithm steps. The procedure is realized as follows. With the
help of restriction enzyme EcoRI, cut all the double strands at their 3′ end.
Add the upper strands ↑ attgc5t5g5cgaattc with the ligation enzyme and
attend that the polymerization process forms double strands of this kind:
� (aagctct5)iaagctt(ctgcatg5)kctgcag(gaattgc5t5g5c)j+1gaattc. Thus each bit
position in T [α ∩ β]i has been shifted on the left. To reorganize the solution
in bytes, move surplus bits from a byte to the next and from a test tube to the
next [3]. Restriction enzymes and ligation are used, enzyme SalI to increase
Xk and HandIII to increase Si. At the end of this process, the surplus bits
will be: � (aagctct5)iaagctt(ctgcatg5)k+1ctgcag (gaattgc5t5g5c)1gaattc and
� (aagctct5)i+1aagctt(ctgcatg5)1ctgcag(gaattgc5t5g5c)1gaattc.
For the multiplication first calculate all shifted values of α bits, in comparison
to 1-bit∈ X [β], then sum them as in a tree data structure. Thus progressive
additions are not made with the same solutions but, concurrently with succes-
sive pairs of tubes. This procedure, besides to improve complexity, avoids that
biological errors might affect DNA in solutions. Figure 1(b) shows a simple
multiplier circuit. As shown in [3], the expected number of bio-steps, for the
addition, is O(m·log2 n) and becomes O(log2 n), if the number of bits is finite
and limited to one test tube. Multiplication complexity is O(m · (log2 n)2);
it depends on the logarithmic number of addition in the tree. Also for multi-
plication it became O(log2 n)2) in the best case. Arithmetic operations can
be described as conventional circuits.
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(a) (b)

Fig. 1. Logical design of molecular circuits. (a) Molecular Adder: dark gates rep-
resent not DNA made logical selections. (b) Molecular Multiplier.

4 Floating Point Arithmetic

The DNA representation of floating numbers we propose is comparable to
the IEEE 754 [4]. Using the DNA representation presented above, we can
divide the set of test tubes as follow: T [α]signT [α]expT [α]m...T [α]1, where
T [α]sign encodes the sign of α. T [α]exp the molecular bits for the exponent
and T [α]m...T [α]1 the mantissa f . As it happens in IEEE 754 standard, we
need to choose a set of DNA strings to represent a few of mathematical sig-
nificative values (0,±∞ and NaN) [3].
For the addition, compare α and β exponents (by gel electrophoreses) and
increase the mantissa of the greater of |expα − expβ | positions. The result
is the left shift of the mantissa toward greatest positions. Perform integer
addition with α and β mantissas and then normalize the result [3] comparing
the new most significant bit with the old, and shifting it if smaller.
Multiplication is realized by adding α and β exponents and multiplying
their mantissas (integer multiplication). At the end of this process compare
T [α]sign and T [β]sign and determine resulting sign as shown in Table 2. The

Table 2. Sign Choice

Choice T [α · β]sign Sign

T [α]sign = T [β]sign = φ T [α · β]sign = φ Positive
T [α]sign = T [β]sign 
= φ T [α · β]sign = φ Positive
T [α]sign 
= T [β]sign T [α · β]sign 
= φ Negative

expected bio-steps for the addition depend on the bio-steps in each computa-
tional step. Only one gel electrophoresis is required to choose the exponent,
so the complexity is O(1). The integer subtraction requires O(log2 q) [3] and
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the mantissa left shift O(q), where q is the number of bits in the representa-
tion of the exponent. The integer addition takes O(m · log2 n) and the final
gel electrophoresis and the increment O(log2 q). In conclusion, the expected
bio-steps are: O(1) + O(log2 q) + O(q) + O(m · log2 n) that is O(m · log2 n).
They become O(log2 n), if the bits of the mantissa are fixed and limited
to one test tube. The expected bio-steps for the multiplication depends on
the integer addition and multiplication: O(log2 q) + O(m · (log2 n)2) namely
O(m·(log2 n)2). They become O(log2 n)2, if the bits of the mantissa are fixed.
Logical circuits for floating point adder and multiplier are respectively shown
in Figure 2.

(a) (b)

Fig. 2. Floating Point Adder (a) and Multiplier (b). Dark sections represent logical
selections, not implemented with Dna molecules.

5 Conclusion

The purpose of this paper was to introduce a concrete approach for the logical
design of a real DNA-ALU, defeating limitations of results presented in [1],
such as the fixed number of bits available for the user, and in [5], such as
difficulties in building real biological circuits due to the in-vivo nature of its
experimental basis.
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Abstract. The field of Reinforcement Learning, a sub-field of machine learning,
represents an important direction for research in Artificial Intelligence, the way for
improving an agent’s behavior, given a certain feed-back about its performance. In
this paper we propose an original interface for programming reinforcement learning
simulations in known environments. Using this interface, there are possible simu-
lations both for reinforcement learning based on the states’ utilities and learning
based on actions’ values (Q-learning).

1 Introduction

Artificial Intelligence, one of the most recent disciplines appeared in the field
of computer science, tries to understand the intelligent entities. But, unlike
philosophy and psychology, which deal with the study of intelligence, too, the
aim of Artificial Intelligence is building and as well understanding intelligent
entities.

So, the field of machine learning represents one of the most recent chal-
lenges of the Artificial Intelligence, opening new perspectives for research in
the field, and, of course, a way for achieving intelligent systems.

In our opinion, the most challenging field of Machine Learning is Re-
inforcement Learning, dealing with the problem of improving the behavior
of an artificial agent based on feedback of its performance. Reinforcement
Learning, seen as a method to solve problems of machine learning, based on
new knowledge acquisition [1], is one of the ways that may form the basis
for proving the machines’ performances, being, in the same time, a field open
to future researches.

2 The programming interface

The interface is realized in JDK 1.4, and is meant to facilitate to develop
software for reinforcement learning in known environments.

There are three basic objects:agent, environment and simulation.
The agent is the learning agent and the environment is the task that it

interacts with. The simulation manages the interaction between the agent
and the environment, collects data and manages the display, if any.
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In a reinforcement learning task, the interaction between the agent and
the environment is continuous.

Generally, the inputs of the agent are perceptions about the environment,
the outputs are actions, and the environment offers rewards after interacting
with it.

In our case, because the agent acts in a known environment, its percep-
tions are, in fact, states from the environment.

In our model the reward received by the agent is a number; the environ-
ment, the actions and perceptions are instances of classes derived from the
IEnvironment, IAction and IState interfaces respectively. The implementation
of actions and perception can be arbitrary as long as they are understood
properly by the agent and the environment. It is obvious that the agent and
the environment has to be chosen to be compatible with each other in this
way.

The interaction between the agent and the environment is handled in
discrete time. We assume we are working with simulations. In other words
there are no real-time constraints enforced by the interface: the environment
waits for the agent while the agent is selecting its action and the agent waits
for the environment while the environment is computing its next state.

We assume that the agent’s environment is a finite Markov Decision Pro-
cess.

For using the interface, the user has to define the specialized object classes
HisState, HisEnvironment and HisAgent, by creating instances for each. The
agent and the environment are then passed to a simulation object (CSimula-
tion), that initializes and interconnects them. Then, CSimulation::init() will
initialize and execute the simulation.

If the agent learns the states’ utilities, it has to be derived from the
AgentUtility class, otherwise, if it learns the actions’ values (Q-learning) it
has to be derived from the AgentQValues class.

For lack of space a prototypical example for a concrete agent may be
found at the following URL: http://www.cs.ubbcluj.ro/ ∼gabis/uml.pdf.

We have to mention that the learning algorithms used for implementing
the behavior of the agent are the URU algorithm [6] for learning the states’
utilities (values), respectively the SARSA algorithm [7] for Q-learning.

The SARSA algorithm is considered one of the most efficient methods
for Q-learning; the URU algorithm (Utility-Reward-Utility) is an algorithm
for learning the states’ values, a variant of reinforcement learning based on
Temporal Differences (we have proposed this algorithm in [6]).

3 The Design of the Interface

In this section we give a short description of the main entities used for de-
signing the programming interface (for lack of space the UML diagram of



A New Programming Interface for Reinforcement Learning Simulations 483

the interface may be found at the following URL: http://www.cs.ubbcluj.ro/
∼gabis/uml.pdf).

AGENT
The agent is the entity that interacts with the environment, receives per-

ceptions (states) from it and selects actions. The agent learns by reinforce-
ment and could have or not a model of the environment.

The main classes corresponding to agent entities are:

• RLAgent
Ia an abstract class, the basic class for all the agents. The specific agents
will be instances of subclasses derived from RLAgent. The main methods
of this class are
1. void learning(double alpha, double gamma, double epsilon, int

episodes, IEnvironment m)
Is the basic method which implements the learning algorithm of the
agent in the environment m. There are given: the learning rate (al-
pha), the reward factor (gamma), the value for epsilon for the ε-
Greedy selection mechanism, the number of training episodes (epi-
sodes).
This method is not abstract, is concretely defined in the class RLA-
gent (indifferent what is the learning’s type, the learning method is
the same).

2. QValues next(IState s, IEnvironment m) ABSTRACT
METHOD
This function gives the agent’s policy for moving after learning. If the
object having the type QValues returned by the method contains the
state snext and the action a, it means that the agent’s policy is the
following: from the state s, the agent will choose the action a and will
move to the state surm.
This function has specific definition according to the agent’s type,
too.

• AgentUtility
Is an abstract class, a subclass of RLAgent, being the entity which defines
the behavior of an agent that learns by reinforcement based on the states’
utilities. This class specializes the methods (2), (3) and (4) (defined in
the superclass) according to learning based on states’ utilities.
The method actions()(from the superclass RLAgent) is not defined in this
class (that is why the class is abstract), but will be defined in the class
corresponding to the specialized agent created by the user (and who can
be an instance of a class derived from AgentUtility).

• AgentQValues
Is an abstract class, a subclass of RLAgent, being the entity which defines
the behavior of an agent that learns by reinforcement based on the ac-
tions’ values. This class specializes the methods (2), (3) and (4) (defined
in the superclass) according to the Q-learning method.
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The method actions()(from the superclass RLAgent) is not defined in this
class (that is why the class is abstract), but will be defined in the class
corresponding to the specialized agent created by the user (and who can
be an instance of a class derived from AgentQValues).

ENVIRONMENT
The environment basically defines the problem to solve. It determines

the dynamic of the environment, the rewards and controls, the ending of
the training process. In our approach, the environment will have an implicit
representation as a space of states (IState).

The main classes corresponding to the environment entity is:

• IEnvironment
Is an interface, the basic class for all environments. The specific envi-
ronments will be instances of subclasses derived from IEnvironment. The
environment classes defined by the user (subclasses of IEnvironment) will
give specialized definitions for the methods defined in the interface. The
main method of the interface is the abstract method
1. IState next(IState s, IAction a, Integer r)

This method will be called by an instance of the class that simulates
the learning (CSimulation), at each step of the simulation.
This function determines the environment to make a transition from
the current state s to a next state surm, after executing the specific
action a. The state surm will be returned, the function supplying in
the same time the reward r obtained after the transition.
In the case that the action a could not be applied in the state s, the
method returns null.

SIMULATION
The basic object is the interface CSimulation, that manages the inter-

action between the agent and the environment. Defines the heart of the in-
terface, the uniform usage that all agents and environments are meant to
conform to.

An instance of the simulation class is associated with an instance of an
agent and an environment at the creation moment. This is made in the con-
structor of the class CSimulation. The class CSimulation keeps references
to the instances of the agent and the environment. This facilitates cross-
references of instances in case it is need.

The methods of this class are:

1. void init(double alpha, double gamma, double epsilon, int episodes)
Is the method that initializes the simulation with the given parameters
(is the function that starts the learning process of the agent).

2. void policy(PrintStream ps)
Is the method that gives the moving policy for the agent, obtained at the
end of the simulation (after the training process).



A New Programming Interface for Reinforcement Learning Simulations 485

public class CSimulation
{

private RLAgent a; //reference to the agent’s instance
private IEnvironment m; //reference to the environment’s instance
...

}

4 Experiment

For experimenting the use of the interface, we have considered the problem
of a path-finding robot, whose goal is to learn (by reinforcement) to come
out from a maze (moving from an initial to a final state).

We mention that we made experiments for different rectangular environ-
ments (with more states) and the learning process works well.

5 Further Work

Further works for generalizing the interface would be made in the following
directions:

• the study of the case in which the environment in which the agent acts is
unknown (the situation in which the agent has to develop also a model
of the environment);

• the study of the case in which the agent’s environment is a Hidden Markov
Model [5];

• to generalize the interface for multi-agent systems (the situation in which
several agents are learning by reinforcement a certain goal).
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Abstract. In this paper we present architecture of recently built experimental
anomaly detection system based on the paradigm of artificial immune system and
working in a network environment. We show how network traffic data are mapped
into antibodies or antigens of artificial immune system and how similarities between
signatures of attackers and antibodies are measured. We present an example of the
work of the system in the real network environment.

1 Introduction

Designing intrusion detection systems (IDS) to ensure security of information
and computational resources is one of current research activities in the area
of computer networks. Anomaly detection, which is one of major approaches
in intrusion detection and is a subject of this study, relays on building models
from network data and discovering variations from the model in the observed
data.

Currently used commercial IDS systems are usually signature-based (see,
e.g. [6]). However, this approach does not prevent attacks, which were not
described earlier in training data. For this reason another approaches are
currently studied to design IDS. A statistical approach, data mining and
machine learning methods or using nature inspired algorithms (see, e.g. [2])
are examples of recently applied techniques for designing IDS.

One of the promising nature-inspired techniques used for IDS are artificial
immune systems (AIS) [5,1,3] and we follow this approach. The purpose of
this project was to build an experimental IDS working in a real environment
and serving as a tool to study AIS techniques suitable for anomalies detection.

The remainder of the paper is organized as follows. The next section
presents a background on AIS. Section 3 contains a description of AIS-based
anomaly detection system (ADS) including issues of traffic data coding and
the choice of matching functions. Section 4 describes methods used for gen-
eration of antibodies. Section 5 presents results of an experiment conducted
in a real network environment and last section concludes the paper.
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2 Artificial Immune Systems

AIS is a computational technique inspired by ideas coming from immunology.
It has recently become one of the most popular tools applied in the field of
computer security [5], to solve problems in domains of function optimization
or combinatorial optimization [4].

While a general computational scheme of AIS is currently a subject of a
research, two basic notions - antigen and antibody are well established. Anti-
gens are foreign invaders, which attack a system. Antibodies are a part of the
system, responsible for detection of antigens. Antibodies detect antigens by
matching them. A number of antibodies is much smaller than the number of
antigens, so matching in never perfect. One of purposes of AIS-based system
is to develop relatively small number of antibodies, which are able to detect a
big number of antigens, including antigens that have never been seen before.

3 AIS-based Anomaly Detection System

3.1 A General Overview of the System

The general scheme of AIS-based ADS working in a single node of a network
is presented in Fig. 1. It is assumed that external users can have an access to
resources and services which are opened to them, using network communi-
cation system by sending and receiving messages, which constitute network
traffic. Incoming traffic is only the source, which contains both an authorized
access and attempts to unauthorized access to resources and services.
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Fig. 1. General scheme of anomaly detection system

Incoming traffic should be parameterized in such way to be able to define
patterns of both malicious behavior corresponding to invaders and autho-
rized behavior. A part of network traffic containing only authorized behavior
(training data set) should be available. We assume that the system is able
to work in two modes: learning mode and normal operating mode. In the
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learning mode data from training data set are used to generate a set of an-
tibodies, which model authorized behavior of users. In the normal operating
mode testing data set - a part of regular incoming traffic are used to tune
the system, detect anomaly and inform Control and Decision System about
suspicious behavior.

It is assumed that the node of the system is a part of TCP/IP network,
and messages of a network traffic consist of a number of packets created and
sent according to TCP/IP protocols.

3.2 Coding Antibodies and Antigens

What to analyze in incoming network traffic to be able to detect intruders is
an open research issue. In the system we have applied two recently emerged
ideas. The first one [1] is to use a set of traffic parameters such as a number
of bytes per second (Bps), a number of packets per second Pps, and a number
of ICMP packets per second. These values are calculated and averaged using
small time intervals, using the idea of moving window. It means that both
antibodies and antigens can be represented in the form of vectors in 3-D
space.

The second one is to use [3] full headers of TCP/IP protocols. In the
implementation of the system this idea was reduced to the analysis only
TCP SYN packets. Such packets are sent to establish TCP communication,
and can be considered as good representatives of TCP packets. Under this
approach both antibodies and antigens will be represented by binary arrays
corresponding to headers of TCP SYN packets.

3.3 Similarity Measures Between Antibodies and Antigens

A decision about the degree of matching antibodies and antigens is taken on
the base of evaluation of a distance between corresponding antibodies and
antigens. Euclidean d(x, y) or Hamming distances fH(X, Y ) are used as mea-
sures of similarities between antibodies and antigens, where x = {x1, ..., xn}
and y = {y1, ..., yn} are vectors from n− dimensional Euclidean space, and
X and Y are binary arrays.

If a distance calculated for a given pair of antigen and antibody exceeds
some threshold, the part of network traffic corresponding to the antigen is
considered as an intruder.

4 Generating Antibodies

An important issue for any AIS-based ADS is a generation of a set of an-
tibodies, which will represent a legal network traffic. Such a set should be
enough small, and each antibody should cover relatively large part of a space
corresponding to the legal traffic. Three methods of generation of antibodies
have been implemented in the system.



Anomaly Detection System for Network Security 489

4.1 Positive Characterization Technique

The positive characterization (PC) technique [1] assumes that information
about the legal traffic is directly used to create detectors (antibodies). A num-
ber of antibodies are equal to the number of information units describing the
legal traffic. The method is simple and effective in detecting anomalies, but
increasing the number of detectors may cause the increase the computational
costs of detecting.

4.2 Random Generation of Antibodies

In this method [3] information about the legal traffic is used only as a test
set to build a population of detectors, which are created in a random way.
A candidate for antibody is created randomly and next compared with each
representative of the legal traffic. If the candidate covers at least one example
of the legal traffic than it is included into the created population of antibodies.

4.3 Negative Characterization Technique

Negative characterization (NC) technique [1] proposes to consider antibodies
as rules of the following form:

Rk : if x1 ∈ 〈mink
1 , maxk

1〉 and ... and xn ∈ 〈mink
n, maxk

n〉 then anomaly ,

where Rk is k-th rule, which can be interpreted as n-dimensional hypercube
with mink

i and maxk
i as boundaries of each i-th dimension, and {x1, ..., xn}

are parameters of a suspected traffic activity (antigen).
Rules-antibodies are generated in such a way to cover a part of space

not belonging to the legal traffic. Examples of the legal traffic can be seen
as hyper spheres in the space. Because not all points of the legal traffic are
known, different hyper radiuses of self-examples are used and rules-hyper
cubes are generated with different boundaries. They can intersect and create
multilevel subspaces corresponding to different levels of anomalies.

5 Experiment

This experiment has been conducted with a network traffic data collected
during 9 days in a new installed server in the local network of Institute of
Computer Science PAS (IPI PAN), Warsaw. The data contained about 4.4
mln. of packets.

PC method and Euclidean distance were used for analysis of the traffic.
The best results obtained using analysis of TCP SYN packets in 10-minute
periods. The distances between parameters of the traffic considered as legal
(11 detectors) and the whole traffic (1198 antigens) are shown in Fig. 2. The
frequency of attacks is high. There are visible periods of activities in midday,
and two attacks conducted from a private computer (the distance equal to
31.5 and 42.4 in two subsequent 10 min. periods of time).
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Fig. 2. Discovery of anomalies in a local network of IPIPAN

6 Conclusions

The architecture of a recently built IDS has been presented in the paper.
The system was designed using AIS principles, what assumes applying corre-
sponding methods of coding traffic and methods of generation of antibodies.
Results of the experiment conducted in a real network environment have
shown promising capabilities of the system to detect anomalies.
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Abstract. In the paper the new algorithm and results of its application to des-
ignation the importance of the TDS attribute in identifying the melanocytic skin
lesions are described. The algorithm consists of decision table, TDS belief net, and
the nearest neighbor method applied to the bases, which was obtained by reduction
the number of attributes from thirteen to four. The obtained results show that this
algorithm is very promising.
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1 Introduction

The approach mentioned in the title of this paper has been applied to databases
being collections of cases describing melanoma data1. Melanoma is routinely
diagnosed with help of so-called ABCD formula (A indicates Asymmetry,
B – Borders, C – Colors, and D – Diversity of structure) [1,2]. The above
databases were used in the research on optimization of the above formula
with help of data mining system LERS [3,4]. The results were reported in
[5–8]. Additionally, there were presented the results of the classification of
melanocytic skin lesions (using the same very bases), based on neural nets [9],
and on belief nets [10]. The databases include the attributes that are divided
into five categories: 〈Asymmetry〉, 〈Border〉, 〈Color〉, 〈Diversity 〉, and
〈TDS〉 (Total Dermatoscopy Score). The domain of 〈Asymmetry〉 encloses
three different values: symmetric spot, single axial symmetry, double axial
symmetry. 〈Border〉 is the numerical attribute, with value changing from 0
to 8 (integer values). The attributes 〈Asymmetry〉 and 〈Border〉 are the
functions of single variable. The attributes 〈Color〉 and 〈Diversity 〉 are the
functions of several variables. 〈Color〉 is the function of six variables: black,
blue, dark brown, light brown, red, and white [2]. Similarly, 〈Diversity 〉 is

1 Investigated databases were supplied from Chair of Expert Systems and Artificial
Intelligence, University of Information Technology and Managements in Rzeszow,
Poland.
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the function of five variables: pigment dots, pigment globules, pigment net-
work, structureless areas, and branched streaks. There are thirteen attributes
in the aggregate. 〈TDS〉 is an additional attribute defined as follows:

TDS = 1.3∗Assymetry+0.1∗Border+0.5∗
∑

Colors+0.5∗
∑

Diversities,

(1)
where for the 〈Asymmetry〉 attribute the value of symmetric spot counts
as 0, single axial symmetry counts as 1, and double axial symmetry counts
as 2. The symbol

∑
Colors represents the sum of all six variable values

of color attribute, and
∑

Diversities represents the sum of all five variable
values of diversity attribute. The variables of the color and diversity attributes
take the value 0, when there isnt suitable feature and the value 1, when
there is suitable feature. There are fourteen attributes this way. The 〈TDS〉
is the auxiliary attribute. 〈TDS〉 is the important attribute for generating
decision trees, particularly. It appears that the 〈TDS〉 attribute significantly
reduces the decision trees generated on the ground of the above databases
[11], for example. The aim of the paper is to verify the validity of 〈TDS〉
in other algorithm than generating decision trees one. In order to simplify
calculations and the structure of databases the new approach is proposed.
New approach consists in reduction of the attribute number, as the first
step. Two attributes 〈Color〉, and 〈Diversity 〉 undergo the reductions. Six
variables of the 〈Color〉 reduce to single variable as follows:

fc(< Color >) =
6∑

i=1

2i−1ci, (2)

where fc is the function transforming 〈Color〉 as six dimensional variable
to integer value. c1, c2, c3, c4, c5, and c6 represent the six binary values of
the black, blue, dark brown, light brown, red, and white variables, respectively.
The shape of the equation (2) shows that the value of 〈Color〉 treated as the
value of binary code and the function fc transforms this value from binary
to decimal codes. The attribute 〈Diversity 〉 is treated in the same manner:

fc(< Diversity >) =
5∑

i=1

2i−1ci, (3)

where d1, d2, d3, d4, and d5 represent the five binary values of the pigment
dots, pigment globules, pigment network, structureless areas, and branched
streaks variables, respectively. This means that thirteen attributes are re-
duced to four attributes, and 〈TDS〉 is taken into account as additional
attribute.
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2 Numerical studies

It can be applied Bayesian network method to such database. The sim-
ple network including the four above attributes and disregarding any inter-
dependence between nodes has been used in numerical studies. Nevertheless
this network works properly. Every pathological case is correctly recognized,
if it exists already in the database, otherwise the case is not classified. In
order to classify them it can be applied, for example, the Dirichlet proba-
bility distribution to calculate the approximation of all the above attributes
distributions [10]. The decision table is however simpler method to classify
the melanoma cases. It works in the same way as the Bayesian net. It means
that every unseen case is not classified. The additional attribute 〈TDS〉 has
been applied to classify all such cases. In order to relate the value of TDS
to the particular decision the simple belief network has been constructed.
Additional to this scheme it has been applied minimum distance method. It
means that when the melanoma case isn‘t classified with TDS belief net, then
the decision is just the same as for the nearest value of TDS. This algorithm
was applied to the two modified databases. The base E410144 including 410
cases, 14 attributes, and 4 concepts was transform to the base E410044 (410
cases; 4 attributes, and 4 concepts). The base E410044 has been used as
the base for learning. The second base E112144 was translated to the base
E112044. This base was used to testing this algorithm. Table 1 presents the
results obtained with this algorithm. It follows from it that the error rate
is equal to 14.3 %. It is pretty large value. I mean that the error rate is
important as the quantity estimating the quality of the algorithm used for
the bases including the melanoma cases. But the possibility of designating
the error sources is matter of major importance. The sixteen errors inserted
in Table 1 indicate thirteen cases of wrong recognize of the blue-nevus as
the benign-nevus categories, three cases of wrong recognize of the malignant-
nevus as the suspicious-nevus categories, and one case of wrong recognize of
the benign-nevus as the suspicious-nevus categories. All above errors are not
important for the patients, because they point out the not dangerous illness
in the case of first thirteen errors, and they force to visit the doctor in the
case of the remaining errors. But it remains the question about the sources
of all above errors.

In order to find the error sources it is proper to look at the distributions
of the TDS values for the E410144 base. Table 2 shows some values of TDS
which indicate more than one category. Column TDS contains the values
of TDS. Columns for categories Benign-nevus, Blue-nevus, Suspicious-nevus,
and Malignant-nevus categories consist the values, which denotes the number
of cases for particular category. The first row of Table 2 denotes the value of
2 for TDS, two cases for Benign-nevus category, and two cases for Blue-nevus
category. This means that there are two cases for Benign-nevus category, and
ten cases for Blue-nevus category, which have the same value of TDS. Most of
such cases are for the two categories: Benign-nevus and Blue-nevus. As it has
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Table 1. The results of classification melanoma cases by means of decision table
and decision table supported with TDS belief network and with nearest TDS value
method for unseen cases.

Algorithm Number of Number of
correctly incorrectly
classified classified

cases cases

Decision table 16 96∗

Decision table
+ TDS belief network
+ nearest TDS value 96 16∗∗

method
∗ not classified cases

∗∗ incorrectly classified cases

been earlier written such errors isnt dangerous for patients. Very dangerous
instance is presented in the last row of Table 2. The value of TDS is equal to
6.4, and there are one case for Benign-nevus and three cases for Malignant-
nevus. The error resulting from it can be very dangerous for patients.

Table 2. Distribution of selected values of TDS for the E410144 database.

TDS Benign-nevus Blue-nevus Suspicious- Malignant-
nevus nevus

2 2 10 0 0
2.5 12 18 0 0
5.6 0 0 2 10
6.4 1 0 0 3

3 Conclusions

The decision tables method for the melanoma database works correctly, when
all possibly cases for values of attributes have been included in the database.
If not, additional algorithms should be applied to recognize the category of
decision. The application of TDS parameter gives very good results in some
cases, but it is the source of potential errors. It results from the definition
of the TDS attribute (1). Two series of the values of the thirteen attributes
(without TDS), for example: 1, 6, 1, 0, 1, 1, 1, 1, 1, 0, 1, 1, 1, and 1, 6, 1,
1, 1, 1, 1, 0, 1, 1, 0, 1, 1 give both the same value of TDS equal to 6.4, but
they lead to two different decisions. It seems that TDS is very powerful tool
in artificial intelligence research, but it requires further study. TDS is the
matter of research now, and the results of optimization of the ABCD formula
have been already published [12].
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Abstract. Decision trees and rules are completing methods of knowledge represen-
tation. Both have advantages in some applications. Algorithms that convert trees
to rules are common. In the paper an algorithm that converts rules to decision tree
and its implementation in inductive database VINLEN is presented.
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1 Introduction

Decision trees and decision rules are very common knowledge representation
used in machine learning and data mining. Algorithms for learning decision
trees are simple to implement, and relatively fast. Algorithms for learning
decision rules are more complex, but resulting rules may be easier to interpret.

To exploit advantages of both knowledge representations, learned decision
trees are often converted into rules. Opposite conversion is also possible. The
AQDT-2 method proposed by Imam and Michalski is able to convert rules
into a decision tree that is optimized according to a given criterion of decision
tree optimality [1].

A major advantage of such a conversion is that it allows an adaptation
of the decision tree to changing conditions. To explain this advantage, note
that decision trees are built under certain assumptions. If these assumptions
are not satisfied, e.g., the cost of measuring of some attributes changes, it is
not possible to measure some attribute, new data become available, or the
probability distribution of classes changes, the learned decision tree needs to
be modified. Once a tree is built, however, such a modification is difficult or
even impossible without learning the tree from scratch again.

The AQDT-2 program takes a set of rules learned from examples, and
generates a decision tree tailored to the given decision task. Generating a
tree from rules is faster than generating a decision tree from examples.

The AQDT-2 method was implemented by Imam as an independent pro-
gram. Nowadays, we can observe a trend of building integrated machine learn-
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ing environments (see [5,7,6]). Such an approach not only makes performing
machine learning experiments easier, but also provides an opportunity to
apply different methods by users who are not specialists in this domain.

This paper describes an implementation of the AQDT-2 method as a
module of the inductive database system VINLEN that aims at integrating
conventional databases with a range of inductive inference capabilities [2].
The following sections describe the AQDT-2 method, its implementation as
a VINLEN module, and some preliminary results from testing the module as
a VINLEN operator.

2 AQDT-2 as a Knowledge Generation Operator

As it was mentioned above, AQDT-2 is implemented as a part of induc-
tive database VINLEN [2]. In this system database and knowledge base
form knowledge system (KS), standard database operators are completed
by knowledge generation operators (KGOs) that operate on elements of KS.

There are several KGOs implemented in the system so far. The most
important is rule induction operator that is an implementation of AQ algo-
rithm. It transforms database table into rulefamily (set of attributional rules
expressed using Attributional Calculus [4]). AQDT-2 is another operator. It
takes a rulefamily as an input and produces a decision tree that can be stored
in a knowledge base. Classic decision tree induction algorithm – C4.5 is also
implemented to make comparison with AQDT-2 in the future.

Generated decision tree is presented in a result window, where user has
possibility to expand or collapse nodes of the tree, what is useful for watch-
ing some branches of the tree in different level of abstraction. There is also
possibility to print and copy the tree to the clipboard.

3 AQDT-2 Algorithm

In this section the AQDT-2 algorithm is described. It builds a decision tree
from a set of attributional rules instead of examples. Algorithm is presented
below:

Input: A family of attributional rulesets.
Output: A decision tree.
Step 1. Evaluate each attribute occurring in the ruleset using the LEF at-

tribute ranking measure (see below). Select the highest ranked attribute.
Suppose it is attribute A.

Step 2. Create a node of the tree, and assign to it the attribute A. Create
as many branches from the node, as there are legal values of the attribute
A, and assign these values to the branches.
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Step 3. For each branch, associate a group of rules from the ruleset context
which contain a condition satisfied by the value assigned to this branch.
If there are rules in the ruleset context that do not contain attribute A,
add these rules to all rule groups associated with the branches.

Step 4. If all the rules in a ruleset context for some branch belong to the
same class, create a leaf node and assign to it that class. If all branches
of the tree have class assigned, stop. Otherwise, repeat steps 1 to 4 for
each branch that has no class assigned.

The difference between AQDT-2 and methods of learning decision trees
from examples is that it chooses attributes that are assigned to the nodes
using criteria based on the properties of the input attributional rules. At each
step, algorithm chooses the attribute from available set by determining the
attribute utility in the given set of attributional rules. The attribute (test)
utility is based on five elementary criteria: cost, disjointness, importance,
value distribution, and dominance [1].

The above criteria can be combined into one general test ranking measure
using the ”lexicographic evaluation functional with tolerances” – LEF [3].
LEF combines two or more elementary criteria by evaluating them one by
one (in the order defined by LEF) on the given set of tests. A test passes to
the next criterion only if it scores on the previous criterion within the range
defined by the tolerance. In AQDT-2 method the following LEF is used:

< C, τ1, D, τ2, I, τ3, V, τ4, Do, τ5 > (1)

where C, D, I, V, Do represent cost, disjointness, importance, value distribu-
tion, and dominance; τ1, τ2, τ3, τ4 and τ5 are tolerance thresholds.

The decision tree can be generated in Compact Mode or Normal Mode.
In Normal Mode standard decision trees are generated: each branch has one
specific attribute and value assigned. In Compact Mode a decision tree may
contain nodes representing conditions expressed in attributional calculus (e.g.
internal disjunction in the form x = v1 or v2) that are generated using selec-
tors appearing in rules.

4 Example

In this section a simple example of AQDT-2 method application is presented.
A robot domain with the following nine nominal attributes is used: head, body,
smile, holding, height, antenna, jacket tie, and group. The last one is a target
attribute with three possible values: bad, do not know, good. Rules generated
by AQ21 KGO are presented below:

A robot is unfriendly, if

- its head is square or triangular,

and its body is square or round; (r1)

A robot is unclassified, if
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- its head is pentagonal; (r2)

A robot is friendly, if

- its body is round, or (r3)

- its head is square or triangular,

and its body is triangular; (r4)

From these rules two trees are generated using AQDT-2 method in compact
mode and standard mode. First one has six nodes, four of them are leafs. It
looks as follows:

IF robot’s head is pentagonal THEN it is unclassified

IF robot’s head is round THEN it is friendly

IF robot’s head is square or triangular THEN

IF robot’s body is round or square THEN it is unfriendly

IF robot’s body is triangular THEN it is friendly

We show how it is constructed. At the beginning, attribute head with the
highest rank is chosen (using LEF method mentioned above) and a node
with this attribute assigned is created. Compact mode causes that whole
selectors are used to assign values to branches. head appears in three selectors,
therefore three new nodes are created with branches with the following values
assigned: pentagon (r2), round (r3), and square or triangle (r1, r4). Rule
labels in parenthesis show which rules are copied to the new nodes. Two
of these nodes are recognized as leafs. Third one is processed recursively
because rules copied there belong to different classes. Attribute body is chosen
(from rules r1 and r4). There are two values in selectors containing this
attribute, hence two nodes are created with values round or square (r1),
and triangle (r4) assigned to branches. These nodes are leafs, therefore tree
construction is finished.

In the normal mode there are always as many branches as there are values
defined in an attribute domain. Therefore tree is bigger. It has eleven nodes
and eight leaves. It is presented below:

IF robot’s head is pentagonal THEN it is unclassified

IF robot’s head is round THEN it is friendly

IF robot’s head is square THEN

IF robot’s body is round THEN it is unfriendly

IF robot’s body is square THEN it is unfriendly

IF robot’s body is triangular THEN it is friendly

IF robot’s head is triangle THEN

IF robot’s body is round THEN it is unfriendly

IF robot’s body is square THEN it is unfriendly

IF robot’s body is triangular THEN it is friendly

5 Conclusion and Further Research

The goals of this project are to develop an efficient and versatile program
for transforming attributional rules learned to optimized decision trees and
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to integrate it with the VINLEN inductive database system. The generated
tree is stored in the VINLEN’s knowledge system, and used as an input to
other operators.

In the near future, we would like to add new features to the module, such
as the ability for edit manually the decision tree and to test it on a database
of examples. We would also like to develop an operator that produces code in
a given programming language that implements the generated decision tree.

Interesting results of comparison of AQDT-2 and C4.5 programs can be
found in [1]. Imam and Michalski tested both programs on several datasets.
The following properties of the generated decision trees were measured: the
number of nodes, accuracy, and execution time. Decision trees obtained using
AQDT-2 tended to be simpler and had higher predictive accuracy. In further
research, we plan to conduct more experiments that test the decision rules
to decision tree conversion on a number of problem domains.
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Abstract The paper presents an attempt at the construction of a wide scale parser
for English based on Inductive Learning and limited resources. The parser loosely
preserves the shift-reduce scheme, enriched with powerful actions, and a compound
Decision Tree instead of the decision table. The attempt originates directly from
Hermjakob’s ideas [3], but an important goal was to analyse possible extensions to
a wide scale solution. Several supporting heuristics, as well as the overview of the
development process and experiments, are described in the paper.

1 Introduction

The ‘mission almost impossible’ to build a deep parser of English from scratch
in several months relying on a very limited resources was the origin of the
work presented here. The goal of the project was the construction of a wide-
scale commercial machine translation (MT) system, developed by Techland
company, used in the two products: Internet Translator (1.0 and 2.0) and
English Translator 2.0. The low budget assigned to the projects made it
impossible to use most of the existing ready-to-use components and linguistic
resources, including parsers and Penn Tree Bank. Because of the commercial
character of the project, we could not use most existing scientific solutions,
e.g., Charniak’s parser [1]. When one completes the picture with the need for
deep parsing as the base for the next transfer phase, texts of any kind as the
input of the system, and a small team working on the project, then one will
get the idea how ‘almost impossible’ the mission was.

Looking for a starting point, while excluding all methods demanding a
large corpus, we have chosen Hermjakob’s method of parser learning [3] based
on a generalised form of Decision Trees [6,7]. The parser follows the general
shift-reduce scheme, but it is deterministic, and uses the hierarchical struc-
ture of decision trees instead of a control table. The decision structure is built
on the base of rich context information expressed by 205 features: morpholog-
ical, syntactic, semantic and “background knowledge” (a subcategorisation
dictionary and a concept hierarchy). The tests of the parser were performed
on the sub-corpus of Wall Street Journal Corpus with vocabulary of only
3000 lexemes. However, only 256 selected sentences were used in incremental
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learning, while achieving: 98.4% for “part of speech tagging” (built into the
parser), 89.9% for “labeled precission”, and 56.3% “of test sentences without
any crossing brackets” [3]. The important difference between Hermjakob’s
approach and other approaches to automatic parser induction proposed in
the literature is that other approaches are based on statistical methods which
assume the existence of a large tree bank, e.g. [1]. Automatic grammar acqui-
sition from a tree bank in the style of [2] provides only a very large grammar
(even compacted [4]) and an efficient parser still needs to be constructed.
Other non-statistical approaches produce often shallow parsers or based on
Dependency Grammar, e.g. [5].

The goal of the work presented here, was to extend Hermjakob’s approach
to the parsing of free texts and to reduce the amount of semantic information
used by the parser, but still to keep the number of learning examples very
small. Being realistic, we accepted the unavoidable decrease in the quality of
the parser, but we wanted to receive an acceptable, even if sometimes only
marginally so, analysis of every expression delivered to the parser.

2 Parser Architecture

The parser loosely follows the general scheme of shift-reduce parser1, but
there are additional types of powerful actions. In comparison to [3], the set
of actions was reduced to five main types with three ‘standard’ types: shift,
reduce, and done. The restrictions on reduce are weak, e.g. it can be applied
to almost any elements on the stack. The ‘non–standard’ add into action is
similar to reduce, but inserts one node into the other. The empty-cat action
(creating gaps) produces an ‘empty copy’ of some node, i.e. a co-indexed
clone of it. The empty-cat encompasses the functionality of Hermjakob’s three
actions: empty-cat, co-index (co-indexing the nodes), and mark (marking
nodes with some extra-syntactic information). The last two are not used
because of limited semantic information. Also, the reduce was not used for
recognising multi-word lexemes, as in [3]. Instead, this task is done in the
preprocessing phase the MT system. The sophisticated formal language of
addressing the arguments of actions [3] was mainly preserved, e.g.:

1. R (-3 -1) TO VP AS MOD PRED AT -2 — reduces the elements on the
stack to VP node assigning them the roles, the result goes to the pos. 2,

2. A (-2 -1) TO (NP -1 BEFORE -2) AS CONJ COMPL — adds the two el-
ements into the first NP-tree below the position 2 on the stack.

The parser cannot backtrack but can send any top element back to the
input list by a shift-out action. The wrong choice can create an infinite cy-
cle of actions sending elements to and fro. The sanity checker, controlling
1 Firstly, elements, representing morphologically analysed words, are inserted on

the input list, next, by shift actions can be moved to the stack, where several
elements can construct a compound element (a sub-tree of the derivation tree)
by a reduce action. The actions are being chosen on the base of decision table.
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the parser, breaks loops by forcing an extra shift in of the next element. In
our approach, because of the decreased quality of decision structures (con-
structed for free texts) the responsibility of the sanity checker were extended
to controlling of the proper application of the actions. A set of hand-coded
rules defining pre-conditions of particular actions were introduced, e.g.

[ACTION] REDUCE 2 TO VP AS MOD SAME
[COND] (SYNT OF -1 AT VERB= VP) AND (
(SYNT OF -2 AT SYNT-ELEM= PP) OR (SYNT OF -2 AT SYNT-ELEM= ADV)
OR (SYNT OF -2 AT SYNT-ELEM= SNT) )

Above, the [COND] part defines the state of the stack, for which the
[ACTION] part can be performed. The [COND] part is defined in terms of
features and their values. The features describe partially the state of the
parser (the stack and the input list) achieved by performing the previous
action. The features can express any kind of information stored in elements:

1. values of morphological attributes such as number, gender, verb form etc.
(some of them are ambiguous in most parse nodes),

2. the structure of nodes, e.g. presence of some branch described by the
syntactic (and semantic) role or values of attributes of some role filler,

3. possible agreement on values of attributes between some nodes,
4. possible matching: between subcategorisation pattern of one node (possi-

ble head) and the second element as the possible complement of the head
(the syntactic role and/or the category of the possible filler is returned).

The features use the same formal language of addressing elements like ac-
tions, i.e. features can access almost any element on the stack or the input
list. If an element pointed out by a feature does not exist or have an attribute
under question, the feature returns UNAVAIL. The values of the features form
a is-a hierarchy. A level of generality is specified for each feature on which
its value is read/tested. In comparison to [3], the number of syntactic roles
and categories was reduced, and the features based on semantic properties
of elements (the semantic class of an element, or semantic matching between
two elements) had to be eliminated to large extent. The creation of a detailed
ontology in a style of [3] was impossible for the open domain. But, the seman-
tic features form more than 50% of 205 ones used in [3], while being of the
great importance for his parser. As a kind of surrogate, features giving access
to WordNet (WN) classes of the lexemes, were introduced in this approach
e.g.:

• classp of wn-en-building of mod of pp -1 — testing presence of
the WN class in the modifier of the first PP on the stack.

Only some WN classes concerning: building, location, measure, person,
quantity, time, and way (path), appeared to be useful in learning, especially
in making decisions concerning PPs attachment. The general obstacles for
increasing the number of WN features were: problems with coping with too
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large number of too specialised features, and the lack of good association
between nominal and verbal hierarchies of WN.

The features of the type 4, are based on a subcategorisation dictionary
(SCD), and take into account the present filling of a head. The subcate-
gorisation pattern is being chosen on the base of the heuristically calculated
ranking of all possible ones for the head. The size of SCD for unlimited
domain must be relatively very large (here: 18 000 entries). Unfortunately,
increasing number of ambiguities brings decreasing quality of matching. En-
tries in SCD are tree structures with distinguished leaf, marked with the
PRED role, representing the head. Besides the structure, each tree describes
several complements (sub-trees) and their syntactic roles, obligatory values of
morphological attributes, and even particular lexemes. The English subcate-
gorisation patterns were acquired from XTAG grammar (lexical dictionary)
[8], and automatically transformed from the XTAG format to the simplified
grammar implicitly defined by the decision structure of the parser.

Some examples from the final set of the features:

1. synt of -3 at verb — reads the syntactic category of the element on
the stack and returns one of the immediate subcategories of the verb,

2. np-vp-match of 1 with 2 — checks whether elements on positions 1
and 2 on the input list match syntactically as subject and verb predicate,

3. syntrole of vp -1 of -2 — checks whether the element on the stack
matches the first not filled argument of some subcategorisation pattern
of the first VP element on the stack,

4. morphp of f-ger of mod of -1 — tests whether the value of the at-
tribute of the sub-tree with the role mod (i.e. a kind of adjunct) of the
position 1 equals to f-ger.

3 Learning Process

As in [3], the parser learns directly from examples of parsing actions recorded
during hand-made parsing of a sentence. Thus, the learning corpus (called
here a log) consists of pairs: a sentence and sequences of parsing actions,
defining operationally the syntactic structure, e.g. (a fragment of the log)

SENTENCE The bar code on the product was blurred.
@ACT SHIFT DET
@ACT REDUCE 1 TO DP AS PRED
@ACT SHIFT NOUN

During learning the recorded actions are performed on an example sen-
tence. Next, examples, i.e. pairs: an action and a vector of values of the
features, are used in the construction of the Decision Structure. The exam-
ples are always regenerated during learning according to a specified vector of
features. In later versions of the parser, words in the log were annotated by
the tagger in order to be consistent in learning with the parser application.
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The Decision Structure (DS) is built by Inductive Learning and it is: a
simple Decision Tree (in the sense of [6]), a tree of DSs, or a list of DSs.

As in [3], each ‘sub-tree’ in a compound DS is marked with a predicate
defining a similarity class of examples. All examples in the given class “are
treated as if they were the same” [3], any other belongs to the OTHER class.
The OTHER examples are passed further on to the next DS in a list. Precise
decisions for the examples of the given class can be made (ascription of a par-
ticular action) by the given DS or by DSs of the lower levels, e.g. a simplified
part of the DS for the ADD class of examples:

Tree: SYNT OF ACTIVE-FILLER -1 AT SYNT-ELEM
UNAVAIL Leaf: Other
NOUN Tree: SYNT OF PRED* OF NP -1 AT NOUN

PRON Leaf: Decision
ADD ACTIVE-FILLER -1 BEFORE -1 INTO -1 AS MOD

NP Leaf: Other
PN Leaf: Other

PP Leaf: Other

The construction of all decision trees in DSs is based on the C4.5 algo-
rithm [7]. The sophisticated structure of DSs facilitates introduction of some
hand-coded knowledge (the predicates are manually assigned) to the learning
process. The exact structure can strongly influence results of learning. Follow-
ing [3], decision on more exceptional cases are forced to be done first, before
more typical ones. However, because of the limited information available for
our parser, examples were divided only into several classes by a list of DSs, i.e.
DONE, ADD, EMPTY-CAT, SHIFT OUT, R 4, R 3 AS DUMMY PRED, R 3 AS COMP
CONJ PRED, R 3 AS SAME, R 1, R 2 AS PRED OR SAME DUMMY, R 2 TO PP, R
2 TO SNT, REDUCE, SHIFT IN. Moving the DONE class to the beginning was
motivated by its relatively rare occurrence and the strange dependency of
the parser on the presence of the final period. Another very difficult actions
appeared to be the actions of the EMPTY-CAT class (introducing a trace).

4 Experiments

The goal of the experiments was to construct a deep parser producing a
useful result for any sentence. Firstly a direct extension of Hemrjacob’s ap-
proach to wide scale was developed. The coverage of the parser was extended
by increasing the number of examples and introduction of many specialised
features (totally 234) for exceptional cases. A set of 912 distinct sentences
was parsed manually. Selection of the examples appeared to be difficult ac-
cording to the open domain. The initial naive strategy was to choose some
sentences randomly, and next to add gradually the following on the base of
types of errors made by the parser learned on the current set. After noticing
that questions, sentences with many auxiliaries etc. cause a lot of mistakes, a
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lot of sentences taken from a English grammar textbooks were systematically
added. Finally, many sentences and longer expressions from Web pages (some
of them including constructions like citations, brackets etc.) were randomly
selected and added. Because of the parser being too dependent on the final
period or question mark, the final manually prepared version of the log was
doubled automatically (up to 1783 examples) by adding the versions with-
out the final delimiter. A generalisation of this method can be applied to
generation of partial or modified expressions on the base of examples.

According to [3], the operational character of the learning makes creation
of a detailed grammar unnecessary. However, as one could observe, the in-
creasing number of examples (almost four times more than in [3]) was rapidly
increasing the probability of inconsistency in the log (two different actions
done in almost the same state). The large number of the features caused, that
each inconsistency resulted in creation of a ‘strange rule’, in which any feature
from the vector could be used to solve an inconsistency, e.g. the reduction of
an object into VP element could be activated by an adverb on some remote
position of the stack. Even the sophisticated construction of DS could not
prevent it. The inconsistencies were mostly caused by typical actions, not ex-
ceptional ones. They appeared when one teacher performed the same action
in a slightly different situations, or in a different situation than the other
teacher. The resulting ‘strange rules’ could not be eliminated by the machine
learning algorithm itself. Their creation was the natural consequence of in-
ductive learning algorithm trying to find some reasons for performing two
different actions in the same state. The ‘strange rules’ decrease the quality
of the parser, unexpectedly spoiling analysis of simple expressions.

Trying to find a remedy, a set of guidelines for teachers was written, defin-
ing implicitly a kind of semi-formal grammar! Moreover, a special tool was
constructed, which enables browsing the log using some query language, and
discovering inconsistencies. Another cause of inconsistency were misleading
expectations of a teacher concerning the exact features used by the parser in
a particular decision. In order to bring the perspective of a teacher closer to
the perspective of the parser, the teacher could see, optionally, only the basic
window of ±5/3 elements during manual parsing.

In the second phase we tried to improve generalisation of the parser, by its
integration with a tagger and significant reduction of the number of the fea-
tures (down to 135). Introduction of the tagger separated from the parser (in
[3] the tagger is implicitly encoded by the SHIFT IN actions) helped reducing
the number of the features. Next, the basic window of elements permanently
tested (morpho-syntactic attributes) was reduced from ±5 to ±3. Thirdly,
iteratively, importance of the features from outside of the basic window was
being heuristically assessed, and after each reduction, the learning was being
restarted. This process resulted in finding many inconsistencies and removing
many too specialised features. Moreover, the parser quality improved signif-
icantly, maintaining the quality of the log became easier and the time of
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learning decreased. However, in the case of the reduced and stable number of
the features, some sentences as being ambiguous, could not be added to the
log.

The initial hope that the development of the parser would be faster with-
out the need to create a grammar first, was fulfilled only partially. The prepa-
ration of one example sentence containing 30 words takes more than 0.5 hour
by an experienced person. The preparation of the good log, free of incon-
sistencies, takes a lot of time, increasing with the number of the examples.
The initial fast improvement in syntax covering of the parser, slows down
quickly. Fortunately, the large number of features do not necessarily enforces
a huge number of examples. The number of examples should be rather chosen
according to grammar coverage criterion.

The quality of the parser is far from being satisfactory. Finally, only 152
from 325 sentences (textbook examples and sentences from the Web) were
parsed without errors, according to an expert. Taking a look into the wrongly
analysed examples one can notice several sources of errors:

• a partial analysis caused by several stops, in which subsequent parts are
parsed as isolated phrases,

• words misinterpreted by the tagger (97% accuracy), specially noun↔verb,
• bad segmentation: two sentences merged into one or wrong point chosen

by heuristic splitting of a compound sentence,
• and obviously wrong decisions made by the parser, e.g. bad attachment

of PP, or a main verb separated from the auxiliary verb.

However, a lot of badly parsed sentences had large, well parsed fragments
and the errors did not influence the overall result of the translation. Moreover,
there were several types of errors, appearing systematically, which could be
neutralised during the transfer phase, e.g. multiplied trace (identical nodes
generated by a EMPTY-CAT action, which could be reduced to one), PP(of the
police) treated as an adjunct of NP instead being analysed as a kind of DP,
or the lack of the top SNT node.

Many errors originate from stops in parsing. The stops can be caused by
the sanity checker, but most of them result from the deterministic character of
the parser (always only one solution). But such an idealistic assumption was
very hard to be maintained in open domain without rich semantic informa-
tion. As the result, the parser trying to find the analysis of some ambiguous
construction, makes wrong decision and stops later on an unknown combi-
nation of feature values. A mechanism of ‘pushing forward’ by a special shift
in action was devised. After ‘pushing’, some parts of a sentence following
the problematic construction can be analysed properly. Very often, the stack
contains a set of partial trees after the main parsing has been finished. In-
stead of a simple merge of all trees, like in [3], a repairing parser, based on
an expert systems was introduced. The rules define repairing procedures for
correcting and finalising the parsing. Another simple improving technique
was to divide longer sentences into several shorter ones by simple heuristic
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rules. It is more likely, that a shorter sentence would be parsed without stops.
Anyway, the parser is extremely fast (several sentences per second on PC),
consuming much less time than other parts of the MT system!

5 Conclusions

Our attempt to extend Hermjakob’s approach to a wide scale application has
shown how much of its accuracy depends on the limited domain and hand-
coded rich syntactic-semantic information. Even multiplying the number of
example sentences by four and using several heuristic methods, we could not
come close to Hermjakob’s results. The problem is not an insufficient number
of examples, but insufficient information delivered to the parser, while keeping
it strictly deterministic. In many cases, adding a sentence to the log needed
an additional feature. However, the experiments showed that in open domain
it is better to limit the number of the features, because of inconsistencies.

An interesting extension would be an automatic acquisition of examples
from a tree bank, e.g. Penn Tree Bank, based on choosing for learning sen-
tences less similar to the sentences already added to a log. This mechanism
could be based on a kind of ‘pre-parsing’ of unseen sentences.

Besides the strong limitations being met, a practically useful parser for
English, utilising small resources (i.e. less than two person-years, a small
operational tree-bank of 912 parsed sentences, and a ‘standard’ tagger) was
constructed. Any kind of statistic information (except in the tagger) was not
applied. In the case of languages for which a large tree-bank does not exist,
e.g. Polish, such an attempt seem to be a possible way to construct a parser.
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6. J.R. Quinlan. Induction of Decision Trees. Machine Learning, 1(1):81–106, 1986.
7. J.R. Quinlan. C4.5: Programms for Machine Learning. Morgan Kaufmann, San

Mateo, 1993.
8. A Lexicalized Tree Adjoining Grammar for English. Technical Report, The XTag

Group of Institute for Research in Cognitive Science, University of Pennsylvania,
1999.



Baseline Experiments in the Extraction of
Polish Valence Frames

Adam Przepiórkowski1 and Jakub Fast2

1 Institute of Computer Science, Polish Academy of Sciences, ul. Ordona 21,
Warsaw, Poland

2 Collegium Invisibile, ul. Krakowskie Przedmieście 3 pok. 12, Warsaw, Poland

Abstract. Initial experiments in learning valence (subcategorisation) frames of
Polish verbs from a morphosyntactically annotated corpus are reported here. The
learning algorithm consists of a linguistic module, responsible for very simple shal-
low parsing of the input text (nominal and prepositional phrase recognition) and
for the identification of valence frame cues (hypotheses), and a statistical module
which implements three well-known inferential statistics (likelihood ratio, t test,
binomial miscue probability test). The results of the three statistics are evaluated
and compared with a baseline approach of selecting frames on the basis of the rel-
ative frequencies of frame/verb co-occurrences. The results, while clearly reflecting
the many deficiencies of the linguistic analysis and the inadequacy of the statis-
tical measures employed here for a free word order language rich in ellipsis and
morphosyntactic syncretisms, are nevertheless promising.

1 Introduction

The aim of this paper is to report the results of preliminary experiments in
the extraction of verbal valence frames, i.e., lists of verbs’ arguments, from a
corpus annotated morphosyntactically at word level.
Valence dictionaries are crucial resources for the operation of syntactic

parsers, and yet, for many languages such resources are unavailable or they
are available in paper form only. In case of Polish, there is only one large
valence dictionary, namely, [5], although valence information is present also in
the general dictionary of Polish [1]. Both dictionaries are available only in the
traditional paper form. Additionally, there are two much smaller electronic
valence dictionaries, created by Marek Świdziński and Zygmunt Vetulani, of
about 1500 and 150 verbs, respectively.
The lack of large machine-readable valence dictionaries for Polish notwith-

standing, there are many well-known arguments for constructing such dictio-
naries automatically, on the basis of naturally occurring texts. First of all,
automatic methods of constructing valence dictionaries are much quicker and
cheaper than the traditional manual process (e.g., the five volumes of [5] were
published in the space of twelve years). Second, automatic methods are more
objective than the traditional methods, based on potentially inconsistent in-
tuitions of a team of lexicographers. Third, automatic methods may provide
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not only the categorical information, but also statistical information about
how often a verb occurs with a given frame, which is particularly useful for
probabilistic parsers. Fourth, the same methodology may be applied, with-
out any overheads, to different collections of texts, e.g., to create thematic
or diachronic valence dictionaries. Moreover, automatic methods may be and
have been used for extending and verifying existing valence dictionaries.
The textual material for the experiments reported in this paper was the

IPI PAN Corpus of Polish [7], the first and currently the only large publicly
available morphosyntactically annotated corpus of Polish (cf. www.korpus.
pl). Since the corpus is rather large (over 300 million segments), two smaller
corpora were used in the experiments: the 15-million segment (over 12 million
orthographic words; punctuation marks and, in some special cases, clitic-
like elements are treated as separate segments) sample corpus, as well as a
less balanced 70-million segment wstepny subcorpus. The corpus does not
contain any constituent annotation apart from sentence boundary markers,
but it employs a detailed positional tagset providing information about parts
of speech, as well as values of inflectional and morphosyntactic categories
(cf. [8]). Morphosyntactic analyses are disambiguated by a statistical tagger
with a rather high 9.4% error rate [3], but all the original tags provided by
the morphosyntactic analyser are also retained in the corpus.
As in the case of similar experiments reported for English, German and

other languages since [2] and [4], the current algorithm consists of two stages.
First, a linguistic module identifies cues, i.e., observations of co-occurrences
of verbs and apparent valence frames. This stage produces much noise, partly
due to the low quality of the tagger, and partly because of various deficiencies
of the shallow syntactic parser used for identifying nominal phrases (NPs) and
prepositional phrases (PPs). Second, the statistical module applies inferential
statistics to the output of the linguistic module, trying to determine which of
the valence frames observed with a given verb can be, with a certain degree
of confidence, classified as actual valence frames of this verb.
The rest of the paper is structured as follows. Section 2 describes the

linguistic module of the learning algorithm, i.e., shallow syntactic process-
ing and cue identification, while the next section, 3, briefly introduces the
statistics employed here. The following section, 4, describes the experiments,
presents their results and evaluates them. Finally, §5 concludes the article.

2 Syntactic Cues

The process of collecting valence cues consists of three steps. First, a simple
shallow grammar is applied to the XML corpus sources, resulting in the
identification of some NPs, PPs and verbs. Second, each sentence is split into
clauses. Third, for each clause, all NPs and PPs identified in this clause are
collected into an observed frame (OF), and the pair 〈verb, OF〉 is added to
the set of observations. This section presents the details of the first two steps.
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The shallow grammar employed in these experiments is particularly sim-
ple. Conceptually, it is a cascade of regular grammars with some added
unification-like functionality for handling NP- and PP-internal agreement.
There are only 9 rules for NPs and 4 rules for PPs. 5 of the NP rules are
responsible for identifying very simple NPs containing a noun and possibly a
sequence of pre- or post-modifying adjectives, and another 4 rules take care
of personal pronouns and the strong reflexive pronoun siebie. Moreover, 5
rules identify verbs, determining whether they are reflexive or negated; since
in Polish valence to some extent depends on polarity, it makes sense to treat
affirmative and negative verbal forms separately. Adjectival participles and
gerundial forms are not considered to be verbal by this grammar.

The range of phrases that this grammar identifies is very limited: numeral
phrases, adjectival phrases, adverbial phrases, clauses and infinitival verbal
phrases are excluded from the consideration here, i.e., the task at hand is
constrained to the identification of possible NP and PP arguments. More-
over, many NPs and PPs remain unidentified due to the fact that a very
conservative approach to corpus annotation was adopted: only those forms
are taken to be nominal, verbal, etc., whose all morphosyntactic interpreta-
tions are, respectively, nominal, verbal, etc. That is, the decisions made by
the tagger are initially ignored. In the process of identifying NPs and PPs, all
morphosyntactic interpretations of all forms belonging to an NP are unified;
for example, if an adjective is syncretic between neuter singular and feminine
plural, and a noun is syncretic between neuter singular and neuter plural,
only the neuter singular interpretation is selected for the resulting NP. The
outcome of the tagger is taken into account only in cases when this procedure
results in a number of possible interpretations.

Also the second step of cue identification, i.e., finding minimal clauses,
is particularly simple. Sentences are split into potential clauses on commas
and conjunctions (disregarding those which have already been classified as
belonging to an NP or a PP), and those potential clauses which contain a
verb are selected as actual clauses. This, again, results in some noise.

Two versions of the grammar were used in the experiments, with the main
difference between them being the treatment of genitive NPs (GNPs). As is
well known, in Polish, GNPs often occur as modifiers of other NPs, which
often results in attachment ambiguity. The shallow grammar employed here
cannot resolve such ambiguities. If such GNPs were left in the output of the
grammar, this would result in many false observed valencies involving GNPs.
Both grammars currently deal with this problem via brute force: the first
grammar (G1) ignores GNPs altogether (so there is no way to identify va-
lence frames with genuine GNP arguments), while the second grammar (G2)
attaches GNPs to immediately proceeding NPs and PPs, whenever possible.

The final simplification assumed here is that nominative NPs are ignored
altogether, i.e., no attempt at distinguishing subject-taking verbs and sub-
jectless verbs is made.
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3 Basic Statistics

Three standard statistics were compared for rating each observed verb/frame
combination in terms of how strong a piece of evidence it is for inferring the
verb’s valence requirements. The statistics were: binomial miscue probability
testing, the t test for non-normal variables, and Likelihood Ratio.
The three metrics employ a common probabilistic model. The values char-

acterising a given verb/frame combination 〈v, f〉 are interpreted as describing
two binomial samples,mX andmY , such that inmX , the number of successes
kX is equal to the number of f ’s occurrences with v and the sample size nX

is equal to the total number of v’s occurrences, and in mY , the number of
succeseses kY is the number of occurences of f in clauses that do not con-
tain v, and sample size nY is the total number of such clauses. The samples
are interpreted as taken from two binomially-distributed random variables
X ∼ Bin(nX , πX) and Y ∼ Bin(nY , πY ), where πX and πY are estimated on
the basis of mX and mY as π̂X = kX

nX
and π̂Y = kY

nY
.

3.1 Binomial Miscue Probability Test

Assuming a certain maximal probability Bf that — due to parser or gram-
matical error — a given frame f occurs in a sentence irrespective of the verb
it contains (in the experiments, Bf was set to 2−7), the binomial test mea-
sures the probability of kX or more occurences of f being generated in a
sample of size nX by a random variable with a distribution Bin(nX , Bs). Its
value is calculated as follows:

H(Bf ) =
nX∑

i=kX

(Bf )i (1 −Bf )nX−i

(
nX

i

)
(1)

If this probability is sufficiently low (i.e., lower than an assumed null hypothe-
sis rejection level), the probability that the observed number of co-occurrences
is due solely to error can be neglected and the frame classified as valid for
the verb.

3.2 t Test

The t test establishes the significance of a difference observed between the
probabilities of success in two independent samples. For binomially-distributed
variables, its value is given by the following equation:

t =
π̂X − π̂Y√

σ̂2
X

nX
+ σ̂2

Y

nY

(2)

where σ̂2 = π̂(1−π̂) and is the variance in a single Bernoulli trial estimated on
the basis of the respective samples. The null hypothesis for this test is that the
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two samples come from the same population, and the alternative hypothesis
is that mX comes from a population characterised by a significantly lower
probability of success. If the value of t is lower than an appropriate threshold
value, it can be inferred that the probability of succes in mX is significantly
lower than that in mY , the null hypothesis is rejected and f is taken to be
an invalid frame for v.

3.3 Likelihood Ratio

The Likelihood Ratio test measures the significance of the difference in the
probability of a particular outcome given two different, nested classes of prob-
abilistic models. Assuming a joint distribution 〈X, Y 〉, the likelihood ratio is
used to compare the quality of the best model in which X and Y have the
same probabilities of success against the quality of the best joint binomial
model that does not make this assumption. The value of the likelihood ratio
is thus the following:

λ =
maxp P (〈mX , mY 〉|〈X, Y 〉 ∼ Bin(nX , p)× Bin(nY , p))

maxpX ,pY P (〈mX , mY 〉|〈X, Y 〉 ∼ Bin(nX , pX)× Bin(nY , pY ))
(3)

A sufficiently low value of λ implies that the theoretical values of πX and πY

are sufficiently different. In the experiments described below, λ was multiplied
by −1 if the difference pX − pY was negative, in order to eliminate only such
〈v, f〉 combinations where f is significantly less likely to occur with v than
with any other verb, and not the other way round. If the value of λ is negative
and sufficiently close to 0, it can be concluded that f is an invalid frame for v.

4 Experiments and Evaluation

Altogether 16 experiments were performed: for the two subcorpora mentioned
in §1, sample and wstepny, two versions of the grammar described in §2,
G1 and G2, were used, and for each of the corpus/grammar combinations,
four statistics were applied: the three statistics described in §3, as well as
the baseline statistic, i.e., the Maximum Likelihood Estimate (MLE) of πX ,
where frames with π̂X ≥ 0.01 were selected as valid. The result of each of
the experiments is a function from verb lemmata to sets of valence frames
accepted for those verbs by a given statistic, on the basis of cues generated
by a given grammar running on a given corpus. Frames are understood as
multisets of arguments.
For example, the following 8 frames were selected for the verb dostrzec

(discern) by the binomial miscue probability statistic, on the basis of data
generated by G2 from the wstepny corpus: <empty> (empty valence frame),
np/acc (an accusative NP), pp/w/loc (a PP consisting of the preposition w
and a locative NP), np/acc+np/gen, np/acc+pp/w/loc, np/acc+pp/w/loc,
np/gen, np/gen+pp/w/loc. Valence dictionaries used for the evaluation (see
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below) mention only one valence frame, np/acc, but — with the possible ex-
ception of np/acc+np/gen — other discovered valencies are reasonable sets
of dependents of dostrzec, with pp/w/loc being a common locative mod-
ifier of dostrzec and np/gen being a possible effect of the (long-distance)
genitive of negation or genitive modifiers, and with the observations <empty>
and pp/w/loc reflecting the ellipsis of the object. 38 other observed frames
for dostrzec were rejected by this test.
For the purpose of the experiments reported here, the confidence level for

all statistics was set to 99%. Moreover, only frames registered a certain mini-
mal number of times were taken into account, and additionally a certain mini-
mum verb/frame co-occurrence restriction was imposed. Four such 〈frame oc-
currences, frame/verb co-occurrences〉 cutoff points were tested, from 〈50, 3〉
to 〈800, 10〉.
Two ‘gold standards’ were adopted for the purpose of evaluating the re-

sults of these experiments, namely, the two dictionaries containing valence
information mentioned in §1: [5] and [1]. From the set of verbs for which at
least 100 observations were registered by the G1 grammar in the sample cor-
pus, 48 verbs1 were blindly selected, evenly distributed across the scale of the
number of occurrences. For each of these verbs, valence information was man-
ually extracted from the two valence dictionaries. It should be noted that in
both cases, but perhaps especially in the case of [5], this was an interpretative
process, due to the fact that both dictionaries refer to some of the arguments
via their function (e.g., a temporal phrase) and not their morphosyntactic
form. Those valence frames were narrowed down to valence frames contain-
ing only phrases identifiable by the grammars, i.e., NPs and PPs.

Bańko [1]

sample wstepny
G1 G2 G1 G2

MLE 40.17 42.23 38.33 36.94
binomial 40.96 42.80 38.94 38.01
t test 39.83 43.90 36.00 35.24
likelihood 39.93 44.23 35.69 35.06

Polański [5]

sample wstepny
G1 G2 G1 G2

MLE 40.07 42.32 37.35 36.47
binomial 41.13 43.28 38.42 37.86
t test 39.08 42.92 33.23 32.54
likelihood 39.11 43.41 33.48 32.65

Table 1. F values for the 16 tests, for two gold standards (based on [1] and [5]),
for the cutoff point 〈400, 10〉.

1 bić się, dobiec, doczekać się, dostrzec, dźwigać, nabierać, nauczyć się,
obsługiwać, odbijać się, odczytywać, okazać się, opowiadać, orzekać,
płakać, popatrzeć, postępować, potrzebować, powiększyć, przestrze-
gać, przeżywać, realizować, rozegrać, siąść, spacerować, startować,
szanować, uczestniczyć, udawać się, urządzać, ustanowić, wkraczać,
wybierać się, wynikać, wystawiać, wytwarzać, wzdychać, zabrzmieć,
zajmować, zajrzeć, zapowiadać, zatrzymywać się, zawierać, zażądać,
zdarzać się, zdawać się, zjechać, zrzucić, zwracać.
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Table 1 presents the summary of the results for the two gold standards.
The numbers in the table are the average values of F-measure (the har-
monic mean of precision and recall) for the 48 verbs, where only those frames
were taken into account which were observed at least 400 times, and co-
occurred with a given verb at least 10 times. The best statistic for each
corpus/grammar pair is indicated by bold face.
As can be seen in Table 1, the binomial miscue probability test is the

best statistic in six of the eight corpus/grammar/gold standard combina-
tions. As can be seen from the comparison of Tables 1 and 2, this test also
turns out to be the most stable, i.e., least dependent on cutoff points. An-
other interesting observation is that, surprisingly, the results for the much
smaller sample corpus are uniformly better than the results for wstepny.
The decrease in F-measures is almost entirely due to reduced precision; for
example, the 41.89/35.99 difference in Table 2 for the binomial test applied
to the results of G2 as evaluated on the basis of [1] corresponds to recall
values of 74.07/73.72 and precision values of 34.31/27.37. Why this should
be so is still not fully clear. Finally, it should be noted that the baseline MLE
test mentioned above almost always fares better than the more sophisticated
t test and likelihood ratio.

Bańko [1]

sample wstepny
G1 G2 G1 G2

MLE 34.77 35.47 31.16 29.87
binomial 41.79 41.89 38.14 35.99
t test 30.28 32.32 22.31 18.62
likelihood 30.28 32.69 22.01 18.57

Polański [5]

sample wstepny
G1 G2 G1 G2

MLE 36.02 36.37 32.55 31.39
binomial 40.21 41.67 37.52 37.83
t test 30.50 32.15 23.06 20.65
likelihood 30.92 32.51 23.00 20.51

Table 2. As Table 1, but for the cutoff point 〈50, 3〉.

The numbers in Table 1 may appear to be disappointing, especially as
compared with F-measures given in the literature, e.g., F-measures of around
80 reported in [9]. However, these numbers are not comparable, as the results
usually reported in the literature are F-measures based on so-called token
precision and recall, i.e., the evaluation is based on the manual annotation
of frames in a test corpus, usually performed by the authors. In the current
paper, on the other hand, automatically extracted frames are evaluated on the
basis of two valence dictionaries given a priori. Moreover, the two dictionaries
differ significantly in the kind of valence information they contain. In fact,
when the information in one dictionary is evaluated against the other, the
F-measure is around 65.5, so — in a sense — this is the upper limit of what
can be achieved using the methodology adopted here.2

2 For [5] treated as extracted data and [1] as gold standard, the average precision,
recall and F for the 48 verbs (narrowed down to frames consisting of NPs and PPs
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5 Conclusion

To the best of our knowledge, the experiments reported here are the first
attempt at the extraction of valence frames for a free word order Slavic lan-
guage from a corpus containing no syntactic constituency annotation, rather
than from a treebank, cf., e.g., [9].
The manual inspection of the results suggests that many ‘errors’ stem

from the phenomenon of ellipsis, from erroneous classification of adjuncts as
arguments, and from various errors and inconsistencies in gold standards.
Taking into consideration the fact that the cross-gold standard agreement, as
given by the F-measure, is around 65.5, and given the high noise production
at each level of linguistic processing (morphological analysis, tagging, shal-
low parsing) and the basic nature of statistical models involved, the results
reported here are highly encouraging.
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Abstract. We propose a new method to deal with missing values in the gene ex-

pression data. It is applied to improve the quality of clustering genes with respect to

their functionality. Calculations are run against real-life data, within the framework

of self-organizing maps. The applied gene distances correspond to the rank-based

Spearman correlation and entropy-based information measure.
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1 Introduction

The DNA microarray technology provides enormous quantities of biological

information about genetically conditioned susceptibility to diseases [2]. The

data sets acquired from microarrays refer to genes via their expression levels.

Comparison of the gene expressions in various conditions and for various

organisms can be very helpful while formulating biomedical hypotheses.

Thousands of gene expressions have to be interpreted properly to retrieve

valuable information. Dealing with huge amount of data and understanding

the functional associations between genes is a major challenge. The appro-

priate choice of the data-based similarity/distance functions is crucial with

that respect, particularly for applications of the gene clustering algorithms.

By identifying the gene clusters, we can hypothesize that the genes grouped

together tend to be functionally related. Thus, the gene expression clustering

may be useful in identifying mechanisms of gene regulation and interaction,

which can help in understanding the function of a cell. There are many algo-

rithms for this purpose, such as hierarchical clustering [3], Bayesian clustering

[10], fuzzy c-means clustering [4], or self-organizing maps (SOM) [18].

While grouping genes together, it is important to provide visualization

enabling the experts to interact with the algorithmic framework. In [6] we

focused on the SOM-based method mapping the similarities onto the two-

dimensional grid. The implemented Gene-Organizing Map system (GenOM )

modeled relationships between genes using various measures, including the

statistical correlations [5] and the information functions [7]. Calculations in-

dicated a particularly promising performance of the rank-based Spearman

correlation and the rough entropy information distance [16].
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A serious problem with the gene clustering corresponds to the missing val-

ues occurring in microarray data. This is mostly due to complicated, micro-

scale process of their manufacturing. The experiments are very sensitive to

spotting and hybridization conditions like temperature, relative humidity,

image corruption, dust or scratches on slides, resolution and mechanical pre-

ciseness. There are many estimation methods which deal with this issue. A

naïve approach is to fill the empty spaces with zero or the row average. More

advanced methods refer to the k-nearest neighbor technique [3], singular value

decomposition [19], or Bayesian principal component analysis [11].

We deal with the above-mentioned problem in a different, statistically

less invasive way. We do not propose any method for filling the gaps in data

because, for real-life data, the available expression levels are not always reli-

able enough to estimate the missing ones. Instead, we measure the distances

between the incomplete gene expression vectors. We develop and compare

the following exemplary approaches, extending the measures reported in [6]:

1. The Spearman correlation corresponds to the Euclidean distance between

the vectors of ranks of original values, ordered with regards to particu-

lar genes. We calculate the expected ranks, as if the missing values were

known. Then we use distances between the vectors of such expected ranks.

2. Rough entropy averages the entropies of binary variables, obtained using

discretization induced by every particular record of observations. Given a

cutting point, corresponding to some observation, we evaluate the prob-

ability that a missing value would be below/above it. Then we estimate

the required probabilistic distributions for the (pairs of) genes-variables.

We test both above approaches against the data set related to a selected type

of soft tissue tumor [1,14]1, further referred to as to the Synovial Sarcoma
data. We provide simple examples for the pairs of functionally related genes.

We run massive clustering calculations using the GenOM system as well.

The presented method easily catches the similar gene expression profiles

in the considered data. It may lead to determination of the groups of genes

with congruent activity responses to the specific tumor type in future. We can

check if some genetic assumptions tend to be true. Also, as reported in [6], the

GenOM interface enables us to presuppose the known gene correlation laws

to achieve better clustering. It may be interesting for genetics and biologists

as it gives opportunity to interact with the learning process.

The paper is organized as follows: Section 2 presents basics of the DNA

microarrays; Section 3 – functions reflecting the gene expression similarities;

Section 4 reconsiders the microarray data in terms of the expression ranks.

Sections 5, 6 provide foundations for handling the gene distances given the

missing values. Section 7 contains the results of calculations for the Synovial
Sarcoma data. Section 8 summarizes our work.

1 Downloaded from http://genome-www.stanford.edu/sarcoma/. We would like to

thank the data suppliers for opportunity to run calculations using this data set.
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2 The DNA microarrays

The DNA microarray technology [2] enables simultaneous analysis of char-

acteristics of thousands of genes in the biological samples. It is automated,

quicker, and less complicated than the previous methods of molecular biology,

allowing scientists to study no more than a few genes at a time.

Microarrays have different formats, but all of them rely on DNA sequences

fabricated on glass slides, silicon chips or nylon membranes. Each slide (DNA

chip) contains samples of many genes at fixed locations. Each spot on the

slide corresponds to a single gene. The microarray production starts with

preparing two samples of mRNA – the sample of actual interest and a healthy

control one. They are marked with fluorescent labels and repeatedly mixed

for each of genes on the slide. The obtained color intensities of every spot

indicate to what extent particular genes are expressed in the sample.

We obtain the gene expression data system A = (U, A), where U is the set

of experiments and A – the set of genes.2 Every gene a ∈ A corresponds to

the function a : U → R labeling experiments with their expression levels. The

data system is often transposed as displayed in Fig. 1, where genes correspond

to the rows and experiments – to the columns.

A u0 u1 u2 u3 u4 u5 u6 u7 u8

a0 2.174 -0.4405 1.363 0.6984 0.5569 * -0.0658 0.6932 0.138

a1 -0.2319 0.4421 1.317 2.911 0.5031 -0.2014 2.389 -0.339 0.2009

a2 0.4963 0.084 0.9453 2.385 0.5654 -0.2638 2.743 -0.369 0.1344

a3 -1.453 0.6558 -1.585 -1.009 -0.4974 -0.4548 -1.787 -0.4217 -0.9868

a4 -2.352 -1.068 * -2.342 -2.488 -2.874 -3.53 -0.9623 -1.241

a5 -0.2695 -1.554 -0.3601 -1.199 -1.776 -2.678 -0.0756 * -1.163

a6 * -0.3473 * 0.3414 0.1508 -0.9562 -1.794 0.8462 1.172

a7 1.064 1.305 0.8207 1.323 0.9923 2.205 -0.3863 0.8436 -0.7809

a8 -1.991 2.363 -0.2841 -1.32 -0.6655 0.1326 -1.219 -0.684 -1.201

a9 -1.711 2.133 * -0.9629 -0.8462 0.0897 -1.388 -0.6773 -1.103

a10 -0.0803 1.036 0.7597 0.3875 -1.319 -1.582 0.8526 -1.215 -0.5528

a11 0.7802 -0.442 -0.8912 0.193 0.6379 0.4672 -0.6572 0.0321 0.2658

a12 -0.0594 -0.3767 -0.4723 0.0975 1.355 1.196 -0.3392 0.6019 0.4246

a13 -0.702 -0.6721 -0.3448 -0.6236 0.6979 0.8698 -1.081 0.0611 -0.0976

a13 0.895 0.6363 0.6441 1.04 1.387 0.113 1.017 1.241 1.538

a15 -0.1608 0.4728 1.278 2.392 0.9721 0.5273 1.831 2.4 0.1117

a16 -0.1888 0.6483 1.079 2.097 1.729 1.543 1.118 -0.3707 -0.0714

a17 2.517 0.5933 0.8259 * 3.459 3.723 3.394 -0.4586 -0.8334

a18 0.6119 0.0602 * 1.814 1.721 2.099 0.5186 -2.028 -0.5893

a19 -0.0498 -0.6261 -1.352 -1.013 -1.729 -2.016 -1.911 -0.3923 -0.5924

Fig. 1. Synovial Sarcoma data: 9 experiments and 20 (out of 5520) genes.

2 The notation A = (U, A), where U is the universe of objects and A is the set of

attributes, is taken from the theory of rough sets and information systems [12].
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3 Gene expression similarities

The process of retrieving meaningful cluster-based information demands the

appropriate distance metrics. This non-trivial problem becomes even more

complicated in the case of a model so unexplored and complex as genes. Defin-

ing biologically natural and understandable similarities is very challenging,

mostly from the fact that we still know little about genes’ functions.

At the current level of genetic knowledge we can just compare the analyt-

ical results with the experts’ directions and commonly known medical facts.

In [6] we tested the Euclidean distance, the Pearson and Spearman (rank or-

der) correlations [5], as well as the rough entropy distance �H : A×A → [0, 1],
referring to the well known information-theoretic measures [7].

In its simplest form, the value of �H(a, b) equals to 1/2·(H(a|b)+H(b|a)) =
H(a, b)−H(a)/2−H(b)/2, where H(a), H(b) are entropies of genes a, b ∈ A,

and H(a, b) is the entropy of the product variable (a, b). Using the standard

entropy formula for qualitative data, we obtain that �H(a, b) ≥ 0, where

equality holds if and only if a and b determine each other.

Normally, �H(a, b) would require discretization of quantitative expression

data or proceeding with parameterized probabilistic density estimates. Both

approaches, however, seem to be too sensitive to the parameter changes,

especially for relatively unreliable data such as those obtained from microar-

rays. Therefore, we consider rough entropy [16]. Given u ∈ U , we discretize

the data with respect to its values a(u), a ∈ A. Every gene a : U → R is

transformed to the binary attribute au : U → R defined by formula

au(e) =
{

1 if and only if a(e) ≥ a(u)
0 if and only if a(e) < a(u) (1)

Given B ⊆ A and u ∈ U , we denote by Bu the set of u-discretized genes taken

from B. Entropy of Bu, denoted by H(Bu), is calculated from the product

probabilities of binary variables au ∈ Bu. Entropies in �H(a, b) are calculated

using the following formula for rough entropy (for B = {a}, {b}, and {a, b}):

H(B) =
1
N

∑
u∈U

H(Bu) (2)

where N is the number of observations in U . �H(a, b) equals zero, if and

only if a and b roughly determine each other, i.e. the a’s and b’s value ranks

are directly or inversely proportional. The way of defining the rough entropy

assures that �H(a, b) ≤ 1, where equality holds if and only if for every u ∈ U
the binary variables au and bu are statistically independent. We have also

�H(a, b) ≤ �H(a, c) + �H(b, c), where equality holds if and only if for every

u ∈ U the variables au and bu determine together cu but, on the other hand,

remain statistically independent given cu.
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4 Ranking operations

Rough entropy keeps information-theoretic properties while not focusing too

much on the precise expression values. Actually, it would not change when

calculated for the ranking values instead of the original ones, if we assume

that there are no equal expressions for every given gene in data (which hap-

pens very likely – see e.g. Fig. 1). The formulas for rough entropy are based

entirely on inequalities between the attribute values, which can be equiva-

lently rewritten for their ranks.

The same can be observed about the Spearman correlation, which is pro-

portional to the normalized Euclidean-like distance

�S(a, b) =

√∑
u∈U (σ(a)(u) − σ(b)(u))2

N(N − 1)
(3)

between permutations σ(a), σ(b) : U → {0, . . . , N − 1}, a, b ∈ A. For the sake

of simplicity, we will refer to (3) as to the Spearman distance. Let us that

�S(a, b) ∈ [0, 1], where �S(a, b) = 0, if and only if σ(a) and σ(b) are identical,

and �S(a, b) = 1, if and only if they are fully reversed to each other.

The analysis of the gene expression data through the rank-related dis-

tances turns out to be equally or even more efficient than in case of the ac-

tual values. It confirms intuition that we should focus on catching the global

gene transcription profile changes rather than on local differences in expres-

sions. Global changes can be captured by statistical correlations, although,

in case of operating with the exact values, they may be inaccurate because of

imprecise measurements and diversified data origin [1,14]. The rank-related

correlations/distances assume less information and, therefore, may be more

reliable in approximating the gene relationships.

In [6] we report that clustering based on the Spearman correlation (dis-

tance) is comparable to the Pearson correlation and much better than in case

of the standard Euclidean distance. An additional advantage of the rough en-

tropy distance is that it does not differ between the direct and inverse rank

correlations. It may turn out to be very important while searching for the

genes with significant functional relationships.

Throughout the rest of the paper we assume that the gene expressions are

provided in a rank-based form, obtained by the original data preprocessing.

We will not distinguish between the gene expressions a : U → R and their

corresponding rankings σ(a) : U → {0, . . . , N−1}. We will continue studying

the Spearman and rough entropy distances for the rank-based attributes.

5 Handling the missing values

As mentioned in Section 1, the gene expression data may contain a substantial

number of missing values, which is related to the microarray manufacturing
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procedures. We propose a new method for measuring distances between the

rank-based attributes, for such partially missing data. As mentioned in Sec-

tion 1, it does not need estimation of the missing values. Instead, it predicts

their (relative) ranking positions in a very simple way, with no advanced

statistical models required.

Let us denote by M(a) the number of missing values for a ∈ A. As shown

in Fig. 2, the non-missing values are ranked from 0 to N−M(a)−1. We treat

a rank-based attribute as a function a : U → {0, . . . , N −M(a) − 1} ∪ {∗},
where every value different than ∗ occurs exactly once for the whole U .

A u0 u1 u2 u3 u4 u5 u6 u7 u8

a0 7 0 6 5 3 * 1 4 2

a1 1 4 6 8 5 2 7 0 3

a2 4 2 6 7 5 1 8 0 3

a3 2 8 1 3 5 6 0 7 4

a4 3 6 * 4 2 1 0 7 5

a5 6 2 5 3 1 0 7 * 4

a6 * 2 * 4 3 1 0 5 6

a7 5 6 2 7 4 8 1 3 0

a8 0 8 6 1 5 7 2 4 3

a9 0 7 * 3 4 6 1 5 2

A u0 u1 u2 u3 u4 u5 u6 u7 u8

a10 4 8 6 5 1 0 7 2 3

a11 8 2 0 4 7 6 1 3 5

a12 3 1 0 4 8 7 2 6 5

a13 1 2 4 3 7 8 0 6 5

a14 3 1 2 5 7 0 4 6 8

a15 0 2 5 7 4 3 6 8 1

a16 1 3 4 8 7 6 5 0 2

a17 4 2 3 * 6 7 5 1 0

a18 4 2 * 6 5 7 3 0 1

a19 8 5 3 4 2 0 1 7 6

Fig. 2. The rank-based genes-attributes resulting from data in Fig. 1.

For every u ∈ U and a ∈ A, we calculate the expected rank ã(u) ∈ [0, N−1] of

a(u). We assume a uniform random distribution of the missing value ranks.

Simple combinatorial calculations result in the following formula:

ã(u) =
{

a(u) + M(a)(a(u) + 1)/(N −M(a) + 1) if a(u) �= ∗
(N − 1)/2 if a(u) = ∗ (4)

It is worth noticing that the sum of the expected ranks of observations is

the same for every gene, equal to the sum of rankings in case of non-missing

values, that is N(N − 1)/2. For example, in Fig. 3 each row sums up to 36.

A u0 u1 u2 u3 u4 u5 u6 u7 u8

ã0 8.0 0.125 6.875 5.75 3.5 3.5 1.25 4.625 2.375

ã4 3.5 6.875 3.5 4.625 2.375 1.25 0.125 8.0 5.75

ã5 6.875 2.375 5.75 3.5 1.25 0.125 8.0 3.5 4.625

ã6 3.5 2.857 3.5 5.429 4.143 1.571 0.286 6.714 8.0

ã9 0.125 8.0 3.5 3.5 4.625 6.875 1.25 5.75 2.375

ã17 4.625 2.375 3.5 3.5 6.875 8.0 5.75 1.25 0.125

ã18 4.625 2.375 3.5 6.875 5.75 8.0 3.5 0.125 1.25

Fig. 3. The expected ranks for the data table from Fig. 1. The ranks of not displayed

genes are the same as in Fig. 2 because they have no missing values.
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6 Rough entropy for the missing values

The expected expression ranks can be compared using the standard Euclidean

distance, referred to as to the revised Spearman distance in Section 7. The

fact that the coordinates of the expected rank vectors always sum up to

the same value assures a standardized comparison. However, if we want the

directly and reversely correlated genes to be grouped together, we should

consider a measure with properties analogous to the rough entropy distance.

To adapt �H(a, b) for the missing values, we do not need to calculate the

expected ranks. Instead, while discretizing the attributes a ∈ A with respect

to their values a(u) ∈ {0, . . . , N −M(a) − 1} ∪ {∗} we should estimate the

probability that the values of objects e ∈ U are greater/lower than a(u).
Let us focus, e.g., on the probability that the rank a(e) is lower than a(u),

denoted by P (a(e) < a(u)). We have the following estimation cases:

1. a(u) �= ∗ ∧ a(e) �= ∗ – the ranks are fully comparable

2. a(u) �= ∗ ∧ a(e) = ∗ – we estimate P using the a(u)’s rank

3. a(u) = ∗ ∧ a(e) �= ∗ – we estimate P using the a(e)’s rank

4. a(u) = ∗ ∧ a(e) = ∗ – the ranks are totally incomparable

The proposed estimations are given in Fig. 4. In particular, a(u)/(N−M(a))
is the percentage of known ranks below a(u) �= ∗ and can be applied to

estimate a chance that ∗ < a(u). Further, (N −M(a)−a(e))/(N−M(a)+1)
scales the chances that a(e) < ∗, beginning from 1 − 1/(N −M(a) + 1) for

a(e) = 0, down to 1/(N −M(a) + 1) for the greatest a(e) = N −M(a)− 1.

a(u) 
= ∗ a(u) = ∗

a(e) 
= ∗ 1 ↔ a(e) < a(u)
0 ↔ a(e) ≥ a(u)

N − M(a) − a(e)

N − M(a) + 1

a(e) = ∗ a(u)

N − M(a)
1/2

Fig. 4. Probability P (a(e) < a(u)) depending on the values of a(u) and a(e).

Given the above local estimates for objects u, e ∈ U , we derive the probabil-

ities P (au = v), P (bu = w), P (au = v, bu = w), v = 0, 1, w = 0, 1, and use

them to calculate H(au), H(bu), and H(au, bu). As an example, let us focus

on P (au = 0) and P (au = 0, bu = 0). We can define them as

P (au = 0) = 1/N ·
∑

e∈U P (a(e) < a(u))
P (au = 0, bu = 0) = 1/N ·

∑
e∈U P (a(e) < a(u))P (b(e) < b(u)) (5)

where

P (au = 0) =
{

a(u)/(N −M(a)) if a(u) �= ∗
1/2 if a(u) = ∗ (6)
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7 The experimental framework

We tested the Spearman and rough entropy distances using already men-

tioned GenOM system [6], based entirely on the paradigm of self-organizing

maps [9]. We simply adjusted GenOM to handle the new data formats.

In case of the Spearman-related technique we operate with the vectors of

non-negative real values summing up to N(N −1)/2, where N is the number

of experiments in the given data system A = (U, A). We cluster the expected

rank vectors resulting from (4). The following revised Spearman distance is

a straightforward modification enabling to deal with such vectors:

�̃S(a, b) =

√√√√∑
u∈U

(
ã(u)− b̃(u)

)2

N(N − 1)
(7)

To apply the rough entropy distance, we refer to the rank-based attributes

a : U → {0, . . . , N −M(a) − 1} ∪ {∗} and calculate the values of �H(a, b),
a, b ∈ A, as described in Section 6. In this case, we had to modify additionally

some technical details related to strengthening similarities between the gene

expression vectors, crucial for the self-organizing map learning process.

The partial results of the GenOM application are illustrated in Fig. 5, for

both studied types of distances. The objective is to get clusters of genes with

similar functionality, possibly coding the same proteins. The interesting sets

of genes are well recognizable by their group names (like e.g. FLT1 for a0

and a6), as well as additional functional descriptions (like e.g. a relation to

the tyrosine kinase protein in case of a0, a6, and a5). Let us consider the two

following examples:

1. Genes a8, a9 belong to the JUNB group. A high correlation of their

expressions would support an idea of clustering genes based on the mi-

croarray data. The revised Spearman and rough entropy distances are

0.12 and 0.16, respectively. Although both these values are relatively low

on the [0, 1] scale, it is not enough to cluster them together using SOM.

Still, a8 and a9 have relatively closer positions on the Spearman-related

grid. It seems to correspond to a lower Spearman distance between them.
2. Genes a0, a6 belong to the FLT1 group. We can see that they are put

into the same SOM clusters in case of both the Spearman and rough

entropy distances. This is a strong evidence, although the distances are

equal, respectively, to 0.56 and 0.27 – much more than in the previous

example. While comparing a0 and a6 we have 3 out of 9 coordinates with

the missing values involved. In spite of that, a0 and a6 are more similar

to each other than to any other significant genes considered in Fig. 5.

Out of 20, there are no other genes grouped together with a0 and a6.

The above short case studies show that there is still a lot to be done in inter-

preting the results provided by the proposed distances. However, as a starting

point for further analysis, the observed performance is quite promising.
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A Gene Description Entr. Spea.

a0 115575 FLT1 fms-related tyrosine kinase 1 0 x 1 0 x 0

a1 101364 FGFR1 fibroblast growth factor receptor 1 5 x 2 9 x 6

a2 119431 FGFR1 fibroblast growth factor receptor 1 9 x 8 0 x 2

a3 102991 CSF1R colony stimulating factor 1 receptor 7 x 9 8 x 0

a4 101986 CSF1R colony stimulating factor 1 receptor 0 x 7 3 x 1

a5 99123 FLT3LG fms-related tyrosine kinase 3 ligand 1 x 0 7 x 9

a6 107367 FLT1 fms-related tyrosine kinase 1 0 x 1 0 x 0

a7 111813 JUN v-jun avian sarcoma virus 17 oncogene homolog 1 x 7 7 x 9

a8 100044 JUNB jun B proto-oncogene 9 x 1 5 x 2

a9 115464 JUNB jun B proto-oncogene 7 x 7 6 x 0

a10 99028 KIT v-kit feline sarcoma viral 4 oncogene homolog 5 x 8 9 x 6

a11 100337 MDM2, human homolog of p53-binding protein 9 x 9 0 x 1

a12 119774 SHC1 SHC transforming protein 1 6 x 0 7 x 6

a13 111828 SHC1 SHC transforming protein 1 5 x 8 7 x 6

a13 116399 SHB SHB adaptor protein 5 x 1 7 x 5

a15 121008 TP53 tumor protein p53 (Li-Fraumeni syndrome) 3 x 6 6 x 9

a16 111192 TP53 tumor protein p53 (Li-Fraumeni syndrome) 1 x 6 2 x 6

a17 113533 SRCL scavenger receptor with C-type lectin 5 x 6 3 x 1

a18 109299 SRCL scavenger receptor with C-type lectin 9 x 3 3 x 1

a19 118000 LYN v-yes Yamaguchi sarcoma viral 1 oncogene hom. 5 x 2 8 x 3

Fig. 5. Previously considered 20 genes taken from the Synovial Sarcoma data,

with the functional descriptions included. Columns Entr. and Spea. provide the

two-dimensional coordinates resulting from GenOM for the rough entropy distance

calculated as in Section 6 and the revised Spearman distance (7), respectively.

GenOM was applied to all 5520 available genes in both cases.

8 Conclusions

We developed a new approach to compare the genes basing on their possi-

bly incomplete expression characteristics. It is entirely based on the ranks

calculated from the original microarray data for particular genes-attributes.

The missing values are not ranked – instead we show how to calculate the

expected ranks and the expected results of the rank comparisons. It enables

to apply the previously studied rank-based distances based on the Spearman

correlation and rough entropy to the clustering of partially missing data.

The results reported in Section 7, obtained for the data set related to

a selected type of soft tissue tumor, confirm intuitions behind the proposed

method. However, the actual verification of the proposed approach is possible

only via further cooperation with the domain experts.
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Abstract. In this paper experiments done towards improving the performance of
systems retrieving musical rhythm are described. Authors briefly review machine
learning models used to estimate tendency of sounds to be located in accented
positions. This is done on the basis of their physical attributes such as duration,
frequency and amplitude. For this purpose Data Mining association rule model
and neural networks with discrete output - LVQ networks are used. By means of
evaluation method introduced by the authors it is possible to compare the results
returned by both models. This work aims at retrieving multi-level rhythmic struc-
ture of a musical piece on the basis of its melody, which may result in systems
retrieval systems for automatic music identification.

1 Introduction

Content-based music retrieval is one of the multimedia retrieval research ar-
eas. Musicologists claim that melody and rhythm are two main elements of
a musical piece [1], that is why melodic and rhythmic contents are usually
analyzed in music retrieval research. A number of research was done in the
area of melody retrieval, i.e. [14,16]. Melody retrieval systems can now ac-
cept hummed queries and retrieve melodies even though users make musical
mistakes in queries. Music information retrieval area concerning rhythm has
not been well explored, contrarily to melody-based information retrieval. Sci-
entists search for characteristic rhythmic pattern of the known length in a
piece [2] or try to find length and onsets of rhythmic patterns to a given
melody [3,11]. Other rhythm finding works are, among others, by Povel and
Essens [10] or Parncutt [9]. Most of approaches are based on generative the-
ory of tonal music [7]. Dixons and Rosenthals systems form and then rank the
rhythmical hypotheses, basing mainly on musical salience of sounds. However
salience functions proposed by Dixon and Rosenthal are based on human in-
tuition only. In this paper we describe how we adopted artificial intelligence
learning techniques to find salience functions on the basis of real-life mu-
sical files. Melody is built of sounds having physical attributes - duration,
amplitude, frequency - appearing subsequently in a proper moment called
the onset time. Some onset times are accented. They are equally spaced and
they create rhythmic levels - pairs of onsets and periods. The two levels are
related if a period of the first of them is a natural multiply of other period
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levels, and if some of their onsets are common ones. Related rhythmic lev-
els are collected into families and considered as a hypothetical rhythm of a
piece. Such a family is called rhythmic hypothesis. Formal definitions and
the algorithm of forming hypotheses are described in details by the authors
[6,15]. One can find other features that are related to melody and rhythm
of a musical piece. However, the larger the set of features, the more likely it
contains irrelevant or redundant attributes. In such a case the first goal of ex-
periments should be finding the most significant features. Swiniarski proposes
that feature selection can be treated as the process of searching an optimum
subset of features from the original set of pattern features [13]. This can be
done by defining a criterion according to which this optimum subset is to be
found. The optimum subset guarantees the accomplishment of a processing
goal while minimizing a defined feature selection criterion and results in a
diminished number of features needed in the process [13]. However, in this
work features are assigned based on the experts’ musicological knowledge, the
number of attributes being quite low. The task of the decision systems, that
are used in the experiments, is to test whether features selected are sufficient
for accomplishing the automatic rhythm finding.

2 Estimating Musical Salience of Sounds with Neural
Network Approach

Self-organizing networks can learn to detect regularities and correlation in
their input and adapt their future responses to that input, accordingly. The
neurons of competitive networks (layers) learn to recognize groups of similar
input vectors. Learning Vector Quantization (LVQ) is a method for training
competitive layers in a supervised manner. A competitive layer automatically
learns to classify input vectors into subclasses, then a linear layer transforms
them into target classes chosen by the user. The subclasses that are found
by the competitive layer are dependent only on the distance between input
vectors, thus if two input vectors are very similar, the competitive layer will
probably put them into the same subclass. The LVQ network consists of
two layers: the first is a competitive layer, the second one is a linear layer.
The competitive layer learns to classify input vectors into subclasses. In the
beginning, the negative distances between the input vector and input weight
(IW) vectors are calculated. The distance vector consists of nc elements,
where nc is the number of neurons in the competitive layer. The net input
vector is the sum of the distance vector and the bias vector. The competitive
transfer function finds an appropriate subclass by seeking in the network
an input vector for the most positive or the least negative value, depending
on the bias vector. If all elements of bias vector are zeros then the output
subclass number is the position of the least negative value in the net input
vector, otherwise the output subclass number is the position of the most
positive value of that vector. The role of bias is balancing the activation of
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the neurons. This causes dense regions of the input space to be classified in
more subsections. Both the competitive and linear layers have one neuron per
subclass or per target class. Thus, the competitive layer can learn up to nc

subclasses. These, in turn, are combined by the linear layer to form nt target
classes. Value nc is always larger than nt. For example, suppose neurons 1,
2, and 3 in the competitive layer, they all learn subclasses of the input space
that belongs to the linear layer target class No. 2. Then competitive neurons
1, 2 and 3 will have weights of 1 to neuron n2 in the linear layer, and weights
of 0 to all other linear neurons. Thus, the linear neuron produces 1 if any
of the three competitive neurons (1, 2 and 3) win the competition. This is
the way the subclasses of the competitive layer are combined into target
classes in the linear layer. LVQ networks are trained in a supervised manner.
Therefore learning data consist of pairs {p,t} where p and t are input and
desired output vectors respectively. The output vector t consists of values
0 and single value 1 placed at the position corresponding to the number of
the class a given element p belongs to. During the q-th epoch vector p(q) is
presented at the input then the output from the network a2 is compared to
t. Let i∗ be a position in t where 1 occurs and j∗ the position where 1 occurs
in t. If i∗ = j∗ , this means that p is classified correctly, then:

i∗IW 1,1(q) =i∗ IW 1,1(q − 1) + α(p(q) −i∗ IW 1,1(q − 1)) (1)

otherwise (p classified incorrectly)

i∗IW 1,1(q) =i∗ IW 1,1(q − 1)− α(p(q) −i∗ IW 1,1(q − 1)) (2)

The i∗-th row of IW matrix is adjusted in such a way as to move this row
closer to the input vector p if the assignment is correct, and to move the
row away from p otherwise. Described corrections made to the i∗-th row of
IW (1,1) can be made automatically without affecting other rows of IW (1,1)

by backpropagating the output errors back to layer 1. Such corrections move
the hidden neuron towards vectors that fall into the class for which it forms
a subclass, and away from vectors that fall into other classes.

3 Data Mining Estimation of Musical Salience

We also used Data Mining technique, proposed by [8] in order to estimate mu-
sical salience. In [8] support and confidence formulae can also be found. This
approach explores training data set and finds tendencies, which determine
knowledge used to predict most probable associations between attributes in
testing set. If the tendencies discovered are confirmed in tests, the knowledge
obtained can be used for other melodies to rank rhythmical hypotheses. In
the association rule model there is a set of attributes in learning table T, some
of which are classifying attributes. The rows of the table are teaching objects.
In our approach the row is a sound. Attributes can have Boolean values 0 or
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1. A rule is a statement saying that appearance of values 1 in a certain set
of attributes causes that classifying attribute usually also have value 1. An
example of a rule can be ”long sounds tend to be placed in accented positions
of the musical piece”. A statement X → Y can be acknowledged as a rule if
its confidence in table T has higher values than other rules.

4 Neural Network Experiments

We conducted experiments using Artificial Neural Networks. Learning and
testing sets were created from MIDI files of various styles. We divided the
data in two databases:

• single-track melodies: 20 351 sounds divided into 10 learning and 10 test-
ing sets

• multi-track musical pieces: 42 998 sounds divided into 21 learning and 21
testing sets

The size of testing sets was averagely 2.5 times larger than the learning ones.
Music files were obtained from the Internet using a web robot. For the train-

Table 1. Possible combinations of real and network outputs

Description Desired
output

Network
output

Sound not accented, accurately detected by network 0 0

Sound not accented but falsely detected as accented 0 1

Sound accented, unfortunately not detected 1 0

Sound accented, accurately detected 1 1

ing purpose we found accented locations in each melody. Then, we fed the
network with musical data. One of tested networks had three inputs - one
for each physical attribute of a sound (duration, frequency and amplitude),
the second group consisted of three networks having one input each for each
physical attribute of a sound. A desired output of the network could adopt
one of two values 1, if the sound was accented, or 0 if it was not. In the testing
stage the LVQ network states whether a sound is accented or not according
to the knowledge received in the learning stage. Outputs given by such a
network are compared to real outputs. After the testing phase, the set of all
sounds can be divided into four subsets (see the Tab. 1), because there exist
four possible combinations of the desired and network outputs. The network
accuracy is formulated as a ratio of number of accented sounds, which were
accurately detected by the network (number of elements in subset 4) to the
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Fig. 1. Accuracy of four networks for single-track melodies (10 training sets and
10 testing sets)

number of accented sounds in a melody (number of elements in the sum of
subsets 3 and 4).
network accuracy = number of accurately detected accented sounds / number
of all accented sounds
Since the network accuracy depends on the number of accents given by the

network, we introduce a new measure, a so-called hazard accuracy, which de-
termines how accurately accented sounds could be found if they were hit in a
randomize way. After dividing the network accuracy by the hazard accuracy
it becomes clear, how many times the network recognizes accented sounds
better than a blind choice. This approach also helps to determine how well
network recognizes accented sounds if it takes into consideration single phys-
ical attributes or three of them simultaneously. The hazard accuracy depends
on the number of accents given by the network (number of elements in the
sum of subsets 2 and 4) and the number of all sounds in a set (number of
elements in the sum of all four subsets).
hazard accuracy = number of accented sounds detected by the network /

number of all sounds
We used single-track melodies as learning/testing set. Fig. 1 presents how
accurately four networks found the accented sounds. There are three lines
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Fig. 2. Accuracy of four networks for multi-track musical pieces (21 training sets
and 21 testing sets)

Table 2. Possible combinations of real and network outputs

Network 1 Network 2 Network 3 Network 4

Duration Frequency Amplitude D+F+A

Mean (average) value 2.07 1.08 1.16 1.85

10 sets Standard deviation 1.01 0.27 0.48 0.98

Std. dev. / Mean value 0.49 0.24 0.42 0.53

Mean (average) value 2.27 1.10 0.91 2.12

21 sets Standard deviation 0.86 0.21 0.22 0.72

Std dev. / Mean value 0.38 0.20 0.24 0.34
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presenting the results of networks fed only with one attribute and one line
representing the network fed with all three physical attributes. We tested
network accuracy on single-track melodies. We conducted the analogical ex-
periment on multi-track musical pieces – see results in Fig. 2. We averaged
the above results in order to get comparable, single numbers assigned for
each of the networks. We also counted standard deviation (see Tab. 2) and
divided average values by standard deviations. This fraction helps to compare
stability of the results for all networks. The lower value of the fraction, the
more stable results.

5 Data Mining Association Rule Experiments

We also conducted experiments using the Data Mining association rule model
to estimate salience of sounds in a melody. The testing set contained 36 966
sounds from 191 melodies. Since in the association rule model attributes
contained in learning table can adopt only 1 or 0 values, thus they had to
be preprocessed. Discretization was performed for all three attribute values.
We used equal subrange quantization method. Other discretization meth-
ods can be also applied to this task ([4,5], and [13]). For each physical
attribute we found its minimum and maximum values in a piece and di-
vided subranges by thresholds placed according to the formula: MinV alue+
(MaxV alueMinV alue) ·j / m for j = 0, 1, 2...m, where m-1 is the number of
subranges. We conducted experiments for 10 various numbers of subranges
belonging to a range from 3 to 100. Using formulae introduced and presented
in the former paragraph of this paper we received 10 tables with information
about all rules, their supports and confidences in table columns. Rows of
those tables are rules, number of rows of each table is 3m+1. For each physi-
cal attribute it is possible to find a rule or rules with the highest confidence.
We used rules along with their confidences to propose ranking hypothesis
functions. We summed all maximum confidences. The received sum is called
SMC - sum of maximum confidences. The value of each physical attribute
of a sound, for which we want to calculate a salience function value, is first
quantized using the same number of subranges as in the learning stage. Let
the subranges where the value falls be idur , ifrq and iamp. After reading
the values of confidences C from the table of all rules, we receive C(idur),
C(ifrq) and C(iamp). We propose the following ranking functions basing on
Data Mining knowledge:

RANK1 =
C(idur) + C(ifrq) + C(iamp)

SMC
(3a)

RANK2 =
C(idur)

MaxCdur
+ C(ifrq)

MaxCfrq
+ C(iamp)

MaxCamp

3
(3b)

RANK3 =
C(idur)

MaxCdur
(3c)
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Formulae counting RANK4 and RANK5 are analogical to RANK3, but
they concern frequency and amplitude respectively. The first two functions
take into account all physical attributes simultaneously, the remaining ones
are consistent with RANK1 and RANK2, but they consider attributes sep-
arately. The values of all above formulae are normalized, they fall within the
interval < 0, 1 >. In Data Mining experiments we compared our formulae
with the ones proposed in research related. In [3] two combinations of physi-
cal attributes values of sounds are proposed - a linear combination (additive
function) and the multiplicative function. We used precision/recall method
to validate accuracy of each of the above given functions.
Precision = N / number of documents in answer
Recall = N / number of relevant documents in database
N denotes a number of relevant documents in answer. In our evaluation pro-
posal a single sound plays a role of a document, an accented sound is a relevant
document. We sort sounds descending according to the value of each ranking
function. In the answer we place highly ranked sounds. Number of sounds
placed in the answer equals a number of the relevant documents (sounds
placed in the accented positions). This results in equality of precision and
recall giving a single measure, allowing for an easy comparison of ranking
approaches. Fig. 3 presents the accuracy of all seven described ranking func-
tions. In experiments we counted precisions/recalls for one piece, first, then

Fig. 3. Precision/recall of retrieval ranking functions approach

we added to the learning table sounds from one more piece, and counted pre-
cisions/recalls again. We repeated this action as many times as many pieces
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we had. We used this approach in order to check, whether the value of pre-
cision/recall stabilizes.

6 Conclusions and Future Directions

We used real-life musical files in learning and testing processes and we found
dependencies between physical attributes of sounds and their rhythmical
salience. We describe our conclusions below.

1. According to our observations, duration is the only attribute, which
should be considered in the ranking hypotheses phase. Neural network
accuracy based on frequency and amplitude oscillates around the hazard
accuracy (see Fig. 1 and Fig. 2), those two attributes are too much de-
pendent on learning/testing data set choice. The same conclusions can be
done on the basis of Fig. 3 - ranking functions awarding duration retrieve
accented sounds much better than RANK4 and RANK5 functions, which
take into consideration frequency and amplitude, respectively. What is
more, in the association rule model it is possible to conclude that long
sounds tend to be accented.

2. Precision/recall of RANK3 stabilizes after adding about 30 pieces to a
testing/training Data Mining set, thus the duration-based salience of a
sound can be considered as certain. RANK4 and RANK5 loose stabil-
ity even after 120th piece - those two attributes are very dependent on
training/testing data. Consequently, RANK1, RANK2 and both Dixons
precision/recall formulae are less stable in those locations. This is why
we recommend using duration only in calculating the sound rhythmic
salience.

3. Results of experiments for single track melodies and multi-track musical
pieces are consistent. In real music retrieval systems it seems to be rea-
sonable to take sound duration only into account either for melodies or
polyphonic, multi-instrumental pieces.

4. Rhythmic salience depends on physical attributes in a rather simple
way. Neural Networks fed with combination of attributes performed even
slightly worse than the ones fed with single attribute (duration).

5. In association rules experiment performance of salience functions ap-
peared to depend on the number of discretization subranges. We observed
that while conducting experiments for larger numbers of subranges the
system performance still grew up from 3 up to about 30 subranges. For
learning/testing datasets preprocessed with more than 30 subranges we
did not observe further growth of performance. The relations between
performances of functions awarding duration, frequency and amplitude
remained unchanged, however.

We conducted some preliminary experiments to rank rhythmic hypotheses,
using knowledge described in this paper. The best hypotheses in almost all
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tested pieces were ranked higher than their positions in the randomize ranking
process, some of them were even ranked first. However, periodicity of musical
phrases should also be concerned in order to improve accuracy of hypotheses
ranking. The next aim of the research conducted is to test these data with
the rough set-based system, which will allow for checking our findings at
this stage. This especially concerns feature selection, optimum choice of the
number of subranges and the quality of rules derived.
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Abstract. In this paper, we use the concept of rough sets to define equivalence
classes encoding input data, and to eliminate redundant or insignificant attributes
in data sets which leads to reduction of the complexity of designed systems. In or-
der to deal with ill-defined or real experimental data, we represent input object as
fuzzy variables by fuzzy membership function. Furthermore we incorporate the sig-
nificance factor of the input feature, corresponding to output pattern classification,
in order to constitute a fuzzy inference which enhances classification considered as
a nonlinear mapping. A new kind of rough fuzzy neural classifier and a learning
algorithm with LSE are proposed in this paper. The neuro-fuzzy classifier proposed
here can realize a nonlinear mapping from the input feature vector space (that may
have the overlapping characteristic) into the output classification vector space.

1 Introduction

In recent years we have witnessed a surge of interest in soft computing,
which combines fuzzy logic, neural networks, rough sets, and other tech-
niques [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13]. Fuzzy
set theory provides an approximate but effective and flexible way of repre-
senting, manipulating and utilizing vaguely defined data and information, as
well as describing the behavior of systems that are too complex or ill-defined
to admit of precise mathematical analysis by classical methods. Although
the fuzzy inference tries to model the human thought process in a decision-
making system, it does not discriminate attribute characteristics among var-
ious pattern classes, nor does it take into account the adaptive learning in a
data-changing environment. Neural networks provide crude emulation of the
human brain, that can store, learn and process information more like human
beings, but they cannot make the dimensionality reduction in a system space,
and sometimes require computationally intensive processing.

An attribute-oriented rough sets technique reduces the computational
complexity of learning processes and eliminates the unimportant or irrele-
vant attributes so that the knowledge discovery in database or in experi-
mental data sets can be efficiently learned. It therefore seems that a inte-
gration of the merits of these several technologies can ensure more efficient
intelligent systems by evolving synergism between them, to handle real life
ambiguous and changing situations, and to achieve tractability, robustness,
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and low-cost design solutions [4], [5], [8], [9], [10], The main purpose
of this article is providing a paradigm of hybridization in soft computing on
pattern classification. At first, we try to use the concept of rough sets to
define equivalence class encoding input data, and to eliminate redundant or
insignificant attributes in data sets, and incorporate the significance factor
of the input feature corresponding to output pattern classification in order
to enhance fuzzy inference. Then the fuzzy approach is used to deal with
either incomplete or imprecise or even ill-defined database, and to constitute
a fuzzy decision table with reduced attributes. In section 4, a neuro-fuzzy
classifier is proposed, and a supervised algorithm with the least squared er-
ror (LSE) criterion is suggested to train the system. Finally, the efficiency of
applications of neuro-fuzzy classifier based on rough sets in real life pattern
classification is briefly reviewed in the paper.

2 Knowledge encoding and attribute reduction using
rough sets

In a general setting of the process of pattern classification, the first step re-
lates to raw data acquisition and raw data preprocessing. The second step
deals with the extraction and selection of features from input objects (sub-
jects of classification). The main objective of feature selection is to choose
minimal subset of features that retain the optimum salient characteristics
necessary for the classification process and to reduce the dimensionality of
the measurement space so that effective and easily computable algorithms
can be devised for efficient classification. Let S =< U, A > be a universe of a
training set. Divide S into Q tables (Ul, Al), l = 1, 2, · · · , Q, corresponding to
the decision classes. Here we have U = U1

⋃
U2, · · · , UQ and attributes Al =

C
⋃
{dl} and C, di are the antecedent and decision attributes respectively.

Suppose that there is nk objects of Ul that occur in Sl, l = 1, 2, · · · , Q and∑Q
l=1 nlk = N . An input vector Xj = (x1j , x2,j , · · · , xnj) in n− dimensional

input space is constituted with real-valued features taking values from the in-
terval (xmin, xmax). When an input feature is numerical, it can be normalized
by partitioning the value of input features into L intervals. An equivalence
class of an input feature xi is defined as:

[(xi)]R = {xi :
(xmax − xmin)k − 1

L
≤ xik ≤

(xmax − xmin)k
L

}, k = 1, 2, · · · , L
(1)

A significance factor of the input feature xi (i = 1, 2, · · · , n) corresponding
to output pattern classification W is defined by

αxi(W ) =
card[POSX (W )− POSX−xi(W )]

card[U ]
, i = 1, 2, · · · , n (2)

Here, U is the domain of discourse in training set, and card[.] denotes the
cardinality of a set. The term POSX(W ) − POSX−xi(W ) denotes a change
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of positive region of input vector with respect to output pattern classification
when an input feature xi is reduced. A significance factor αxi(W ) denotes
dependency relation of the output pattern classification with respect to the
input feature xi (i = 1, 2, · · · , n). It can be taken into account for enhancing
a classification ability of the decision algorithm since the larger αxi(W ) is,
the more significant of input attribute xi is with respect to the classification
of output patterns. An input attribute xi can be reduced when αxi(W ) = 0.
Sometime the input feature reduction means that the number of antecedent
attributes is reduced with the help of a threshold value of significance factor
αxi(W ). Then one can consider only those attributes that have numerical
values greater than some threshold Th (for example: 0.20 ≤ Th ≤ 1).

Let us consider the information system shown in Table 1. According to the
objects given in the decision Table 1, (a, b, c) denotes antecedent attributes
and {d, e} denotes decision attributes.

Table 1. A decision table of classification information system

U a b c d e
1-5 2 2 1 0 0
6-8 1 1 3.2 0 1
9-11 3.1 1 2 1 1
12-16 2 2 2 1 0
17-20 2 0.9 1 1 2
21-24 3 3.1 2 1 1
25-28 3 2 3 0 1
29-31 0.9 3 3 1 2

Based on formula (1), an input feature is normalized by partitioning the value
of input features into 3 intervals. If we label the training sets shown in Table
1 as 1, ..., 8, an equivalence class of an input vector constituted with features
(a, b, c) is expressed by

U |(a, b, c) = {{1}, {5}, {2}, {8}, {3}, {4}, {6}, {7}} (3)

An equivalence class of an output vector constituted with features (d, e) is
expressed by

U |(d, e) = {{1}, {2, 7}, {3, 6}, {4}, {5, 8}} (4)

If we will reduce the input feature a, then the equivalence class of the input
vector constituted with features (b, c) is expressed by

U |(b, c) = {{1}, {5}, {2}, {8}, {7}, {3}, {4}, {6}} (5)

Reduction of the input feature b gives the following equivalence class of the
input vector (a, c)

U |(a, b) = {{1, 5}, {2, 8}, {3, 6}, {4}, {7}} (6)
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Reduction of the input feature c gives the following equivalence class of the
input vector (a, b)

U |(a, b) = {{1, 4}, {2}, {8}, {3}, {5}, {6}, {7}} (7)

Based on rough sets [6], [8], [2], a positive region of input vector with respect
to output pattern classification is

POSP (W ) = {1, 2, 3, 4, 5, 6, 7, 8} (8)

POSP−a(W ) = {1, 2, 3, 4, 5, 6, 7, 8}, (9)

POSP−b(W ) = {3, 4, 6, 7}, POSP−c(W ) = {2, 8, 3, 5, 6, 7}
Based on formula (2), a significance factors of the input features correspond-
ing to output pattern classification are expressed by

αa(W ) =
8
8
− 8

8
= 0; αb(W ) =

8
8
− 4

8
= 0.5; αc(W ) =

8
8
− 6

8
= 0.125 (10)

It can be seen that some of input attributes are more significant than oth-
ers since their significance factors are larger. In the considered information
system, the input feature a can be reduced since αa(W ) = 0 .

3 Fuzzy Representation and Input Pattern Reduction

In pattern classification of real-life data systems, input features can be im-
precise or incomplete. The impreciseness or ambiguity of the input data may
arise from various reasons. Based on the fuzzy sets concepts [2], [5], in this
case it may become convenient to use linguistic variables and hedges to aug-
ment or even replace numerical input features. Each input feature Fj can be
expressed in terms of membership values of fuzzy membership function. A
fuzzy membership function is chosen by Gaussian -like function as follows

µA(x) = exp(−1
2
(
x− ci

σi
)2) (11)

where ci denotes the center of a membership function, and σi denotes distri-
bution of a membership function. The distribution of membership function
σi is generally chosen this way that membership functions is fully overlapped,
and ci is defined by

ci =
xmax − xmin

C − 1
(i− 1) + xmin, i = 1, 2, · · · , C (12)

The term C denotes the number of linguistic variables used. It is assumed
that input feature xi takes real number from the interval (xmin, xmax). Let
us consider an example where we let C = 3, and we choose three linguistic
variables denoted as: small, medium, large with the overlapping partition.
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Suppose, that an input vector is reduced to s − dimensional vector with
the help of αa(W ), a fuzzy membership function is used to express linguistic
variables and the input vector in s − dimensional input space is expressed
by

µ(Xj) = (µl(xlj), µm(xlj), µs(xlj), · · · , µl(xsj), µm(xsj), µs(xsj)) (13)

in 3×s−dimensional fuzzy vectors space. Where µl(xij), µm(xij), µs(xij) de-
note the membership functions of linguistic variables largel(xi), mediumm(xi),
smalls(xi) for the input feature xi respectively. Similarly,

µ(Xj) = (µl(xlj), µm(xlj), µs(xlj), · · · , · · · , µl(xnj), µm(xnj), µs(xnj)) (14)

is normalized by partitioning the value of input fuzzy features into L intervals.
An equivalence class of a linguistic variable is defined as:

[s(xi)]R = {s(xi) :
k − 1

L
≤ µs(xik) ≤ k

L
}, k = 1, 2, · · · , L (15)

[m(xi)]R = {m(xi) :
k − 1)

L
≤ µm(xik) ≤ k

L
}, k = 1, 2, · · · , L (16)

[l(xi)]R = {l(xi) :
k − 1

L
≤ µl(xik) ≤ k

L
}, k = 1, 2, · · · , L (17)

Based on the definition of an equivalence class of a linguistic variable, we
make the decision table in which

µ(Xj) = (µl(xlj), µm(xlj), µs(xlj), · · · , µl(xsj), µm(xsj), µs(xsj))

is normalized as L value partitions. For example, let L = 5, and µl((xij), µm(xij ,
and µs(xij) be 1/5, 2/5, 3/5, 4/5, 1 respectively. Input pattern reduction means
that the size of each Sl (i = 1, 2, · · · , Q) is reduced with the help of a threshold
value of membership function. Then, one can consider only those attributes
that have a numerical value greater than some threshold Th (for example
0.2 ≤ Th ≤ 1 ). Considering an information system with reduction of input
feature a, a fuzzy membership function is chosen by Gaussian-like function

µA(x) = exp(−0.5(
x− ci)

σi
)2) (18)

in order to consider a membership of three linguistic variables that are de-
noted as small, medium, and large which is expressed by

µ(Xj) = (µl(x2j), µm(x2j), µs(x2j), µl(x3j), µm(x3j), µs(x3j))

in 2 × 3 − dimensional fuzzy vectors for 2 input features. A decision ta-
ble in which µ(Xj) = (µl(x2j), µm(x2j), µs(x2j), µl(x3j), µm(x3j), µs(x3j)) is
clamped as L = 5 value partitions, that is µl(xij), µm(xij), and µs(xij) be
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0, 1/5, 2/5, 3/5, 4/5, 1 respectively. Then, input patterns are reduced with the
help of a threshold value Th = 0.2 of the membership function as shown in
Table 2. In this table we label the training sets as 1, ..., 8, where x1, x2, x3

denote a, b, c,and Wl, l = 1, 2, · · · , 5 denotes classification decision.

Table 2. A fuzzy membership function decision table of
an information system

U µl(x2) µm(x2) µs(x2) µl(x3) µm(x3) µs(x3) W
1 0.1 0.95 0.1 0 0.1 0.9 W1

2 0 0.1 0.9 0.98 0.05 0 W2

3 0 0.1 0.9 0.1 0.95 0.1 W3

4 0.1 0.95 0.1 0.1 0.95 0.1 W4

5 0 0.1 0.95 0 0.1 0.9 W5

6 0.98 0.05 0 0.1 0.95 0.1 W3

7 0.1 0.95 0.1 0.95 0.05 0 W2

8 0.95 0.05 0 0.95 0.05 0 W5

4 A Neuro-fuzzy Classifier Based on Rough Sets

If we assume that some attribute xi eliminated since it is not significant
for the output pattern classification W with αxi(W ) ≈ 0, then the rest of
attributes from training data sets consists of pattern (input vectors) Xj =
(x1j , x2j , · · · , xsj)T ∈ Rs, where s is the number of feature of an input ob-
ject. A neuro-fuzzy classifier based on rough sets can be constituted with
three parts. The first part of the classifier performs the input fuzzy repre-
sentation. The task of the fuzzy representation is mapping of input pattern
(an input vector) Xj = (x1j , x2j , · · · , xsj)T ∈ Rs to a linguistic variable
µ(Xj) = (µl(xlj), µm(xlj), µs(xlj), · · ·µl(xsj), µm(xsj), µs(xsj))T , denoted by
µ(Xj) = µp(xij), p = 1, 2, 3; i = 1, 2, · · · , s. A fuzzy membership function is
expressed by

µp(x) = exp(−0.5(
x− ci

σi
)2), p = 1, 2, 3 (19)

where µp(x) denotes µl(xi), µm(xi), µs(xi), i = 1, 2, · · · , s.
The second part is the fuzzy inference in which we incorporate αxi(W )

(the significance factor of the input feature corresponding to the output pat-
tern classification) in order to enhance fuzzy inference. It uses a sum operator
of weighted product in inference network to represent fuzzy logic as follows

νp = f(
s∑

i=1

αxi(W )µp(xi)), p = 1, 2, 3 (20)

up = f(νprpp(
3∑

k=1

νkrpk)−1), p = 1, 2, 3 (21)
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where f(.) is the nonlinear function denoted by f(x) = (1 + e−ax)−1, and a

is a constant. It can be noted that in formula up = f(νprpp(
∑3

k=1 νkrpk)−1)
only rpk, p = 1, 2, 3 need to be determined by learning processes.

In the third part, that is a multi-layer perceptron, the input of real object
and fuzzy inference consequent are incorporated to yield an output classifi-
cation decision, in which fuzzy variables are transformed into real processes
outputs, in terms of the neural network computation, by

Cp = f(
s∑

i=1

xiTip), p = 1, 2, 3 (22)

It can be noted that if a multi-layer perceptron has the most simple consti-
tution, then only Tip, i = 1, 2, 3 need to be determined by learning processes.
For the object represented by Xj , an output classification decision dj is ex-
pressed by

dj = A f(
3∑

p=1

Cpup) (23)

Here, A is a normalized factor that is chosen based on the form of output
classification decision. In order to obtain learning algorithm of a neuro-fuzzy
classifier which based on an error backpropagation (BP), we define an error
elj as elj = Wl−dj for an object Xj ⊂ X being classified as Wl l = 1, 2, · · · , Q.
For a universe of the training set, a square error function defined by

E =
1
2

Q∑
l=1

N∑
j=1

e2
lj =

1
2

Q∑
l=1

N∑
j=1

(Wl − dj)2 (24)

is considered as a criterion of minimization process. The standard gradient
descent approach can be obtained by minimizing the square error function.
For rpk, p = 1, 2, 3; k = 1, 2, 3 using the chain rule for Eq. (24) we can write

∂E

∂rpk
=

∂E

∂elj

∂elj

∂dj

∂dj

∂up

∂up

∂rpk
= −eljf

′Cpf
′
3urpk, p = 1, 2, 3; k = 1, 2, 3 (25)

where

f ′
1 =

df(y)
dy

|y =
3∑

p=1

Cpup; f ′
3 =

df(y)
dy

|y = νprpp(
3∑

k=1

νrpk)−1, (26)

and

urpk =

⎧⎪⎨⎪⎩
−νprppνk

(
∑3

k=1
νkrpk)2

p �= k∑3

k=1
νkrpk−νprppνk

(
∑3

k=1
νkrpk)2

p = k
(27)
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A general formula for updating the weights rpk, p = 1, 2, 3, k = 1, 2, 3 is
expressed as

∆rpk = −η(t)
∂E

∂rpk
= η(t)eljf

′
1Cpf

′
3urpk, p = 1, 2, 3, k = 1, 2, 3 (28)

For Tip, i = 1, · · · , s, p = 1, 2, 3, using the chain rule for Eq. (24) we can write

∂E

∂Tip
=

∂E

∂elj

∂elj

∂dj

∂dj

∂Cp

∂Cp

∂Tip
= −eljf

′
1upf

′
2xi, i = 1, · · · , s, p = 1, 2, 3 (29)

where

f ′
1 =

df(y)
dy

|y =
3∑

p=1

Cpup; f ′
2 =

df(y)
dy

|y =
s∑

i=1

xiTip (30)

A general formula for updating the weights Tip, i = 1, · · · , s, p = 1, 2, 3 is
expressed as

∆Tip = −η(t)
∂E

∂rpk
= η(t)eljf

′
1upf

′
2xi, i = 1, · · · , s, p = 1, 2, 3 (31)

where η(t) = 1
|t| denotes a learning factor in formula (4.9) and (4.11).

The presented method of classifier design has been used in numerical
experiments in mammogram classification.

5 Summary

In this paper, we propose a method of rough neuro-fuzzy hybridization in soft
co mputing in pattern classification. The merits of the neuro-fuzzy classifier
prop osed here is that using the concepts of rough sets to define equivalence
class e ncoding input data, eliminating redundant or insignificant attributes
in data se ts so that reduces the computational complexity of learning pro-
cesses, and incor porating the significance factor of the input feature corre-
sponding to output pa ttern classification to constitute a fuzzy inference so
that experimental data s ets can be efficiently learned. A integration of the
merits of fuzzy and neural network technologies not only accommodates the
overlapping classification, and therefore increases the performance of nonlin-
ear mapping classification), but also ensures more efficient handling of real
life ambiguous and changing situations and achieving tractability, robustness,
and low-cost solutions.
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Abstract. In this paper the conception of evolutionary multi-agent model for
knowledge acquisition has been introduced. The basic idea of the proposed so-
lution is to use the multi-agent paradigm in order to enable the integration and
co-operation of different knowledge acquisition and representation methods. At the
single-agent level the reinforcement learning process is realized, while the obtained
knowledge is represented as the set of simple decision rules. One of the conditions
of effective agent learning is the optimization of the set of it’s features (parameters)
that are represented by the genotype’s vector. The evolutionary optimization runs
at the level of population of agents.

1 Introduction

The researches being conducted in a domain of artificial intelligence has led
to the formation of many methods that permit to solve effectively different
and complex tasks. In case of difficult tasks in the field of knowledge ac-
quisition, and particularly in case of dynamically changing environment or
incomplete and uncertain data, it may be necessary to adjust every method to
specific version of the task. Such necessity leads in consequence to changes in
composition and parameters of algorithm being used (optimization through
experimental researches). One of possible solutions is the use of hybrid meth-
ods, hierarchical composition of algorithms and multi-starting methods (incl.
evolutionary). Such an approach is inspired by the observation of the natural
world, where knowledge acquisition processes are realized on different lev-
els of abstraction and by different representation structures(neural networks,
evolution processes). The basic idea of the proposed conception is to apply
multi-agent system [5] in order to enable the integration and co-operation of
various methods of knowledge acquisition and representation. In the proposed
model, the autonomous agent is understood as the system located within an
environment, which constantly observes this environment and carries out in it
the activities in order to execute the given task. The environment represents
the problem being solved and at the same time enables the mutual agents’
observation. In the environment there can be distinguished objects that are
the source of information for the learning multi-agent system. These objects
can undergo some interactions, and then the knowledge acquisition process is
related to constant mutual interaction between the environment and system.
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The task that the learning system has to perform can be applied to identify
the features of objects, relations between them or can consist in specifying the
effective strategy of objects’ control. The issues being considered in this paper
apply to the case, when the environment model, from which the knowledge is
to be derived, is not entirely known. In such case, the knowledge acquisition
takes place by the realization of the sequence of agent’s decisions, that by
intention are to lead to reaching the goal, while their intermediate effects (en-
vironment state changes) give information about its characteristic. So, even if
the goal was not reached, agent’s activities would give information resulting
from the environment response. In the proposed model, the environment can
be observed by agents through the set of changing signals. The environment
signals can be interpreted as a-priori unknown, but measurable quantities
represented by phenomena occurred in it. The set of environment signals
is the source of information for all agents. Every environmental signal can
change, in a discreet or constant way. Among the particular signals the time
and spatial relations can occur. Agents placed within the environment create
the set, which is called the multi-agent population. The initial agents’ popu-
lation is generated on the strength of the expert knowledge (the expert can be
either the user or certain superior program) and is equipped with random set
of features, including their spacing in the environment. In the environment,
every agent undertakes the activities, as a consequence of which the changes
of observed signals can appear. Agent’s activities can mean the realization
of single actions or the sequence of them. The reactive method of agents’
activity is assumed, which means, that agents do not perform mathematical
calculations and algorithmically controlled analysis of the history of their ob-
servations and actions. Planning in the meaning of building and estimation
of behavioral patterns is not realized. Each of the agents has knowledge that
can be classified according to its nature and the way of it’s obtaining (given
in brackets) as the following:

• model knowledge of the system handed by the designer (a-priori knowl-
edge),

• evolutionary operators (a-priori knowledge),
• ontogenetic knowledge (rule knowledge base obtained through reinforce-

ment learning),
• philogenetic knowledge (genotype obtained through multi-agent evolution

process).

2 Multi-agent system

Multi-agent system is composed of the set of agents working in a common
environment. The operation of this system will be considered in consecutive
moments of time. We can say about dualistic nature of such defined system,
in which on one hand we have to do with the environment that surrounds
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the agents, and on the other hand with the population of agents building the
knowledge representation, which applies to this environment.

In a given moment of time, the multi-agent system state is represented
by the 2-tuple:

MAS ≡ < ES, AG >, (1)

where: ES - environment state, AG - set of agent states.

The set of signals available in th environment is the source of information
for every agent. Those signals are received by sensors, the agent is equipped
with. The environment state is represented by the set of signals (es ∈ ES).
The agent’s internal structure and the way of co-operation between particu-
lar functional blocks has been defined a-priori at the stage of model design.
The figure 1 illustrates agent’s structure, which composes of below described
elements.

Fig. 1. Agent’s structure chart.

Sensors – by means of sensors, agent observes the environment signals.
Sensors are characterized among others by sensitivity that describes the min-
imal change of the environment signals that are being recorded.

Iconic memory – lets to store the successive observations and agent
decisions. In case of incomplete environment observation, agent can be found
in situation of lack of sufficient information necessary to make an appropriate
decision, from the realized task’s point of view. In order to make agent easier
to take a decision in such situations, it is proposed to make use of the iconic
memory in the decision process.

Effectors - with the help of effectors, the agent puts into practice the
activities in the environment. Agent activities can be either single reactions
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(actions) to received stimulus or sequences of actions leading to particular
goals.

Knowledge base - consists of the set of decision rules, on the basis of
which the agent realizes activities in the environment. Agent’s knowledge
base is composed of rules, every of which contains the observation pattern
and assigned agent’s decision.

Genotype - describes selected elements of the agent’s structure, its sen-
sory and morfological features. Examples of the agent’s genotype features can
be: sensors sensitivity or environment observation range.

Agent’s energy – consumable and renewable resource that describe
agent’s usability in realization of the task.

Decision algorithms - make the agent’s structure kernel, and make pos-
sible to take decisions and implementation of residual functions connected
with agent’s activity.

Agent’s state in a given moment is represented by the 6-tuple:

ag ≡ < s, d, m, e, g, R > (2)

where: s - observation vector, d – decision vector, m – iconic memory matrix,
e - agent’s energy, g - genotype vector, R - knowledge base.

Agent should provide correlation of observation vector with an adequate
decision leading to accomplishing the task. Due to the limited volume of
memory, the agent does not have the possibility to remember all values of
observation vector, and store in the knowledge base only the patterns that
represent the subsets of the observation space. Agent makes classification
(fitting) of observation vector in a set of observation patterns. As a result the
related agent’s decision is determined, on the basis of which agent realizes
actions in the environment.

Agent’s decision process is divided into particular decisions that the agent
undertakes in order to achieve the far-reaching target. In fact, agent’s aim
in a particular moment of time is to undertake the optimal decision from
the rewarding function’s point of view. The value of the rewarding function
is usually known after finishing the total decision sequence in defined time
horizon. In the moment of time (t) the agent observes the environment and
its state defined by function s(t), then it selects action a(t). The environment
responds in a way that after finishing the actions by all agents of the pop-
ulation(learning episode), it informs every agent about the reward granted.
Learning consists in finding the optimal strategy S → A where S – set of
the environment conditions, A – set of the agent’s activities. In case we give
consideration to the sequence of undertaking actions, the representation shall
results as S×A→ A. In the proposed model the description of agent’s strate-
gies is realized by the set of simple decision rules stored in it’s knowledge base
(R). Agent’s knowledge acquisition is realized by using reinforcement learn-
ing paradigms and multi-agent evolution. Reinforcement learning leads to
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Fig. 2. Agent’s activity chart.

creation and selection of decision rules that allow reaching the agent’s goal.
The task of multi-agent evolution is to improve the effectivnes of learning
process through optimization of individual agent’s features, which can apply
among others to observation function (e.g. sensors sensitivity on the environ-
ment signals change) and the parameters of the decision process.

3 Knowledge acquisition process

During creation of a new agent, its ontogenetic knowledge does not exist
(knowledge base is empty), agent starts obtaining experience in the envi-
ronment. As a result of environment observation agent gets the observation
vector. Agent’s observation vector is also recorded temporarily in the iconic
memory. Further, agent makes decision at random, which applies to the way
of activity (exploration or exploatation).

1. In case it choses the exploration, the new rule in the knowledge base is
generated. Its conditional part is the observation pattern (obtained on the
basis of the observation vector). Decisional part is generated at random.
New rule must be unique in the knowledge base. It is also the basis to
make decision by the agent.

2. Second possibility is the choice of knowledge exploration. In this case, the
obtained observation vector is the subject to matching in the knowledge
base through making comparison with patterns included in conditional
parts of already existing rules in the knowledge base.
• If there is a lack of matching pattern, the complement of the knowl-

edge base is undertaken. New rule is added. Its conditional part com-
plies with present observation and its decisional part is generated at
random. Similarly to the case of exploration, the rule being added
must by unique in the knowledge base.
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• In case of correct matching of more than one pattern in the knowledge
base, decision is undertaken at random (the roulette wheel method
has been used), the probability of choosing the particular rule de-
pends on its performance weight(the adequate auxiliary)attribute.

3. The final effect of the decision process is the choice of the rule (activation)
in the knowledge base and designation on its basis the decision vector of
the agent. The selected rule is then marked by modification of the value
of the usability indicator(auxiliary attribute). The attribute specifying
the number of the rule’s activation is also updated.

4. The agent executes actions as a result of the decision process. The exe-
cution of an action by the agent involves spending the energy resource.
The decision vector can be stored in the iconic memory.

5. At the moment the agent achieves the success and gains the energetic
reward, it modifies the performance weight for all used rules (that led
to the success). In order to optimize the parameters of the knowledge
base(size, searching speed), the rules with the low performance weight
and rarely used (the values of related auxiliary attributes below certain
threshold) are removed from the knowledge base.

The acquisition of phylogentetic knowledge is realized by the multi-agent
evolution [3]. Genotype optimization takes place at the population level and
takes advantages of the multi-agent evolution process. In the evolution model
proposed in this paper we resign from applying selection method on the basis
of global fitness function, that lead to the introduction of the order into the
phenotypes space, which is not always adequate with the space structure of
the given problem’s solutions. Concerning the above, the energetic selection
method observed in biology [4] has been used in our model. Every agent of the
initial population is provided with a random allocation of the recource, called
the energy. Having undertaken actions, the agents spend the energy, thus
lose some part of energy possessed(energetic cost). The agents, whose energy
diminishes below a certain energetic level, are to be eliminated. The agents
who achieve successes during the realization of a task get the energetic reward,
which allows them surviving in the environment. The agents who reaches
certain energetic level undergo the reproduction. The agent’s genotype is the
subject of mutation. On its basis the new agent is being created. In this way,
it is possible to gradually improve the efficiency of agents in the population.

4 The model realization

The co-operation of different knowledge acquisition methods within the multi-
agent model can be used in solving of difficult decision problems. The realiza-
tion of the model, which had been suggested in the paper, applied to the eva-
sive maneuvers problem (pursue and evasion game) [2] in a two-dimensional
space for a single pursuer (rocket) and a single evasive object (plane). In this
case, towards the flying plane, the rocket is launched. It’s goal is to hit the
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plane. The rocket is led automatically (in deterministic way) at the target.
The plane should be capable of evading the racket by changing the parameters
of flight, i.e. the direction and speed. The plane is equipped with measuring
devices that inform about the parameters of flight of the approaching rocket:
the distance, mutual flight angle, rocket’s speed. On the basis of the radar
readings the agent controlling the plane should be capable of learning how
to change the direction and speed of a plane to avoid the hit. Agent learning
task has been divided into learning episodes. One of the initial conditions
of each episode was the mutual location of the objects: the rocket and the
plane. The episode ends when the plane was hit or managed to escape. The
degree of difficulty has been established (by changing dynamical parameters
of the objects) in such a way that the trivial strategies, consisting in con-
tinuous turning of the plane in one direction, did not allow to escape. The
reference point for executed experiments was the case of using by the agent
the random strategy of controlling the plane’s escape (consisting in random
changes of flight direction and speed). In this case, the number of escapes
achieved, did not exceed 40 % of all learning episodes. Further, the calcu-
lation tests had been executed, during which, the agent’s learning based on
the suggested model had been performed. Obtained results have shown the
effectiveness of the learning method being used. The learning effectiveness for
the best population agent, let to achieve over 90 % ratio of the plane escapes
from among all learning episodes. The optimization of the agent’s knowledge
base size also has been achieved (reduction of the number of decision rules).

Knowledge acquisition from the graphic pictures has been adopted as the
second area of realization of the model proposed in this paper. The fingerprint
lines recognition is often based on searching for characteristic features (called
as ”minutiae” points) or local irregularities in the course of the fingerprint
lines [1]. It can be the lines’ endings, the connections or other rarely occur-
ring features at the picture of the typical points’ class. The agent’s task is
to identify and locate the characteristic features within the picture. Agent is
always assigned to the particular pixel on the picture and has the turn, in ac-
cordance with which it can move. On the basis of observations of surrounding
pixels the agent calculates the vector of the picture’s local features, performs
its classification and undertakes decision about the movement or the change
of its turn. In order to fulfill the realization of the detection task and features
location, the agent should possess the knowledge about the picture that is
represented by:

• Knowledge concerning the observed class of image, which make possible
to identify the local characteristic features that are searched (for instance
”minutiae” points),

• The strategy of relocating around the picture that allows localization of
the features.

During the learning stage, agents were located on the example picture at
random, on which the characteristic points ”minutiae” were marked as well.
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Agents had to learn to find the way from the place of actual location to the
marked point. During the picture recognition stage, agents had to find the
characteristic points minutiae within an unknown picture. Agents had been
located again at random on an unknown picture of the fingerprints lines.
They were moving on the picture using the knowledge (the ”minutiae” fea-
tures description and the strategy of searching) obtained during the previous
learning stage. The task of finding the characteristic points within the picture
of the fingerprint lines has been fully accomplished. The number of agents
who achieved this success has exceeded 98 % of the population.

5 Summary

The main idea of the suggested solution was based on making use of the
multiagent approach in order to fulfill the hybrid method of knowledge rep-
resentation and acquisition. The reinforcement learning process of a single
agent is being optimized using evolutionary method on the level of the entire
population. Having based on the proposed idea, the model of the system has
been elaborated, making easier to analyze the learning processes that occurs
on different levels of abstraction. On the grounds of performed experiments,
we can say that the suggested idea fulfills requirements applying to effec-
tiveness of the obtained solutions and is characterized by great universality
within the choosen range of applications. We forecast further improvements
of the suggested knowledge acquisition model and experiments concerning
other applications.
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Abstract. In the paper a class of infinite information systems is described. For

decision tables over each such information system there exist low upper bounds on

minimal complexity of decision trees and polynomial algorithms of decision tree

optimization for various complexity measures.

1 Problems, Decision Tables and Decision Trees

An information system [11] is a pair (A, F ) where A is a set and F is a set

of functions from A to {0, 1}. Functions from F are called attributes.
The notion of a problem over this information system is defined as follows.

Let G be a finite subset of F . Attributes from G divide the set A into regions

in which values of these attributes are constant. These regions are enumerated

such that different regions can have the same number. For a given element

from the set A it is required to recognize the number of region to which this

element belongs. The cardinality of the set G is called the dimension of this

problem. Various problems of pattern recognition, discrete optimization and

machine learning can be transformed into such form.

The considered problem can be represented in the form of a decision table.

Columns of this table are labeled by attributes from G. Rows of the table

correspond to regions. Each row is the tuple of values of attributes from G
on elements from corresponding region. The considered row is labeled by the

number of this region, which can be interpreted as the value of the decision

attribute.

As algorithms for problem solving we will use decision trees with at-

tributes from the set G. A decision tree is a tree with the root in which each

terminal node is labeled by a number of region, each non-terminal node is

labeled by an attribute from G, two edges start in each non-terminal node,

and these edges are labeled by numbers 0 and 1 respectively.

Depth, average depth and number of nodes are considering usually as de-

cision tree complexity measures. The depth of a decision tree is the maximal

length of a path from the root to a terminal node. The average depth is

defined in the natural way if for each region we know the probability of be-

longing of elements from A to this region.
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2 Restricted Information Systems

We will study so-called restricted information systems. An information sys-

tem (A, F ) is called restricted if there exists natural r such that for any

compatible on A system of equations

{f1(x) = b1, . . . , fm(x) = bm} (1)

where f1, . . . , fm ∈ F and b1, . . . , bm ∈ {0, 1} there exists an equivalent sub-

system of this system with at most r equations. The system (1) is called

compatible on A if it has a solution from A. Two systems of equations are

called equivalent if they have the same set of solutions.

Evidently, each information system with finite set F is restricted. The

interest to study of restricted information systems with infinite set F is de-

termined by the following facts:

1. For a restricted information system in the worst case the minimal depth of

decision tree solving a problem grows as logarithm on problem dimension.

For an information system which is not restricted in the worst case the

minimal depth of decision tree solving a problem grows as linear function

on problem dimension [8].

2. For restricted and only for restricted information system minimal average

depth of decision tree solving a problem is bounded from above by a

function depending only on the entropy of probability distribution [1].

For restricted information system in the capacity of such function it is

possible to take a linear function [9].

3. If a subset of the set A is fixed we obtain a subproblem of the considered

problem. This subproblem is called proper if the considered subset is the

set of solutions of an equation system of the kind (1) where f1, . . . , fm ∈ G
and b1, . . . , bm ∈ {0, 1}. For restricted and only for restricted information

system the number of proper subproblems is bounded from above by a

polynomial on problem dimension [10]. This fact allows to construct for

restricted information systems polynomial algorithms for minimization

of number of nodes [3], depth [10] and average depth [2] of decision trees

for problems represented in the form of decision tables.

3 Linear Information Systems

Let P be the plane and l be a straight line (line in short) in the plane. This

line divides the plane into two open half-planes H1 and H2 and the line l.
Two attributes correspond to the line l. The first attribute takes value 0 on

points from H1, and value 1 on points from H2 and l. The second one takes

value 0 on points from H2, and value 1 on points from H1 and l. Denote by

L the set of all attributes corresponding to lines in the plane. Information

systems of the kind (P, F ), where F ⊆ L, will be called linear information
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systems. The aim of the paper is to describe all restricted linear information

systems.

Let l be a line in the plane. Denote by L(l) the set of all attributes

corresponding to lines which are parallel to l. Let p be a point in the plane.

Denote by L(p) the set of all attributes corresponding to lines which pass

through p. A set C of attributes from L will be called clone if C ⊆ L(l) for

some line l or C ⊆ L(p) for some point p.

Theorem 1. A linear information system (P, F ) is restricted if and only if
F is a union of finite number of clones.

The proof of this theorem is based on Helly’s theorem [5] and Ramsey’s

theorem [6]. It is too long to be considered in this paper.

4 Example

Let (P, F ) be a linear information system where F is the set of attributes

corresponding to straight lines each of which is parallel to a coordinate axis.

From Theorem 1 it follows that (P, F ) is a restricted linear information sys-

tem.

Let W be a finite set of points from P which are colored into two col-

ors. For a given point from W it is required to find the color of this point

using attributes from F . It is not difficult to reformulate this problem as a

subproblem of some problem over (P, F ).
From results of [4] it follows that the problem of construction of a subset

of F with minimal cardinality, attributes from which separate each pair of

points from W with different colors, is NP-hard.

From results of [10] it follows that there exists a polynomial algorithm

which constructs a decision tree with minimal depth using attributes from F
only and solving the problem of color recognition for points from W .

5 Conclusion

In the paper the class of restricted linear information systems is described.

Systems from this class are very interesting from the point of view of decision

tree theory and can be used in various applications of rough set theory [7,11].
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Abstract. This paper presents a conception of fast and useful inference process in
knowledge based systems. The main known weakness is long and not smart process
of looking for rules during the inference process. Basic inference algorithm, which
is used by the rule interpreter, tries to fit the facts to rules in knowledge base. So it
takes each rule and tries to execute it. As a result we receive the set of new facts,
but it often contains redundant information unexpected for user. The main goal of
our works is to discover the methods of inference process controlling, which allow
us to obtain only necessary decision information. The main idea of them is to create
rules partitions, which can drive inference process. That is why we try to use the
hierarchical clustering to agglomerate the rules.

1 Introduction

Discovering groups in data is an important problem in many application ar-
eas. Research in the field of clustering has been extensive, and many different
methods for grouping data have been developed. The main goals of every
clustering method are to find, for the given set of objects, a set of clusters
where objects within each cluster are similar and objects in different clusters
are very dissimilar to each other. Each of the clustering methods, however,
describes the data from one point of view. One group of widely used clus-
tering techniques is the hierarchical clustering methods. These methods find
partitions of objects such that each cluster contains at least one object and
each object belongs to exactly one cluster, i.e. clusters are disjoint[3].
Let O = {x1, x2, ..., xn} be a set of objects. A clustering C of the object set
O is a partition {c1, c2, ..., ck} where each cluster ciis a subset of O so that⋃k

i=1 ci = O and ci ∩ cj = 0 for i �= j. The size of clustering C, i.e., the
number of clusters is the clustering, is denoted as | C |. A cluster ci that
contains only one object is called a singleton cluster[1]. Instead of one single
partition of the given objects, the hierarchical clustering (HC) methods con-
struct a sequence of clusterings. Such a sequence of clusterings is often given
as a clustering tree, also called a dendrogram. In such a tree, leaves repre-
sents the individual objects and internal nodes the clusters. There are two
kind of HC techniques: agglomerative and divisive. The difference between
these techniques is the direction in which they construct the clusterings. An
agglomerative HC (AHC) algorithm starts from the situation where each
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objects forms a cluster, i.e. we have n disjoint clusters. Then in each step the
algorithm merges the two most similar clusters until there is only one cluster
left. A divisive HC algorithm, starts with one big cluster containing all the
objects. In each step it divides the most distinctive cluster into two smaller
clusters and proceeds until there are n clusters, each of which contains just
one object.
Let ci and cj be two clusters in a clustering C. An inter-cluster distance
d(ci, cj) between two singleton clusters ci = {xi} and cj = {xj} is defined as
the distance between objects xi and xj , i.e. d(ci, cj) = df (xi, xj), where df

is a distance measure defined for the particular type of objects xi and xj . If
at least one of the clusters ci, cj consists of two or more objects, the inter-
cluster distance between two clusters ci and cj is a function F of the pairwise
distances between objects when one of them is in the cluster ci and the other
in the cluster cj , i.e., d(ci, cj) = F{(df (xk, xl) | xk ∈ ci and xl ∈ cj)}.
The function F defining the inter-cluster distance can be chosen in different
ways. There are: single linkage, complete linkage, average linkage method, un-
weighted pair-group method, weighted pair-group method, unweighted pair-
group method with the centroid average, weighted pair-group method using
the centroid average and sometimes there is used Ward’s method[2,5]. Ag-
glomerative algorithms start with each object being a separate cluster itself,
and successively merge groups according to a distance measure. The cluster-
ing may stop when all objects are in a single group or at any other point the
user wants. That is why we propose to stop clustering rules when we get a
satisfactory groups. These will be the groups, where the similarity/distance
measure is higher or equal to some threshold. We will consider this subject[1]
in next section.

2 Comparison of the non-hierarchical and hierarchical
method

We can consider a lot of the methods for grouping objects. But the most often
used are: k-means method, k-medoids method and hierarchical clustering
method. We will try to compare they, to choose the best to our task and we
put our ideas in Table 1.

After this short comparison process, we can tell that the best chose is the
AHC, but it requires another stop condition as we want to. The classical
version tells that the algorithm ends when we get one group. But our goal
is to get some groups, we don’t know how many, but these groups need to
come up to some threshold and they have to be as similar as it possible.
The advantage of HC methods is that they allow the end user to choose
from either many clusters or only a few. The non-hierarchical techniques in
general create output information faster but require that the user make some
decision about the number of clusters. Non-hierarchical techniques usually
run multiple times start with some arbitrary or even random clustering and
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Table 1. The comparison of the clustering methods (here t is # of iterations, k is
# of clusters, n is # of objects, normally k, t � n).

k-means k-medoids AHC

a O(tkn) → O(kn) O(k(k − n)2) at least O(n2)

b

often terminates at a
local optimum, need
to specify k, sensitive
to noise and outliers

often terminates at
a local optimum and
need to specify k

needs a termination
condition

c

simple structure, and
smaller time com-
plexity than other
methods

better than k-means
cause it tries to find
the medoids, not so
sensitive to outliers

doesn’t require the
number of clusters as
an input, very effec-
tive, and very popu-
lar

a- time complexity, b- weakness, c- advantages.

then iteratively improving the clustering. Initial choices of which starting
clusters can make an influence of created groups[6].

3 Conception of the algorithm

The analysis introduced in this paper was carried out on testing set of 24 rules.
But our goal is to get 568 rules with different length of PC-Shell knowledge
base file format [8]. We will then try to clustering them with AHC modified
algorithm. We assume that it helps us with easy classification new cases and
the selection of the final decision of attribute value. The groups of combined
objects will be created and the retrieval process will be carried out only on
special groups (the most popular groups). This process consists of 2 stages: (i)
new analyzed object is compared with the representative vector of each group,
and then (ii) the object is compared with all elements in groups with large
degree of similarity/ smallest distance. We propose to change the common
algorithm for AHC. [2,7] It is given as follows:

Algorithm 1.(Agglomerative hierarchical clustering for grouping
rules)

Input: A set O of n objects and a matrix of pairwise distances between the
objects.

Output: Clusterings C0, C1, ..., Cn−1 of the input set O
Method:
C0= the trivial clustering of n objects in the input set O;
while (d(ci, cj) > STOP1) do

1the stopping condition
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find ci, cj ∈ Ck−1 so that the distance d(ci, cj) is shortest;
ck = (ck−1{ci, cj}) ∪ {ci ∪ cj};
compute the distance d(ci, cj) ∀ ci, cj ∈ Ck;
output: C0, C1, ..., Cn−1;

Algorithm 1. gets as input a finite set O of n objects and a matrix of
pairwaise distances between these objects. This means that executing the
clustering algorithm is completely independent of how the distances between
the objects were computed. The algorithm starts with a trivial clustering c0

with n singleton clusters. At each iteration phase the algorithm searches those
two clusters ci , cj that have the shortest distance in ck−1 and merges them. A
new clustering Ck is formed by removing the two clusters and adding the new
merged cluster, i.e. Ck is Ck−1 with clusters ci and cj merged. The merging
of clusters is continued until there is only one cluster left. The output of the
algorithm is the sequence of clusterings C0, C1, ..., Cn−1. At each step the
algorithm creates a centroid as the representative of created group-cluster. It
is calculated as the average distance all objects till the given cluster.

3.1 Problems with the goal’s achievement

There are always problems with various types of data in cluster analysis. We
can represent N objects with p variables (attributes, measures) as continu-
ous variables, binary variables, nominal and ordinal variables and variables
of mixed types. In cluster analysis method we then may use the dissimi-
larity matrix d(i, j), where on each position we remember the dissimilar-
ity between objects i and j. Of course, this matrix is nonnegative, and the
value close to zero means that two objects i and j are similar. The Eu-
clidean distance is probably the most commonly chosen type of distance,
it simply is the geometric distance in the multidimensional space d(x, y) =√∑p

k=1(xki − xkj)2 where xi, xj are measured objects and p is the dimen-
sion of the space, which we consider. Sometimes, the application objective
dictates that some attributes are more important to the definition of simi-
larity than others. In these situations, we can modify some of the formulas
for distance or similarity by weighting the contribution of each attribute:
d(x, y) =

√
w1(xi1 − xji)2 + ... + wp(xip − xjp)2. The second, very impor-

tant problem, is the stopping condition. Normally, the agglomerative method
stops when only one group is left, so there is nothing left to cluster. But,
as this method, turns out to be quite slow, it is sometimes suggested that
it should be stopped when either specified number of clusters remains or
similarity value between two closest clusters in iteration falls below certain
threshold. This approach often fails, as these two threshold have to be arbi-
trary, and it is hard to find a value that would suit different cases on input
data. This will be our the most important considered task[4].
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3.2 The guidelines

First, we normalize our objects. In this situation, the values of each attribute
are numbered from 1 to n. We had to create the function to replace the
textual structure with vector space model. After that, we got, 568 vectors.
On each position of this vector there is the value of given attribute, if it is in
conditional parts of given rule. If the rule doesn’t use given attribute there
is zero value on this position. As the result we get the data set containing
the same structure, which can be easy to analyse. We have to create some
structure to recording the results of clustering. It has to be the hierarchical
structure. Our proposition is to create the tree of clustering results. It can be
the simple ArrayList, where we can split the groups to smaller pieces, and for
each node we have to create its representatives. It will be the centroid vector
with the same length as the rules. Each groups can be also recorded as an
array of rules, which belonging to the group. The data structure for saving
a rule will be quite complicated, cause we have to remember the conclusion
for each given rule and also the set of rule’s conditions, for each group -
the centroid vector. Now it will be easily to classify new cases. The rules
interpreter implemented in inference engine will try to measure the similarity
facts (new case) to each nodes in such tree. Only those, which will give
the high similarity will be consider as important for inference process. It
mean, that only allowed objects (rules) will be checked, and in take future
advantages, it will helps to decreased the time of making decision by our
system[7].

4 An example of rules clustering

For simple analysis of the AHC work we use Statistica 5.5. We take a set of
24 rules with 8 variables (conditional attributes), which are the first stage of
classification. Each rules was replaced with 8 dimensional solid length vector.
On each position of this vector there is the value of given attribute, if it is
in conditional parts of given rule. If given rule doesnt use given attribute
there is zero value on this position. In result we get the data set contains
the same structured, which will be easy to analyse. We choose the single
linkage method to create the new clusters, and we use the Euclidean distance
measure[5].

The results of AHC is presented in Fig. 1 as the dendrogram.
The point is that Statistica can only find the groups, presents them at the

plot and save the history of clustering in the file. It doesn’t allow you to use
the created tree to future tasks. There is no access to structure of founded
clusters. That is the main reason for us to create the system, which will build
the structure of clusters in the format possible to use in main part of our work
- inference process. Besides the Statistica doesn’t have a step-by-step work,
that is why the way of clustering is presented only at the simple table or
at the dendrogram. We can’t even see how representatives of created groups



570 Agnieszka Nowak and Alicja Wakulicz-Deja

Fig. 1. The dendrogram created by AHC algorithm.

look like. So, it is needed to create the system, which will allow the user
watching at the step by step work, tells the system the stopping condition
and take a decision by user about the technique of form the centroids.

5 Conclusions

This paper presents a concept of some agglomerative rules clustering system,
which we want to build. Now we can only present the common ideas of its
work. Clustering is a common technique for the analysis and makes possible
to analyse simply large data sets. We want to present in this paper a new
approach to hierarchical clustering of those very large data sets. Our goal is
to build a system which will clustering rules by the conditional part of them.
We need to form the project of data structure to record a multidimensional
grid data. The patterns are grouped into blocks and clustered with respect
to the blocks by a topological neighbor search algorithm. We want to make
the inference process in knowledge based systems faster and more useful[2].
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Abstract. The problem of verification of rule knowledge base covers the verifica-
tion of dynamic properties, which reflect the processes occurring during inference.
Process of detection of these anomalies requires modelling of dynamics of these
processes. Suggested in previous papers the decision unit conception did not guar-
antee such a possibility. This paper gives attention to the analysis of possible use
of Petri nets and incidence matrix as the way of representation of knowledge base.
The paper presents the relation between Petri nets and decision units’ nets and
simultaneously points at the possible use of Petri nets to develop the properties of
decision units.

1 Introduction

Rule base is still one of the most prevailing methods of knowledge base rep-
resentation. Rules are intuitively simply way of knowledge modelling. The
creation of rule knowledge bases only apparently seems to be an easy task.
It is easy to create the prototype of knowledge base. Much more difficult is
to develop the system capable of acting in the real world.

Adding new rules to knowledge base can result in formation of the anoma-
lies, which in certain situations can make system malfunction [7]. Anomaly
does not always mean error, but it always is the signal indicating that error
can potentially occur. Several methods of anomalies detection in rule knowl-
edge bases [7,8] have been developed. One of them is the method developed
by the author of this paper — it is based on decision units’ conceptions, which
are the groups of rules linked by common literals in the conclusion part of
the rules [9]. More specific, when presenting literals as attribute–value pairs,
rules belonging to decision unit contain the same attribute in conclusion part
of the rule.

This simple criterion of rules division into subsets let to naturally describe
the problem of rule knowledge base verification. The division of anomalies into
global and local has been made. For each of these categories the methods of
their detection have been proposed. Thus, decision units are the medium of
modularisation of rule knowledge base. Within given unit it is possible to
implement the local verification, which does not have to be limited to just
one method. Different approaches to anomalies detection [12] can be used
interchangeably.
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At the global level the dynamic anomalies, occurring during inference,
are mainly detected. Because the decision unit can be considered as a glass
box, a decision unit net is a global model of dependences occurring in knowl-
edge base. It allows not only to carry the verification actions but to retrieve
the model, hidden in, potentially numerous, set of rules. Decision units’ con-
ception has been used in kbBuilder system — the application that assists
building and verification of rule knowledge bases [11].

The methods of local and global verification that were suggested dur-
ing papers so far permit detection of basic anomalies. Nevertheless, decision
units’ conception lets to use different methods of verification. Very inter-
esting verification method of rule knowledge bases is to make use of graph
knowledge representation and incidence matrixes. The aim of this paper is
the analysis of possible use of representation in the form of Petri nets and
incidence matrixes describing the nets.

2 Rules and decision units versus Petri nets

Petri nets, which are the abstract tool of formal description of information
flows, have been utilized in verification issues of knowledge bases. The net
obtains the dynamic properties via the possibility of setting in motion the
appropriate transitions, which is accompanied by tokens transfer. It is possi-
ble to present knowledge base as Petri nets [1–3]. Usually, the point is that
the rules represent transitions and literals, occurring in rules, represent the
places [5,6]. As you can see in the example below [4].

r1 : a ∧ b→ c
r2 : c ∧ d→ e
r3 : e→ f

Fig. 1. First example of knowledge base – representation in the Petri net form

Such net can be represented in the form of incidence matrix, in which
the rows represent the transitions and columns represent the places. For this
example, the incidence matrix can assume the following shape:∣∣∣∣∣∣

−1 −1 1 0 0 0
0 0 −1 −1 1 0
0 0 0 0 −1 1

∣∣∣∣∣∣
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Table 1. The rules as labeled incidence matrix

rules a b c d e f

r1 -1 -1 1 0 0 0

r2 0 0 -1 -1 1 0

r3 0 0 0 0 -1 1

or labeled form presented in Tab. 1.
Shown at the Fig. 1 representation of hypothetical rules in the form of

Petri nets is identical to representation in the form of decision units net.
Fig. 2, presents the hypothetical rules in the form of graphical convention
established for decision units. This is the view of the black box .

Fig. 2. First example of knowledge base — representation in the decision units net
form

Between the two representations occurs the analogy. Transitions repre-
senting the rules correspond to decision units; places representing the literals
correspond to input and output entries of decision units. However, it is only
the particular case, because — in our example — each rule has different lit-
eral in conclusion and such literal has only one rule. In general case, decision
units net in the view of black box shall was generalized representation of rules
recorded in base and what follows, corresponding Petri net. It is presented
by the example below. Let us consider the following set of rules:

r1 : a ∧ b→ c
r2 : a ∧ g → c
r3 : c ∧ d→ e
r4 : c ∧ g → e
r5 : e→ f
r6 : g → f

It can be presented as Petri net and decision units net as shown at Fig. 3
and Fig. 4. Decision units can be also presented in the view of the glass box.
Relationships occurring between input and output entries of units coincide
with Petri net considering at one level of hierarchy. It is shown at Fig. 4.
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Fig. 3. Second example of knowledge base — representation in the Petri net form

Fig. 4. Second example of knowledge base — representation in the decision units
net form

3 Petri nets as extension of decision units properties

Thus, there exists the pertinence between knowledge base in the form of
Petri net and representation in the form of decision units net. It is obviously
nothing strange, since both representations make use of the same conception
of connections representation between conditional literals and conclusion in
the form of edges of directed graph, which nodes represent rules and their
literals.

Such pertinence seems to be very interesting matter of further studies of
knowledge base dynamical properties verification. In Petri nets the acknowl-
edged methods of dynamic processes modelling are used. These methods can
be also used during examination of decision units net, and more specific,
during detection of anomalies occurring during inference.

Petri nets can be represented in the form of incidence matrix. Also, detec-
tion of the anomalies in rule knowledge base can take place taking advantage
of the matrix transformation. Thus, matrix representation can be applied to
decision units’ nets. The anomalies detection can be also realized by mak-
ing operations on incidence matrix. Because present paper is limited in its
size, examples of verification realisation using Petri nets and corresponding
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to them incidence matrix shall be omitted. They can be easily found in other
papers [4,13].

One can have the impression that represented pertinence between deci-
sion units net and Petri net is nothing but smart manipulation and truly, the
matter is of the same representation based at directed graph. And indeed, in
a formal sense it is really so. Nevertheless both representations, we are dis-
cussing about, were created independently, and their primary uses and origins
were different. A decision unit set is the representation that allows running
the hierarchical verification of rule knowledge bases. At the global level — in
view of the whole net and at the local level — considering every decision unit
separately. The possibility of applying the verification techniques based on
Petri nets is a very interesting supplement to methods of global verification
suggested for decision units.

This is not the first case of analogy between decision units’ conception
and other methods. Global verification that let to reduce the inference graph,
which was formed on the basis of decision units, seemed to be convergent with
the conception of anomalies detection using ATMS [10] and the algorithms
of local verification rely upon conceptions derived from decision tables.

The significant difference between classical, non-hierarchical Petri nets
and decision units is just the hierarchy of the later. The use of Petri nets
verification techniques for units considered as glass box directly corresponds
to the concept of global verification. Petri net can be also a very interesting
tool of presentation of verification course and making the knowledge engineer
aware of dangers connected with given anomalies. Transition to the glass box
view allows running further the verification using methods based on Petri
nets. However, a detailed representation of the whole base is not necessary,
but only a fragment chosen for verification.

4 Summary

The aim of this paper was to analyse the possibility of use of the Petri nets
and incidence matrix for verification of rule knowledge bases represented in
the form of decision units. What we managed to do was to show that there
exists the pertinence between knowledge base in the form of Petri net and
the same base in the form of decision units net. In particular cases, these are
the same representations which differ in conception and notation.

In more general case the decision units net is the generalized representa-
tion of rule base, thus it is some kind of Petri net’s abstraction. This allows
further and consistent use of global and local verification conception described
at the decision units’ level. Transition from one change to the other does not
require any change of the organization but only an extension of the scheme
hidden inside decision units. What is even more interesting is that the visual-
isation of verification can take place using Petri net, which structurally does
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not differ from decision units net which allows keeping cohesion of verification
conception and presentation of its course and outcomes.

It’s good to anticipate that the use of Petri nets together with decision
units will allow to improve significantly the results of the verification process
and to improve suggestively and efficiently their presentation in the next
version of the kbBuilder system.
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Abstract. This paper presents some results obtained in experiments with artificial

neural networks trained with different learning algorithms in case of lack of some

data in training and testing sets.

1 Introduction

Artificial neural networks are a well-known tool for different tasks, for exam-

ple for prediction, classification or pattern recognition. Their topology and

used learning algorithms are the subject of wide investigations and research

works both in theory as in practice and also as a helpful tool in applications

[1], [2], [3], [9]. However, in all kinds of experimental works there are serious

problems with data: they should be completed for all samples for which an

experiment was carried out. In case of loosing some parameters — regardless

of a reason (human factor, loss of power supply, meter failure) — such data

were considered insufficient, and with because of that — as lost, useless at

all. In papers,there is an advice to eliminate such kinds of data from datasets

or — if it is possible — to complete the data by performing additional exper-

iments and/or measurements. Unfortunately, in many kinds of investigations

samples are destroyed during the investigation or it is later impossible to re-

construct identical conditions as they were in time of experiment. Sometimes,

incomplete set of data is a result of compiling data from different sources.

The idea presented in that paper makes possible to use all data instead of

excluding some of them. This paper shows how some neural network work

(in dependency of different topologies and used type of learning algorithm)

in processing an incomplete dataset.

2 Preparation of dataset

First of all, there was a necessity to prepare appropriate set of data [5], [6].

The complete set of data was obtained from information brochures about heat

pumps that were provided by producers. Different producers give different

heat pump parameters. So, after consolidation of data from brochures the

data set looks like presented in Table 1. The entire dataset consisted of 31

objects with 7 parameters (a1 up to a7), respective.
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Table 1. Data assembled from brochures (part of dataset — sample) [4]

a1 a2 a3 a4 a5 a6 a7

Object 1 2 50 16,2 65

Object 2 21000 7800 4,5 1,9 5,5

Object 3 16 6 1,5 4,4

Such form of data presentation practically disqualified them from directly

processing with computers. A researcher should complete the data — or

eliminate objects described by incomplete set of parameters. It is possible

when such kind of data make a small part of the entire dataset. It is worse

when respectable — or all set (as presented in Table 1) of the entire dataset

is composed from such incomplete data. In practice different methods for

completing dataset are used: instead of empty places different kinds of certain

numbers are fulfilled, e.g. some type of average is calculated from the rest

of known parameters. It is not quite good method: average can widely differ

from hypothetic parameter — more suitable in this condition and in context

to other parameters describing certain object.

3 Proposed idea

When we want to analyze noised or incomplete image — in any way it have

to be prepared in suitable form for computer processing. We can treat incom-

plete image as incomplete or noised dataset. Such situation can be thought

to fit to dataset shown in Table 1. It is also considered as a special kind of

“image” of certain situation — it is an ordered set of parameters describing

the object of examination. Such set of parameters allow you to have a specific

opinion about what object is, and what is its behavior in different situations,

what are its features. Similarly, when you see an image as something visible

(e.g a photo) you see its width and length, you see if it is color or black and

white or sepia — there are the attributes. You also see what kind of objects

it presents. There are questions: “Are artificial neural networks suitable tool

for processing such kind of “image”? What happen when they will be used

for processing such type of “image”?”.

4 Linear neural network trained on incomplete dataset
— results

First of all, blank places in dataset were fulfilled with one, small, nearby zero

constant number. Next, the entire dataset was divided into three subsets:

learning set, validation set and testing set. All subsets were separable. Data
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in each set have been normalized. Parameters from one to six were the inputs

of neural network, parameter seven was an output (predicted value). Only

training and validation sets were presented to the network during training.

One of the examined networks [4] was a linear network with six inputs

and one output. At first this network was trained with the backpropagation

algorithm. Experiments were made with different values of both learning

coefficient and momentum, but effects were similar to each other — no spe-

cial influence of changing these parameters was noticed. Results (comparison

between real data from testing set and network answer) obtained during ver-

ification with data from testing dataset was as presented in Figure 1.
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Fig. 1. Comparision of data in linear network trained with backpropagation algo-

rithm [6]

In the next experiment [5] the same network was trained with conjugate

gradient algorithm. Learning process was faster than the previous one, and

results were similar to the network trained with backpropagation algorithm.

Quite different results were obtained when the Quasi-Newton algorithm was

used. Learning process was slower than in case of using the conjugate gradient

algorithm, but faster than in case of backpropagation algorithm. Despite of

relatively good learning process and relatively low error during training on

validating set network did not pass final test — on testing set. Their answers

were different, without any regularity or without correlation with original

data. Results are shown in Figure 2.

The next examined network was the multilayer perceptron. The effects

were similar to the previous once, and the best results were obtained when

backpropagation algorithm was used [7].
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Fig. 2. Comparision of data in linear network trained with Quasi-Newton algorithm

[6]

5 Multilayer perceptron trained on incomplete dataset
— results

Previous examination was carried out on relatively simple and small dataset.

Next experiment was made with more complicated and more numerous dataset

— it was a set of parameters describing an geoenvironmental conditions of

certain objects (materials from which the house was made, type and thick-

ness of isolation, ground type, ground humidity, windiness, solarity etc). The

entire dataset in this case consists of 113 objects with 34 parameters from

which 29 was an input and up to 5 was an output (a few of them are showing

there and marked as parameters b1, b2, b3). This dataset, like previous one

presented in this paper, was incomplete. Usually it was caused by unknown

certain parameters (e.g. thermal conductivity or certain type of ground) or

with regard to impossibility of realization of some measurements. The task

for neural network was training was to predict the power of heat pump and

boiler for central heating.

At first, blank places in dataset were fulfilled with pseudorandom num-

bers. All pseudorandom numbers were from range [min_parameter_value;

max_ parameter_value] (e.g. for parameter four (see Table 1) it was range

[16; 50]). The influence of different ranges from which numbers can be gener-

ated was discussed in [6]. Next, the multilayer perceptron was trained with

different learning algorithms. Coefficients within learning algorithms have

been changing during experiments, in different tours of learning network. Fi-

nally, it seems that best solution is the multilayer perceptron trained with

backpropagation algorithm. When used — there were relatively regular run

of training process. Special influence of arbitrary chosen learning parameters

(hints known from usual work of neural net remains the same) were not ob-

served in examined cases. Because a number of possible combinations of these

coefficients is very large, dependency cannot be definitely stated. Examplary
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effects of answers of neural net trained on artificially completed, incomplete

at the beginning datasets, were shown in Figures 3 to 5. Deatiled discussion

can be found in [7], [8].
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Fig. 3. Comparison of b1 parameters prediction by multilayer perceptron [8]
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Fig. 4. Comparison of b2 parameters prediction by multilayer perceptron [8]

All results obtained with this method (insertion of pseudorandom values)

are loaded with an error. On the base of my investigations [4], [5], [6], [7], [8] it

can be concluded that such an error is from a few to a dozen percent in range.

Such errors are acceptable, especially in modeling of complex and dynamic

structures. At first, trends or possibly behavior of the entire structure than

exact value of any certain parameter have to be known. Deatiled discussion

can be found in [8].
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Fig. 5. Comparison of b3 parameters prediction by multilayer perceptron [8]

6 Summary

Basing on presented above and described [4], [5], [6], [7], [8] in experiments

it can be stated that artificial neural networks can be used as a tool for

processing the datasets with incomplete data included in them, without any

special preparation or completing or filtering data. The only thing it should

be done is to fulfill blanks in the dataset with some numbers. These numbers

can be both a constant number as a pseudorandom number [5], [6], [8]. The

only restriction is that it has to be generated from bounded range — not

below minimal and not above maximum value of known parameter. In that

way we can assume that definition of image as an ordered set of parameters

describing the object of examination can be used for processing data with

artificial neural networks. The effectiveness of this proposed idea and method

needs to be verified by practitioners — as an application in different fields of

sciences. If effectiveness of this method will be confirmed, then it can be a

widely used method in most experimental researches. Some experiment then

will be cheaper and less time consuming.
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Abstract. We discuses usage of elements of .Net platform — Web Service and

XML to create distributed internet applications as data processing system. The

main aim is to create retrieval system of hidden relations between data. The appli-

cation uses elements of rough sets theory in order to get data, which could be used

for further exploration. Data are sent to particular Web Services as XML format

and could represent various domains e.g. medicine, pharmacy. The implementation

intelligent techniques of data processing based on Web Services and XML standard,

illustrates new possibilities for data processing in distributed environment. It gives

scaling and possibility to adapt it in many specialized solutions.

1 Introduction

Along with modern technologies appears a lot of information. When we want

to transform them very often traditional methods are not good enough. They

might be too general and they need additional processing and transformation.

Therefore we use advanced methods of data processing such as rough sets,

genetic algorithms, neural nets or fuzzy sets. Rough sets have application

e.g. in problems of excessing data, problems with correct classification or

problems with retrieval hidden relations between data. Placing these methods

in environment of distributed applications, based on .Net platform and XML

Web Services, introduce new possibilities in usage of artificial intelligence

methods in data processing systems.

2 Web Services and XML technology components

Together with development of internet W3C (World Wide Web Consortium),

created universal and readable format of data - standard XML. It introduced

the separation of data layer and presentation layer [1]. Therefore exchange of

data is easy to do between applications and an independent platform, both

on software or hardware. Not only XML is a markup language, defining data

file, but also it defines methods of its transformation, presentation, queries,

schemas and rules. Thus XML standard includes components of XML lan-

guage [6]. The following table (Table 1) illustrates the most important com-

ponents of XML language.
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Table 1. The most important components of XML language

XML Language
Extensibility Notification

Used in
application

CSS (Casscade

Style Sheat)

Simple mechanism for adding style (e.g.

fonts, colors, spacing) to Web documents
No

DTD (Document Type

Declaration)

Contains or points to markup declarations

that provide a grammar for a class of doc-

uments

No

XML Schema (Extensible

Markup Language Schema)
Provide a means for defining the structure,

content and semantics of XML documents
Yes

Xpath (Extensible Path)
An expression language used by XSLT to

access or refer to parts of an XML docu-

ment

Yes

XSLT (Extensible

Stylesheet Language Trans-

formation)

Transformation language provides ele-

ments that define rules for how one XML

document is transformed into another

XML document

Yes

DOM (Document Object

Model)

Platform- and language-neutral interface

that will allow programs and scripts to dy-

namically access and update the content,

structure and style of documents. The doc-

ument can be further processed and the

results of that processing can be incorpo-

rated back into the presented page

Yes

SAX (Simple API for XML)
Protocol that most servlets and network-

oriented programs will want to use to

transmit and receive XML documents

Yes

SOAP (Simple Object

Access Protocol)

Provides the framework by which

application-specific information may

be conveyed in an extensible manner

Yes

XQuery (XML Query

Language)

XQuery operates on the abstract, logical

structure of an XML document, rather

than its surface syntax. This logical struc-

ture, known as the data model, is defined

in the [XQuery 1.0 and XPath 2.0 Data

Model] document

No

XQL(Extensible Query

Language)

It is a general purpose query language, pro-

viding a single syntax that can be used for

queries, addressing, and patterns. XQL is

concise, simple, and powerful

No

WSDL (Web Service

Description Language)

Is an XML format for describing network

services as a set of endpoints operating

on messages containing either document-

oriented or procedure-oriented informa-

tion. The operations and messages are de-

scribed abstractly, and then bound to a

concrete network protocol and message for-

mat to define an endpoint

Yes



Intelligent Data Processing in Distributed Internet Applications 587

Due to XML properties, I have chosen this language as a standard of data

and standard of communication in the application placed on .Net platform.

It gives such adventages as: hierarchical structure of documents, possibility

to transmit data through any nets based on HTTP protocol and legibility of

documents. This enables these documents to be apllied as sets of input data

for another applications. XML and .Net are approved industrial standards

[4].

3 Application

The main aim is to create retrieval system of hidden relations between data.

The application in current form includes Web Service (see Fig.1) - which

is one of Web Services in multi modular container and thin-client as Web

browser. The application uses elements of rough sets theory in order to get

data, which could be used for further exploration. Data are sent to partic-

ular Web Services as XML format and could represent various domains e.g.

medicine, bilology, economics or pharmacy. It is possible to use these Web

Services as independent components, by other applications. Obviously it must

be compatible with WSDL [6]. Therefore these Web Services could be used

for developing the existing application or to create a new application. HTTP

and SOAP are standards protocols applied to exchange data between Web

Services or between Web Services and clients [5].

Fig. 1. Scheme of the Web Service
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Data are send to the Web Service as XML file (see Fig.2). This file is a

decision table:

S = (U, A ∪ d), (1)

where S - decision table (decision system), A - set of attributes called condi-

tional attributes (conditions), d /∈ A -Ű decision attribute.

Fig. 2. Decision table in XML format

This file XML must be compatible with scheme defined in XSD file. This

scheme assures correctness of XML file according to rules included in this

file. XPathDocument class creates XPath queries, which have the access to

particular elements of decision table. The size of decision table is dependent

on number of objects and number of attributes. The same or indiscernible

objects may be represented several times, or some of attributes may be su-

perfluous. The Web Service first checks if decision table is consistent and if

decision table has redundant objects. Next it computes equivalence classes:

IND(B) = (x, x′) ∈ U2 |
∨

a ∈ B, a(x) = a(x′), (2)

where IND(B) is called B - indiscernibility relation, A - set of attributes, B

Ű- subset of attributes, B ∈ A. If (x, x′) ∈ IND(B) then objects x and x’

are indiscernible for each other by attributes from B.

An equivalence relation induces a partitioning of the universe. These par-

titions can be used to build new subsets of the universe [2].

The Web Service uses XPath queries to fix subsets of attributes. They

are sent as parameters to function, which generates equivalence classes. File

XML is the result. It includes equivalent classes such as XPath queries. This

XML file is a "log" of operations made on decision table (see Fig. 3).
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Fig. 3. Scheme of algorithm implemented in Web Service

To remove redundant attributes Web Service has implement algorithm to

compute core and reducts. Attributes are redundant since their removal does

not worsen the classification. Core is a set of indispensable attributes. Reduct

is a minimal set of attributes that perseves the partitioning of the universe,

and hence the ability to perform classifications as the whole attribute set

A does. In other words, reduct of S is a minimal set of attributes B ⊆ A
such that IND(B) = IND(A), where S=(U, A), S - information system, U -

universe, A - set of attributes, B - subset of attributes [3]. The usage of the

concept of the core is twofold. First, it can be used as a basis for computation

of all reducts, for the core included in every reduct, and its computation is

straightforward. Secondly, the core can be interpreted as a set of the most
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characteristic part of knowledge, which can not be eliminated when reducing

the knowledge. Relation between core and reducts is [3]:

Core(B) = ∩Red(A), (3)

where Red(A) - family of all reducts of A.

As the result of this algorithm is XSLT file. This file transform XML file

and we get core and reducts as XML file (see Fig.3).

Web Service was implemented in PC with parameters:

• CPU Intel Celeron 1,2 GHz,
• 384 MB RAM,
• MS Windows 2000 Profesional system with IIS 6.0 and .NET Framework

1.1,
• application was developed in Visual Studio 2002, client was developed as

ASP.NET.

Basic purposes was achievement. Algorithm operates correctly on data

set with 500 objects and 10 attributes.

The following table (see Fig. 4) illustrates the average time needed for com-

puting equivalence classes.

Fig. 4. Time of computing equivalence classes [sec] for set of objects

DOM (Document Object Model) as method to access to XML data file,

was rejected, because it ocupies too much memory. DOM has good results

for data set with maximum 150 objects and 10 atributes. If we have more

objects, performance dicreases. Testing was done on fictional data set.

Next tasks are:

• to test Web Service, which compute core and reducts, with real data

above 500 objects and 10 attributes,
• to create Web Service for set approximation,
• to imply SSL (Secure Sockets Layer) protocol as one of security aspects,
• to test performance Web Services with more clients,
• to opitmizate the code.
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4 Summary

Web Service introduced in this article is an elementary module to prepare

data for next analisys. It uses elements of rough sets theory and will develop.

The implementation intelligent techniques of data processing based on Web

Services from .Net platform, illustrates new possibilities for data processing

in distributed environment. As clients we can imply each application, also on

devices as PalmTop, PocketPC, or phone with GSM and WAP. Web Services

could be implements in one server in LAN or WAN, or in cluster of servers.

It gives scaling and possibility to adapt it in many specialized solutions.
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Abstract. There has been interest recently in skyline queries, also called Pareto
queries, on relational databases. Relational query languages do not support search
for “best” tuples, beyond the order by statement. The proposed skyline operator
allows one to query for best tuples with respect to any number of attributes as
preferences. In this work, we explore what the skyline means, and why skyline
queries are useful, particularly for expressing preference. We describe the theoretical
aspects and possible optimizations of an efficiant algorithm for computing skyline
queries presented in [6].

1 Introduction and Motivation

Often one would like to query a relational database in search of a “best”
match, or tuples that best match one’s preferences. Relational query lan-
guages provide only limited support for this: the min and max aggregation
operators, which act over a single column; and the ability to order tuples
with respect to their attribute values. In SQL, this is done with the order
by clause. This is sufficient when one’s preference is synonymous with the val-
ues of one of the attributes, but is far from sufficient when one’s preferences
are more complex, involving more of the attributes.

Consider a table of restaurant guide information, as in Figure 1. Column
S stands for service, F for food, and D for decor. Each is scored from 1 to
30, with 30 as the best. We are interested in choosing a restaurant from the
guide, and we are looking for a best choice, or best choices from which to
choose. Ideally, we would like the choice to be the best for service, food, and
decor, and be the lowest priced. However, there is no restaurant that is better
than all others on every criterion individually, as is usually the case in real
life, and in real data. No one restaurant “trumps” all others. For instance,
Summer Moon is best on food, but Zakopane is best on service.

While there is no one best restaurant with respect to our criteria, we want
at least to eliminate from consideration those restaurants which are worse on
all criteria than some other. Thus, the Briar Patch BBQ should be eliminated
because the Fenton & Pickle is better on all our criteria and is thus a better
choice. The Brearton Grill is in turn eliminated because Zakopane is better
than it on all criteria. Meanwhile the Fenton & Pickle is worse on every
criterion than every other (remaining) restaurant, except on price, where it
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restaurant S F D price

Summer Moon 21 25 19 47.50
Zakopane 24 20 21 56.00
Brearton Grill 15 18 20 62.00
Yamanote 22 22 17 51.50
Fenton & Pickle 16 14 10 17.50
Briar Patch BBQ 14 13 3 22.50

Fig. 1. Example restaurant guide table, GoodEats.

is the best. So it stays in consideration. This would result in the choices in
Figure 2.

restaurant S F D price

Summer Moon 21 25 19 47.50
Zakopane 24 20 21 56.00
Yamanote 22 22 17 51.50
Fenton & Pickle 16 14 10 17.50

Fig. 2. Restaurants in the skyline.

In [3], a new relational operator is proposed which they name the sky-
line operator. They propose an extension to SQL with a skyline of clause
as counterpart to this operator that would allow the easy expression of the
restaurant query we imagined above. In [9] and elsewhere, this is called the
Pareto operator. Indeed, the notion of Pareto optimality with respect to mul-
tiple parameters is equivalent to that of choosing the non-dominated tuples,
designated as the skyline.

select . . . from . . . where . . .
group by . . . having . . .
skyline of a[1] [min | max | diff], . . . , a[n] [min | max | diff]

Fig. 3. A proposed skyline operator for SQL.

The skyline of clause is shown in Figure 3. Syntactically, it is similar
to an order by clause. The columns a1, . . . , an are the attributes that our
preferences range over. They must be of domains that have a natural total
ordering, as integers, floats, and dates. The directives min and max specify
whether we prefer low or high values, respectively. The directive diff says
that we are interested in retaining best choices with respect to every distinct
value of that attribute. Let max be the default directive if none is stated. The
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skyline query in Figure 4 over the table GoodEats in Figure 1 expresses what
we had in mind above for choosing “best” restaurants, and would result in
the answer set in Figure 2.

select * from GoodEats
skyline of S max, F max, D max, price min

Fig. 4. Skyline query to choose restaurants.

Skyline queries are not outside the expressive power of current SQL. The
query in Figure 5 shows how we can write an arbitrary skyline query in
present SQL. The ci’s are attributes of OurTable that we are interested to
retain in our query, but are not skyline criteria. The si are the attributes that
are our skyline criteria to be maximized, and would appear in skyline of
as si max. (Without loss of generality, let us only consider max and not min.)
The di are the attributes that are the skyline criteria to differ, and would
appear in skyline of as di diff.

select c1, . . . , ck, s1, . . . , sm, d1, . . . , dn

from OurTable
except
select D.c1, . . . , D.ck, D.s1, . . . , D.sm, D.d1, . . . , D.dn

from OurTable T, OurTable D
where D.s1 ≤ T.s1 and . . . D.sm ≤ T.sm and

(D.s1 < T.s1 or . . . D.sm < T.sm)and
D.d1 = T.d1 and . . . D.dn = T.dn

Fig. 5. SQL for generating the skyline set.

Certainly it would be cumbersome to need to write skyline-like queries in
this way. The skyline clause is a useful syntactic addition. More important
than ease of expression, however, is the expense of evaluation. The query in
Figure 5 can be quite expensive. It involves a self-join over a table, and this
join is a θ-join, not an equality-join. The self-join effectively computes the
tuples that are trumped—or dominated—by other tuples. The tuples that
remain, that were never trumped, are then the skyline tuples. It is known
that the size of the skyline tends to be small, with certain provisos, with
respect to the size of the table [7]. Thus, the intermediate result-set before
the except can be enormous.

No current query optimizer would be able to do much with the query
in Figure 5 to improve performance. If we want to support skyline queries,
it is necessary to develop an efficient algorithm for computing skyline. And
if we want the skyline operator as part of SQL, this algorithm must be
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easy to integrate in relational query plans, be well-behaved in a relational
context, work in all cases (without special provisions in place), and be easily
accommodated by the query optimizer.

Recent years have brought new interest in expressing preference queries in
the context of relational databases and the World Wide Web. Two competing
approaches have emerged so far. In the first approach [1,8], preferences are
expressed by means of preference (utility) functions. The second approach
uses logical formulas [4,9] and, in particular, the skyline operator [3,12],
described in the previous section. Skyline computation is similar to the max-
imal vector problem studied in [2,10,11]. These consider algorithmic solutions
to the problem and address the issue of skyline size. None of these works
addresses the problem in a database context, however. In [7], we address the
question of skyline query cardinality more concretely.

In this paper, we explore what the skyline means, and why skyline queries
are useful, particularly for expressing preference. We describe a well-behaved,
efficient algorithm for computing skyline queries. Our algorithm improves on
exisiting approaches in efficiency, pipelinabilty of output (of the skyline tu-
ples), stability of run-time performance, and being applicable in any context.

2 Skyline versus Ranking

The skyline of a relation in essence represents the best tuples of the relation,
the Pareto optimal “solutions”, with respect to the skyline criteria. Another
way to find “best” tuples is to score each tuple with respect to one’s prefer-
ences, and then choose those tuples with the best score (ranking). The latter
could be done efficiently in a relational setting. In one table scan, one can
score the tuples and collect the best scoring tuples.

How is skyline related to ranking then? It is known that the skyline repre-
sents the closure over the maximum scoring tuples of the relation with respect
to all monotone scoring functions. For example, in choosing a restaurant as
in the example in Section 1, say that one values service quality twice as much
as food quality, and food quality twice as much as decor, those restaurants
that are best with respect to this “weighting” will appear in the skyline. Fur-
thermore, the skyline is the least-upper-bound closure over the maximums of
the monotone scoring functions [3].

This means that the skyline can be used instead of ranking, or it can be
used in conjunction with ranking. First, since the best tuples with respect to
any (monotone) scoring are in the skyline, one only needs effectively to query
the skyline with one’s preference queries, and not the original table itself.
The skyline is (usually) significantly smaller than the table itself [7], so this
would be much more efficient if one had many preference queries to try over
the same dataset. Second, as defining one’s preferences in a preference query
can be quite difficult, while expressing a skyline query is relatively easy, users
may find skyline queries beneficial. The skyline over-answers with respect to
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the users’ intent in a way, since it includes the best tuples with respect to any
preferences. So there will be some choices (tuples) among the skyline that are
not of interest to the user. However, every best choice with respect to the
user’s implicit preferences shows up too.

While in [3], they observe this relation of skyline with monotone scoring
functions, they did not offer proof nor did they discuss linear scoring func-
tions, to which much work restricts focus. Let us investigate this more closely,
and more formally, then, for the following reasons:

• to relate skyline to preference queries, and to illustrate that expressing
preferences by scoring is more difficult than one might initially expect;

• to rectify some common misconceptions regarding scoring for the pur-
poses of preference queries, and regarding the claim for skyline; and

• to demonstrate a useful property of monotone scoring that we can exploit
for an efficient algorithm to compute the skyline.

Let attributes a1, . . . , ak of schema R be the skyline criteria, without loss
of generality, with respect to “max”. Let the domains of the ai’s be real,
without loss of generality. Let R be a relation of schema R, and so represents
a given instance.

Definition 1. Define a monotone scoring function S with respect to R as a
function that takes as its input domain tuples of R, and maps them onto the
range of reals. S is composed of k monotone increasing functions, f1, . . . , fk.
For any tuple t ∈ R, S(t) =

∑k
i=1 fi(t[ai]).

Lemma 1. Any tuple that has the best score over R with respect to any
monotone scoring function S with respect to R must be in the skyline.1

It is more difficult to show that every tuple of the skyline is the best score
of some monotone scoring. Most restrict attention to linear weightings when
considering scoring, though, so let us consider this first.

Definition 2. Define a positive, linear scoring function, W , as any function
over a table R’s tuples of the form W (t) =

∑k
i=1 wit[ai], in which the wi’s

are positive, real constants.

As we insist that the wi’s are positive, the class of the positive, linear scoring
functions is a proper sub-class of the monotone scoring functions. Commonly
in preference query work, as in [8], the focus is restricted to linear scoring.
It is not true, however, that every skyline tuple is the best with respect to
some positive, linear scoring.

Theorem 1. It is possible for a skyline tuple to exist on R such that, for
every positive, linear scoring function, the tuple does not have the maximum
score with respect to the function over table R.
1 Proofs of all lemmas and theorems can be found in [5].
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Consider R = ((4, 1), (2, 2), (1, 4)). All three tuples are in the skyline
(skyline of a1, a2). Linear scorings that choose (4,1) and (1,4) are obvious,
but there is no positive, linear scoring that scores (2,2) best. Note that (2,2)
is an interesting choice. Tuples (4,1) and (1,4) represent in a way outliers.
They make the skyline because each has an attribute with an extrema value.
Whereas (2,2) represents a balance between the attributes (and hence, pref-
erences). For example, if we are conducting a house hunt, a1 may represent
the number of bathrooms, and a2, the number of bedrooms. Neither a house
with four bathrooms and one bedroom, nor one with one bathroom and four
bedrooms, seem very appealing, whereas a 2bth/2bdrm house might.

Theorem 2. The skyline contains all, and only, tuples yielding maximum
values of monotone scoring functions.

While there exists a monotone scoring function that chooses—assigns the
highest score to—any given skyline tuple, it does not mean anyone would
ever find this function. In particular, this is because, in many cases, any
such function is a contrivance based upon that skyline’s values. The user is
searching for “best” tuples and has not seen them yet. Thus, it is unlikely
anyone would discover a tuple like (2,2) above with any preference query.
Yet, the 2bth/2bdrm house might be exactly what we wanted.

For the algorithm for skyline computation we are to develop, we can
exploit our observations on the monotone scoring functions. Let us define
the dominance relation, “ ”, as follows: for tuples any r, t ∈ R, r  t iff
r[ai] ≤ t[ai], for all i ∈ 1, . . . , k. Further define that r ≺ t iff r  t and
r[ai] < t[ai], for some i ∈ 1, . . . , k.

Theorem 3. Any total order of the tuples of R with respect to any monotone
scoring function (ordered from highest to lowest score) is a topological sort
with respect to the skyline dominance partial relation (“ ”).

Consider the total ordering on R provided by the basic SQL order by
as in the query in Figure 6. This total order is a topological sort with respect
to dominance.

select * from R
order by a1 desc, . . . , ak desc;

Fig. 6. An order by query that produces a total monotone order.

The following proposition is fairly obvious and it is used to build a better
skyline algorithm.

Theorem 4. Any nested sort of R over the skyline attributes (sorting in
descending order on each), as in the query in Figure 6, is a topological sort
with respect to the dominance partial order.
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As we read the tuples output by the query in Figure 6 one by one, it is
only possible that the current tuple is dominated by one of the tuples that
came before it (if, in fact, it is dominated). It is impossible that the current
tuple is dominated by any tuple to follow it in the stream. Thus, the very
first tuple must belong to the skyline; no tuple precedes it. The second tuple
might be dominated, but only by first tuple, if at all. And so forth.

The last observation provides us the basis for an algorithm to compute
skyline (the details of the algorithm, called SFS, are presented in [6]). First,
we sort our table as with the query in Figure 6. In a relational engine, an
external sort routine can be called for this. Buffer pool space is then allocated
as a window in which skyline tuples are to be placed as found. A cursor
pass over the sorted tuples is then commenced. The current tuple is checked
against the tuples cached in the window. If the current tuple is dominated by
any of the window tuples, it is safe to discard it. It cannot be a skyline tuple.
(We have established that the current tuple cannot dominate any of the tuples
in the window.) Otherwise, the current tuple is incomparable with each of
the window tuples. Thus, it is a skyline tuple itself. Note that it was sufficient
that we compared the current tuple with just the window tuples, and not all
tuples that preceded it. This is because if any preceding tuples were discarded,
it can only be because another tuple already in the window dominated it.
Since dominance is transitive, then comparing against the window tuples is
sufficient. In the case that the current tuple was not dominated, if there is
space left in the window, it is added to the window. Note that we can also
place the tuple on the output stream simultaneously, as we know that it is
skyline. The algorithm fetches the next tuple from the stream and repeats.

3 Optimizations

Reduction Factor
A key to efficiency for any skyline algorithm is to eliminate tuples that are

not skyline as quickly as possible. In the ideal, every eliminated tuple would
only be involved in a single comparison, which shows it to be dominated.
In the worst case, a tuple that is eventually eliminated is compared against
every other tuple with which it is incomparable (with respect to dominance)
before it is finally compared against a tuple that dominates it. In cases that
SFS is destined to make multiple passes, how large the run of the second
pass will be depends on how efficient the window was during the first pass at
eliminating tuples.

For SFS only skyline tuples are kept in the window. One might think
on first glance that any skyline tuple ought to be good at eliminating other
tuples, that it will likely dominate many others in the table. This is not
necessarily true, however. Recall the definition of a skyline tuple: a tuple
that is not dominated by any other. So while some skyline tuples are great
dominators, there are possibly others that dominate no other tuples.
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Let us formalize this some, for sake of discussion. Define a function over
the domain of tuples in R with respect to R called the dominance number,
dn. This function maps a tuple to the number of tuples in R that it properly
dominates (“≺”). So, given that R has n tuples, dn(t) can range from 0 to
n − 1. If tuple t is in the window for the complete first pass, at least dn(t)
tuples will be eliminated. Of course, dn’s are not additive: window tuples will
dominate some of the same tuples in common. However, this provides us with
a good heuristic: We want to maximize the cumulative dn of the tuples in
the window. This will tend to maximize the algorithm’s reduction factor.

Once the window is filled on a pass for SFS, the cumulative dn is fixed
for the rest of the pass. Our only available strategy is to fill the window
initially with tuples with high dn’s. This is completely dependent upon the
sort order of the tuples established before we commence the filtering passes.
Let us analyze what happens currently. We employ a sort as with the query
in Figure 6, a nested sort over the skyline attributes. The very first tuple t1
(which must be skyline) has the maximum a1 value with respect to R. Say
that t1[a1] = 100. Then t1[a2] is the maximum with respect to all tuples in R
that have a1 = 100. This is probably high. And so forth for a3, ..., ak. Thus, t1
with high probability has a high dn. Now consider ti such that ti[a1] = 100,
but ti+1[a1] < 100. So ti is the last of the “a1 = 100” group. Its a2 value is
the lowest of the “a1 = 100” group, and so forth. With high probability, ti’s
dn is low. However, if ti is skyline (and it well could be), it is added to the
window.

So SFS using a nested sort for its input tends to flood the window with
skyline tuples with low dn’s, on average, which is the opposite of what we
want. In Section 2, we observed that we can use any monotone scoring func-
tion for sorting as input to SFS. It might be tempting, if we could know
tuples’ dn’s, to sort on dn. The dn function is, of course, monotone with
respect to dominance. However, it would be prohibitively expensive to cal-
culate tuples’ dn’s. Next best then would be to approximate the dn’s, which
we can do.

Instead of a tuple’s dn, we can estimate the probability that a given tuple
dominates an arbitrary tuple. For this, we need a model of our data. Let us
make the following assumptions. First, each skyline attribute’s domain is over
the reals between 0 and 1, non-inclusive. Second, the values of an attribute
in R are uniformally distributed. Lastly, the values of the skyline attributes
over the tuples of R are pair-wise independent. So given a tuple t and a ran-
domly chosen r ∈ R, what is the probability that t[ai] > r[ai]? It is the value
t[ai] itself, due to our uniform distribution assumption (and due to that t[ai]
is normalized between 0 and 1). Then the probability that r ≺ t, given t is∏k

i=1 t[ai] by our independence assumption. We can compute this for each tu-
ple just from the tuple itself. Is this probability a monotone scoring function?
It is easy to show that it is monotone. However, it is not formally a monotone
scoring function as we defined this in Section 2; the definition only allowed
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addition of the monotone functions applied over the skyline attributes. De-
fine the monotone scoring function E then as E(t) =

∑k
i=1 ln(t[ai]+ 1). This

clearly results in the same order as ordering by the probability. Interestingly,
this is an entropy measure, so let us call this monotone scoring function E
entropy scoring.

Our first assumption can always be met by normalizing the data. Rela-
tional systems usually keep statistics on tables, so it should be possible to do
this without accessing the data. The second assumption of uniform distribu-
tion of values is often wrong. However, we are not interested in the actual
dominance probability of tuples, but in a relative ordering with respect to
that probability. Other distributions would not effect this relative ordering
much, so E would remain a good ordering heuristic in these cases. The last
assumption of independence too is likely to be wrong. Even in cases where
independence is badly violated, E should remain a good heuristic, as again,
the relative ordering would not be greatly effected. Regardless of the assump-
tions, E is always a monotone scoring function over R, and we can always
safely use it with SFS.

Projection
For SFS, a tuple is added to the window only if it is in the skyline.

Therefore, the tuple at the same time can be pushed to the output. So it is
not necessary to keep the actual tuple in the window. All we need is that we
can check subsequent tuples for whether they are dominated by this tuple.
For this, we only need the tuple’s skyline attributes. Real data will have many
attributes in addition to the attributes we are using as skyline criteria. Also,
attributes suitable as skyline conditions are comparables, as integer, float,
and date. These tend to be small, storage-wise. A tuple’s other attributes
will likely include character data and be relatively large, storage-wise. So
projecting out the non-skyline attributes of tuples when we add them to
the window can be a great benefit. Significantly more skyline tuples will fit
into the same size window. Likewise, there is no need to ever keep duplicate
(projected) tuples in the window. So we can do duplicate elimination, which
also makes better use of the window space.

Dimensional Reduction
Another optimization available to SFS is due again to the fact that we

first sort the table. Recall the nested sort that results from the query in
Figure 6. Now consider the table that results from the query in Figure 7. It
has precisely the same skyline as table R. We choose the maximum ak for
each “a1, . . . , ak−1” group. Clearly, any tuple in the group but with a non-
maximum ak cannot belong to the skyline. Of course, we can only apply this
reduction once. (Implemented internally, other attributes of R besides the
ai’s could be preserved during the “group by” computation.)

This optimization is useful in cases when the number of distinct values
for each of the attributes a1, . . . , ak−1 appearing in R is small, so that the
number of groups is much smaller than the number of tuples. If one attribute
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select a1, . . . , ak−1, max(ak) as ak from R
group by a1, . . . , ak−1;
order by a1 desc, . . . , ak−1 desc;

Fig. 7. An order by query that produces a total monotone order.

has many distinct values, we can make this one our “ak”. In such a case, we
are applying SFS to the result of the query in Figure 7, which can be a much
smaller input table.

4 Conclusions

We believe that the skyline operator offers a good start to providing the
functionality of preference queries in relational databases, and would be easy
for users to employ. We believe that our SFS algorithm for skyline offers a
good start to incorporating the skyline operator into relational engines, and
hence, into the relational repertoire, effectively and efficiently.
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Abstract. Grouping data into meaningful clusters belongs to important tasks in
the area of artificial intelligence and data mining. DBSCAN is recognized as a high
quality scalable algorithm for clustering data. It enables determination of clusters
of any shape and identification of noise data. In this paper, we propose a method
improving the performance of DBSCAN. The usefulness of the method is verified
experimentally both for indexed and non-indexed data.

1 Introduction

Grouping data into meaningful clusters belongs to important tasks in the
area of artificial intelligence and data mining. Clustering can be perceived as
unsupervised classification of data. A number of clustering algorithms were
offered in the literature. Usually, different clustering algorithms group data
differently. Some of the algorithms are capable to discover proper clustering
of data only when the number of the clusters is known. Other algorithms are
capable to discover clusters only of particular shapes. There are algorithms
that are unable to identify noise data. The DBSCAN algorithm (Density-
Based Spatial Clustering of Applications with Noise) [5] is recognized as a
high quality scalable algorithm for clustering, which is free of these limi-
tations. It belongs to the class of density-based algorithms. Other distinct
representative algorithms of this class are: Denclue [8], DBCLASD [10], Op-
tics [1] and O-Cluster [9]. The characteristic feature of such algorithms is
that they perceive the elements of the data set not as particular objects, but
a substance that fills data space. We say that the area is of high density if
it contains a large number of elements; otherwise, the area is of low density.
Under this understanding of space, a cluster is an area of density exceeding
the required threshold value or greater than the density of the surrounding
space. The areas that do not constitute clusters are treated as noise.

A distinct feature of DBSCAN is its simplicity. Although simple, DB-
SCAN is very efficient and finds clusters of high quality, as well as deter-
mines noise correctly. In this paper, we propose a method improving the
performance of this algorithm. Our solution is based on the observation that
the fewer points are in a data set, the shorter is a clustering process. In accor-
dance with this observation, we propose a method that deletes some points
from the data set as soon as possible without changing the clustering results.
The usefulness of the method is verified experimentally both for indexed and
non-indexed data.
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The paper has the following layout. Section 2 recalls the notion of a clus-
ter, which was introduced in [5]. Section 3 presents the DBSCAN algorithm.
In Section 4, we offer an optimized version of DBSCAN. Section 5 reports the
performance of the DBSCAN algorithm and its optimized version on different
indexed and non-indexed data sets. The results are concluded in Section 6.

2 Basic Notions

The authors of the DBSCAN algorithm [5] understand a cluster as an area of
high density. Low density areas constitute noise. A point in space is consid-
ered a member of a cluster if there are a sufficient number of points within
a given distance. The distance between two points p and q will be denoted
by dist(p,q). The authors of DBSCAN do not impose the usage of any spe-
cific distance metric1. Depending on an application, one metric may be more
suitable than the other. In particular, if Euclidean distance is used, a neigh-
borhood of a point has a spherical shape; when Manhattan distance is used
the shape is rectangular. For simplicity of the presentation, the examples
we provide in this paper refer to Euclidean distance. Below we recall formal
definitions of a density based cluster and related notions.

Definition 1. (Eps-neighborhood of a point)
Eps-neighborhood of a point p (NEps(p)) is a set of points q in data set D that
are distant from p by no more than Eps; that is, NEps(p) = {q ∈ D | dist(p, q)
≤ Eps}.

Definition 2. (a core point)
p is a core point if its Eps-neighborhood contains at least MinPts points; that
is, if | NEps(p) |≥MinPts.

Definition 3. (directly density-reachable points)
A point p is directly density-reachable from a point q w.r.t. Eps and MinPts
if the following two conditions are satisfied:
1) p ∈ NEps(q),
2) q is a core point.

Suppose MinPts = 6. Point q in Figure 1a has 6 neighbors (including
itself) in its neighborhood NEps(q), so it is a core point. Point p has 2 neigh-
bors in NEps(p), hence it is not a core point. Point p, however, is directly
density-reachable from q, while q is not directly density-reachable from p.

Definition 4. (density-reachable points)
A point p is density-reachable from a point q w.r.t. Eps and MinPts if there is
a sequence of points p1, . . . ,pn such that p1 = q, pn = p and pi+1 is directly
density-reachable from pi, i = 1..n-1.

1 Overview of metrics used for clustering purposes can be found e.g. in [7].



Faster Clustering with DBSCAN 607

-neighborhood ofp

(a)

q

p
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Fig. 1. (a) p is directly density-reachable from q (MinPts = 6). (b) p is density-
reachable from q (MinPts = 6)

Point p in Figure 1b is density-reachable from point q, since there is
a point such that p is directly density-reachable from it and it is directly
density-reachable from q. Please note that p, which is density-reachable from
core point q, is not a core point.

Definition 5. (a border point)
p is a border point if it is not a core point, but is density-reachable from some
core point.

Hence, a point is a border one if it is not a core point, but belongs to the
Eps-neighborhood of some core point.

Let C(p) determine all points in D that are density-reachable from point
p. Clearly, if p is not a core point, then C(p) is empty.

Definition 6. (cluster)2

A cluster is a non-empty set of all points in D that are density-reachable from
a core point.

Hence, each C(p) is a cluster provided p is a core point. Interestingly, if p
and q are core points belonging to the same cluster, then C(p) = C(q); that
is, both points determine the same cluster [5]. Thus, a core point p belongs
to exactly one cluster, namely to C(p). However, a border point may belong
to more than one cluster.

Definition 7. (noise)
The noise is the set of all points in D that do not belong to any cluster; that
is, the set of all points in D that are not density-reachable from any core
point.

2 This definition differs from the original one provided in [5]. However, the defini-
tion of a cluster presented here is equivalent to the original one by Lemma 1 in
[5], and is more suitable for our presentation.
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Hence, points that are neither core points, nor border ones, are noise.

3 Clustering with DBSCAN

In this section, we recall the DBSCAN algorithm. Its input parameters are:
the set of points D, the maximal radius of the neighborhood Eps and the re-
quired minimal number of points MinPts within Eps-neighborhood (please,
see [1,5] for the method of determining appropriate values of parameters
Eps and MinPts). There is associated ClusterId field with each point in D.
Initially, each point in D is assumed to be unclassified (ClusterId = UN-
CLASSIFIED).

The algorithm starts with generating a label for first cluster to be found.
Then, it analyzes point after point in D. Clearly, the value of ClusterId field
of a first checked point equals UNCLASSIFIED. As will follow from the logic
of the program, the labels of some points may be changed before they are
analyzed. Such a situation occurs when a point is density-reachable from a
core point analyzed earlier. In this case, the point will be assigned ahead to
the cluster of the core point. Such pre-classified points will be skipped from
analysis. If, however, a currently analyzed point p is still unclassified, then the
ExpandCluster function (described later) is called for it. If p is a core point,
then the function assigns the current cluster’s label to all points in C(p),
and DBSCAN generates a label for a new cluster to be built. Otherwise, the
function assigns label NOISE to point p.

After all points in D are analyzed, ClusterId of each point is assigned
either a label of a respective cluster or label NOISE.

Algorithm DBSCAN(set of points D, Eps, MinPts);

ClusterId = label of first cluster;

for each point p in set D

if (p.ClusterId = UNCLASSIFIED) then

if ExpandCluster(D, p, ClusterId, Eps, MinPts) then

ClusterId = NextId(ClusterId)

endif

endif

endfor

The ExpandCluster function starts with calculating Eps-neighborhood of
point p passed as a parameter. If its Eps-neighborhood does not contain
sufficient number of points, then it is not a core point. In such a case, it is
temporary labeled as a noise point and the function reports failure of expand-
ing a cluster. Otherwise, the examined point is a core point and all points
that are density-reachable from it will constitute a cluster. First, all points
in the neighborhood of the examined point are assigned a label (ClId) of the



Faster Clustering with DBSCAN 609

currently created cluster. All points in NEps(p), except for p, are stored in the
seeds collection and are subject to determination of their Eps-neighborhood.
Each seed point, which is a core point, further extends the seeds collection
with the points in its Eps-neighborhood that are still unclassified. Clearly,
the points in the seeds collection that were classified earlier as noise are bor-
der points of the current cluster, and hence are assigned the current cluster
label3. After processing a seed point, it is deleted from the seeds collection.
The function ends when all points found as cluster seeds are processed.

function ExpandCluster(D, point p, cluster label ClId, Eps, MinPts)

seeds = Neighborhood(D, p, Eps);

if |seeds| < MinPts then

p.ClusterId = NOISE;

return FALSE

else

for each point q in seeds do // including point p

q.ClusterId = ClId;

endfor

delete p from seeds;

while |seeds| > 0 do

curPoint = first point in seeds;

curSeeds = Neighborhood(D, curPoint, Eps);

if |curSeeds| >= MinPts then

for each point q in curSeeds do

if q.ClusterId = UNCLASSIFIED then

/* NEps(q) has not been evaluated yet, so q is added to seeds */

q.ClusterId = ClId;

append q to seeds;

elseif q.ClusterId = NOISE then

/* NEps(q) has been evaluated already, so q is not added to seeds */

q.ClusterId = ClId;

endif

endfor

endif

delete curPoint from seeds;

endwhile

return TRUE

endif

Please note that Eps-neighborhood of point p passed as parameter to the

3 Although a border point may belong to many clusters, DBSCAN assigns it only
to one of them. It is straightforward to modify the algorithm so that the border
points are assigned to all including clusters.
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ExpandCluster function may contain points classified earlier as NOISE. For
such points, the function redundantly calculates their neighborhoods.

Figure 2 illustrates the initial part of sample execution of the DBSCAN
algorithm.

(a) (b)

Fig. 2. (a) Neighborhood of the first (core) point assigned to a cluster. (b) Sub-
sequent assignment of density-reachable points forms first cluster; the initial seeds
are determined for the second cluster

4 Optimizing DBSCAN by Early Removal of Core
Points

The solution we propose consists in removing a point from set D as soon as
it is found to be a core point by the ExpandCluster function.

Clearly, if a point p is deleted, then for each point q in its Eps-neigborhood,
| NEps(q) | determined in the reduced set D is smaller than | NEps(q) | deter-
mined in the original set D. In order to calculate the sizes of Eps-neighborhoods
correctly, there is associated the NeighborsNo field with each point in D. The
NeighborsNo field of point q stores the number of the q’s neighboring core
points that were earlier deleted from D. More specifically, whenever a core
point p is deleted, the NeighborsNo field is incremented for all points in
NEps(p). Now, the real size of neighborhood of each point r remaining in D
is counted as the sum of the cardinality of NEps(r) found in the reduced set
D and the value of the NeighborsNo field of r.

The ExpandCluster function can be optimized further by skipping redun-
dant determination of neighborhood of points already classified as NOISE.

Our optimized version of the ExpandCluster function is called ERCP-
ExpandCluster (ExpandCluster using Early Removal of Core Points). The
code of the ERCP-ExpandCluster function is provided below.
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function ERCP-ExpandCluster(D, point p, ClId, Eps, MinPts)

seeds = Neighborhood(D, p, Eps);

p.NeighborsNo = p.NeighborsNo + |seeds|;
if p.NeighborsNo < MinPts then

p.ClusterId = NOISE;

return FALSE

else

p.ClusterId = ClId;

move p from D to D’; // clustered core points will be stored in D’

delete p from seeds;

for each point q in seeds do

if q.ClusterId = NOISE then

q.ClusterId = ClId;

/* NEps(q) of noise q shall not be determined */

delete q from seeds;

else

q.ClusterId = ClId;

q.NeighborsNo = q.NeighborsNo + 1;

endif;

endfor

while |seeds|> 0 do

curPoint = first point in seeds;

curSeeds = Neighborhood(D, curPoint ,Eps);

curPoint.NeighborsNo = curPoint.NeighborsNo + |curSeeds|;
if curPoint.NeighborsNo >= MinPts then

for each point q in curSeeds do

if q.ClusterId = UNCLASSIFIED then

q.ClusterId = ClId;

q.NeighborsNo = q.NeighborsNo + 1;

append q to seeds;

elseif q.ClusterId = NOISE then

q.ClusterId = ClId; // q is a border point

endif

endfor

move curPoint from D to D’;

endif

delete curPoint from seeds;

endwhile

return TRUE

endif
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5 Experimental Results

To examine the practical relevance of our proposal, we performed an experi-
mental evaluation of the optimized algorithm and compared it to that of orig-
inal DBSCAN. We tested data of dimensionality from 2 up to 8. We have also
examined how the usage of spatial indexes for evaluating Eps-neighborhoods
influences the algorithms’ performance. Namely, we investigated the useful-
ness of applying R tree index [6], R*-tree index [4], and UB-tree index [2,3]
for clustering with DBSCAN. Table 1 presents the experimental results. The
table shows that the optimized version performs faster then the original DB-
SCAN by up to 50%. The best speed-up can be observed for data sets

(a) (b)

Fig. 3. (a) Data set d1-2D. (b) Data set ds1-2D

containing little noise. In particular, such a speed-up can be observed for lit-
tle noise data set d1-2D, which is presented in Figure 3a. On the other hand,
for large noise data set d1s-2D, which is presented in Figure 3b, speed-up
does not exceed 40%. This phenomenon can be justified as follows: Most of
the points in data sets with little noise are core points and are removed from
the set immediately after their neighborhood is determined, which makes the
evaluation of neighborhood of the remaining points faster. A simplified theo-
retical cost model of neighborhood evaluation can also lead us to this result.
Consider f(n) to be the cost of evaluating Eps-neighborhood of a given point
in the set of n points4. Original DBSCAN has to perform such evaluation
for every point in the set giving the total cost F1(n) = n× f(n). Optimized
version also evaluates neighborhood for every point, but the cost of single
evaluation decreases while subsequent points are removed from the data set.

4 Notice that for simplicity we assumed that the cost of determining Eps-
neighborhood of a given point is the same for every point and depends only
on the size of data set.
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Table 1. Results of experiments

Clustering time [s]

DataSet Index Original Optimized Optimized/

DBSCAN DBSCAN Original

d1-2D R-tree 3.23 1.65 51.08%

size: 5550 R*-tree 2.87 1.44 50.17%

MinPts: 5 UB-tree 2.66 1.44 54.14%

Eps: 0.1 no index 4.77 2.48 51.99%

ds1-2D R-tree 10.5 7.49 71.33%

size: 50000 R*-tree 8.8 6.2 70.45%

MinPts: 5 UB-tree 22.2 13.4 60.36%

Eps: 0.1 no index 313 253 80.83%

ds2-2D R-tree 18.7 11.5 61.50%

size: 50000 R*-tree 13.9 8.68 62.45%

MinPts: 5 UB-tree 30.8 18.2 59.09%

Eps: 0.1 no index 318 266 83.65%

ds3-2D R-tree 5.17 3.94 76.21%

size: 40000 R*-tree 3.97 2.86 72.04%

MinPts: 5 UB-tree 9.8 6.7 68.37%

Eps: 0.1 no index 201 168 83.58%

d1-4D R-tree 5.76 3 52.08%

size: 5550 R*-tree 5.46 2.78 50.92%

MinPts: 5 UB-tree 6.89 5.31 77.07%

Eps: 0.1 no index 7.91 4.05 51.20%

ds1-4D R-tree 21.7 13.1 60.37%

size: 5550 R*-tree 16.8 10 59.52%

MinPts: 5 UB-tree 103 77 74.76%

Eps: 0.1 no index 409 303 74.08%

d1-8D Rtree 9.32 5.09 54.61%

size: 5550 R*-tree 9.5 5.33 56.11%

MinPts: 5 UB-tree 58.8 46 78.23%

Eps: 0.1 no index 7.94 4.39 55.29%
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In an ideal case, every point in the data set is a core point and can be re-
moved from it as soon as its neighborhood has been found. Therefore, the
total cost of neighborhoods’ evaluation by the optimized version of DBSCAN
F2(n) = f(n) + f(n1) + . . . + f(2) + f(1). In the case when index is not used, we
have f(n) = n. Hence, F1(n) = n× n = n2 and F2(n) = n + (n− 1) + . . . + 2+
1 = n× (1 + n)/2 ≈ 1/2× F1(n).

Our optimization is particularly useful for data of high dimensionality. In-
dexes on such data are known to be of little use in finding Eps-neighborhood.
Our experiments confirm this fact. Table 1 shows that using an index for 8
dimensional data set d1-8D results in slower clustering of data than clustering
without index. This observation holds both for clustering data by means of
original DBSCAN and its optimized version. The achieved experimental re-
sults did not point out which index is the best in terms of DBSCAN efficiency.
Usefulness of an index depends on data and input parameters.

6 Conclusions

A method for improving the performance of DBSCAN has been offered. It
is based on early removal of core points. The experiments show that using
the proposed method speeds up DBSCAN’s performance by up to 50%. As
a future work, we plan to enhance this method by enabling early removal of
border and noise points as well.
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Abstract. On October 10, 2001, the US President identified the most wanted
persons sought by the United States of America. Agencies such as FBI, CIA and
Homeland Security spread images of the most wanted persons across the United
States. Even though US citizens saw their images on television, the Internet and
posters, computers had, and still have for that matter, no ability at all to identify
these persons. To date FBI, CIA and Homeland Security depend entirely on human
beings, not computers, to identify persons at borders and international airports. In
other words, facial recognition remains an incompetent technology.

Accordingly, authors first succinctly show the weaknesses of the current facial
recognition methodologies, namely Eigenface Technology, Local Feature Analysis
(from the classical 7 point to the 32-50 blocks approach), the Scale-Space Ap-
proach, Morphological Operations and industrial or patented methodologies such as
ILEFISTM, ViisageTM , VisionicsTM and Cognitec’s FaceVACS-LogonTM, IdentixTM

and Neven VisionTM. Secondly, they introduce a completely new, simple and robust
methodology called Innertron.

1 Introduction: Commercial Attempts at Facial
Recognition

Biometrics is the study of measurable biological characteristics that computer
can identify. Biometric identification schemes include those of the face, finger-
print, hand, retina, iris, vein and voice. Biometrics covers Identification and
Verification. The latter is when a computer compares an image to a database
of images yielding a resultant list of probable matches. Conversely, in Iden-
tification the image is unknown and may not even exist in the database.
In other words, Identification is much more complex than Verification. This
paper first analyzes Verification Facial Recognition after which it proposes
a methodology that encompasses both Verification and Identification facial
recognition.

In September 24, 1999, the National Institute of Justice worked with its
Office of Law Enforcement Technology Commercialization (OLETC ) to ini-
tiate the commercialization of a 3D facial identification technology called
ILEFIS, or Integrated Law Enforcement Face-Identification System. The de-
velopers of the technology claimed the ability to identify, while screening
millions of images a second, a facial image from angled photos and video
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images. Wheeling Jesuit University developed and patented the technology
under contract to the National Institute of Justice. West Virginia’s Missing
Children Clearinghouse tested the technology to look for missing children.
The process included first scanning pictures found on the internet and then
comparing it to the images of children stored in its database. However, the
results that the Wheeling Jesuit University proffered may have worked with
its own, narrowly defined database, however, the system failed when sub-
jected to a broader dataset that included facial changes in expressions, hair,
yaw of the face or lighting conditions, i.e., the real world. OLETC and West
Virginia’s Missing Children Clearinghouse abandoned the project sometime
in 2001.

The aforementioned scenario is the atypical facial recognition modus ope-
randi. Step one, use classical algorithms such as Eigenface, the 7-point or
32-50 block Local Feature Analysis, change it slightly and prove it works well
on a given, set of faces within well predefined limits in lighting, pixilation,
distance from camera, height of camera, facial expression, facial hair, and
angle of the face. Step two, sell it, market it, and maybe even sell it to the
DOD. Step three, fail miserably when the system attempts to match persons
that are not in the database, covering parts of their faces or falling, in any
way, outside the parameters of its original predefined database.

According to Forbes Magazine in 2004 [1] and the Frost & Sullivan 2003
report [2], Viisage has 47% market share in the commercial facial recognition
market. Viisage recently helped National Geographic verify the identity of
the Afghan Girl, Sharbut Gula, by comparing recent photos of her with the
famous image that graced the cover of the magazine 17 years ago [3]. Amongst
Viisage’s claims to fame is: [1] Acquisition of Europe’s leading facial recogni-
tion company for 13.2 million dollars; [2] Implementation of Viisage at Logan
International Airport.

Initially the aforementioned sounds hopeful, that facial recognition is a
reality. However, upon closer inspection, it is clear that the Viisage’s sys-
tem has failed terribly. Quoting the Boston Globe: A test at Boston’s Logan
International Airport has found the machines were fooled when passengers
turned their heads in certain directions, and screeners became overtaxed by
the burdens of having to check passengers against a large pool of faces that
closely resemble theirs [4]. Here, the database consisted of a mere 40 air-
port employees who played potential terrorists attempted to pass through
two security checkpoints incorporating the Viisage system cameras. Over the
course of three-months and 249 tests the system failed 96 times to detect the
volunteers. The airport’s report called the rate of inaccuracy excessive [5].
Accordingly, Boston airport removed the Viisage system. Again, the hype
and marketing on Wall Street was fantastic, but upon implementing the sys-
tem on a dataset falling outside the parameters of its predefined experimental
database, the system failed completely.
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In 2001, the Tampa Police Department installed several dozen cameras,
assigned staff to monitor them, and installed a face recognition application
called Face-ITTM manufactured by the VisionicsTM Corporation of New Jer-
sey in cooperation with IdentixTM [6]. On June 29, 2001, the department
began scanning the faces of citizens as they walked down Seventh Avenue in
the Ybor City neighborhood. The system never correctly identified a single
face in its database of suspects, let alone resulted in any arrests. The Police
department suspended the system on August 11, 2001, and has not been in
operation since [7]. Business Week reported that the well-known security con-
sultant Richard Smith investigated FaceITTM at Ybor. Smith concluded that
changes in lighting, the quality of the camera, the angle from which a face
was photographed, the facial expression, the composition of the background
of a photograph, the donning of sunglasses or even regular glasses rendered
the system worthless. [8]. To make the matter worse, The New York Times
reported that the most damaging publicity [for Viisage’s facial technology]
came from tests of face-recognition software and video-surveillance cameras
used to spot criminal suspects on the streets of Tampa, Florida, and Virginia
Beach [9].

Similarly, Cognitec’s FaceVACS-Logon system incorporates a Support Vec-
tor Machine (SVM) to capture facial features. In the event of a positive match,
the authorized person is granted access to a PC. However, a short video clip
of a registered person outfoxed the system [10]. More so, still images taken
on a digital camera also proved effective in gaining back door access [11].

E.H. Neven, of Neven Vision, while directing the USC Laboratory for Bio-
logical and Computational Vision, the team won the DARPA sponsored 1997
FERET test on face recognition systems [12]. In 2002, Neven’s Eyematic
team achieved high scores in the Face Recognition Vendor Test. Neven Vision
claims that its facial recognition module yields an unrivalled false accept rate
of one in 500,000. The system combines its technology with GraphcoTM tech-
nology that identifies individuals by the sound and rhythm of their voices,
not by speaking particular words [13]. There is no doubt that Neven Vision’s
system seems to be fantastic. However, Neven technology has an Achilles
heel, namely Eigenface Technology - the subject of the next section.

2 Commercialization and Eigenface technology

In May 2001, K. Okada and H. Neven [14], explained in detail their method-
ology of using Eigenface values, which Neven claims has an unrivalled false
accept rate of one in 500,000 [13]. As first demonstrated by Graham and
Allinson [16], Okada [15] explains that the Neven methodology trains an
RBF network which reconstructed a full manifold representation in a univer-
sal eigenspace from a single view of an arbitrary pose.

Essentially, the Graham and Allinson’s system is a linear combination of
manifolds where the RBF network reconstructed a full manifold in eigenspace.
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Herein, is the weakness of the Neven system. Okada, explains that the sys-
tem requires images of 20 people whose head poses varied between 0 and 90
degrees along one depth-rotation axis in 10-degree intervals. Accordingly, it
is not surprising that after shooting 9 images of each person, all at exactly
10 degrees, the results are fantastic.

Okada then explains the next step of the Neven process, where nine man-
ifolds derived from these views interpolate a virtual manifold of an unknown
person. The system yielded a 93.1% average correct-identification rate with
a database of 20 known persons. Again, as evidenced before in this paper,
the Neven system indeed works wonderfully inside of its well-defined world
consisting of nine perfect shots at exactly 10 degrees for each person in the
20-person database. The issue is, what about the real world, i.e., the place
where 300,000,000 fuzzy, small, 2D images each represent only one person?

Okada does mention that Wieghardt and von der Malsburg [17] recently
proposed a methodology for constructing a parametric eigenspace represent-
ing an object without using explicit knowledge of 3D head angles. Here
they incorporated a similarity-based clustering algorithm to construct view-
specific local eigenspaces. Wieghardt then pieced together the eigenspaces in
a global coordinate space by using multi dimensional scaling (MDS). What is
lacking however is a report of the identification performance of their system.

3 Eigenface Technology: the Foundation of Facial
Recognition?

In 1991, Turk and Pentland wrote a paper that changed the facial recognition
world. They called it Face Recognition Using Eigenfaces [18]. A continuation
of this paper soon thereafter won the Most Influential Paper of the Decade
award from the IAPR MV A at the 2000 conference [19], [20]. In short, the
new technology reconstructed a face by superimposing a set of eigenfaces.
The similarity between the two facial images is determined based on the co-
efficient of the relevant eigenfaces. They consist of eigenvectors which are also
known as proper vectors or latent vectors that are typically associated with a
linear system of equations such as a matrix equation [21]. Accordingly, eigen-
faces consist of a set of the aforementioned linear eigenvectors wherein the
operators are non-zero vectors which result in a scalar multiple of themselves
[22]. It is this scalar multiple which is referred to as the eigenvalue associated
with a particular eigenvector [23].

Turk theorized that any human face is merely a combination of parts of
the eigenfaces. One person’s face may consist of 25% from face 1, 25% from
face 2, 4% of face 3, n% of face X [25]. Typically the process is as follows:

• Obtain a large set of digitized images of human faces: a. shot under the
same lighting conditions, b. shot using same yaw.

• Normalize to line up key features.
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• Re-sample at the same pixel resolution (say mn) [25].
• Treat the result from the previous step as (mn)-dimensional vectors whose

components are the values of their pixels.
• Extract the eigenvectors of the covariance matrix located in the statistical

distribution of eigenvectors.
• Weight the eigenfaces and sum to create an approximate gray-scale ren-

dering of a human face.

In spite of its popularity, the methodology based on Eigenfaces has prob-
lems because of the way its approximate gray-scale rendering of a human
face is constructed. For instance person’s face would not obtain an eigenvec-
tor match if he covered portions of his face with a scarf, hand or any other
object. His face would not obtain an eigenvector match if he grew facial hair
or grew long hair that covered portions of his mouth. His face would not
obtain an eigenvector match if he made a change in facial expression such as
smiling or lifting up his eyebrows. His face would not obtain an eigenvector
match if there was a shadow covering a portion of his face. . . and so on.

Finally, a methodology dealing with facial recognition has to take into
consideration another practical issue (which is not in favour of eigenfaces): the
data base of 300,000,000 people in the United States and of all the terrorists
contains mere, out of focus, inconsistent, fuzzy 2 dimensional images. To
propose a successful facial recognition strategy, it has to be tested on real,
sometime very incomplete and unprecise data.

4 Innertron: A new methodology of facial recognition

Step 1 - 01 is the first step in the first portion of the Innertron methodology,
the pseudo-first-stage-sort. Looking at the two faces we may be familiar with,
we ask: What do humans perceive neurologically that makes it so easy for us
to distinguish, and recognize these two faces? How is that either one could do
a wig, grow facial hair, smile, frown, put a scarf over their mouth or subject
themselves to a host of various lighting conditions and we, human beings,
can instantly, recognize and distinguish between the two faces?

This paper asserts that there is two-part recognition. Think of the times
you may have seen someone that you were convinced was somebody else.
You may even have approached them and looked carefully into the person’s
eyes. You may even have spoken to them and still we convinced. This is proof
that there was a second phase. But for the fact that your recognition system
allowed you to go from one place in recognition perception - to - another place
of intense or further investigation is suffice to prove that one went beyond
the first step.

This paper asserts that humans look at generalities such as length of
face, height, skin color, age, possible gender before moving onto step two.
Computers cannot do this so a pseudo step in recognition is created. We call
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it Innertron. Tron as in computers and Inner as inside of us, biological as in
biometrics - facial recognition. The following steps resolve a two-dimensional
image of a profile. Analysis of input involving profiles and various levels of
yaw are forthcoming.

Step 1-01 is simply the retrieval of the input. This will include at later
dates the retrieval from various forms of video shot, mpeg1, scanned images
and images received from the internet.

Step 1-02 is the analysis of the histogram whereby the levels are set to
Grayscale, 8 bits per channel 000,0.39,189. Thus far this level is functioning
well. However an optimal histogram level will be forthcoming. The main
purpose is to keep only the most significant attributes of the three important
groups being whites, blacks and mid-tone grey.

Step 1-03 simply incorporates Kanade’s technology of face - finding [26],
[27] where Kanade’s methodology overcomes variations in faces by incorpo-
rating a two-part strategy. For variations in pose, Kanade uses a view-based
approach with multiple detectors each specialized to a specific orientation or
yaw of the face. Thereafter a statistical modelling promulgates itself within
each of the detectors. This last step of the Kanade methodology accounts
for the remaining variations of facial positions or poses. The most significant
aspect of Step 1-03 is that both the eyes and face is detected. It is true that
if the subject looking far left or far right that an adjustment will be made to
equalize the eyes, or, set them looking straight ahead.

Step 1-04 uses an estimation of the location of the lateral rectus [28]
muscle located at the outer portion of the eye. At this estimated point it
searches for a convergence of two lines or patterns. Here it is in fact search-
ing for the lateral commissure [29]. Commissures are the locations where the
upper and lower eyelids fuse together. The medial commissure being that
point nearest the nose and the lateral commissure, as mentioned, is on the
other side closest to the temple. As seen on the illustration for Step 1-04, the
program places a vertical line at the left lateral commissure. It is significant
to note that this point is later positioned at (-5.0, 0) on the x-y axis. Further-
more, the program also takes into consideration the fact that there is more
often than not a shadow or wrinkle that extends beyond the point of the left
lateral commissure; this is the reason why it first considers the location of
the lateral rectus muscle as the left lateral commissure is approximately at
this spot. If the program continues searching for the left lateral commissure
along the extended shadow, it corrects itself and researches for the left lateral
commissure with a lower level of tolerance in the histogram.

Step 1-05 consists of two steps. The program first places a grid over the
subject image. The grid covers the area (-6.0, 7.0) to (6.0, -8. 0). Each grid
consists of 10 pixels per unit on the axis. The area of the photo will extend a
border around said grid. If the grid is too big, the picture is simply enlarged
and vice-versa. The second step with Step 1 - 05 consists of positioning the
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Fig. 1. Innertron: First Part Recognition

left lateral commissure obtained in Step 1 - 04 and placing it exactly at (-5.0,
0) on the x-y axis.

Step 1-06 consists of pivoting the image with the pivot point at the left
lateral commissure located at (-5.0, 0) on the x-y axis. For consistency, the
first pivot extends to 45 degrees as shown in Step 1 - 6 in order to compensate
for the varying angles in the pictures. It should also be noted that the angle
is determined by the angle between the left lateral commissure at (-5.0, 0) on
the x-y axis and the approximate location of right lateral commissure from
the x-axis at y = 0. It is approximate because the program actually utilizes
the right Kanade point originally located in Step 1 - 03 and adds onto it the
distance from the left Kanade point to the left lateral commissure.
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Step 1-07 places the right lateral commissure exactly onto the x-axis at
y = 0, One may note that the left hand image looks as if it is now skew,
however, the eyes of the subject are now level - the goal of Step 1 - 07.
However, it is also clear that the distance from the left lateral commissure
to the right lateral commissure on both of these images are different to one
another.

Fig. 2.

Step 1 - 08 is the final step in stage 1 - Normalization. As shown in the
Step 1 - 08 illustration (Figure 2), the right lateral commissure is now located
at (5.0, 0.0). Considering that the left lateral commissure is located at (-5.0,
0.0) meaning that the distance between the left and right lateral commis-
sures is exactly 10 points along the x-axis. It is pivotal that one realizes that
every face will always have a distance between the left and right lateral of
exactly ten points. It is true that the distance in reality will not be equal in
all faces on planet earth, however, making this distance a constant 10 points
eliminates a problem encountered by all previous facial recognition systems
i.e., the distance that the subject is from the camera. Using the aforemen-
tioned methodology of normalization voids the need to know or care about
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the distance the subject is from the camera at the time the original photo was
shot, meaning the one located in the database, or, the distance between the
camera and the subject when shot for identification purposes. The program
now searches, while travelling down the y-axis from (0.0, 0.0 ) towards (0.0,
-6.0) for a circular area . It will also consider where the demarcation between
the bridge of the nose intersects with the shadow of the side of the nose -
ends. The program also searches in-between two vertical anomalies at 2 - 3
points both left and right of the y-axis at x=o as these could be the outside
of the subject’s nostrils. The program also runs a horizontal scan from the
same points to search for an continuation of a line extending substantially
from both points, if it finds it, it knows it missed the circular area as that
was the base of the nose - which is below the circle or tip of the nose. Once
it has located the tip of the nose it simply registers this position as the first
two points of recognition of the subjects face. The variance between the two
subjects: (-0.3,-4.7) - (-.0.6, -5.4) = (0.3, 0.7). This is equivalent to 30 pixels
on the x axis and 70 pixels on the y axis. One can appreciate the signifi-
cant this pseudo-first-stage-sort plays when observing variance of faces in the
following example. Take for example the Aborigine and the Arabian Prince
(Figure 2). The tip of the Aborigine’s nose is 18 pixels below the x-axis while
the tip of the Arab’s nose is 65 pixels below the x-axis. The variance between
the Aborigine and the Arab is (-0.9,-1.8) - (0.2, -6.5) = (1.1, 4.7) or 11 pixels
along the x-axis and 47 pixels along the y-axis.
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Abstract. The first part of the Innertron methodology for facial recognition, pre-
sented in [1], removes those faces that certainly do not fall within the constraints
of the nose domain with an upper limit at (2.0, -1.5) to (-2.0, -1.5) and a lower
domains at (3.0, -7.5) to (-3.0, -7.5). The 300 square pixels will contain the nose
of the subject sought. The second part of the Innertron methodology, presented in
this paper, in essence knows that the subject sought is somewhere close by and now
starts looking at features such as the eyebrows, angles of the eyes, thickness of the
nose, shape of the nostril. Seven regions are distinguished that take into account
the ability to lift eyebrows and most importantly the ability to cover portions of
the face and still garner a hit in the database.

1 Introduction: Innertron methodology for facial
recognition

Herein we introduce a methodology - the Innertron methodology that over-
comes the problems of shadow on a face, expressions on a face, covering
portions of the face with facial hair, hands and other objects. Eigenvectors,
eigenfaces, eigenvalues and Fishervalues are no longer a factor, a new method-
ology exists that overcomes the aforementioned problem that tagged along
with the previous methodologies.

2 Innertron methodology, second part

Step 2-01 (see Figure 1) is the first step in the second portion of the In-
nertron methodology. The Innertron methodology distinguishes seven areas
of relevance. It starts at #3 (Figure 1) because it already has #1 and #2
from stage one [1].

• Region #3 consists of a 20×20 pixel area centered at (-5.0, 0.0) and (5.0,
0.0). This means that #3 contains the left and right lateral commissures
centered in each of the two 20× 20 boxes.
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• Region #4 extends from (0.0, 0.0) 30 pixels along the x-axis and 10 pixels
below and above the x-axis. One region travels to the left Medial Commis-
sure and the other towards the right Medial Commissure [See Appendix
2][2]. The medial commissure is the point which is nearest the nose. Each
medial commissure falls about 66% of the distance away from (0.0, 0.0).
The Innertron methodology requires this because it also measures the
thickness of the bridge of the nose in the first half of the Region #4.

• Regions #5, #7 and #9 are the three vertically elongated regions sitting
on the x-axis extending vertically 30 pixels. These three areas measure
the eyebrows and account for the possibility of lifting up the eyebrows.
Focusing on Region #5, it is centered vertically on the medial commis-
sure extending left and right of it 10 pixels in each direction. Vertically
it extends 30 pixels in height.

• Region #6 is the Innertron methodology of defining the thickness of the
bridge of the nose and the angle at which it intersects the cheekbones.
The program utilizes a spiral rather than a box because there is no defini-
tive place one can consistently place a box and secondly the box would
always be a different length as it sits in-between whatever distance is
between the tip of the nose and the medial commissures.

• Region #7 are two thin 5× 30 rectangles that simply find the height the
eyebrows are sitting and then it adds a variance because it does not know
whether the eyebrows were or are raised or not. This still finding a match
even if they were raised, i.e., at a different height above the eyes in the
database compared image on record.

• Region #8 is centered vertically on the lateral commissure extending left
and right of it 10 pixels in each direction. Vertically it extends 30 pixels
in height.

• Region #9 is centered horizontally on the tip of the nose and captures
the nostrils.

Step 2-02 merely separates the overlapping areas by raising Regions #3
and #4 to the top of the page. This step is for illustrative purposes and for
debugging the C.

Step 2-03 is also a step shown for illustrative purposes. One can identify
how the seven regions’ left and right areas lie next to one another, centered
vertically on the page. At this point however the regions are mirrored against
one another.

Step 2-04 is similar to the previous step however, the regions on right
side are flipped horizontally in order to have both sides of the regions falling
into the same plane as the regions lying on the left side of the face.
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Fig. 1. Innertron: Second Part

Step 2-05 (see Figure 2) converts the flipped right side to a Difference
zone. Whereby the difference between its histogram at a particular pixel, to
the level of the pixel below it, i.e., the right regions form the new image.

Step 2-06 also inverts the underlying regions of the left side of the face.
With the difference zone over it, the Innertron methodology herein overcomes
the problem of shadow over one region, or an object covering only one region
such as a scarf or an eye-patch. Innertron methodology still yields a numerical
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Fig. 2. Innertron: Second Part (Continuation)
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representation through only looking and having the ability to ignore the
polluted region.

Fig. 3.
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Step 2-07 incorporates a scalar 4×4 box comprising 10×10 pixels num-
bered as follows. First the Innertron methodology transforms each region into
10 × 10 pixels with distortion. First outlining, then averaging, then straight
lining in-between the outer vectors one realizes a simple yet robust grid (see
Figure 3, left-top picture):

(-0.3,-4.7)@[12,42][31,34][42,12][32,34][12][41.41][12,42] /George Bush/,

(-0.6,-5.4)@[21,42][32,24][42,14][31,44][12][42.32][11,42] /John Kerry/.

3 Conclusion

The first sort, named the pseudo-first-sorts’ upper domains range is about
where Aborigine Man (see Part 1 of this paper [1]) lies [from (2.0, -1.5) to (-
2.0, -1.5)]. The pseudo-first sorts lower domains at about the area where Arab
Prince lies [from (3.0, -7.5) to (-3.0, -7.5)]. Accordingly, this area constitutes
300 square pixels, which fits in nicely to the 300,000,000 in the United States.
There is of course a Gaussian distribution amongst the races as evidenced
with the Arab and Aborigine gentlemen [1]. However, thus far in our testing
we have established that in the worst case scenario in the pseudo-first-sorts
phase, using the most common length nose amongst Caucasians (-4.32 to -
4.96) on the y-axis, it will narrow the search from 300,000,000 to about 44%
or 132,000,000. This 132,000,000 then travel through the Innertron method-
ology consisting of 7 regions consisting of 16 blocks each = 1207 possible
combinations. After sorting through the knowledge base and obtaining the
closest matches, a printout is given, to humans worst case scenario is 300,
(where its a Caucasians, middle of the Gaussian curve and has an entire re-
gion with 40,000 other likenesses) humans can see who is black, old, in jail,
too young and so forth. The list will rank individuals based upon the search
criteria.
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Appendix 01

Radial Basis Function Network.
A Radial Basis Function Network (see Figure 3, right-top picture) is a

technique for curve fitting or surface fitting. It uses a sample data set to
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approximate the curve or surface and then interpolates remaining data. As
demonstrated in the Neven methodology, researchers use it in pattern recog-
nition problems. Some basic facts:

• Both ”O” and ”X” are the objects (sometimes referred to as ”units” or
”layers”.

• ”H” is the function.
• The first layer ”O” or ”Object” is a hidden layer. It is non-linear and

constructed by a set of basis functions.
• The output layer ”X” forms a weighted linear combination of the hidden

units’ activations.
• A typical Basis Function could be Φj(X) = exp{− ‖X−µ̃j‖2

2σ̃2
j

}
• A typical algorithm for training a Radial Basis Function Network consists

of two independent stages. In the fist ”Object” or ”Hidden Layer” one
first determine, using input data such as K-means (EM algorithms) to
perform an unsupervised learning method:

◦ the basis functions centers µ̃j

◦ their widths σ̃j

• The output layer determines the weights and performs a supervised learn-
ing method.

If, for example, one has a goal to compute a function F (x) that equals a
particular result: F (x⇀

i ) = di.

Then, F (x⇀
i ) =

∑N
i=1 wi · φ(‖ x⇀ − x⇀

i ‖), 1 ≤ i ≤ N ,
where φ defines a set of basis functions φ(‖ x⇀ − x⇀

i ‖), 1 ≤ i ≤ N .

Appendix 02

External Anatomy of the Eyelids and Eye

Figure 3, Picture 3:

A Medial Commissure: Inner corner where eyelids join.
B Lateral Commissure: Outer corner where eyelids join.
C Medial Canthus:Tissues just beyond medial commissure.
D Lateral Canthus: Tissues just beyond lateral commissure.
E Upper Eyelid Crease: Indentation or fold in upper eyelid.
F Lower Eyelid Margin: Edge of eyelid.
G Nasojugal Fold: Indentation extending from lid down along nose.
H Sclera: White layer of eyeball I Iris: Colored layer inside of eyeball.
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J Pupil: Hole in iris that lets in light.
K Palpebral Fissure: (Not labelled) Opening between the eyelids.

Figure 3, Picture 4:

A Orbital Septum: Layer holding back orbital fat.
B Levator Aponeurosis: Eyelid muscle tendon seen through septum.

Figure 3, Picture 5:

A Orbicularis Muscle: (palpebral portion) Eyelid closing muscle.
B Orbicularis Muscle: (orbital portion) Eyelid closing muscle.
C Frontalis Muscle: Forehead muscle.
D Procerus Muscle: Muscle that lowers brows.
E Corrugator Muscle: Muscle that brings brows together.
F Midfacial Muscles: Muscles of the cheek.
G Malar Fat Pad: Large cheek fat pad.
H Suborbicularis: Fat (SOOF) Fat pad beneath orbicularis muscle.
I Temporalis Muscle and Fascia: Muscle of temple.
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Abstract. Approximating a collection of patterns is a new and active area of
research in data mining. The main motivation lies in two observations : the number
of mined patterns is often too large to be useful for any end-users and user-defined
input parameters of many data mining algorithms are most of the time almost
arbitrary defined (e.g. the frequency threshold).

In this setting, we apply the results given in the seminal paper [11] for frequent
sets to the problem of approximating a set of approximate inclusion dependencies
with k inclusion dependencies. Using the fact that inclusion dependencies are ”rep-
resentable as sets”, we point out how approximation schemes defined in [11] for
frequent patterns also apply in our context. An heuristic solution is also proposed
for this particular problem. Even if the quality of this approximation with respect
to the best solution cannot be precisely defined, an interaction property between
IND and FD may be used to justify this heuristic.

Some interesting perspectives of this work are pointed out from results obtained
so far.

1 Introduction

In the relational model, inclusion dependencies (INDs) convey many informa-
tion on the data structure and data semantics, and generalize in particular
foreign keys [1].

Their utility is recognized for many tasks such as semantic query opti-
mization [3], logical and physical database design and tuning [18,2,15,5] or
data integration [21]. In practice, the implementation of these technics is gen-
erally made impossible by the ignorance of satisfied INDs in the database.
One can then be interested in the problem of discovering INDs satisfied in a
database [10].

Some algorithms have been recently proposed for this data-mining task
[4,12,6]. They output either the whole set of satisfied INDs or only the largest
satisfied INDs from which the whole collection of INDs can be inferred. Nev-
ertheless, the interest of discovering only satisfied INDs may be limited in
practice: indeed, algorithms being applied on real-life databases, many of
them can be qualified as ”dirty” databases since constraints may not have
been defined. To take into account some data inconsistencies, algorithms have
been extended to the discovery of approximate inclusion dependencies [4,6].
The idea is to define an error measure from which approximate INDs can be
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rigorously defined with respect to an user-defined threshold. The proposed
algorithms find exactly all INDs having an error measure lower than the
threshold.

Moreover, approximating a collection of patterns is a new and active area
of research in data mining. The motivating remarks done in [11] for approx-
imating a collection of frequent itemsets apply for approximate INDs :

1. the output depends on an user-defined threshold. In general, it is almost
arbitrary chosen by a user and therefore justifies the approximation of
the output.

2. a complete result can be prohibitive in certain cases, since the potential
number of satisfied INDs might be very large. For instance, large set of
constraints are going to be useless for experts and/or database adminis-
trators in order to analyze/maintain the database.

In this paper, we apply the results given in the seminal paper [11] for
frequent sets to the problem of approximating a set of approximate inclu-
sion dependencies in a database. Using the fact that inclusion dependencies
are ”representable as sets” [20,6], we point out how approximation schemes
defined in [11] for frequent patterns also apply in our context. An heuristic
solution is also proposed for this particular problem. Even if the quality of
this approximation with respect to the best solution cannot be precisely de-
fined, an interaction property between IND and FD may be used to justify
this heuristic.

Some interesting perspectives of this work are pointed out from results
obtained so far.

This work is integrated in a more general project devoted to DBA mainte-
nance and tuning, called ”DBA Companion” [5]. We have proposed methods
for discovering functional dependency and keys, inclusion dependencies and
foreign key and for computing small database samples preserving functional
and inclusion dependencies satisfied in the database. A prototype on top of
Oracle RDBMS has been developed from these techniques [16].

Paper organization. Section 2 points out some preliminaries of this work.
Section 3 gives the main result of this paper on the approximation of a set
of approximate INDs. Related works are discussed in section 4. We conclude
in section 5.

2 Preliminaries

We assume the reader is familiar with basic concepts from relational database
theory (see e.g. [19,14]).

An inclusion dependency (IND) over a database schema R is a statement
of the form Ri[X ] ⊆ Rj [Y ], where Ri, Rj ∈ R, X ⊆ Ri, Y ⊆ Rj The size (or
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arity) of an IND i = R[X ] ⊆ R[Y ], noted |i| is such that |i| = |X | = |Y |. We
call unary inclusion dependency an IND of size 1.

An inclusion dependency is said to be satisfied in a database, if all values
of the left hand-side appears in the right-hand side. If I1 and I2 are two
sets of INDs, I1 is a cover of I2 if I1 |= I2 (this notation means that each
dependency in I2 holds in any database satisfying all the dependencies in I1)
and I2 |= I1.

To evaluate approximate INDs, an error measure called g′3 has been de-
fined in [17]:

g′
3(R[X] ⊆ S[Y ], d) = 1− max{|πX(r′)| | r′ ⊆ r, (d − {r}) ∪ {r′} |= R[X] ⊆ S[Y ]}

|πX(r)|

Intuitively, g′3 is the proportion of distinct values one has to remove from
X to obtain a database d′ such that d′ |= R[X ] ⊆ S[Y ]. An INDs i is said
to be approximately satisfied if g′3(i) is lower than a given threshold.

Given i = R[X ] ⊆ S[Y ] and j = R[X ′] ⊆ S[Y ′] two INDs over a database
schema R, we say that i generalizes j (or j specializes i), denoted by i  j,
if X ′ =< A1, ..., An >, Y ′ =< B1, ..., Bn >, and there exists a set of index
k1 < ... < kl ∈ {1, ..., n} with l ≤ n such that X =< Ak1 , ..., Akl

> and Y =<
Bk1 , ..., Bkl

> [20,4]. For example, R[AC] ⊆ S[DF ]  R[ABC] ⊆ S[DEF ],
but R[AB] ⊆ S[DF ] � R[ABC] ⊆ S[DEF ].

Let d be a database over R, the approximate satisfaction of INDs is
monotone with respect to  since i  j ⇒ g′3(i) ≤ g′3(j) [6].

For an precise definition of ”problem representable as sets”, the reader is
referred to the theoretical framework defined in [20]. In [6], we detailed how
an isomorphism can be defined between a set of IND under the partial order
 and a set of unary INDs under the partial order ⊆. In other words, INDs
are said to be representable as sets.

Basically, given an IND i, the representation as sets of i is defined by
f(i) = {j|j  i, |j| = 1}, the function f being bijective.

A set I of INDs is downwards closed if ∀i ∈ I, we have j  i ⇒ j ∈ I.
A downwards closed set I can be expressed by its positive border or border,
denoted by Bd+(I), which is the set of the most specialized elements in I.

3 Approximating a set of INDs

The data mining problem underlying this work can be stated as follows:

[All-ApproxIND problem] Given a database d and a user-specified
threshold ε, find the set of approximate INDs i such that g

′
3(i) ≤ ε.

Algorithms do exist to perform this task [4,6] and we assume that such a
set of approximate INDs is available.

In this paper, we are only interested in the approximation problem of such
a set, denoted by Approx-All-ApproxIND, and defined as follows:
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[Approx-All-ApproxIND problem] Given a downwards closed set I of
approximate INDs, find a set S of k INDs approximating I as well as
possible.

We only consider as input the whole set I of INDs answering the All-
ApproxIND problem. Note that the positive border of I could have been con-
sidered instead of I itself [11].

We extend the propositions made in [11] in our context: First, a natural
way of representing a set of INDs is to consider k INDs from which all more
general INDs are generated. Before going into much details, the following
notations will be needed: Let i be an IND. The downwards closed set of i,
denoted by ρ(i), is defined by ρ(i) = {j|j  i}.

Let I1, . . . Ik be a set of k INDs from I. An approximation of I can be
represented with S(I1, . . . Ik) (or simply S whenever I1, . . . Ik is clear from
context) defined by

S(I1, . . . Ik) =
k⋃

i=1

ρ(Ii)

S(I1, . . . Ik) is said to be a k-spanned set of INDs.
Second, we have to decide how to define S with respect to I. Two main

alternatives exist: either elements of S have to belong to I or can be chosen
outside I. For the problem of approximating a set of approximate INDs, a
natural choice seems to be the first alternative, i.e. S ⊆ I or more accurately,
S ⊆ Bd+(I). This choice is justified by the ”global structure” of a set I
answering the All-ApproxIND problem, leading from an interaction property
between FD and IND. This point is discussed in much details in the following
subsection.

Third, in order to define the approximation made between I and S, we
borrow the coverage measure C(S, I) [11] defined as the size of the intersection
between S and I. Since S ⊆ I, maximizing the coverage measure is equivalent
to maximazing the size of S.

Describing approximatively the downwards closed set I of approximate
INDs with a set S of k INDs can be defined as follows:

• the size of S is equal to k, usually much smaller than the size of Bd+(I),
• for some i ∈ I,∃j ∈ S such that i  j, i.e. S is a succinct representation

of I,
• for some i ∈ I, � ∃j ∈ S such that i  j, i.e. some information is lost,

With the assumptions made, the problem Approx-All-ApproxIND can
now be re-formulated as follows:

Given a downwards closed set I of approximate INDs, find a k-
spanned set S of INDs such that C(S, I) is maximized.

Theorem 1. Approx-All-ApproxIND is NP-hard.
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Proof. This problem is shown to be NP-hard for frequent itemsets [11]. Since
INDs are representable as sets of unary INDs, there is a bijective function
between a set of INDs and a set of set of unary INDs. The transformation
is clearly polynomial. Now, if we see unary INDs as items, and set of unary
INDs as itemsets, any set of INDs can be transformed into a set of itemsets.
In the same way, any set of itemsets can be transformed into a set of unary
INDs. The Approx-All-ApproxIND problem is thus equivalent to the same
problem for frequent itemsets.

Let I be a downwards closed set of approximate INDs and let S∗ be an
optimal solution for the problem Approx-All-ApproxIND.

Theorem 2. A k-spanned set S of INDs can be found in polynomial time
such that

C(S, I) ≥ (1 − 1
e
)C(S∗, I)

Proof. Since INDs are isomorphic to the set of unary INDs, the problem
can be posed in term of set theory. Within the framework of set theory,
the problem turns out to be an instance of the Max k-Cover, from which a
greedy algorithm does exist and provide a (1 − 1

e ) approximation ratio to
Max k-Cover [9]. A solution can be computed with the greedy algorithm and
translated back to INDs since the function is bijective.

To sum up, despite the NP-hardness result, polynomial-time approxima-
tion algorithms can be used effectively to answer our Approx-All-ApproxIND
problem.

3.1 A heuristic

Since spanners of a set I of INDs are chosen within the border of I, one may
be tempted to select the k first IND whose arity is larger in the border of I.

We now point out that, in practice, a set I of (approximatively) satisfied
INDs has a particular structure. This consideration leads from a well-known
interaction between INDs and functional dependencies, given in Table 1.

R[XY ] ⊆ S[UV ]
R[XZ] ⊆ S[UW ] ⇒ R[XY Z] ⊆ S[UV W ]

S : U → V

Table 1. An interaction between FD and IND

Intuitively, consider two INDs i and j of large arity. Let U be the set of
common attributes in the right-hand sides of i and j. The more large |U |
is, the more U is likely to be a left hand side of functional dependencies. In
other words, a new IND is likely to be satisfied from the property given in
Table 1, and i and j are not anymore in the border of I.
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As already discussed, this reasoning has a very strong impact on the
global structure of the downwards closed set I of INDs to be approximated.
It cannot be compared with the global structure of a downwards closed set of
frequent sets where no similar property (of that given in Table 1) does exist.
We derive two points from this consideration:

• There is no need to define S outside I. Indeed, an IND i �∈ I would be
interesting if it covers a great number of elements of I and only a few
number of elements not in I. But we argue that, from property in Table 1,
i has great chances to belong to I in this case.

• We suggest the following very simple heuristic:
Let Sk be a subset of I made up of the k largest INDs of I

Such a set is straightforward to compute from I and offers an approximate
solution of I.

Hopelessly, the solution Sk cannot be compared with other solutions ob-
tained so far. Nevertheless, due to the property 1, we conjecture that the
solution Sk is also a good approximation of I.

Remark also that this heuristic gives the best solution, i.e. Sk = S∗,
whenever the border of I is made up of ”disjoint” INDs, i.e. no attribute
appears in more than one IND of Bd+(I). Nevertheless, this case seems to be
a very constrained one in practice.

Another justification comes from experiments performed on two data min-
ing problems: IND discovery [6] and maximal frequent item set discovery [7].
From our experimental tests, we have studied the global structure by doing a
quantitative analysis of the positive and the negative borders of the result. In
all cases, the global structure was quite different, justifying both our choice
to define S from I and our heuristic.

4 Related works

In [11], authors introduce a framework for approximating a collection of fre-
quent sets by a set of k sets. They consider two cases for choosing their
approximation: either from the collection, or outside the collection. More-
over, they extend their results by considering the positive border of their
collection of frequent sets instead of the whole collection.

Another point of view for approximating frequent sets consists in com-
puting the top-k most frequent sets, as proposed in [8] for frequent closed
sets.

In the setting of approximate IND discovery, [13] proposed a set of heuris-
tics. The basic idea is to improve the pruning by considering some criteria
from which interestingness of INDs can be evaluated, for example using the
number of distinct values. In [17], approximation is seen with respect to
SQL workloads, i.e. join path expressions reveal ”interesting” INDs. These
approaches are rather empirical though.
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5 Conclusion and perspectives

We studied in this paper approximating techniques of a set of approximate
inclusion dependencies in the following setting: what are the k INDs that
best approximate the whole set of INDs ? From results given in [11] for
frequent itemsets, we focus on two of them : 1) the problem of finding the
best approximation spanned by k sets is NP-hard and 2) an approximation
can be computed in polynomial time within a factor of (1− 1

e ) with respect
to the best solution. We mainly show in this paper how these results may
apply for approximating a set of INDs with k INDs. These results follow from
the fact that INDs are ”representable as sets”, i.e. the search space of IND
is isomorphic to a subset lattice of some finite set.
We proposed also an heuristic exploiting the global structure of a set of
approximate INDs satisfied in a database. Since no formal comparison can
be made with respect to the best solution as we did before, we plan to do in
future work experiments in order to evaluate the quality of this heuristic.

An interesting corollary may be also easily deduced since any problem
representable as sets can indeed re-used the propositions made in [11] as for
example functional dependencies or learning boolean functions.

From a data mining point of view, algorithms for discovering approxi-
mation of discovered patterns from the data have to be designed, instead
of discovering first the set of all patterns and then applying approximation
schemes.
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10. M. Kantola, H. Mannila, K. J. Räihä, and H. Siirtola. Discovering functional
and inclusion dependencies in relational databases. International Journal of
Intelligent Systems, 7:591–607, 1992.

11. W. Kim, R. Kohavi, J. Gehrke, and W. DuMouchel, editors. Approximating a
collection of frequent sets. ACM, 2004.

12. A. Koeller and E. A. Rundensteiner. Discovery of high-dimentional inclusion
dependencies (poster). In Poster session of International Conference on Data
Engineering (ICDE’03). IEEE Computer Society, 2003.

13. A. Koeller and E. A. Rundensteiner. Heuristic strategies for inclusion de-
pendency discovery. In R. Meersman and Z. Tari, editors, CoopIS, DOA,and
ODBASE, OTM Confederated International Conferences, Napa, Cyprus, Part
II, volume 3291 of Lecture Notes in Computer Science, pages 891–908. Springer,
2004.

14. M. Levene and G. Loizou. A Guided Tour of Relational Databases and Beyond.
Springer, 1999.

15. M. Levene and M. W. Vincent. Justification for inclusion dependency normal
form. IEEE Transactions on Knowledge and Data Engineering, 12(2):281–291,
2000.

16. S. Lopes, F. De Marchi, and J.-M. Petit. DBA Companion: A tool for logical
database tuning. In Demo session of International Conference on Data Engi-
neering (ICDE’04), http://www.isima.fr/~demarchi/dbacomp/, 2004. IEEE
Computer Society.

17. S. Lopes, J.-M. Petit, and F. Toumani. Discovering interesting inclusion depen-
dencies: Application to logical database tuning. Information System, 17(1):1–
19, 2002.
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Abstract. Recent results on the evolution of the genetic code are informally put in
the context of Von Neumann’s theory of self-reproducing automata and the classical
treatment of error-correcting codes in information theory. I discuss the sufficiency
of genetic descriptions for self-reproduction. This implies a duality, a division of the
information for maintenance and reproduction of organisms into two components,
which is fundamental to life as we know it. The two components are programmatic
and operational in nature, and they require the transmission and transduction of
information to cooperate. In this context, I review recent results on the coevolution
of genes and genetic codes. These results show how desirable informatic properties
can evolve in systems of tapes and tape-players that are mutually co-dependent for
their reproductive success.

1 Foreword

This paper serves as a loose and informal sketch of ideas putting my studies
of a few years ago on the origin of the genetic code in the contexts of Von
Neumann’s work on the theory of self-reproducing automata on one hand,
and on information and coding theory on the other.

The article assumes of the reader a fairly detailed account of the molecular
biology of translation and replication. Suitable starting points to attain this
are [12]and [16]. Some further tips to biological literature for those wishing
to follow-up certain points are provided along the way.

2 The Sufficiency of Programmatic-Operational
Duality for Self-Reproduction

The solution of the structure of DNA [19] solved an outstanding puzzle of its
day: how information might be encoded in a biological macromolecule as the
physical basis of heredity. Watson and Crick wrote coyly,

It has not escaped our notice that the specific pairing we have pos-
tulated immediately suggests a possible copying mechanism for the
genetic material.

Some particular and defining aspects of DNA as hereditary medium are
its linearity, its composition from discrete components, and its specialization



644 David H. Ardell

as such, in that it does not participate in metabolic activity nor any other
besides the storage of information. For an interesting account of the history
of experimental molecular biology leading up to and following the solution of
the structure of DNA, see [13].

The polymath John Von Neumann was credited quite early [14] for having
anticipated Watson and Crick’s celebrated discovery by several years; that
is, he is credited for having intuited and proven the advantages and suffi-
ciency for an organism in self-reproduction to possess or contain a relatively
static (“quiescent”) description of itself. There were some partial precedents
to Von Neumann’s insight. Francois Jacob [8] (one of the authors of the
operon theory of gene regulation), in his history of heredity, credits Buffon
for suggesting in the latter half of the eighteenth century that something like
“internal moulds”, analogous to those used by a sculptor may be the means
by which organisms take form, noting that it is easier to copy and transfer
information arrayed in lower than three dimensions. August Weissmann, at
the end of the nineteenth century, is credited for experimentally establishing
that inheritance occurs through a specialized cell lineage only, the other cells
not contributing in any way to what is passed on, and for having considered
some of the theoretical implications of this fact (see list below).

Yet nobody before Von Neumann was able to so clearly formulate and
answer the question: “can any automaton construct other automata that
are exactly like it?” [17,18]. He showed that it was sufficient to split a self-
reproducing automaton E into two primary components: an active and pro-
grammable constructing and copying component, D = (A + B + C) and a
quiescent descriptive component LD = φ(A + B + C), where φ(X) is a func-
tion that maps a constructible object X to a discrete representation of an
algorithm for constructing X from a finite set of axiomatic operations. In
self-replication, the following reactions occur (leaving out details necessary
for mass and energy balance):

1. A control component C of the automaton instructs a specialized copying
component B to make a copy of its description LD:

B + LD → B + 2LD. (1)

2. The control component then instructs the programmable constructor A to
construct a new automaton from a large pool of fundamental components
using the description LD:

A + LD → A + LD + D. (2)

3. Finally, the control component instructs the constructor A to allocate the
description copy to its daughter

A + D + LD → A + E. (3)
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In this way the automaton E reproduces itself:

E → 2E. (4)

Crucial for the remainder of our arguments is that there is a duality
between the effective component, which in biological terms could be called
the “soma” and the quiescent description, called the “germ-line.” In this
duality the germ-line plays a dual role: both as a source of programmatic
information and as a passive source of data for copying. The description
represents, and instructs the creation of, the machines that copy and express
it. I assert that living information flows are almost always representational (if
not self-representational) and therefore always consist of a duality between a
mediated signal and a machine that must transduce the information in that
signal.

To my knowledge, the aforementioned Scientific American article to the
contrary, neither Von Neumann nor anyone else ever proved that this duality
was necessary for self-reproduction, that is whether genetic descriptions are a
requirement for self-reproduction. An organism could also use itself directly
as the source of information necessary to construct itself. Yet Von Neumann
and others make some compelling arguments about the advantages of genetic
descriptions for self-reproduction and other powers:

Homogeneity of components: the information has its basis in a small
number of like components. Thus the problem of replication (the repro-
duction of information) can be simplified tremendously.

Defined state: the whole concept of an active, dynamic entity directly using
itself as a source of information for reproduction is complicated by the
fact that the stimulation associated with observation and necessary for
copying may change the state of other components of the automaton.
At best this would reduce the fidelity of self-reproduction and at worst
could lead to undefined conditions. This shows clearly why Von Neumann
emphasized “quiescence” as an aspect of the description.

Consistency: Von Neumann constructs self-reproduction in the stronger
context of universal construction. He suggests that it is unlikely that a
machine with the power of universal construction can be programmed to
obtain descriptions of itself directly from itself without entering logical
fallacy.

Completeness: By containing an independently copied representation of
itself, the automaton avoids representing its own representation ad in-
finitum to maintain this representation for its offspring.

Generalizability: Von Neumann constructs his scheme for self-reproduction
in a context that is immediately generalizable to the reproduction of a
more general automaton, itself plus a generalized component, and this is
demonstrated through the use of the description. In this way Von Neu-
mann argued that quiescent descriptions allow self-reproducing automata
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to construct automata more complex themselves, something machines
generally cannot do.

Evolvability: Variations in quiescent descriptions can occur without alter-
ing the integrity of the automaton itself, facilitating the generation of
variation to be acted on by natural selection.

These properties are strikingly reminiscent of design principles of pro-
grams and programming languages.

3 From Central Dogma to Dynamic System

The widely familiar “Central Dogma” is thus incomplete as a representa-
tion of the flow of information in life. One missing component is clear in
light of the central point of Von Neumann’s answer to the paradox of self-
reproduction. Namely, one must remember that it is the indirectly inherited
soma component of a living organism that causes the replication of DNA
and the expression of genes into proteins. DNA does not catalyze its own
replication and expression. A further missing component is natural selection,
which is an information flow from the combined soma plus germ-line to its
reproductive success, in a specific population and environmental context.

By no means is this an indictment of Francis Crick. There is good histori-
cal evidence that he never intended the Central Dogma to become dogmatic.
Despite the clarity of the Central Dogma for learning the basic facts of molec-
ular biology, its essential message that information only flows from DNA to
protein is contradictable, true only in the limited sense of template-dependent
transfer of information. For instance, even with respect to inheritance we now
understand the increasing importance of epigenetic (lit.“outside the gene”)
factors for development and evolution (see e.g. [9] and [10] for a recent demon-
stration of the importance of epigenetic factors for successful cloning).

Yet today we live in a “blueprint” oriented era, one of genetic engineering,
cloning, and genomics. Furthermore, the discovery that RNA can perform
catalytic functions (reviewed in [5]) has made the “RNA world” the dominant
paradigm today for the origin of life, since both components of the germ-soma
duality can be mediated by one and the same class of molecules. A division of
labor and specialization of the genetic and catalytic functions into molecules
better suited to either (DNA and proteins, respectively) is considered an
advantageous later development (see e.g. [7]).

In contradiction to this dominating RNA-oriented paradigm for the ori-
gin of life, the physicist Freeman Dyson put forward the interesting argument
(before the discovery of catalytic RNA) that polynucleic acid-based replica-
tion systems could not have originated without preexisting support from a
catalytic metabolism. He uses Von Neumann’s description of the dual compo-
nents of self-reproducing automaton without embracing the central message
that self-reproduction without a genetic component has certain disadvan-
tages. Dyson suggests that an autocatalytic, protein-based self-reproducing
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soma (metabolism) had to arise first, which later symbiosed with a repli-
cating genetic system replication machinery later linked by the advent of
translation. Thus, he postulates that the duality that is potentially implicit
in self-reproduction is also implicit in a dual origin of life [6]. Dyson use-
fully distinguishes “reproduction” (such as the doubling and division of a
cell) from “replication” (genetic copying), where the latter is more precise in
duplication of information than the former. Dyson establishes that the auto-
catalytic reproduction of a metabolism does need to be as precise as genetic
replication because an individual metabolism is a population of molecules,
and the “metabolism of a population depends only on the catalytic activity
of a majority of the molecules.”

To sum this section up, even the most basic problems in biology require
consideration of two more information flows than the Central Dogma sug-
gests. In addition to template-dependent gene expression and copying, we
have the programmatic flow of the machines that carry out these operations
influencing among other things the fidelity of these operations. An third flow
of information we have not yet discussed is the evolutionary flow of informa-
tion in populations that translates the performance of a combined gene-soma
system into reproductive success (specifically, frequencies or probabilities of
inheritance).

4 Coevolution of Tapes and Tape-Players

If the duality of genetic description and expressing metabolism is an essential
aspect of self-reproduction for life on earth, if not in general, this creates
a clear motivation to understand how such systems evolve and change in
general. It is important to realize that this intrinsic duality implies that the
information that makes up an organism is divided into two components: its
genetic description and the part of the soma that acts and expresses this
description. The genetic description is useless without a somatic machine to
interpret it. Of course, the expressing soma is itself encoded in part of the
description. But this means that one part of the description is essential for the
realization of every other part. This is a kind of genetic mutual dependency
— a kind of epistasis. Epistasis, depending on the nature of the dependency,
can constrain evolution, by requiring change among interacting parts to be
coordinated in order to maintain compatibility.

The genetic description is a representation. There are infinitely many ways
to perfectly encode and decode a representation, but not all are equivalent
with regard to time and memory complexity, error-resistance, energy costs,
flexibility, source validation and other performance characteristics. However,
one only has to look at economics in today’s media age to understand that
once a media-based system becomes established it is hard to change, because
valuable information accumulates in particular formats.
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An anecdotal example comes from the videotape industry. As videotape
technology began to be broadly adopted by consumers, they had a choice
of two mutually incompatible formats: Sony’s proprietary Betamax format
and the VHS format. Despite the smaller form factor of Betamax and its
allegedly superior qualities for video reproduction, VHS was widely adopted
while Betamax all but completely disappeared. The cause was that the bur-
geoning video rental market was flooded, or perceived to be flooded, with
movies in the VHS format. Consumers adopted the technology that they
perceived would give them access to the most content. This fed forward to
increased economic incentive to produce content in that format alone. Ex-
amples abound today of companies in different industries that seek to lock
consumers into branded, copyrighted and patented technology on the basis
of format compatibility with existing content.

In this context it is interesting to ask how certain desirable performance
characteristics can evolve anew within a system constrained to preserve a spe-
cific format. We say that such systems are systems of tapes and tape-players,
and we ask, what changes can such systems endure while still preserving the
information encoded within them?

5 DNA and RNA as Tapes and the Genetic Code as
Tape-Player

In the following we give two examples of how certain improvements to a dual
information system of a tape and a tape-player can evolve without disrupting
the information embodied in them. Both examples stem from fairly recent
work modeling the coevolution of genes (the tapes) and the genetic code (part
of the tape-player).

5.1 The Origin of Redundancy in the Genetic Code

The genetic code is a term often used in the popular press to mean the genetic
description of an entire organism: the genome. Here I mean by genetic code
the mapping of codons to amino acids in translation. There are 61 sense
codons encoding amino acids and only 20 canonical amino acids, so we say the
genetic code exhibits “redundancy”. We have found that the ultimate level
of redundancy in the genetic code, measured in the number of distinct amino
acids or in the chemical range of physicochemical properties they possess, is
among other things a function of the historical rates of mutation in genes [3].

A more general way to look at a redundancy in a genetic code is its
“expressivity, ” a term sometimes informally applied to programming lan-
guages. Informally defined, “expressivity” means the extent, dimensionality
and fine-grainedness of meanings that are potentially expressed with a code.
Redundancy and expressivity can be traded-off in favor of one or the other:
increased expressivity increases the range, kind and precision with which a
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meaning can be expressed. However, increased expressivity costs coding ca-
pacity that can otherwise be allocated to increase the robustness of a code to
error. Furthermore, errors can be more catastrophic when they occur because
a larger expressivity increases the potential contrast between an encoded and
an expressed meaning (this implies a metric space on meanings; see next sec-
tion).

What we found in this study was a way in which tapes and tape-players
can coevolve from an initial state of total redundancy to a final state of
expressivity without disrupting the meanings of the tapes along the way. The
level of expressivity of final codes was always less than maximal and depended
on parameters such as mutation rate that determined the overall level of error
in the system. This is to my knowledge the first model to show how errors
in the reproduction of tapes determines the final level of redundancy in the
tape-players. A flip-side of our results were that expressivity increased in our
system until a point at which no more new meanings could be encoded.

5.2 The Error-Mitigating Genetic Code

In a subsequent article I suggested that the genetic code can be modeled from
the perspective of Hamming codes (so-called sphere-packing codes), more
precisely, the minimum Hamming-distance decoding scheme without parity
check-bits. A cartoon description of this is shown on the left in figure 1. In thw
present note I wish to be more precise and specific about this comparison and
introduce the concept of an “error-mitigating” code; I leave a more formal
treatment, however, for later.

In a classical treatment of error-correcting codes, the Fundamental The-
orem of Information Theory is concerned with proving that, under certain
conditions, an arbitrarily small probability of decoding error may be achieved
in the context of noisy transmission of information along a channel (see e.g.
[4]). This could add one more potential advantage of self-reproduction by ge-
netic description to the list above: arbitrarily small probabilities of decoding
error can be achieved at a fixed rate of transmission.

Yet this advantage is not realized in the genetic code. We see that missense
errors in translation occur at fairly high rates [15]. The translation system
appears not to have evolved as if substituting one amino acid for another
in proteins is tantamount to poison, to be avoided at any cost. Rather, in
E. coli, hyperaccurate mutants have a growth-rate disadvantage [11]. Codons
are not embedded in a larger sequence space, with “check bases” to enable
the correction of errors in translation (I postulate that it is doubtful whether
an error-correction scheme of this type could work at all to correct mutations
from replication, because in mutation-selection balance mutant codons would
accumulate at the boundaries of the spheres).

Rather, the genetic code allocates physicochemically similar amino acids
to the more error-prone dimensions of the translational channel (see e.g. [1].
That is, the rates of translational error are different in the three different
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ERROR-CORRECTING CODE ERROR-MITIGATING CODE

Fig. 1. Cartoon illustrations of error-correcting and error-mitigating codes. Pat-
terns indicate meanings of the codewords after decoding. See text for more details

codon positions, and the physicochemical redundancy of encoded amino acids
is greater in the more error-prone dimensions. In terms of coding theory,
translation is an “asymmetric channel.” I call this “anisotropy” and it is
indicated by the squashing of the spheres into ellipsoids on the right side of
figure 1.

In classical treatments of error-correcting codes, since absolute avoidance
of error is the objective, no attention is given to modeling the meanings of the
codewords, the objects that they represent. This is represented by the arbi-
trary placement of patterns on the left side of figure 1. It is a simple manner
to introduce a metric space over meanings so as to be able to define a cost
function for the substitution of one meaning when another is encoded. Then,
rather then maximizing the rate of transmission and the absolute number
of codewords while minimizing the absolute rate of error, one can maximize
the rate of transmission and the expressivity (see discussion from previous
section) while minimizing the cost of error. Here I call such a cost-minimizing
code an “error-mitigating” code.

In [3] we showed how such an error-mitigating pattern may have evolved
in the genetic code, from a totally redundant initial state. This is the first and
only work that actually explains how this widely-noted pattern in the genetic
code actually may have came about. Although I have framed the discussion
above in terms of translational error, the evolution of error-mitigation has
to be considered in the context of the coevolution of tape and tape-player
for three reasons: first, as noted before translation is an asymmetric channel,
and therefore its informatic properties depend on the distribution of symbols
at the source. Second, because the source distribution is determined by nat-
ural selection, which is based on the combined performance of the decoding
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channel with a specific source. Third and last, as previously noted, because
the source distribution determines the fitness of changes in the code.

Why is the genetic code so small, in the sense of so few code-words?
There has been theoretical work asking about rate-accuracy trade-offs in the
size of codons, claiming that the current size of three is an optimal solution.
This notwithstanding, perhaps Nature could not have picked a larger code
to accommodate a larger number of potentially encodable amino acids or a
greater tolerance to error since this would have been anticipatory evolution.
The coevolution of genes and genetic codes has occurred within essentially
immutable historical constraints, codon length may have been one of them.

6 Summary

I have sketched an argument that an essential aspect of self-reproduction in
life, at least as we know it, is an intrinsic duality between an active soma and
a quiescent genetic description or germ-line. The information that comprises
an organism is split into these mutually dependent parts, like a video tape
and tape-player that depend on a specific format. The realization of the
information in the genetic description can be modeled by coding theory but
the biological case has some properties that call for different assumptions and
parameters of optimization than classical treatments. Finally, models for the
coevolution of tapes and tape-players show how desirable properties of such
dual systems can evolve despite the constraint of mutual dependency.
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Abstract. We propose a novel approach to discover useful patterns from ill-defined

decision tables with a real value decision and nominal conditional attributes. The

proposed solution is based on a two-layered learning algorithm. In the first layer the

preference relation between objects is approximated from the data. In the second

layer the approximated preference relation is used to create three applications: (1)

to learn a ranking order on a collection of combinations, (2) to predict the real

decision value, (3) to optimize the process of searching for the combination with

maximal decision.

1 Introduction

Mining data sets with continuous decision attribute is one of the most chal-

lenging problems in KDD research. The most well known approach to this

problem is a regression method which constructs approximation of the deci-

sion attribute (unknown variable) with a function(linear, quadratics or other)

of the conditional attributes (known variables).

Many data mining problems (e.g. in bioinformatics) force us to deal with

ill-defined data, i.e., data sets with few objects but a large number of at-

tributes. In addition, attributes may be of different types: some of them are

nominal and the other continuous. The regression method can deliver a so-

lution for the prediction task, but the output model is very hard to interpret

and to draw conclusions. Moreover, in statistical terms, the small number of

examples makes the regression model less significant. Furthermore, in many

applications, the description task is even more important than the prediction

task, since it helps discover patterns (rules) revealing the real mechanisms

hidden behind the data.

In this paper we propose an alternative method designed to manage with

these problems. Our method is based on a layered learning idea and decision

rule techniques. Instead of searching for the direct description of decision

attribute, we decompose this task into several learning subtasks. The first

subtask is to approximate the preference relation between objects from the

data. Using approximate preference relation we solve other subtasks such as,
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for instance, learning ranking order, prediction of continuous decision value,

or minimization of the cost of maximal decision value searching process.

2 Basic notions

We use the notion of decision table to describe the data. Intuitively, a decision

table is a rectangular data table with rows containing description of objects.

Usually columns are called attributes (or features or variables) among which

one distinguished column is called decision.

Therefore, decision table consists of a collection of condition attributes

A = {a1, ...ak} and one decision attribute dec. All of them are determined

on a finite set of objects U . Formally, decision table (see [2]) is a pair S =
(U, A ∪ {dec}), where U is a non-empty, finite set of objects and A is a non-

empty, finite set, of attributes. Each a ∈ A∪ {dec} corresponds to a function

a : U → Va, where Va is called the value set of a.

In this paper we consider a special type of decision tables with nominal

condition attributes and continuous decision attribute. This kind of deci-

sion tables is hard to deal with and has proven to be too difficult for many

data mining methods. For example, regression methods requires conversion

of nominal attributes in to continuous ones, while rule-based methods require

a discretization of the decision attribute.

3 A rule-based approach to continuous decision

Layered learning is a well known idea in machine learning study and has many

successful applications, see [4]. The main principle of layer learning is based on

a decomposition of the complex learning task into subtasks and construction

of their solutions. Usually, these subtasks are located in a hierarchical tree,

and solutions (outputs) of subtasks in the lower layers are used to resolve the

subtasks in the higher layers.

The proposed solution to the problem of data with continuous decision is

based on layered learning. Instead of searching for a direct description of the

decision attribute, we decompose this task into several learning subtasks.

3.1 Learning the preference relation

Let a decision table S = (U, A ∪ {dec}) with continuous decision, i.e., Vdec =
R+, be given.

As it is in the standard classification problem setting, the value of the

decision attribute dec is determined only on a subset of the universe X of all

possible condition attribute values combinations.

We define a parameterized relation PREFε ∈ X × X as follows:

(x, y) ∈ PREFε ⇔ dec(x)− dec(y) > ε
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where ε is called a tolerance parameter. We call the relation PREFε a pref-
erence relation, since x PREFε y means x is more preferred than y. Let us

define a function θε : X × X → {−1, 0, 1} as follows:

θε(x, y) =

⎧⎪⎨⎪⎩
1 if dec(x)− dec(y) > ε

0 if |dec(x)− dec(y)| ≤ ε

−1 if dec(x)− dec(y) < −ε

Then the preference relation PREFε can be defined by the function θε by

(x, y) ∈ PREFε ⇔ θε(x, y) = 1

Our learning algorithm for preference relation is performed on a new

decision table S∗ = (U∗, A∗ ∪ {d∗}). This new table, called the difference
table, is constructed from the given decision table S = (U, {a1, ...., ak, dec})
as follows:

U∗ =U × U = {(x, y) : x, y ∈ U}
A∗ ={a∗

j : U × U → Vaj × Vaj for j = 1, ...k}
a∗

j (x, y) = (aj(x), aj(y)) for any pair of objects x, y ∈ U

d∗ : U × U → {−1, 0, 1}
d∗(x, y) = θε(x, y) for any pair of objects x, y ∈ U

One can apply any learning algorithm to the difference table. Our ex-

periments were done by using decision rule (based on rough set algorithms),

Naive Bayes algorithm, nearest neighbors, decision tree, and boosting algo-

rithms for nearest neighbors and decision tree. The results are obtained by

using Rosseta [1] and WEKA [5] systems.

If the original decision table contains n objects, then the difference table

will have n2 objects. We considered this transformation a way of dealing with

the small sized input sets. Using the same learning algorithm, one can expect

a higher statistical significance of results obtained from difference table than

of those obtained by the original decision table.

Another very interesting problem is how to evaluate the quality of the

preference learning algorithm. Based on the difference table, every learning

algorithm constructs a classification algorithm, called a classifier. Usually,

classifiers are more general than the function d∗, i.e., they are determined

also for those pairs (x, y) which not necessarily belong to U ×U . In our con-

sideration, such classifiers can be treated as approximations of the preference

relation PREFε.

Let us denote by πL,U the classifier extracted from difference table S∗ by

using learning algorithm L. Such classifier is a function

πL,U : X × X → {−1, 0, 1, unknown}
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determined for any pair of objects from X .

Let t ∈ X be a test case, the accuracy of learning algorithm L on the

object t is defined by

accuracyL,U (t) =
|{u ∈ U : πL(u, t) = θε(u, t)}|

|U |

The accuracy of the learning algorithm L on the test set V ⊂ X is computed

as an average accuracy on test objects:

accuracyL,U (V ) =
1
|V |

∑
t∈V

accuracyL,U (t)

3.2 Ranking learning

Ranking learning can be understood as a problem of reconstruction of the

correct ranking list of a set of objects. In this section we present a simple

algorithm for reconstruction of a ranking list using approximated preference

relation, which has been described in the previous section.

Let us assume that S = (U, A∪{dec}) is a training data set and (u1, ..., un)
is an ordered sequence of objects from U according to dec, i.e.,

dec(u1) ≤ dec(u2) ≤ ... ≤ dec(un).

The problem is to reconstruct the ranking list of objects from a test data set

S′ = (V, A ∪ {dec}) without using decision attribute dec.

Our algorithm is based on the round robin tournament system which is

carried out on the set of objects U ∪ V . Similarly to football leagues, every

object from V playing the tournament obtains a total score which summarizes

its all played games. The objects from V are sorted with respect to their

scores.

Assume that we have applied the learning algorithm L on the difference

table constructed from training data set S = (U, A ∪ {dec}), and let πL,U

be the output classifier of this algorithm. The classifier can be treated as

a referee in the match between two objects in our tournament system. The

total score of an object x ∈ V is computed by

Score(x) =
∑

y∈U∪V

w(y) · πL,U (x, y)

where w(y) is a weighting parameter that measures the importance of the

object y in our ranking algorithm. We propose to define those weights by

w(y) =

{
1 if y is a test object, i.e., y ∈ V ;
1 + i

n if y = ui ∈ U.
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This ranking algorithm gives a higher score to those objects that recorded

most victories over high valued objects.

The algorithm can be applied for all the objects from U ∪ V . In such

situation we say that objects from V are embedded in the ordered sequence

(u1, u2, ..., un).
To measure the quality of a ranking algorithm it is necessary to have a

method to express the agreement between two ranking lists (one original and

one computed by our algorithm) for the same set of objects. There are several

well known "compatibility tests" for this problem, e.g., Spearman R, Kendall

τ , or Gamma coefficients, see [3]. If the proper ranking list of V is denoted

by X = (x1, x2..., xk), then the ranking list obtained from our algorithm

can be treated as a permutation of elements of V , and represented by Y =
(xσ(1), xσ(2), ..., xσ(k)), for some permutation σ : {1, ..., k} → {1, ..., k}. The

Spearman coefficient is computed by using the formula:

R = 1− 6
∑k

i=1(σ(i) − i)2

k(k − 1)(k + 1)
(1)

The Spearman coefficient can take any value of the interval [−1; 1].

3.3 Prediction Problem

In this section we present a decision prediction algorithm which uses the ap-

proximate preference relation and ranking learning algorithm as components.

Let the training set of objects U = {u1, ...un} be given. The prediction

algorithm computes the decision value of the test object x /∈ U in two steps:

algorithm 1 Prediction algorithm

Input: The set of labeled objects U and unlabeled object x;

parameters: learning algorithm L;

Output: A predicted decision for x;

1: Embed the object x into the sequence (u1, u2, ..., un) by applying ranking algo-

rithm for objects from {x} ∪ U using L and decision table for U ;

2: Let us assume that x is embedded between ui and ui+1;

3: Return prediction(x) =
dec(ui)+dec(ui+1)

2
as a result of prediction.

The error rate of the prediction algorithm on the set of testing objects is

measured by

error(V ) =
1

card(V )

∑
x∈V

|dec(x)− prediction(x)|

It is obvious that the smaller the error rate, the better the prediction algo-

rithm is.
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3.4 Dynamic ranking algorithm

The quality of ranking algorithm can be low due to the small number of

objects. In many applications the number of training objects is increasing in

time, but it is connected with certain cost of examination. As an example

may serve biological experiment data, where every training object needs to

be confirmed in expensive laboratory tests.

In this section we treat a ranking problem as an optimization problem,

in which we wish to get the highest value element using as low as possible

the number of requests, i.e., to minimize the number of examinations and the

cost of the whole process.

We propose another ranking method based on active learning approach.

Instead of using a randomly selected test set, the learning algorithm has

access to the set of unlabeled objects and can request the labels for some

of them. In the biological research example, unlabeled objects correspond

to the samples that were not examined yet; a request for a label responds

to performing single laboratory test that gives the decision value of the re-

quested sample. In the dynamic ranking algorithm, the unlabeled objects are

requested according to the actual ranking list. Then, after obtaining the la-

bels of new objects, the ranking list will be corrected.

Algorithm 2 presents the main framework of our idea. The notion of STOP

CONDITION is defined differently for each optimization problem and refers

to cost limits for the considered process.

algorithm 2 The dynamic ranking algorithm

Input: The set of labeled objects U and unlabeled objects V ;

parameters: learning algorithm L and positive integer request_size;

Output: A list of objects to be requested; Ranking of elements in the U2 in the

RankList;
1: U1 ← U ; U2 ← V ;

2: RankList ← [ ]; //the empty list
3: while not STOP CONDITION do
4: Rank elements of U2 by using L and decision table for U1; Let this ranking

list be: (x1, x2, ...);
5: for i = 1 to request_size do
6: RankList.append(xi)
7: U1 ← U1 ∪ {xi}; U2 ← U2 \ {xi};

8: end for
9: end while

4 Experimental results

Our method was tested on an artificially generated decision table. The table

consisted of six nominal condition attributes of values from the set {1, 2} and
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a real decision attribute. As each of the condition attributes had two possible

values, the whole space of objects was of size 26 = 64. Values of the decision

attribute were calculated from the function:

dec = ea1
a2 + (a1 + a2 + a3 + a4 + a5) ∗ a6/a3 + sin(a4) + ln(a5) + noise

where a1, a2, a3, a4, a5, a6 are the attributes’ values, and noise is a random

value from the interval [−1, 1] obtained using the uniform distribution on this

interval. All the resulting decision values were in the interval [5.772, 32.732].
The tolerance parameter ε was set to 0.7.

Several different algorithms used in the model training step were com-

pared in the tests:

• Decision rule method based on the rough set approach (see [1]) with the

SAVgenetic reducer. In the result tables referred to as "Decision Rules".

• Naive Bayes algorithm from the Rosetta system (referred to as "Naive

bayes")

• Nearest neighbor like algorithm using non-nested generalized exemplars,

implemented in the WEKA system. It is referred to as "Nnge" in Table

1.

• Multi-boosting of the Nnge algorithm in the WEKA system. Multi-boosting

is an extension to the AdaBoost technique for forming decision commit-

tees. Multi-boosting can be viewed as combining AdaBoost with wagging.

It is designed to harness both AdaBoost’s high bias and variance reduc-

tion with wagging’s variance reduction. For more information, see [6]. In

the result tables referred to as "MultiBoosting Nnge".

• C4.5 decision tree, impemented in WEKA. For more information, see [7].

Referred to as "C4.5".

• Multi boosting of C4.5 in the WEKA system. ("MultiBoosting C4.5")

We tested the quality of the rankings obtained by computing the Spear-

man coefficient of the correlation with the true ranking using Equation 1.

In every iteration of experiment, the original data set was partitioned with

proportion (50%:50%) into the training set U and test set V . The mean

Spearman coefficient value and mean model accuracy for every learning algo-

rithm are computed as average results over 10 iterations of experiments and

reported in Table 1.

To test the real decision value prediction accuracy there were 7-fold cross

validation tests performed on the original data set. The mean absolute error

is reported.

The quality of the dynamic ranking algorithm is measured by the position

of the best candidate in the resulting ranking list. The lower the resulting

position, the better. Random shuffle of elements would result in expected

position of this element in the middle index. The original data set was split

in half to form the train data set U and the test data set V . Table 1 shows

the positions of the best candidates in the ranking list constructed by our
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approach. The experiment with every learning algorithm was repeated 10

times and we return the average position of the best candidate within those

10 repetitions. The tests were performed with request_size value set to 2.

In order to compare the dynamic ranking approach with the static one, we

calculated the Spearman coefficient.

Table 1. Experiment results achieved using six different learning algorithms. The

first column reports the results ranking quality tests: Spearman coefficient and

model accuracy on change table; second column reports the Pearson correlation

coefficient and prediction mean absolute error; third column summarizes the results

obtained while testing the dynamic ranking algorithm, average position and final

ranking Spearman coefficient.

Learning Ranking Prediction Dynamic Ranking

algorithm Spearman acc.(%) Pearson pred.error pos. Spearman coef.

Decision Rules 0.893 83.28% 0.9653 1.4547 1.3 0.9501

Naive Bayes 0.7984 78.52% 0.5948 3.8336 1.3 0.8540

Nnge 0.777 77.19% 0.9178 1.8245 2.5 0.9165

MultiBoosting Nnge 0.8318 80.27% 0.9184 1.6244 1.6 0.9433

C45 0.7159 75.7% 0.8372 2.2108 2.7 0.8736

MultiBoosting C45 0.8536 80.74% 0.9661 1.3483 1.6 0.9475

5 Conclusions

We presented a novel approach to mining ill-defined data with continuous

decision. Experimental results seem to be very interesting and promising.

We plan to make more experiments on other types of data, especially on

those coming from the proteochemometrics study, to confirm the power of

the proposed method.
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Abstract. Amino acid similarity matrices are used for protein sequence compar-
ison. A new method for studying connections between amino acid properties and
similarity matrices is proposed. A representation of the amino acid similarity ma-
trices, by means of the equivalence classes between amino acids, is proposed. It is
shown that mappings between these equivalence classes and contiguous subsets of
the amino acid property space are possible. These mappings are consistent between
equivalence classes. There is a possibility of practical applications of this method
in sequence similarity searches.

1 Introduction

Methods for assessing protein sequence similarity are widely used in genetics
and molecular biology. Amino acid similarity matrices (AASMs ) known also
as the amino acid substitution matrices are used by most popular algorithms,
such as BLAST [1] or FASTA [9]. A large number of AASMs was developed
to date, based on various assumptions and different methodologies. Among
those, matrices belonging to the so-called BLOSUM family, are used most
often and therefore are also used in this study. BLOSUM matrices were de-
veloped from studies on amino acid variation in the well aligned sequences
of related proteins [4]. Each element of the matrix is indexed by two amino
acids and it’s value is related to the probability of finding these two amino
acids in the same position in the sequence of similar proteins.

BLOSUM [i, j] = 2 log2

p(AiAj)
p(Ai)p(Aj)

, (1)

where,
Ai, Aj are the i-th and j-th amino acid, respectively, p(AiAj) is probability
of finding amino acids Ai and Aj in the same position, p(Ai) is the frequency
of occurrence of amino acid Ai in the sequence database.

Amino acid properties have been studied for many years. Several hundred
properties, which have been determined experimentally for the twenty amino
acids that are the normal components of proteins in all living organisms,
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are stored in the aaindex the database of amino acid properties compiled
by Kanehisa and coworkers [5]. It has been shown that with the help of the
principal component analysis most of the variability in the properties of the
amino acids can be attributed to five independent properties [11,13]. First
three principal components correlate well with hydrophobicity, size and po-
larity, respectively. These three amino acid properties are traditionally con-
sidered important for their characterization. The remaining two components
don’t have simple interpretation, as they are compound properties with many
components.

Relationships between AASMs and properties of amino acids have already
been studied quite extensively. A good summary of the work in this field and
detailed analysis of these relations is given by Tomi and Kanehisa [12]. It
has been shown that for the BLOSUM matrices the absolute values of linear
correlations between differences in amino acid properties and the terms in
the similarity matrices are close to 0.7. In this study we propose a method
that enables us to study relationships between amino acid properties and the
amino acid similarity matrices in a greater detail. In our approach we build a
representation of the AASM using equivalence classes between amino acids.
It is assumed that these equivalence classes arise from the properties of the
amino acids. Our goal is to identify these properties. We approach this goal
with soft computing methods.

2 Materials and Methods

AASMs are square matrices, Element Mnk of the AASM is related to the
probability that amino acids n and k will occupy the same position in the
sequence in two related proteins. Positive values correspond to a high proba-
bility of occurrence of corresponding amino acids in the same position in the
sequence (amino acids are similar to each other), negative values correspond
to a small probability. The maximal value for each column and row is on
the diagonal, because each amino acid is most similar to itself. In the case of
BLOSUM family of matrices all elements are integers.

The reconstruction of AASMs in terms of equivalence classes of amino
acids requires few steps. First, AASMs need to be transformed to the non-
negative form by adding constant to each element. It results in matrix, that
is non-negative, symmetric and for each row and column the maximal value
lays on the diagonal. The upper left triangle of the original and transformed
BLOSUM 62 matrix is presented in Table 1.

Let us assume that we have a set of N bit-vectors, where a bit-vector is
defined as a vector for which each component can be either 1 or 0 like in the
bit-vectors B1,B2,B3:

B1 = [0, 1, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0]
B2 = [0, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0]
B3 = [0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0]
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Table 1. The upper-left corner of the Blosum 62 matrix.

A R N D C Q E A R N D C Q E
A 4 -1 -2 -2 0 -1 -1 A 8 3 2 2 4 3 3
R -1 5 0 -2 -3 1 0 R 3 9 4 2 1 5 4
N -2 0 6 1 -3 0 0 N 2 4 10 5 1 4 4
D -2 -2 1 6 -3 0 2 D 2 2 5 10 1 4 6
C 0 -3 -3 -3 9 -3 -4 C 4 1 1 1 13 1 0
Q -1 1 0 0 -3 5 2 Q 3 5 4 4 1 9 6
E -1 0 0 2 -4 2 5 E 3 4 4 6 0 6 9

One may define square matrix Mij for which element [i, j] is obtained as
a scalar product of the i-th and j-th bit-vector:

Mij = Bi ·Bj (2)

For example, using bit-vectors defined earlier we may obtain the following
3× 3 matrix:

6 3 0
3 5 1
0 1 4

One may note that such N × N matrix has all necessary properties: it
is symmetric, it’s diagonal and largest elements are on the diagonal. We
thus represent amino acids as bit-vectors and obtain from these bit-vectors a
matrix with desired properties.

One should note that two amino acid equivalence classes are defined for
each position in the bit-vector representation. One equivalence class will con-
sist of amino acids with 1 at this position, another one is formed by the
remaining ones. We may assume that each position of the bit-vector repre-
sents some abstract property.

All matrices obtained from bit-vectors in the way described above will be
symmetric, non-negative and with dominant diagonal; however, the inverse
statement that all matrices with these properties can be obtained from the
set of bit-vectors is not true. Therefore finding the set of bit-vectors that
would generate accurately the matrices from the BLOSUM family may be
very difficult if not impossible. Taking into account the experimental origin
of the AASMs and inherent experimental errors and uncertainties this is
not a very serious limitation, if only the matrices that are very close to
the original matrix can be generated. In this study the Euclidean distance
between matrices is used as a measure of the distance between the matrices.
The algorithm for the construction of the similarity matrices is based on
the simulated annealing procedure [6], with the Metropolis Monte Carlo [8,7]
scheme used to search configuration space, the Euclidean distance between
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matrices as the system energy and the values for the system temperatures
adjusted experimentally. The initial set of amino acid representations was
selected randomly. For each bit-vector the number of non-zero bits was equal
to the diagonal value of the non-negative representation of the similarity
matrix. New states were generated by random swap of positions of two bits
in a single bit-vector. For each matrix 200 simulations were run. For each of
the runs the best representation was stored for further analysis.

A simplified algorithm used for the generation of the representations can
be summarized in the following pseudo-code:

for 50 iterations {
for each temperature in [300,100,50,20,10] {
for 10 000 steps (temperature) {

for each amino acid representation {
compute d1= dist(Original AASM,Derived AASM)
move randomly position of random non-zero bit
compute Modified Derived AASM
compute d2= dist(Original AASM, Modified Derived AASM)
if (d2<d1) { accept move }
else { accept move with probability exp(-(d2-d1)/T) }

}
}

}
}

The goal of this study is to expand the knowledge about relationships
between properties of amino acids and AASMs. We do this by finding the
properties. which can be attributed directly to the equivalence classes between
amino acids. To this end we use the notion of generalized properties (GPs),
which are defined here as the subsets of the property space. The generalized
properties are constructed by selecting the set of defining properties and
selecting valid range of values for each of them. A detailed description of
the algorithm for the derivation of the general properties coherent with the
equivalence classes was given elsewhere [10].

The notion of the generalized property can be illustrated with the fol-
lowing example. Let us define the following generalized property: small and
hydrophobic. The atomic mass may be used as a descriptor for the size and
hydrophobic scale [3] as the descriptor for the hydrophobicity. One can ar-
bitrarily decide that small amino acids have atomic mass smaller than 110
a.m.u and an amino acid regarded as hydrophobic when it’s hydrophobicity
index is higher than 1.0. The values of these parameters for the amino acids
are presented in Table 2.

With such definition the following amino acids belong to the class small
and hydrophobic: pro, cys, val. Let us notice that a small increase in the
atomic mass parameter (from 110 to 120 a.m.u) leads to a larger class small
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Table 2. Hydrophobicity and molecular weight for naturally occuring amino acids

ala arg asn asp cys gln glu gly his ile
hydrophobicity 0.61 0.60 0.06 0.46 1.07 0.00 0.47 0.07 0.61 2.22

mol. wt 89.1 74.2 132.1 133.1 121.2 146.2 147.1 75.1 155.2 131.2
leu lys met phe pro ser thr trp tyr val

hydrophobicity 1.53 1.15 1.18 2.02 1.95 0.05 0.05 2.65 1.88 1.32
mol. wt 131.2 146.2 149.2 165.2 115.1 105.1 119.1 204.2 181.2 117.2

and hydrophobic: pro, cys, val, ile, leu. Thus the generalized property
defined here as small hydrophobic can be obtained by setting limits to the
values of size and hydrophobicity. In a more formal language the generalized
property generating the equivalence class is a minimal compact subset of
the property space, with boundaries orthogonal to the axes, in which all
amino acids in this subset belong to the equivalence class, and all amino
acids belonging to the equivalence class belong to the subset. In our approach
no more than three elementary properties can be used to define boundaries.
Using larger number of elementary properties would lead to a very large
number of possible combinations of properties. Taking into account that there
are only twenty natural amino acids, this would certainly inrease the risk of
finding artifacts. The generalized properties can be grouped in the types. A
single type consists of all generalized properties based on the same basic
properties.

The algorithm for generation of the equivalence classes can be written in
simplified version in the form of the following pseudo-code:

For each EqClass_i {
For each property P_j {
Construct generalized property GP_j
Check if EqClass_i is explained by GP_j
For each property P_k {

Construct generalized property GP_k
Check if EqClass_i is explained by GP_j x GP_k
For each property P_l {
Construct generalized property GP_l
Check if EqClass_i is explained by GP_j x GP_k x GP_l

}
}

}
}

This procedure, described in greater detail in [10], is able to generate
generalized properties, however, it may discover real properties as well as
artifacts. A verification procedure is necessary to ensure that the results rep-
resent true relationships between amino acid properties and AASMs. To this
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end the statistical properties of the generalized properties constructed with
the randomized values of the basic properties were analyzed.

A first obvious test is the comparison between the number of the equiv-
alence classes which can be explained in terms of the generalized properties
for the real and randomized properties. If the latter number was small this
test would be sufficient. However, initial tests have shown that the number
of equivalence classes, which can be explained by random properties, is not
negligible. Therefore additional tests were required.

One should note, that five basic properties can be used to generate 85
types of generalized properties (five GPs based on single property, twenty
GPs constructed from pairs of basic properties and sixty GPs constructed
from three basic properties). However, it is unlikely that more than few of
these generalized properties are meaningful. Therefore one should be able
to explain most equivalence classes using just few combinations of the basic
properties. On the other hand, in the case of random properties this should
not be the case. Therefore the number of equivalence classes reconstructed
from few types of the generalized properties shall be a good test, whether the
relationships between equivalence classes and amino acid properties are real
or artifacts.

Another test is based on a similar idea. It is natural to assume, that similar
equivalence classes should arise due to similar generalized properties. Similar
equivalence classes can be clustered and these clusters should be explainable
in terms of a single generalized property type if the generalized properties
are real. Therefore, clusters based on the real generalized properties should
be significantly larger than those based the randomized properties.

For all tests we performed 100 simulations using equivalence classes ob-
tained from the BLOSUM AASMs and randomized properties.

3 Results and Discussion

Two hundred simulations was performed for each AASM in the BLOSUM
family. We were unable to obtain exact AASM from the BLOSUM family
using bit-vector representations. However, in all cases the matrices obtained
as a result of simulated annealing were very close to the original ones, in most
cases differing only in few elements by no more than 1. All 200 representations
were unique combination of the equivalence classes, however, most of the
equivalence classes in each of the representations were observed in numerous
representations.

We observed 9346 unique equivalence classes, 1487 of them appeared more
than 10 times, 489 appeared more than 50 times and 132 appeared more than
200 times in AASM representations.

The complete results of the research carried out within this project, in-
cluding the detailed analysis of the biological implications, will be presented
elsewhere. The results presented below illustrate an implementation of the
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methodology and give an answer to the very important question, whether the
procedure described above gives results that are significantly different from
the statistical noise. The analysis is performed for:

• the total number of equivalence classes reconstructed with the generalized
properties;

• the number of equivalence classes reconstructed with the generalized
properties belonging to limited numbers of types (between 3 and 7);

• the number of large clusters of equivalence classes that are reconstructed
using the same properties;

• the number of equivalence classes in these clusters.

The results of the analysis are presented in Table 3. These result show
clearly that the connection between equivalence classes and generalized prop-
erties is real. For all measured variables the values obtained for real properties
are significantly different from the random noise. On the other hand, equiv-
alence classes can be constructed from random data.

Table 3. Statistical properties of the equivalence classes based on the random data
compared to the results for the real equivalence classes

Measured variable Mean StDev Real data Confidence level

Equivalence classes reconstructed using:
3 types of GPs 436 29 711 1 6.8e-16
4 types of GPs 501 32 791 1 5.6e-15
5 types of GPs 555 35 845 1 2.8e-13
6 types of GPs 604 36 885 1 3.0e-13
7 types of GPs 644 38 922 1 3.3e-12

Reconstructed equivalence classes (total) 1164 57 1378 1 1.5e-4
Number of large clusters 9.2 2.6 21 1 8.0e-06

Equivalence classes in clusters 274 58 679 1 1.6e-10
Total size of clusters 395 110 1380 1 9.7e-15

The difference between real and randomized properties is largest in the
two cases for the number of the equivalence classes constructed from the lim-
ited number of types of generalized properties and for the number of equiv-
alence classes in clusters. It suggests that further analysis of the biological
importance of the generalized properties should be limited to a small number
of properties, for which clusters of equivalence classes are easily constructed.

Relationships between amino acid equivalence classes and amino acid
properties can be utilized in the similarity searches. PSI-Blast suite of pro-
grams [2], which is the standard tool in this area, utilizes the so-called se-
quence specific similarity matrices. These matrices can be easily converted
to the equivalence classes, which in turn can be used to enhance quality of
scoring functions. The possibility of applications of the methods presented in
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this study in the sequence similarity searches is the subject of the ongoing
project in our laboratories.
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Abstract. The paper presents a computer experiment inspired by the immune
metaphor and based on the work of Farmer, Packard, and Perelson [FPP86]. We
develop a model influenced by the way the immune system works that is well-suited
to address a particular class of NP-hard problems. We discuss the results obtained
when applying the model to an artificial vision problem denoted the museum prob-
lem, where artificial agents successfully accomplish a surveillance assignment to
protect the pieces of an art exhibition from bad behaved visitors.

1 Introduction

The immune system is a highly complex system responsible for the defense
of our body (and of vertebrates in general) against foreign material (or anti-
gens). This task is accomplished identifying each molecular shape encoun-
tered and mounting the adequate immune response. Therefore, the immune
system needs to distinguish the molecules of the body from antigens, i.e., it
must classify each molecule as self or non-self. The self/non-self classification
problem is one of its major assignments.

The model we present is inspired by the clonal selection theory introduced
by Sir John MacFarlane Burnet [Jer55,Bur59,AN87] and by the idiotypic
network hypothesis, introduced by Niels Jerne [Jer74]. These two hypothesis
provide the mathematical framework for describing the immune system as a
dynamic system of interacting species.

From a computational point of view, the immune system is comparable to
the neural system, namely, it possesses the capacity to learn, memorise, and
recognise patterns, which are emergent properties of the idiotypic network
and of the clonal selection theory.

In this paper, we exploit a model based on the immune system to solve a
surveillance problem (artificial vision) of a museum, referred as the museum
problem. The model follows Farmer et al [FPP86] and is used to train a
population of artificial agents to detect bad behaved museum visitors.

The experiments we did with the developed model produced very promis-
ing results. We were able to evolve and maintain a population of artificial
agents, well fitted to the environment, that classified successfully self and
non-self material. For a complete discussion on the model and on the results
we obtained please refer to [Mar00].
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The paper is organised as follows. The next section presents a brief intro-
duction to the immune system focusing on its dynamics and meta-dynamics.
Section 3 is devoted to the experiment. We characterise the problem and ex-
plain the conducted computer simulation. Last section discusses the results
we have achieved with the simulation of the model.

2 Dynamics and meta-dynamics of the Idiotypic
Network

The model we present belongs to a class of models introduced by Farmer et
al [FPP86] and emphasises the two major aspects of the immune system: its
dynamics and its meta-dynamics. The dynamics describes the changes over
time of the concentration of lymphocyte species (and secreted molecules).
The meta-dynamics models the continuous process of clonal insertion and
elimination of lymphocyte species in the population. Notice that the model
does not intend to describe the immune system, but simply to exploit its
computational aspects.

We describe the characteristics of the idiotypic network using a system
free of antigens, since these do not interfere directly in the idiotypic phenom-
ena. Thus, the environment has no longer the role of training the system (by
presenting antigens) and exerts the role of moderator. The repertoire adap-
tation is done by reinforcement, i.e. without receiving any information from
the outside world (via antigens).

2.1 The artificial immune system

In order to define a computational model based on the immune system we
must define its actors, namely, the antigenic environment, lymphocytes, anti-
gens, and the interactions between them.

Since all molecular shapes are settled by polypeptidic chains and all inter-
actions result from chemical bindings of such chains, we encode both features
in our model. We adopt the representation in [FPP86] and code the speci-
ficity of the immune actors as binary strings. Unlike Farmer we consider only
an antigenic determinant for lymphocytes. Therefore, all the immune actors
are coded similarly.

In what concerns molecular interactions, there must exist a sufficient
affinity between two molecules for them to react. We measure the molec-
ular affinity between two artificial molecules as the complementarity of the
binary strings that represent them. A natural choice is to consider that 0
and 1 are complementary units. So, the distance (complementarity) between
two binary stings i and j, denoted d(i, j), is the logical exclusive or between
them.

We associate with each lymphocyte species an activation threshold, Di,
that sets its lower bound of reaction. If the distance between lymphocyte
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species i and another molecule is superior to Di, then the lymphocyte is
activated. This means that it is stimulated to clone itself and start an immune
response.

2.2 Dynamics

Following [FPP86] we model the variation on the concentration of lymphocyte
species as a dynamic system. The concentration of lymphocyte species i,
denoted by xi, is described by the following non-linear differential equation:

ẋi = xi (k1Si + k2Fi − k3xi) , xi(0) = cmin.

The first summand (k1Si) is the suppression coefficient resulting from
the idiotypic interactions (Si is always a negative value). The second—the
fitness effect—contributes to increase the species concentrations. Finally, k3xi

corresponds to a death factor and models the ageing of cells. The constants
k1, k2, and k3 allow us to fine tune the relative influence of each part in the
equation. Value cmin is the initial concentration of each lymphocyte species.
Idiotypic interactions. Niels Jerne hypothesis is a central notion in our
work and provides important intuitions on how the immune system regulates
itself via idiotypic interactions. The idiotypic interaction measures the sup-
pression coefficient of one species relatively to another. Its intensity reflects
the overlapping of pattern recognition between species. Therefore, we define
it as a function of the activation threshold and of the distance d(i, j) between
the bit strings representing species.

The suppression that lymphocyte species j exerts on i is denoted by mij

and computed as

mij =

⎧⎪⎨⎪⎩
0, if Di + Dj − d(i, j) ≤ 0
d(i,j)−Di−Dj

2Di
, if 0 < Di + Dj − d(i, j) ≤ 2Di

−1, if 2Di < Di + Dj − d(i, j)
.

The suppression is minimal (0) when species i and j do not interfere
(recognise) with each other, and is maximal (-1) when species i is totally
overcome by species j. When species intersect, the suppression coefficient is
proportional to the intersecting area d(i, j)−Di −Dj.

Notice that the suppression value is not symmetric. The species with a
bigger activation threshold exerts more suppression over the other one.

The idiotypic suppression that the network employs on lymphocyte species
i is given by

Si =
∑
j �=i

mijxj ,

where xj is the concentration of species j.
Fitness. The fitness measures the adaptability of a lymphocyte species to
the antigenic environment. The balance between the activation threshold and
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the distance to self material seems a reasonable fitness value, since the model
rejects auto-immune species.

Let pi denotes the bit string that codes the receptor for species i and ej

the coding of a self element. The fitness f(i, j) between pi and ej is given by

f(i, j) =
Di

d(pi, ej)
.

The fitness of a lymphocyte species i is computed as

Fi =

∑
j∈P f(i, j)

#P .

where P denotes the set of self material.

2.3 Meta-dynamics

An essential aspect of the immune system is the constant adjustment of its
immune repertoire, since the diversity of the antigenic environment is by
far superior than the recognition capacity of the immune system. Therefore,
besides the variation in the concentration of the species, the immunologic
repertoire is itself dynamic. This phenomenon is referred as meta-dynamics.

The meta-dynamics of an idiotypic network consists in the study of the
topological variations induced by inclusion—recruitment—and exclusion of
lymphocyte species. The impact in the dynamics includes the change of the
number of equations that describe the concentration flow and the idiotypic
interactions.

To exploit this double plasticity of the immune system the meta-dynamic
phase should occur sparsely when compared to dynamics variation. Hence,
permitting the dynamic system to acquire some stability before suffering new
perturbations caused by the variation of its population. The stabilisation
of the system is important, since it quantitatively reflects each lymphocyte
species’ fitness and the suppression from the idiotypic network in its concen-
tration.
Recruitment. The genesis of new lymphocyte species copies the biological
processes of the immune system: (a) bone marrow production and (b) clonal
selection. Bone marrow production of lymphocyte species is simulated by the
generation of random sequences that represent their receptors. The goal is to
maintain a diverse repertoire and to uncover new evolutionary streams.

Clonal selection, associated with high mutation rates, is an important
mechanism in the plasticity of the immune system. We use processes in-
spired by biological procedures (genetic algorithms) to mate and produce new
species from the immune repertoire, namely, selection techniques, crossover,
and mutation.

The generation of new species, either by random means or using genetic
operators, aims at the refinement of the immune repertoire, searching for
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new species that are more suitable to cope with the antigenic environment.
The selection between both reproduction processes is random, but we give
priority to the reproduction using genetic operators.

New lymphocyte species undergo a maturation phase that filters those
that are auto-immune. We test new species against self material and eliminate
the ones that react with self fragments (mimicking apoptose).
Elimination. The elimination of lymphocyte species allows the system to
dispose species that were overcome by new ones. There are two ways in which
a lymphocyte species may be eliminated: (a) it reveals as auto-immune or
(b) it possesses a null concentration. The former models the removing (by
apoptose) of the agents that interfere with self material. There may be some
auto-immune agents in the population because the recruitment phase only
shows a fragment of self material. So, when we detect an auto-immune agent
it is removed immediately from the population. The latter contributes to an
optimisation in the computational algorithm, since a species with no (or very
low) concentration has no influence in the system.

3 An experiment with the immune system

This section defines the problem we want to address and explains the decisions
we made when planning the computer simulation.

3.1 The museum problem

The problem we propose is an instance of a class of NP-hard problems that
can be suitable addressed using techniques inspired by the immune system.

The museum problem is defined as follows. Imagine that we want to install
a surveillance system on a museum visited regularly by different groups of
people. A classical approach implies the recruitment of well-trained security
officers, helped with surveillance devices such as cameras and motion detec-
tors. But suppose that we want to perform this task using artificial agents
that, after a training phase, become capable to accomplish the surveillance
assignment with satisfactory results.

The proposed problem consists in learning the behaviour of groups of
visitors during a guided tours to the museum, where artificial agents must
be able to detect possible “non-normal” behaviours among the visitors. We
want to develop an artificial vision system capable to analyse and classify
behaviours as self or non-self. From an algorithmic point of view, the problem
consists in selecting a population of artificial agents that are tolerant to self
behaviours and are able to cover the entire antigenic space (recognise all
non-self behaviours).

The motivations to use an algorithm inspired by the immune system seem
clear for problems as the one we present.
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3.2 The experiment

The computer simulation we develop allow us to test the immune algorithm
we propose, namely the adequacy of the algorithm select agents that learn
and classify patterns.
Coding the environment. The antigenic environment we consider has di-
mension 20× 20. Since there are three relevant subjects: the museum struc-
ture, the objects in exhibition, and the visitors, each bit string representing
the self is coded as two bits of information per locus, meaning:

00, an empty space; 01, a wall;
10, an object; 11, a visitor.

To establish a link between the real and artificial environments we repre-
sent the self strings as matrices. Figure 1 depicts an environment as shown
by the computer simulation.

(a) A self element. (b) An agent.

Fig. 1. Matrix representations of simulation actors.

Coding the artificial agents. Each lymphocyte is coded as a binary string
that represents its immune specificity. For the experiment we use binary
strings of the same dimension as for the environment. Each position is either
00 or 11. Figure 1 illustrates the matrix representation of an agent.
Coding the guided tour. The behavioural pattern that we learn is “a
guided tour” to a museum room. Besides the representation of the room and
the visitors, it is important to learn how the tour proceeds, i.e., it is necessary
to define the set of rules that govern the guided tour. The aim of the training
phase is to select the agents that are able to learn this behaviour.
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A guided tour consists in the movement of a group of people around a
museum room (place where the exhibition is taking place). The group is
fixed at the beginning of the simulation and moves always in the same way,
avoiding possible obstacles. The group is always suited in a delimited area
(listening to the explanations of the guide). In the present case, there are 10
visitors delimited by a 6× 6 square.
Computing the dynamic equation. The non-linear, autonomous dynamic
system referred in section 2 is not integrable by algebraic means. Therefore,
we compute a numeric approximation using Euler’s method that suffices for
the study of its dynamics. The concentration of each lymphocyte species is
approximated in each simulation step, using

xi(t + 1) = xi(t) + hf(x(t)).

Since we can take a discrete simulation time, and the concentration of all
species are computed at each instant, we let h = 1. Hence, the approximate
variation of the concentration of a lymphocyte species i between time t and
t + 1 is given by

xi(t + 1) = xi(t) + xi(t)

⎛⎝k2Fi − k3xi(t) + k1

∑
j �=i

mijxj(t)

⎞⎠ .

Generation of new lymphocyte species. The generation of new species
sets three attributes: (1) the bit string that represents the receptor’s molecules;
(2) the initial concentration; and (3) the activation threshold.

The process inspired by the bone marrow produces agents with a random
generated receptor bit string (the probability of the fragment 00 is equal
to the probability of the fragment 11). The initial concentration and the
activation threshold are set to the simulations parameters Cin and Din, re-
spectively, fixed along the simulation. The results we present were computed
with Cin = 0.2 and Din = 408.

The production of agents influenced by clonal selection is based on genetic
algorithms, as described in [Gol89], identified as the simple genetic algorithm.
The algorithm may be decomposed in two major parts: (1) random selection
of the well-fitted agents and (2) production of new agents using genetic op-
erators, namely crossover and mutation.

The selection of mates is random, but proportional to the concentration
of each species. Therefore, dominating species are likely to be selected.

The operations of crossover and mutation are standard. For the former,
we randomly pick a cutting position and generate two offsprings as illus-
trated in figure 2(a). The concentration of each offspring corresponds to that
of the (genetically) closest parent, multiplied by its fitness coefficient. Thus,
the offspring’s concentration reflects the adequacy of its parents to the anti-
genic environment. Similarly, the activation threshold is computed from the
activation threshold of the (genetically) closest parent incremented with the
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(a) Genetic crossover schema. (b) Genetic mu-
tation.

Fig. 2. Genetic operators used for the production of lymphocyte species.

simulation parameter Dd. In the simulation we use Dd = 4. As for mutation
(figure 2(b)), we apply it simultaneously with crossover. When cloning the
parent strings we make some “mistakes” and copy a 00 as 11 or vice-versa.
The probability of a mutation that we use is 0.02, which corresponds to
around eight fragments per crossover. Mutation is needed to bring diversity
to the population.
Recruitment tests. We run a recruitment test to evaluate the plausibility
of brand new agents either in what concerns the recognition of self material
or its acceptance by the idiotypic network. We perform a test similar to what
happens in the thymus (c.f. [BS93]). So, every time a new agent is generated
we test it against self elements. If the agent recognises some self material, it
fails the test and is eliminated. The inclusion of this test improved the results
we obtained.
Elimination of agents. The elimination of an agent happens when it reveals
auto-immune or when its concentration falls below some minimum threshold
(defined by Cmin > 0). In any case, the suppression of some species from
the idiotypic network removes all the interaction both with the antigenic
environment and the idiotypic network.

3.3 The immune algorithm

The immune algorithm describes the interplay between the dynamics and
meta-dynamics of the system. The algorithm is inspired by the immune
metaphor and combines ideas from the John Holland’s classifier system de-
scribed in [Gol89,Hol75]. Moreover, Farmer et al [FPP86] settle a parallel
between the immune system and the classifier system.

Figure 3 depicts the immune algorithm we use in the simulation software.
There is a generation of an initial population before the iterative process be-
gins, observing the assumptions of the clonal selection and idiotypic network
theories.
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Immune Algorithm

Initial population Iterative process

step

Meta1 Efficiency Dynamics Meta2

G

*

Creation Elimination

�

s mod k = 0
�

s mod k = 0

Fig. 3. Michael Jackson’s diagram describing the immune algorithm.

The iterative process amounts four major steps. Meta-dynamics is divided
into Meta1 and Meta2 steps that perform introduction and elimination of new
species, respectively. Notice that the meta-dynamics runs only on each kth

step. Processes efficiency and dynamics carry out, as their names suggest,
the updating of efficiency and of the concentration of each species.

This straightforward algorithm is the core of the simulation software we
use to test the model. Next section presents the results.

The pattern learning that took place during the training phase is based on
a technique called negative selection [FPAC95,D’h95,DFH96,D’h96], where
the agents that recognise given patterns are discarded. Therefore, the agents
are trained not to recognise any self material instead of being trained to
recognise non-self material. This technique allows for the learning phase to
be performed in an antigen free environment, meaning that, in the case of a
surveillance system, the agents are trained in their security task without the
presence of intruders.

4 Conclusions

The results we present correspond to a simulation for the parameters de-
scribed above, with 7500 meta-dynamic steps. The meta-dynamics only takes
place when two (artificial) stability conditions are met: (a) the maximal vari-
ation in the concentration of the species is inferior to a given threshold (0.001)
or (2) after a finite number of tentatives to stabilise the dynamic system.

We discuss the evolution and the adaptation of the immune population
during the training phase, and the classification ability of the population.
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4.1 Analysis of the immune repertoire

The immune repertoire starts with 150 lymphocyte species and stabilises
around 90 species. The existence of an (almost) constant number of individ-
uals in the population reinforces the auto-control of the system. Neither the
population grows in an uncontrolled way, nor one species dominates all the
other species. The reduction in the number of agents is related to the influ-
ence of the idiotypic network. Agents become more and more adapted to the
environment and therefore suppress similar ones.

In what concerns the fitness of the repertoire the values are between 94%
and 98%. The values do not indicate a clear tendency to optimise as the
simulation proceeds. This behaviour is explained by the constant renewal of
the population with unfitted agents that are created randomly.

Another interesting indicator to examine is the diversity of the population.
The measurements we perform indicate that the population remains diverse
during the training phase. This reveals that the genetic operators we use
maintain an heterogeneous population during simulation.

So, from a quantitative point of view the results are plausible in what
concerns the number of agents, its diversity, and its fitness.

4.2 The cognitive evolution

Now we analyse the model from a qualitative perspective, i.e. the capacity of
the selected repertoire to classify patterns as self or non-self. The results show
the interaction between agents and non-self patterns generated randomly.
Figure 4 shows the results of non-self recognition.

As for recognition of self material, the positive reactions are nearly zero.
This happens because of the recruitment test we perform. Without this re-
cruitment test some auto-immune agents were incorporated in the idiotypic
network and the self recognition was around 10%. The test also added more
stability to the number of elements of the population.

To test for non-self recognition we generate random patterns but keep
track of the number of relevant positions (11) in the pattern, because we
want to cover the entire antigenic space. The model is sensible to the size of
the “perturbation” of a non-self element. It seems especially hard to identify
non-self elements that posses the same number of relevant positions as the
number of visitors used during the training phase. We show the results by
perturbation level. Therefore, the response of the system can be measured
with accuracy. We consider that the system triggers an alert if at least one
agent in the population recognises a pattern.

The results are presented in figure 4. The 3D graphic shows a time-number
of points-recognition rate relation. Therefore, we can observe, for a selected
number of points, the evolution in the recognition of antigens of this class.
Also, for a given moment in time, we can check how the immune repertoire
covers the antigenic space.
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Fig. 4. Non-self recognition rates.

As time passes, the classification of the non-self material increases. The
qualitative evolution of the repertoire is interesting in the class [10], which
contains the same number of relevant points as the number of visitors. The
figure reveals a very good evolution in the selection of the adequate popu-
lation. Notice that the results for recognition of non-self material are near
100% for all the antigenic space.

As an overall we conclude that the model is suited for NP-hard problems
with this kind of configuration. Both the qualitative and the quantitative
behaviours allow us to conclude that it is possible to select a stable set of
artificial agents that covers an antigenic space, in the present case a museum
exhibition, and that we are able to distinguish between normal behaviours
(the guided tour to the museum) and any non plausible behaviour.
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	Table of Contents
	Part I. Regular Sessions: Knowledge Discovery and Exploration
	Feature Extraction by the SCoTLASS: An Illustrative Example
	Rule Induction for Click-Stream Analysis: Set Covering and Compositional Approach
	Family of Instance Reduction Algorithms Versus Other Approaches
	Minimum Spanning Trees Displaying Semantic Similarity
	Concept Description Vectors and the 20 Question Game
	Automatic Scripts Retrieval and Its Possibilities for Social Sciences Support Applications
	The Analysis of the Unlabeled Samples of the Iron Age Glass Data
	Discriminant versus Strong Rule Sets
	IDARM — Mining of Indirect Association Rules
	Building a Concept Hierarchy from a Distance Matrix
	Literal Trees and Resolution Technique
	Rough Classification Used for Learning Scenario Determination in Intelligent Learning System
	Rough Ethograms: Study of Intelligent System Behavior
	Automatic Knowledge Retrieval from the Web
	Knowledge Visualization Using Optimized General Logic Diagrams
	Efficient Processing of Frequent Itemset Queries Using a Collection of Materialized Views

	Part II. Regular Sessions: Computational Linguistics
	GramCat and GramEsp: two grammars for chunking
	Dynamic Perfect Hashing with Finite-State Automata
	Dictionary-Based Part-of-Speech Tagging of Polish
	Enhancing a Portuguese Text Classifier Using Part-of-Speech Tags
	A Neural Network Based Morphological Analyser of the Natural Language
	An Oracle Grammar-Rule Learning Based on Syntactic Knowledge
	Speech Interface for Internet Service “Yellow Pages”
	Automatic Information Classifier Using Rhetorical Structure Theory
	Rule-Based Medical Content Extraction and Classification
	A Rule-Based Tagger for Polish Based on Genetic Algorithm

	Part III. Regular Sessions: Search Engines
	On Some Clustering Algorithms for Document Maps Creation
	Filtering Web Documents for a Thematic Warehouse Case Study: eDot a Food Risk Data Warehouse (extended)
	Data Merging in Life Science Data Integration Systems
	Approximation Quality of the RBS Ranking Algorithm

	Part IV. Regular Sessions: Biologically Motivated Algorithms and Systems
	Effects of Versatile Crossover and Mutation Operators on Evolutionary Search in Partition and Permutation Problems
	Global Induction of Oblique Decision Trees: An Evolutionary Approach
	Nature-Inspired Algorithms for the TSP
	Graph-Based Analysis of Evolutionary Algorithm

	Part V. Regular Sessions: Statistical and Database Methods in AI
	Probability of Misclassification in Bayesian Hierarchical Classifier
	A study on Monte Carlo Gene Screening
	Spatial Telemetric Data Warehouse Balancing Algorithm in Oracle9i/Java Environment
	Comparison of Efficiency of Some Updating Schemes on Bayesian Networks
	Analysis of the Statistical Characteristics in Mining of Frequent Sequences
	PCA and ICA Methods for Prediction Results Enhancement
	Creating Reliable Database for Experiments on Extracting Emotions from Music

	Part VI. Poster Session
	You Must Be Cautious While Looking For Patterns With Multiresponse Questionnaire Data
	Immunological Selection Mechanism in Agent-Based Evolutionary Computation
	Unfavorable Behavior Detection in Real World Systems Using the Multiagent System
	Intelligent Navigation in Documents Sets Comparative Study
	Assessing Information Heard on the Radio
	Belief Rules vs. Decision Rules: A Preliminary Appraisal of the Problem
	iMatch — A New Matchmaker For Large Scale Agent Applications
	Machine Learning and Statistical MAP Methods
	Autocovariance Based Weighting Strategy for Time Series Prediction with Weighted LS-SVM
	Workflow Mining Alpha Algorithm — A Complexity Study
	Recommendation Rules — a Data Mining Tool to Enhance Business-to-Customer Communication in Web Applications
	Feasibility Studies of Quality of Knowledge Mined from Multiple Secondary Sources I. Implementation of generic operations
	Modern Metaheuristics for Function Optimization Problem
	Property Driven Mining in Workflow Logs
	Logical Design with Molecular Components
	A New Programming Interface for Reinforcement Learning Simulations
	Anomaly Detection System for Network Security: Immunity based Approach
	Importance of TDS Attribute in Computer Assisted Classification of Melanocytic Skin Lesions
	A Rules-to-Trees Conversion in the Inductive Database System VINLEN

	Part VII. Invited Session: Syntactic Parsing and Machine Learning
	Deep Parser for Free English Texts Based on Machine Learning with Limited Resources
	Baseline Experiments in the Extraction of Polish Valence Frames

	Part VIII. Invited Session: New Trends in Data Mining and Knowledge Discovery in Uncertain, Nonstationary Spatio-Temporal Data
	Gene Expression Clustering: Dealing with the Missing Values
	Estimation the Rhythmic Salience of Sound with Association Rules and Neural Networks
	A Neuro-Fuzzy Classifier Based on Rough Sets

	Part IX. Invited Session: Knowledge Base Systems
	Evolutionary Multi-Agent Model for Knowledge Acquisition
	Restricted Linear Information Systems
	The Concept of the Hierarchical Clustering Algorithms for Rules Based Systems
	Petri Net and Matrix Representation of Rule Knowledge Base for Verification Task
	Artificial Neural Networks in Incomplete Data Sets Processing
	Intelligent Data Processing in Distributed Internet Applications

	Part X. Invited Session: KDD and Facial Recognition
	Skyline with Presorting: Theory and Optimizations
	Faster Clustering with DBSCAN
	Innertron: New Methodology of Facial Recognition, Part I
	Innertron: New Methodology of Facial Recognition, Part II
	Approximating a Set of Approximate Inclusion Dependencies

	Part XI. Invited Session: Recent Developments in Bioinformatics
	Soft Computing Approach to the Analysis of the Amino Acid Similarity Matrices
	An Approach to Mining Data with Continuous Decision Values
	Informatic Approaches to Molecular Translation

	Part XII. Special Session: Artificial Immune Systems
	Computing with Idiotypic Networks




