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Foreword

Over the past 25 years, the world’s population has witnessed an explosion in knowl-
edge about infectious diseases. The global population is coming to the realization that
diseases long recognized to cause substantial suffering, such as malaria, tuberculosis,
schistosomiasis, and hepatitis, can be diagnosed and treated, and that transmission can
be prevented using tools that are available, and which may be becoming increasingly
affordable. The global population is recognizing that few infections are local: the travel
of humans, other animals, insects, and food transport pathogens around the world,
often with astonishing rapidity. New pathogens are appearing, either newly recognized
or newly developing, such as severe acute respiratory syndrome (SARS), avian influ-
enza,  metapneumovirus, or hepatitis C, which are causing human morbidity and mor-
tality. Finally, there is growing fear that dangerous pathogens may be intentionally
introduced into human populations by deranged individuals or terrorist organizations.

The potential to use drugs or biologic agents to treat and prevent infectious diseases
has increased dramatically over the past quarter century as we have learned more about
the biology of many of these agents, and as we have developed techniques to discover
new agents by high throughput screening programs and by sophisticated drug design
and synthesis. The development of more than 20 licensed drugs for therapy of HIV
infection within 20 years of discovering the etiologic retrovirus is a prime example of
the extraordinary capacity the scientific community has to produce safe and effective
agents. New drugs to treat hepatitis C, hepatitis B, influenza, staphylococci, entero-
cocci, plasmodia, flukes, candida, and molds also demonstrate the impressive potential
the health care industry has to produce new agents.

For all clinicians, it is clear that the scientific advances in understanding  pathogen-
esis of infectious diseases, and in developing new diagnostic tests, new therapeutic
agents, and new preventive strategies have made management of diseases both impres-
sively more successful and yet immensely more complex. It is also clear that non-
infectious diseases are being managed more successfully with pharmacologic
interventions, such that patients may be on multiple agents to treat related or unrelated
processes, and to prevent processes, when they develop an acute or chronic infection
that needs to be treated. Patients are not uncommonly on drugs for diabetes, lipid disor-
ders, cardiac dysfunction, or inflammatory disorders. In the United States, more and
more individuals have altered their dietary habits substantially to reduce weight or
improve some other aspect of their health. These diets, or nonprescription drugs or
supplements used in the United States or abroad, can have substantial impact on drug
pharmacokinetics.

Though therapy with drugs or biologic agents can be highly effective, many factors
influence the efficacy and safety of therapy, including adherence, absorption, metabo-
lism, excretion, and drug interactions. Interactions may occur between or among drugs
used specifically for treating the infection, such as interactions between two
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antiretroviral agents or interactions between rifampin and quinolones or macrolides.
Such interactions can be used for therapeutic advantage, such as the interaction
between ritonavir and other protease inhibitors, or these interactions may be poten-
tially harmful, as the interaction between didanosine and stavudine. Interactions may
occur between drugs used to manage the infectious disease, and drugs used to manage
unrelated problems, such as the interaction between coumadin or phenytoin and
ritonavir. Some of the outcomes can be highly undesirable, such as the interaction
between rifampin and oral contraceptives. Lastly, interaction can occur between nutri-
tional substances or nonprescription drugs and antiinfectives, such as the interaction
between garlic or St. John’s Wort or Echinaceae and protease inhibitors.

The first edition of Drug Interactions in Infectious Diseases became an important
reference for all health care practitioners, and not only pharmacists, since all needed
specific data on how to prescribe multidrug regimens in a manner that maximized effi-
cacy and minimized toxicity. The second edition has been revised and updated. The
chapter on mechanisms of drug interactions has been expanded into two chapters to
allow increased description of absorption, metabolism, and excretion, and to describe
the growing knowledge about transport proteins.  A useful chapter on regulatory issues
including CYP450 probe studies has also been added.

Stephen Piscitelli, PharmD, and Keith Rodvold, PharmD have been pioneers and
leaders in recognizing the importance of drug interactions to patient outcome. They
have been leaders in designing pharmacokinetic studies that can answer both concep-
tual questions and practical problems. Most importantly, however, they have recog-
nized the need for health care professionals to have a well organized, definitive source
of information to enhance patient care. Safe and effective care for patients is becoming
an increasingly complex task best performed by well-trained health care professionals
who know how to access data that is vital to their management strategy. The approach to
drug interactions described in Drug Interactions in Infectious Diseases, Second Edition,
and the factual information presented are an essential part of the resources needed to
maximize the likelihood that patients will derive the most benefit from available drugs
with the least likelihood of harm.

Henry Masur, MD
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Preface

Drug interactions in the field of infectious diseases continue to expand as new drugs
are approved, new mechanisms are identified, and recommendations for co-adminis-
tration of drugs are revised. The editors of Drug Interactions in Infectious Diseases are
gratified that the first edition was well received and we are enthusiastic about the addi-
tions and improvements to this second edition.

Major changes have taken place in our understanding of interaction mechanisms.
The literature on P-glycoprotein and other transporters has dramatically increased since
the first edition. There is so much new knowledge on transport proteins that an entire
chapter has been devoted to this issue. We have also included a chapter outlining the
regulatory perspective on interaction studies in drug development since guidances from
various countries have been put forth. In addition to these new chapters, our authors
have updated their chapters to include new drugs that have become available since the
first edition. This is especially true in the field of HIV infection, where several new
drugs have been approved over the past three years. Finally, the aspects of this text that
make it unique are once again present. The chapter on study design and data analysis is
one of the best of its kind. New cases have been added to each chapter and highly
acclaimed chapters, such as food interactions and drug–cytokine interactions, are
updated and revised.

We feel strongly that Drug Interactions in Infectious Diseases has something to
offer everyone working in the field of infectious diseases. The practicing clinician,
academician, or researcher will all find this book useful. The information contained
within here ranges from detailed tables on specific drug–drug interactions to
in-depth discussions of mechanisms and research issues.

We would again like to thank our excellent group of authors who have devoted so
much time into making this more than just a reference book. Their commitment to this
textbook clearly shows. Finally, we could not complete such an undertaking without
the support of our families who have encouraged us throughout.

Stephen C. Piscitelli, PharmD

Keith A. Rodvold, PharmD
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From:  Infectious Disease: Drug Interactions in Infectious Diseases, Second Edition
Edited by:  S. C. Piscitelli and K. A. Rodvold  © Humana Press Inc., Totowa, NJ

1
Introduction to Drug Interactions

Keith Gallicano and George Drusano

INTRODUCTION

Human immunodeficiency virus (HIV), more than any other disease, is responsible
for the renewed interest in drug interactions by physicians, pharmacists, nurses, scien-
tists, and regulatory agencies. The importance of managing drug interactions in infec-
tious diseases moved to the forefront as more drugs spanning the different classes of
infectious disease agents became available to treat HIV and prevent or treat opportunis-
tic infections and HIV-related malignancies. This has led to recognition of the potential
for and impact of drug interactions in other infectious diseases and with a variety of anti-
infective drug classes. Recent reviews (1–4), including those in this volume, and the
development of computerized drug interaction databases (5) further attest to the revived
interest and importance of drug interactions in the different therapeutic areas of infec-
tious diseases.

Numerous workshops and symposia devoted specifically to drug interactions have
emerged since 1995. Pharmaceutical manufacturers are conducting more pharmacoki-
netic drug interaction studies earlier rather than during late Phase II and Phase III of
clinical drug development or during postmarket surveillance. Many of these studies are
rationally designed from in vitro studies that use specific human cell lines, tissues, or
tissue components. Regulatory authorities in Canada (Therapeutic Products Programme)
(6), the United States (Food and Drug Administration) (7,8), and Europe (The European
Agency for the Evaluation of Medicinal Products) (9) have produced guidance for con-
ducting in vitro and clinical drug interaction studies. These guides emphasize the impor-
tance of appropriate study design and data analysis techniques, which are highlighted in
Chapter 15 of this volume. Further regulatory perspective is presented in Chapter 4.
Drug product labels and monographs now frequently include detailed information on
drug interactions. This widespread interest in drug interactions has resulted in more
scientific and clinical data available to the consumer and prescriber. Consequently, the
management of drug interactions has become more challenging.

Drug interactions represent one of eight categories of drug-related problems that have
been identified as events or circumstances of drug therapy that may interfere with opti-
mal clinical outcome (10). Identification, resolution, and prevention of drug-related prob-
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lems are important determinants for patient management and are the responsibility of
those providing pharmaceutical care. The continued development of new, high-potency
drugs increases the potential for drug interactions. However, the incidence of clinically
important interactions remains difficult to quantify because both drug-related (Table 1)
and patient-related (Table 2) factors influence the likelihood of a clinically relevant inter-
action occurring. Consideration must also be given to the level of documentation of the
interaction, the frequency of use of the coadministered agents, and the mechanism and
time-course of the interaction.

A drug interaction occurs when the pharmacokinetics or pharmacodynamics of a
drug in the body are altered by the presence of one or more interacting substances. The

Table 2
Patient-Related Factors Affecting Drug Interactions

• Body weight, composition, and size
• Quantity and activity of specific drug-metabolizing enzymes

(genetic polymorphism)
• Inherent inter- and intraindividual variability in pharmacokinetics

and pharmacological response
• Age
• Gender
• Race
• Tobacco use
• Alcohol use (acute or chronic)
• Diet
• Underlying disease states and their severity (acute, chronic, unstable)
• Malfunction and disease of organs of drug elimination (e.g., liver, kidney)
• Polypharmacy (particularly with enzyme inhibitors or inducers)

Table 1
Drug-Related Factors Affecting Drug Interactions

• Narrow therapeutic range
• Low bioavailability
• Drug formulation (presence of interacting excipients)
• Drug stereochemical and physiochemical properties
• Drug potency
• Steep dose–response curve
• Duration of therapy (acute vs chronic administration)
• Drug dosage (a higher dose yields a more significant interaction)
• Drug concentration in blood and tissue
• Timing and sequence of administration of interacting drugs

(staggered vs simultaneous administration)
• Route of administration
• Baseline blood concentration of interacting drug and its therapeutic index
• Extent of drug metabolism (fraction of systemic clearance from metabolism)
• Rate of drug metabolism (hepatic extraction ratio and hepatic clearance)
• Degree of protein binding of interacting drugs
• Volume of distribution of affected drug
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most commonly encountered or perceived interactions are those between two drugs.
However, multiple drug interactions are possible with the polypharmaceutical drug
regimens often encountered in the prophylaxis and treatment of infectious diseases.
Other than drug–drug interactions, drugs may interact with food (11); drink (12); nutri-
ents (e.g., vitamins, minerals); alternative medicines (herbal products, homeopathic
remedies) (13,14); drug formulations (e.g., excipients) (15); cytokines; or environmen-
tal chemical agents (e.g., cigarette smoke) (16). Drug–food and drug–cytokine interac-
tions are discussed in Chapters 12 and 13, respectively. Various disease states may also
alter the magnitude and duration of interaction.

The term drug interaction is sometimes used to describe in vitro and ex vivo interac-
tions that occur outside the body. These pharmaceutical or physicochemical interac-
tions result from the physical incompatibility of drugs (e.g., admixtures in intravenous
lines), from contact with pharmaceutical packaging or devices, or in loss of drug dur-
ing laboratory analysis (e.g., binding to storage containers). This volume focuses on
drug interactions that occur within the body.

PHARMACOKINETIC DRUG INTERACTIONS

Pharmacokinetic interactions alter the absorption, transport, distribution, metabo-
lism, or excretion of a drug. Corresponding or independent changes in pharmacologi-
cal response or therapeutic outcome may or may not occur (6,12,17,18). The rate and
extent of absorption can be affected by physicochemical factors such as complexation
and nonspecific adsorption of the drug and by physiological factors such as gas-
trointestinal motility, gastrointestinal pH, presence of gastrointestinal disease, gastric
emptying time, intestinal blood flow, intestinal metabolism, and inhibition/induction
of transport proteins (e.g., P-glycoprotein). In infectious diseases, changes in extent
are more clinically important than changes in rate of absorption. As safety and effec-
tiveness are concerns in pharmacokinetic interaction studies, the use of exposure rather
than rate and extent of absorption concepts is encouraged, because the term exposure
expresses more clinical relevance and focuses on the shape of the drug concentration–
time profile (19).

Altered distribution in drug interactions is explained mainly by displacement of drug
from plasma proteins or receptor-binding sites. The most common binding proteins are
the high-affinity, low-capacity protein α1-acid glycoprotein and the low-affinity, high-
capacity protein albumin. Protein-binding displacement interactions after oral and in-
travenous dosing of low hepatically and nonhepatically extracted drugs are generally
clinically unimportant because unbound drug concentrations at steady state in plasma
do not change or are only transiently changed by displacement (20–22). Average un-
bound plasma concentrations at steady state of high hepatically extracted drugs admin-
istered orally are also not expected to be affected by displacement, provided that
changes in bioavailability and unbound clearance are proportional. Moreover, drugs
that are bound to both α1-acid glycoprotein and albumin may show no overall change
in fraction of unbound drug in plasma because displacement from α1-acid glycoprotein
can be buffered by binding to albumin (e.g., saquinavir; [23]). Protein-displacement
interactions may cause adverse events if the displaced drug is highly bound (>95%) to
plasma proteins at therapeutic concentrations and has a small volume of distribution
and a narrow therapeutic range.
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Most clinically relevant interactions result from changes in drug elimination caused
by inhibition or induction of metabolic enzymes present in the liver and extrahepatic
tissues (17,24). These processes can cause changes in intrinsic clearance of elimination
pathways, which result in alterations in unbound plasma concentrations at steady state
for orally administered drugs. The clinical consequences of inhibition or induction can
be difficult to predict when active or toxic metabolites are present. Inhibition results in
accumulation of the parent drug, whereas induction decreases concentrations of the
parent drug. However, concentrations of active metabolites can increase or decrease
depending on whether their formation and elimination are directly or indirectly affected
by inhibition or induction and thus influence whether a metabolite predisposes patients
to drug toxicity or lack of drug effectiveness. Furthermore, metabolites may persist
longer than parent drug in plasma after an inhibitor is discontinued. The extent of phar-
macokinetic consequences depends on the contribution to overall drug elimination and
the relative importance of the affected pathways. Pharmacokinetic mechanisms are dis-
cussed in further detail in Chapters 2 and 3.

The outcome of a pharmacokinetic drug interaction may be no measurable pharma-
cological or toxicological effects or enhancement or diminution of these effects. Harm
may result from interactions that cause elevated drug exposure, leading to an increase
in adverse effects or reduced drug exposure, leading to a decrease in the desired effect
or the development of drug-resistant organisms. However, benefit may be obtained
from interactions that increase drug exposure, improve therapeutic outcome, and mini-
mize side effects. The use of ritonavir to enhance blood concentrations of other pro-
tease inhibitors in antiretroviral treatment of HIV is an example of a beneficial
pharmacokinetic interaction that provides enhanced viral suppression (4).

PHARMACODYNAMIC DRUG INTERACTIONS

Pharmacodynamic interactions are an alteration in the pharmacological response of
a drug. They may be caused by direct competition at certain sites of action or by indi-
rectly involving altered physiological mechanisms but do not always modify a drug’s
concentration in tissue fluids. Different terminology is used to describe outcomes
depending on whether two drugs are active or inactive (25). If the response from the
combination is greater than predicted, then the outcome is termed synergism (both drugs
active), potentiation (one drug active), or coalism (neither drug active). If the response
is equal to that predicted, then the outcome is termed additivity/independence (both
drugs active) or inertism (one or both drugs inactive). Antagonism refers to a less-than-
predicted response if one or both drugs are active. Idiosyncratic interactions produce
effects that are not expected based on the known effects of either agent when given
alone.

Pharmacodynamic interactions can be beneficial in that an improved therapeutic
response may occur or be detrimental in that toxicity may be heightened. Also, thera-
peutic activity and toxic effects may occur simultaneously in opposite directions, result-
ing in a balance between positive and negative responses. Beneficial pharmacodynamic
drug interactions abound in infectious disease therapy because of the many of drug com-
binations used to treat infections. An example of such an interaction is the effective
synergistic combination of ampicillin and gentamicin or streptomycin in the treatment
of enterococcal endocarditis (26).
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PHARMACOEPIDEMIOLOGY

The reports of overall frequency of drug–drug interactions vary widely in the litera-
ture (27). Incidence rates reported in the 1970s and 1980s ranged between 2.2 and
70.3% for ambulatory, hospitalized, or nursing-home patients (28–34). Overall, the
incidence of potentially harmful drug interactions is generally low, but certain popula-
tions, such as the elderly, extensive or poor metabolizers, those with hepatic or renal
dysfunction, and those who are likely to take multiple medications, particularly for off-
label use, are more at risk. Data collected over 1995–1997 suggest that potential inter-
actions are as high as 75% in the population with HIV, with an actual 25% incidence of
clinically significant interactions (35).

Some studies have attempted to quantify the incidence of symptoms resulting from
these potential interactions. A range of 0 to 1% has been reported in hospitalized patients
(36), but the incidence is likely increasing (35). Although the number of potential inter-
actions may be high and the number of clinically significant interactions in many reports
appears low, there are still data that indicate drug interactions can lead to harmful conse-
quences (37–40). An inability to quantify the actual incidence accurately should not
minimize the importance of this drug-related problem.

The variance in incidence in the early literature can be attributed to a number of
factors (27–29,41). Study methodologies differed with respect to design (retrospective
or prospective), population studied, interactions/categories that were assessed, defini-
tions of clinical significance, denominators used to calculate incidence, and methods
used to determine the incidence of the significant interactions (36). Underreporting of
drug interactions also likely occurred.

Literature reports of drug interactions began in the 1970s, when there were fewer
drugs on the market. Knowledge of mechanisms of interactions, particularly in drug
metabolism, has since grown, leading to recognition of more potential interactions.
Improvements in analytical methods to measure drug levels in biological fluids has led
to more refined and robust techniques with better selectivity, sensitivity, and efficiency
for characterizing drug interactions. This has led to inclusion of pharmacokinetics (e.g.,
therapeutic drug monitoring) with clinical decision making for a number of agents. The
means to evaluate drug interactions, either mechanistically or clinically, are now readily
accessible to the clinician.

PHARMACOECONOMICS

The literature suggests that up to 2.8% of hospitalizations result from drug interac-
tions (36). An association also has been found between the risk of hospitalization and
interactions of various medications, including anti-infective agents, thus supporting
the premise that drug interactions compromise health and incur costs (42). Individual
case reports can demonstrate the measurable financial impact of drug interactions.
However, quality of life and cost to the patient and society are less apparent but equally
or more important (43). Although data are scarce regarding cost increases secondary to
drug interactions, the impact of such events remains a concern (44).

CLINICAL VS STATISTICAL SIGNIFICANCE

The term clinical significance describes the degree to which a drug interaction
changes the underlying disease or the condition of the patient (45). The magnitude of
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the change in effects may be statistically significant but not clinically relevant. A mea-
surable effect such as a change in blood drug concentrations or laboratory parameters
must be interpreted regarding whether the effect produces a change in clinical out-
come. An interaction is considered clinically relevant when the therapeutic activity or
toxicity of a drug is changed to such an extent that a dosage adjustment of the medica-
tion or medical intervention may be required (9). Next, the desired outcome must be
assessed in relation to benefit and risk before changes in management are made.

An important statistical and clinical consideration is the evaluation of changes in both
“mean” and individual pharmacokinetic and pharmacodynamic variables. Drug interac-
tion reports may conclude that a mean change is statistically and clinically insignificant,
but certain individuals may be affected by the drug interaction. Evaluation of individual
changes in study participants is therefore important to determine if a particular subset of
individuals responds differently to the treatment. Conversely, some individuals are not
affected by drug interactions even though significant mean changes may occur.

The aim of many interaction studies is to demonstrate that there is no clinically
relevant interaction. The currently accepted bioequivalence approach (i.e., the inclu-
sion of the 90% confidence limits for the ratio/difference of the means or medians
within some prespecified equivalence range) seems appropriate (46). The equivalence
interval represents the range of clinically acceptable variation in mean or median phar-
macokinetic changes and is the only link between clinical and blood concentration
significance. For agents with wide therapeutic windows, an equivalence range of
±20% or higher appears reasonable, depending on the drug. However, a smaller
equivalence range may be required for agents with a narrow therapeutic window. A
detailed presentation on biostatistical concepts in drug interaction studies is provided
in Chapter 15.

CLINICAL SIGNIFICANCE GRADING

The clinical significance grading of a detrimental drug interaction can be difficult.
The level of documentation must be assessed to determine the degree of confidence
that the interaction exists. The predictability of drug interactions from documentation
can be divided into five levels: established (well documented), probable, suspected,
possible, or unlikely. The data may be from in vitro studies, animal studies, anecdotal
case reports, or randomized controlled trials in the target population or healthy volun-
teers.

The severity of the interaction must also be graded and can be classified into three
levels: minor, moderate, or major. An interaction of minor severity is one that may
occur but is not considered significant as potential harm to the patient is likely slight.
An example is the minor decrease in ciprofloxacin absorption with antacids when
doses are taken more than 2 hours apart (47). An interaction of moderate severity is
one for which potential harm to the patient may be possible, and some type of inter-
vention/monitoring is often warranted. An example of a moderate interaction is the
combination of vancomycin and gentamicin, for which monitoring for nephrotoxicity
is important (48). An interaction of major severity is one that has a high probability of
harm to the patient, including outcomes that are life threatening. An example is the
development of arrhythmias caused by the coadministration of erythromycin and
terfenadine (49).
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The Drug Interaction Facts classification scheme combines the three severity levels
and five documentation levels into 15 interaction categories, with five levels of clinical
significance assigned to those 15 categories (50). A scale of the clinical significance of
drug–drug interactions that reflects the professional judgments of practicing pharma-
cists has been proposed by Roberts et al. (45).

EVALUATION OF DRUG INTERACTION LITERATURE

Each report of a drug interaction must be assessed for a variety of criteria (17). Manage-
ment decisions should be in response to clinically important outcomes resulting from
coadministration of drugs. Consideration must be given to the time-course of the interac-
tion (or lack thereof if a negative report is under assessment) to be sure that the occurrence
of the most prominent effect is captured. The timing and order of administration of drugs
must be evaluated in drug interaction reports because the sequence of administration can
determine if an interaction will manifest. Interactions that affect drug absorption can often
be mitigated by staggering the dosages and giving the object drug (i.e., drug with the effect
that is altered) first. Examples are drug–food (Chapter 12) and quinolone–antacid (Chapter
8) interactions. Dose also affects interactions. A smaller-than-usual dose reduces the chance
of observing an interaction, whereas a larger-than-usual dose increases the possibility of
detecting an interaction.

Drug interactions reported for one member of a drug class may not reflect those of
other members of that class (51). Drugs within a class usually have different pharmaco-
kinetic properties, which lead to differing interaction patterns for individual drugs. Stud-
ies in healthy volunteers instead of diseased subjects must be viewed with caution.
Patients may be at higher risk of adverse outcomes associated with a predisposition to
drug interactions because of their disease. Also, study populations may be too restrictive
and not representative of the target population. As mentioned in the Clinical vs Statisti-
cal Significance section, another consideration is the reporting of mean pharmacoki-
netic changes that do not reflect the range of observed changes in certain individuals.

CLINICAL MANAGEMENT

After assessing the level of documentation in the literature and the significance grad-
ing of the interaction, consideration must be given to the onset and offset of the event,
the mechanism, the change in outcome, management suggestions, and any discussion
in the available literature concerning the interaction. When a patient has been identi-
fied to be at risk of experiencing a clinically relevant drug interaction, steps must be
taken to prevent or minimize this potential event (17). If possible, the combination
should be avoided or one or more of the agents stopped. The medication(s) may be
replaced by noninteracting medication(s) that are therapeutically equivalent, doses may
be staggered, dose strength or interval may be modified, or the route of administration
may be changed.

An important consideration is not to overreact to potential interactions. Actions such
as discontinuation of an important agent in the management of the patient, an unneces-
sary increase or decrease in dose, needless increased visits for monitoring, or extrane-
ous orders for drug concentration measurements or laboratory work are not desirable.
A five-class categorization system for management has been recommended and is pre-
sented in Table 3 (52).
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CURRENT TRENDS: PREDICTION
OF IN VIVO INTERACTIONS FROM IN VITRO DATA

Although human studies provide the most definitive data on the likelihood and mag-
nitude of a drug interaction, there are important limitations to performing such studies.
There is always potential risk to the subject, even if it is small or unlikely. Regulatory
requirements for control and monitoring of these studies are becoming increasingly
costly and time consuming. Consequently, the number and spectrum of studies that can
be performed are limited. A search for alternatives has led to the use of human liver
components (e.g., microsomes, hepatocytes) or other tissues to represent or predict the
interaction in vivo (53). Chapters 2 and 3 provide an overview of in vitro methods to
predict drug interactions.

There are now human liver banks that have microsomes and purified or recombinant
human cytochrome P450 enzymes available for extensive in vitro study of metabolic
pathways of new drugs (54). During early development of a new drug, these in vitro
systems can predict if the drug will display variations in clearance from genetic poly-
morphism, and if the drug will be susceptible to clinically significant interactions. They
also allow the determination of mechanisms of previously observed, unexplained inter-
actions. Moreover, multiple drug interactions are easier to investigate in vitro than in
vivo. Some concerns of in vitro/in vivo scaling include differences in the concentra-
tions used in vitro compared to those obtained in vivo at the metabolizing enzyme
(53,54), the isolation of the enzyme when studied in vitro, and the lack of specific
markers available for in vivo studies to confirm in vitro findings (54). Nevertheless, in
vitro screens offer a useful early warning system for the rational selection of in vivo
studies provided there is careful analysis of all pharmacokinetic information available.

CONCLUSION

With the increasing appreciation of known and potentially important drug interac-
tions covering the broad spectrum of infectious diseases, the need for clarification of

Table 3
Classification Scheme for Management of Drug Interactions

Class 1 Avoid administration of the drug combination. The risk of adverse
patient outcome precludes the concomitant administration of the drugs.

Class 2 Combination should be avoided unless it is determined that the benefit
of coadministration of the drugs outweighs the risk to the patient. The
use of an alternative to one of the interacting drugs is recommended
when appropriate. Patients should be monitored carefully if the drugs
are coadministered.

Class 3 Several potential management options are available: use of an alterna-
tive agent, change in drug regimen (dose, interval) or route of adminis-
tration to minimize the interaction, or monitor patient if drugs are
coadministered.

Class 4 Potential for harm is low and no specific action is required other than
to be aware of the possibility of the drug interaction.

Class 5 Available evidence suggests no interaction.



Introduction to Drug Interactions 9

the clinical importance of these interactions has become imperative. An awareness of
the role of pharmacokinetics, pharmacodynamics, and factors that alter these processes
and insight into differentiating clinical and statistically significant effects are impor-
tant variables in the clinician’s process of decision making.

This volume is intended to provide an in-depth review of drug interactions related to
a number of topics in infectious diseases. An emphasis on the clinical approach with
specific examples and cases will guide the reader in developing skills for identifying
drug interactions and problem drugs as well as strategies for circumventing of drug
interactions.
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Mechanisms of Drug Interactions I

Absorption, Metabolism, and Excretion

Angela D. M. Kashuba and Joseph S. Bertino, Jr.

INTRODUCTION

Each year, 150 million outpatient prescriptions for antibiotics are dispensed in the
United States (1). In institutional settings, 25 to 35% of hospitalized patients receive
antibiotic treatment for active infections or to prevent infections (2). Given that anti-
biotics represent global sales of approx $20 billion of a $370 billion pharmaceutical
market, one can assume that many patients who are prescribed antibiotics are also
receiving other agents (3). Therefore, the potential for drug interactions is significant.

It is difficult to assess the overall clinical importance of many drug interactions.
Often, drug interaction reports are based on anecdotal or case reports, and their mecha-
nisms are not clearly defined. In addition, determining clinical significance requires an
assessment of the severity of potential harm. This makes an unequivocal determination
of “clinically significant” difficult.

Drug interactions can be pharmacokinetic or pharmacodynamic. Pharmacokinetic
interactions result from alterations in a drug’s absorption, distribution, metabolism, or
excretion characteristics. Pharmacodynamic interactions are a result of the influence of
combined treatment at a site of biological activity and yield altered pharmacological
actions at standard plasma concentrations. Although drug interactions occur through a
variety of mechanisms, the effects are the same: the potentiation or antagonism of the
effects of drugs.

The mechanisms by which changes in absorption, distribution, and excretion occur
have been understood for decades. However, only recently has technology allowed for
a more thorough understanding of drug-metabolizing isoforms and influences thereon.
Much information has been published regarding drug interactions involving the cyto-
chrome P450 (CYP) enzyme system (4–8). This is an important focus of this chapter
because the majority of currently available anti-infectives are metabolized by, or influ-
ence the activity of, the CYP enzyme system. This chapter provides a detailed review
of the mechanisms by which clinically significant pharmacokinetic drug interactions
occur.
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DRUG INTERACTIONS AFFECTING ABSORPTION

Mechanisms of absorption include passive diffusion, convective transport, active
transport, facilitated transport, ion-pair transport, and endocytosis (9). Certain drug
combinations can affect the rate or extent of absorption of anti-infectives by interfering
with one or more of these mechanisms (10). Generally, a change in the extent of a
medication’s absorption of greater than 20% may be considered clinically significant
(11). The most common mechanisms of drug interactions affecting absorption are dis-
cussed in Table 1.

Changes in pH

The rate of drug absorption by passive diffusion is limited by the solubility, or disso-
lution, of a compound in gastric fluid. Basic drugs are more soluble in acidic fluids, and
acidic drugs are more soluble in basic fluids. Therefore, compounds that create an envi-
ronment with a specific pH may decrease the solubility of compounds needing an op-
posing pH for absorption. However, drug solubility does not completely ensure
absorption because only un-ionized molecules are absorbed. Although acidic drugs are
soluble in basic fluids, basic environments can also decrease the proportion of solubi-
lized acidic molecules that are in an un-ionized state. Therefore, weak acids (pKa = 3–8)
may have limited absorption in an alkaline environment, and weak bases (pKa = 5–11)
have limited absorption in an acidic environment.

These interactions can be clinically significant. For example, because the nucleoside
analog didanosine is acid labile and requires a neutral-to-basic pH to be absorbed, all
didanosine formulations are buffered. However, medications known to require an acidic
environment for dissolution, such as ketoconazole, itraconazole, and dapsone, have
demonstrated significantly decreased absorption when given concomitantly (12–15).

Antacids, histamine receptor antagonists, and proton pump inhibitors all raise gas-
tric pH to varying degrees. Antacids transiently (0.5–2 hours) raise gastric pH by 1–2
units (16), H2-antagonists dose-dependently maintain gastric pH above 5.0 for many
hours, and proton pump inhibitors dose-dependently raise gastric pH above 5.0 for up

Table 1
Potential Mechanisms of Drug Interactions
Involving Absorption and Distribution

Absorption
• Altered gastric pH
• Chelation of compounds
• Adsorption of compounds
• Altered gastric emptying
• Altered intestinal motility
• Altered intestinal blood flow
• Altered active and passive intestinal transport
• Altered intestinal cytochrome P450 isozyme activity
• Altered intestinal P-glycoprotein activity

Distribution
• Altered protein binding
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to 19 hours (17). The concomitant administration of these compounds leads to signifi-
cant alterations in the extent of absorption of basic compounds such as certain azole
antifungals and β-lactam antibiotics (11,18–23). However, because of large interindi-
vidual variability in the extent of altered gastric pH, significant interactions may not
occur in all patients.

Chelation and Adsorption

Drugs may form insoluble complexes by chelation in the gastrointestinal tract. Che-
lation involves the formation of a ring structure between a metal ion (e.g., aluminum,
magnesium, iron, and to a lesser degree calcium) and an organic molecule (e.g., anti-
infective medication), which results in an insoluble compound that is unable to perme-
ate the intestinal mucosa because of the lack of drug dissolution.

A number of examples of the influence on anti-infective exposure by this mecha-
nism exist in the literature, involving primarily the quinolone antibiotics in combina-
tion with magnesium- and aluminum-containing antacids, sucralfate, ferrous sulfate,
or certain buffers. These di- and trivalent cations complex with the 4-oxo and 3-car-
boxyl groups of the quinolones, resulting in clinically significant decreases in the
quinolone area under the concentration–time curve (AUC) by 30 to 50% (24–27). Cat-
ions present in enteral feeding formulations do not appear to interfere significantly
with the absorption of these compounds (28,29). A second well-documented, clinically
significant example of this type of interaction involves the complexation of tetracy-
cline and iron. By this mechanism, tetracycline antibiotic AUCs are decreased by up to
80% (30–32).

Adsorption is the process of ion binding or hydrogen binding and may occur between
anti-infectives such as penicillin G, cephalexin, sulfamethoxazole, or tetracycline and
adsorbents such as cholestyramine. Because this process can significantly decrease anti-
biotic exposure (33,34), the concomitant administration of adsorbents and antibiotics
should be avoided.

Changes in Gastric Emptying and Intestinal Motility

The presence or absence of food can affect the absorption of anti-infectives by a vari-
ety of mechanisms (35). High-fat meals can significantly increase the extent of absorp-
tion of fat-soluble compounds such as griseofulvin, cefpodoxime, and cefuroxime axetil.
Prolonged stomach retention can cause excessive degradation of acid-labile compounds
such as penicillin and erythromycin (10).

Because the primary location of drug absorption is the small intestine, changes in gas-
tric emptying and gastrointestinal motility may have significant effects on drug exposure.
Rapid gastrointestinal transit effected by prokinetic agents such as cisapride, metoclo-
pramide, and domperidone may decrease the extent of absorption of poorly soluble drugs
or drugs that are absorbed in a limited area of the intestine (36). However, clinically
significant effects on anti-infectives have not been documented.

Effects of Intestinal Blood Flow

Intestinal blood flow can be modulated by vasoactive agents and theoretically can
affect the absorption of lipophilic compounds. However, there is no evidence to date
that this results in clinically significant drug interactions (37).
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Changes in Active and Passive Transport

A rapidly expanding field of research is that of intestinal transcellular transport.
Multiple intestinal transporters located on the brush-border and basolateral membrane
of the enterocyte have been identified (38–40). The potential for competitive inhibition
of these transporters with quinolone antibiotics has been documented (41). This con-
tributes an additional mechanism by which anti-infective drug interactions may occur.

The Caco-2 cell model is a human colonic cell line sharing similarities with
enterocytes and is used as a model for oral absorption (42). Investigations using this
cell line have demonstrated that certain compounds can modulate the tight junctions of
the intestinal epithelia and alter paracellular drug absorption (43,44). Future research
that focuses on understanding the functional characteristics of enterocyte transporters
and tight-junction modulators will provide information regarding which compounds
may participate in these interactions and to what extent. Mechanisms related to trans-
porters are described in Chapter 3.

Changes in Presystemic Clearance

Knowledge of first-pass drug elimination and systemic availability of many anti-
infectives in humans has increased tremendously in the last decade. The drug-metabo-
lizing CYP 3A4 and 3A5 (CYP3A4/5) are expressed at high concentrations in the
intestine and contribute to drug inactivation. P-Glycoprotein is expressed at the lume-
nal surface of the intestinal epithelium and serves to extrude unchanged drug from the
enterocyte into the lumen. Both CYP3A4/5 and P-glycoprotein share a significant over-
lap in substrate specificity (45–47), although there is no correlation between affinities
(48). Determining the relative contributions of intestinal P-glycoprotein and CYP3A4/
5 activity to drug bioavailability and interactions is an active area of investigation.
Potential drug interactions involving these mechanisms are discussed in detail next.

Cytochrome P450 Isozymes

Gastrointestinal CYP isozymes, responsible for Phase I oxidative metabolism (for a
more detailed discussion of CYP isoforms, see Phase I Drug Metabolism section), are
most highly concentrated in the proximal two-thirds of the small intestine (49). Two
intestinal CYP isoforms, CYP3A4 and CYP3A5 (CYP3A4/5), account for approx 70%
of total intestinal P450 protein and are a major determinant of the systemic bioavail-
ability of orally administered drugs (50–53).

For example, the benzodiazepine midazolam is a specific CYP3A4/5 substrate with
no affinity for P-glycoprotein. An investigation of oral and intravenous midazolam
plasma clearance in 20 healthy young volunteers (54) revealed an incomplete correla-
tion between the two measures (r = 0.70). The large variability in midazolam oral clear-
ance not accounted for by hepatic metabolism most likely represents the contribution
of intestinal CYP3A4/5. Therefore, it appears that at least 30–40% of the clearance of
many CYP3A compounds may be significantly influenced by CYP3A4/5 located in
enterocytes. Because the activity of intestinal CYP3A4/5 can also be influenced by a
variety of environmental factors (53,55,56), the potential for drug interactions to occur
during drug absorption is great.

Some of the most significant effects of drug interactions occurring at the intestinal
isozyme level involve the potential suicide inhibition of CYP3A4/5 with grapefruit
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juice (57,58). Generally, this interaction results in a minimum threefold increase in the
extent of absorption and toxicity of the concomitantly administered agent (59), but can
also result in decreased efficacy of prodrugs needing CYP3A for conversion to active
moieties. The concern of this interaction is strictly limited to orally administered agents
because the active components of grapefruit juice are either inactivated in the gut or are
present in such minute quantities in the portal circulation that no effect on hepatic
metabolism occurs (60–62).

Clinical data available for anti-infective–grapefruit juice interactions include the
protease inhibitor saquinavir (63), the antifungal agent itraconazole (64), and the mac-
rolide clarithromycin (65). Whereas saquinavir AUC increases twofold with a single
400-mL dose of commercially available grapefruit juice, itraconazole and clarithro-
mycin AUCs do not change significantly. The absence of an effect of grapefruit juice
on the oral clearance of these last two compounds suggests that their first-pass metabo-
lism does not rely significantly on intestinal CYP3A4/5 (45).

Anti-infectives can also inhibit intestinal CYP isozyme activity (55,56,66). For
example, the protease inhibitor ritonavir is a potent inhibitor of CYP3A4 activity. This
characteristic can be clinically useful, as demonstrated by the increased bioavailability
of the protease inhibitors saquinavir (67) and lopinavir (68) when given in combination
with small doses of ritonavir.

Other CYP isozymes present in enterocytes may also influence drug absorption. Envi-
ronmental factors may influence their activity as well, and drug–environment interac-
tions may result in significantly altered absorption (69). However, further research is
needed to better characterize these influences before specific interactions can be pre-
dicted.

Effects of P-Glycoprotein

P-Glycoprotein is a multidrug-resistance gene product found in a variety of human
tissues, including the gastrointestinal epithelium (70). This efflux pump is expressed at
the lumenal surface of the intestinal epithelium and opposes the absorption of unchanged
drug by transporting lipophilic compounds out of enterocytes back into the gastrointesti-
nal lumen. P-Glycoprotein has demonstrated up to 10-fold variability in activity between
subjects (71) and has a significant role in oral drug absorption. Decreased bioavailability
occurs because intact drug molecules are pumped back into the gastrointestinal tract
lumen and exposed multiple times to enterocyte metabolism.

P-Glycoprotein has broad substrate specificity, and inhibiting or inducing the activ-
ity of this protein can lead to significant alterations in drug exposure (72). However,
because many drugs have affinities for both P-glycoprotein and CYP3A4/5 (45,46), it
is difficult to determine by which specific mechanism drug interactions occur. For some
compounds, inhibition of both P-glycoprotein function and CYP3A4/5 activity may be
required to produce clinically significant interactions.

Many anti-infectives have binding affinity for P-glycoprotein. These include erythro-
mycin, clarithromycin (73), ketoconazole, sparfloxacin (74), the nucleoside analog
adefovir (75), and the human immunodeficiency virus (HIV)-1 protease inhibitors (76–
78). Because drugs that have affinity for P-glycoprotein are not necessarily removed
from the enterocyte by this efflux pump (79), anti-infectives may participate in, but are
not necessarily influenced by, drug interactions involving P-glycoprotein. This concept
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was illustrated by an in vitro investigation of ketoconazole and erythromycin (80). Both
drugs demonstrated significant affinity for P-glycoprotein. However, in combination
with verapamil (a classic P-glycoprotein inhibitor), significantly decreased P-glycopro-
tein-mediated efflux occurred only with erythromycin. Therefore, although ketoconazole
exhibits binding affinity for P-glycoprotein, it can be concluded that P-glycoprotein
does not contribute significantly to the process of first-pass metabolism of ketoconazole.

In vitro data revealed that grapefruit juice, in addition to inactivating enterocyte
CYP3A isozymes, may also increase P-glycoprotein activity (81). The clinical implica-
tions of this have yet to be determined. P-Glycoprotein is further discussed in Chapter 3.

DRUG INTERACTIONS AFFECTING DISTRIBUTION
Protein Binding and Displacement

Drug interactions affecting distribution are those that alter protein binding. Gener-
ally, the importance of drug displacement interactions has been overestimated, with the
extrapolation of data from in vitro investigations without consideration for subsequent
physiological phenomena. The lack of well-designed studies has prevented precise
quantification of the influence of protein binding on anti-infective therapeutic efficacy
in vivo. However, redistribution and excretion of drugs generally occurs quickly after
displacement, and the effects of any transient rise in unbound concentration of the
object drug are rarely clinically important (82).

Albumin constitutes the main protein fraction (~5%) in blood plasma. As albumin
contains both basic and acidic groups, it can bind basic and acidic drugs. Acidic drugs
(i.e., penicillins, sulfonamides, doxycycline, and clindamycin; 83) are strongly bound
to albumin at a small number of binding sites, and basic drugs (i.e., erythromycin) are
weakly bound to albumin at a larger number of sites. Basic drugs may also preferen-
tially bind to α-1-acid glycoprotein (84).

Depending on relative plasma concentrations and protein-binding affinities, one drug
may displace another with clinically significant results. This interaction is much more
likely to occur with drugs that are at least 80 to 90% bound to plasma proteins, with
small changes in protein binding leading to large relative changes in free drug concen-
tration. Drugs that are poorly bound to plasma proteins may also be displaced, but the
relative increase in free drug concentration is generally of less consequence. When a
protein displacement interaction occurs, the increased free drug in plasma quickly dis-
tributes throughout the body and will localize in tissues if the volume of distribution is
large. An increase in unbound drug concentrations at metabolism and elimination sites
will also lead to increased rates of elimination. Therefore, many clinically significant
drug interactions that have been attributed to protein binding have often involved a
second, unrecognized mechanism of interaction (85).

Generally, interactions between basic drugs and albumin are not clinically signifi-
cant. In subjects with normal concentrations of albumin and anti-infective concentra-
tions of less than 100 µg/mL, the degree of protein binding will be relatively constant.
At higher anti-infective concentrations, available binding sites may theoretically become
saturated and the extent of binding subsequently decreased (83). Clinically significant
displacement interactions for α-1-acid glycoprotein have not been described. This is
most likely caused by the large volume of distribution of these drugs, with plasma
containing a very small proportion of the total amount of drug in the body.
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In summary, drug interactions involving albumin-binding displacement may poten-
tially be clinically significant if the compound is greater than 80% protein bound, has a
high hepatic extraction ratio, a narrow therapeutic index, and a small volume of distribu-
tion. Although temporary increase in drug concentrations may be clinically significant
with such drugs as warfarin and phenytoin, mean steady-state free drug concentrations
will remain unaltered (86).

DRUG INTERACTIONS AFFECTING DRUG METABOLISM

The principal site of drug metabolism is the liver. Metabolism generally converts
lipophilic compounds into ionized metabolites for renal elimination. Drug-metaboliz-
ing activity can be classified according to nonsynthetic (Phase I) and synthetic (Phase
II) reactions. Phase I reactions include oxidation, reduction, and hydrolysis and occur
in the membrane of hepatocyte endoplasmic reticula. Phase II reactions result in conju-
gation (i.e., glucuronidation, sulfation) and occur in the cytosol of the hepatocyte.

Phase I Drug Metabolism

The majority of oxidative reactions are catalyzed by a superfamily of mixed-func-
tion mono-oxygenases called the CYP enzyme system. Although CYP isozymes are
located in numerous tissues throughout the body, the liver is the largest source of CYP
protein (50). Many significant pharmacokinetic drug interactions involve the hepatic
CYP isozymes (87–91) (Table 2).

Nomenclature for this superfamily is based on amino acid sequence homology and
groups enzymes and genes into families and subfamilies (92). To designate the CYP
enzymes, the CYP prefix is used. All isozymes having at least 40% amino acid sequence
homology are members of an enzyme family, as designated by an Arabic number (e.g.,
CYP3). All isozymes that have at least 55% amino acid sequence homology are mem-
bers of an enzyme subfamily, as designated by a capital letter (e.g., CYP3A). An Arabic
number is used to represent an individual enzyme (e.g., CYP3A4). Italicized nomencla-
ture represents the gene coding for a specific enzyme (e.g., CYP3A4).

To date, at least 14 human families, 22 human subfamilies, and 36 human CYP
enzymes have been identified (93). However, the CYP1, 2, and 3 families account for
70% of the total hepatic P450 content (94,95). Approximately 95% of all therapeutic

Table 2
Potential Mechanisms of Drug
Interactions Involving Metabolism

Phase I (nonsynthetic)
• Genetic polymorphisms
• Inhibition of activity
• Suppression of activity
• Induction of activity

Phase II (synthetic)
• Genetic polymorphisms
• Inhibition of activity
• Induction of activity
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drug oxidation can be accounted for by the activities of CYP1A2, CYP2C8/9,
CYP2C19, CYP2D6, CYP2E1, and CYP3A4/5 (Fig. 1). Drug interactions involving
these isozymes result from enzyme inhibition or induction, although genetic polymor-
phism can attenuate these interactions (96).

Genetic Polymorphisms

Polymorphisms are generated by nonrandom genetic mutations that occur in at least
1% of a population and give rise to distinct subgroups within that population that differ
in their ability to metabolize xenobiotics. Clinically significant polymorphisms have
been documented for CYP2D6, CYP2C9, and CYP2C19 (97). Extensive or rapid
metabolizers (generally the largest proportion of a population) have heterozygous or
homozygous dominant alleles, poor metabolizers possess variant homozygous autoso-
mal recessive alleles, and ultraextensive metabolizers exhibit gene amplification of
autosomal dominant alleles.

Poor-metabolizer phenotypes can be at high risk for toxicity from drugs that require
CYP inactivation and at high risk for therapeutic inefficacy from prodrugs that need
CYP activation (98). However, they are at low risk for drug interactions that involve
enzyme inhibition or induction because their activity is preemptively compromised
and cannot be induced.

In addition, because of the large variability (e.g., 40-fold or greater) in enzyme activ-
ity documented in extensive metabolizers (99), drug interactions may not manifest in all
subjects with this phenotype. Inhibition of drug-metabolizing enzymes may result in
more significant effects in those with high initial enzyme activity, and induction of drug-
metabolizing enzymes may result in more significant effects in those individuals with
low initial enzyme activity.

Fig. 1. Proportion of drugs metabolized by P450 isozymes.
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Mechanisms of Inhibition

Enzyme inhibition can result in sudden catastrophic drug interactions. Several
mechanisms of inhibition exist, and many drugs can interact by multiple mechanisms
(100,101). Reversible inhibition is most common. Reversible inhibition occurs when
compounds quickly form weak bonds with CYP isozymes without permanently dis-
abling them. This can occur both competitively (competition for the same binding site
between inhibitor and substrate) and noncompetitively (inhibitor binds at a site on the
enzyme distinct from the substrate).

The magnitude of this type of inhibition depends both on the affinity of substrate
and inhibitor for the enzyme and on the concentration of the inhibitor at the enzyme
site (48). Affinity is represented by an inhibitor constant Ki, which is the concentration
of inhibitor required to decrease the maximal rate of the reaction to half of the uninhib-
ited value. For example, potent reversible CYP3A inhibitors generally have Ki values
below 1 µM (e.g., ketoconazole, itraconazole, ritonavir, and indinavir), although drugs
with Ki values in the low micromolar range can also demonstrate competitive inhibi-
tion (e.g., erythromycin and nelfinavir). Compounds with Ki’s greater than 100 µM for
the CYP3A subfamily tend not to produce clinically significant inhibition (52).

CYP inhibition can also occur as a result of a slowly reversible reaction. When an
inhibitor binds to a CYP isozyme and undergoes oxidation to a nitrosoalkane species, it
can form a slowly reversible complex with the reduced heme in the CYP isozyme (52).
This interaction has been documented between the macrolide antibiotics and CYP3A
(102) and explains why clinically significant interactions (i.e., erythromycin and
terfenadine) can occur with compounds that have modest Ki values (88,103).

It is postulated that irreversible, mechanism-based inhibition (or suicide inhibition)
occurs with the CYP-mediated formation of a reactive metabolite. This metabolite can
covalently and irreversibly bind to the catalytic site residue and permanently inactivate
the enzyme for subsequent reactions. The extent of the clinical importance of this reac-
tion depends on the total amount of CYP isozyme present, the total amount of inhibitor
to which the isozyme is exposed, and the rate of new isozyme synthesis (104).

Mechanisms of Suppression

As early as the 1960s, inflammation and infection were demonstrated to decrease
Phase I metabolism of drugs and toxins in animals, thereby modulating pharmacologi-
cal and toxicological effects (105,106). One of the earliest reports of infection altering
human drug-metabolizing enzyme activity occurred a decade later, with quinidine con-
centrations consistently elevated in subjects experimentally infected with Plasmodium
falciparum malaria (107). Since that time, numerous reports have described alterations
in drug metabolism with viral and bacterial infections (108–114), in addition to com-
plex events such as surgery and bone marrow transplantation (115,116).

The effects of inflammation and infection on CYP activity are ascribed to stimula-
tion of the cellular immune response (117). Although many different mediators may
be involved, there has been particular focus on the major proinflammatory cytokines
interleukin (IL)-1, IL-6, and tumor necrosis factor (TNF)-α. Generally, IL-1, IL-6, and
TNF-α demonstrate a suppressive effect on CYP isozymes by decreasing messenger
ribonucleic acid (mRNA) up to 80%. However, correlations among mRNA, enzyme
protein content, and enzyme activity are incomplete both within and between investiga-



22 Kashuba and Bertino

tions (118–125). To date, the majority of investigations examining cytokine-induced
effects on drug-metabolizing isozyme activities have been performed in the rodent model.
Very few of these investigations have been repeated in human hepatocytes. Although
rodents are an inexpensive and readily available model, qualitative and quantitative
interspecies differences in regulation and activity of drug-metabolizing enzymes (126–
128) as well as response to cytokines do not allow the effects of inflammation on isozyme
activities, or the underlying mechanisms, to be easily extrapolated to humans (129–132).

A small number of clinical investigations have documented decreased drug-metabol-
izing enzyme activity during the administration of therapeutic interferons and inter-
leukins. These studies demonstrated variable and conflicting results with respect to the
magnitude of drug–cytokine interactions (114,133–139). With the increasing use of cyto-
kines as therapeutic agents for a variety of disease states, further investigation is required
to elucidate the mechanisms of drug–cytokine interactions to optimize anti-infective thera-
peutic regimens. Drug–cytokine interactions are described in detail in Chapter 13.

Mechanisms of Induction

An increase in CYP activity through induction is less of an immediate concern than
inhibition because induction occurs gradually rather than rapidly and generally leads to
compromised therapeutic goals rather than profound toxicity. Because the time-course of
enzyme induction is determined by the half-life of the substrate as well as the rate of
isozyme turnover, it is often difficult to predict this time-course specifically. Clinically
significant induction results from a more than 50-fold increase in the number of enzyme
molecules. This generally occurs through an increase in P450 synthesis by either recep-
tor-mediated transcriptional activation or mRNA stabilization. However, protein stabili-
zation leading to decreased rates of P450 degradation has also been noted.

Induction of the CYP1 family by cigarette smoke, charcoal-broiled foods, indoles
(found in broccoli, cauliflower, cabbage, brussels sprouts, kale, watercress), and
omeprazole occurs primarily by substrate binding to the Ah-receptor (dioxin receptor).
This complex subsequently binds with a receptor nuclear translocator, enters the hepa-
tocyte nucleus, and binds with regulatory deoxyribonucleic acid (DNA) sequences to
enhance gene transcription and stabilize mRNA (140,141).

The CYP2 family is induced by a variety of structurally diverse compounds. Although
the mechanism of CYP2 gene induction is not well understood and a specific receptor
has not been identified, transcriptional CYP2C gene activation and mRNA stabilization
were demonstrated to occur with the azole antifungal agents ketoconazole, clotrimazole,
and miconazole (141).

A transcriptional mechanism for CYP3 induction has been identified (142). Investi-
gators have established that a human orphan nuclear receptor, termed the pregnane X
receptor (PXR), binds to a response element in the CYP3A4 promoter region. PXR is
activated by a range of drugs known to induce CYP3A4 expression (i.e., rifampicin,
clotrimazole, etc.). PXR is expressed most abundantly in the liver but is also present in
the small intestine and colon. CYP3A can also be induced by posttranscriptional mes-
sage stabilization and protein stabilization with the following anti-infectives: macrolides,
imidazole antifungal agents, and rifampin. The specific mechanisms for this are cur-
rently unknown but most likely involve interaction with a cyclic adenosine 5′-mono-
phosphate-dependent phosphorylation process involved in protein denaturation.
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Phase II Drug Metabolism

The term Phase II metabolism was developed originally to represent synthetic reac-
tions occurring after Phase I processes. It is now known that many xenobiotics do not
require Phase I metabolism before undergoing conjugation reactions. The group of
Phase II isozymes consists of uridine 5�-diphosphate (UDP)-glucuronosyltransferases,
sulfotransferases, acetyltransferases, glutathione-S-transferase, and methyltransfer-
ases. Many of these families of enzymes are still growing in complexity, and drug
interactions involving these isozymes are under investigation.

Genetic Polymorphism

Many of the Phase II enzymes exhibit polymorphism (143–146). Although these
polymorphisms have been implicated in selected anti-infective-associated adverse drug
reactions (e.g., dapsone, isoniazid, sulfonamides; 146–148), influences of these poly-
morphisms on anti-infective drug interactions have not been documented.

Inhibition

Phase II drug-metabolizing enzymes do not currently appear to play as prominent a
role in clinical drug interactions with anti-infectives as the CYP enzyme system. This
may be because of the large capacity of the conjugation system, in which only pro-
found disturbances result in clinically significant alterations in drug pharmacokinetics
(149).

UDP-glucuronosyltransferase represents the most common conjugation reaction in
drug metabolism. Many drugs have been characterized as competitive inhibitors of
UDP-glucuronosyltransferases (150), but the roles of these interactions in practical
drug metabolism issues are unexplored.

Induction

Far less is known about the potential for induction of Phase II enzymes than the CYP
enzyme system. The UDP-glucuronosyltransferases can be induced, but the clinical
significance of this is not fully understood (151). However, the increased clearance of
zidovudine that has been documented with the coadministration of rifampin suggests
that induction of these enzymes may be clinically significant (152). Glutathione-S-
transferase is also known to be inducible, although these activities rarely exceed two-
to threefold times baseline and are not involved in anti-infective metabolism (153).

DRUG INTERACTIONS AFFECTING EXCRETION

Renal elimination of drugs involves glomerular filtration, tubular secretion, and tu-
bular reabsorption. Five mechanisms of drug–drug interactions can occur at the site of
renal elimination (154). The most common mechanisms are discussed next (Table 3).

Glomerular Filtration

Rates of glomerular filtration can be affected by changes in renal blood flow, car-
diac output, and extent of protein binding (155). With highly protein-bound drugs (e.g.,
>80%), a significant increase in the unbound fraction can lead to an increase in glom-
erular filtration and subsequent increased drug elimination (156). Conversely, with
transporter saturation and renal elimination at maximal, elimination rates may decrease
significantly with increased free drug.
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Tubular Secretion

The most common renal drug interactions occur at the transport site of tubular secre-
tion. Sharing the same proximal tubular active transport system, many organic anionic
and cationic drugs and metabolites compete with each other for secretion. A classic
example of this interaction, used long ago intentionally for therapeutic benefit, is the
combination of probenecid and penicillin to increase antibiotic serum concentrations
(157). Examples of other anti-infectives that may exhibit interactions by this mecha-
nism include the sulfonamides, penicillins, and zidovudine (158–160).

P-Glycoprotein has been identified in the apical membrane of the proximal tubule
and can transport a large variety of drugs into the lumen. A number of experimental
drug interaction investigations have implicated the inhibition of renal p-glycoprotein
to an increase in plasma drug concentrations. Quinolones (161), macrolides (73), and
azole antifungals (162) demonstrate affinity for renal P-glycoprotein and can poten-
tially contribute to significant drug interactions. Although renal nucleoside transport-
ers have been shown to mediate the secretion and reabsorption of purine and pyrimidine
nucleoside analog drugs, their role in clinically significant drug interactions is unknown
(163,164).

Tubular Reabsorption

Reabsorption of drugs from the tubular lumen involves both passive diffusion and
active transport processes. Only nonionized compounds are passively reabsorbed from
the renal tubule, and thus manipulating urinary pH can alter the reabsorption of weak
organic acids and bases. Renal clearance of weak organic bases (pKa = 7–10) is
increased with urine acidification (i.e., by salicylates and ascorbic acid) and decreased
with urine alkalinization (i.e., by antacids, calcium carbonate, thiazide diuretics, and
sodium bicarbonate). Likewise, renal elimination of weak organic acids (pKa = 3–7;
nitrofurantoin, sulfonamides, aminoglycosides, and vancomycin) is increased with
urine alkalinization and decreased with urine acidification. Generally, these interac-
tions are not clinically significant because few drugs can have altered urinary excretion
to a large enough extent to affect plasma half-life. The role of active transport reab-
sorption in anti-infective drug interactions is currently unknown (165).

SIGNIFICANCE OF DRUG INTERACTIONS

Many drug interactions are primarily assessed in vitro (see the Preclinical Methods
for Predicting Drug Interactions section). However, absolute in vitro/in vivo correla-
tions are infrequent. Even with clinical trials, not all statistically significant drug inter-
actions are clinically significant. In particular, drugs with wide therapeutic indices that

Table 3
Potential Mechanisms of Drug
Interactions Involving Excretion

• Glomerular filtration
• Tubular secretion
• Tubular reabsorption
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demonstrate a less than 20% change in pharmacokinetic parameters when combined
with a second agent will most likely be of little, if any, clinical significance.

The greatest risk of documented clinically significant pharmacokinetic drug interac-
tions involving anti-infective-induced altered protein binding, drug-metabolizing enzyme
inhibition, and altered renal elimination is the combination of anti-infectives with antico-
agulants, antidepressants, and cardiovascular agents (90). The most clinically significant
anti-infective drug interactions involving enzyme induction are subtherapeutic concen-
trations resulting from the combination of rifampin with warfarin (166), cyclosporine
(167), and oral contraceptives (168,169). Conversely, the reduction of Cmax or AUC of
anti-infectives by other drugs or environmental influences can result in a much greater
chance of therapy failure and possibly an increase in the development of resistance.

Not all pharmacokinetic drug interactions involving anti-infectives are detrimental,
however. Ketoconazole has been used for a number of years to inhibit the metabolism
of oral cyclosporine by approx 80%, thereby reducing the cost of therapy as well as the
rates of rejection and infection (170,171). As mentioned in the section Cytochrome
P450 Isozymes, the administration of ritonavir to enhance the oral absorption of saquin-
avir is a well-known component of potent antiretroviral combination regimens (172).

Beneficial and detrimental pharmacodynamic antimicrobial drug interactions also
exist. The use of lower concentrations of two synergistic antibacterials to reduce the
toxicity of each but to have the same pharmacological effect has been advocated (173),
although the clinical data supporting superior efficacy is weak. Synergistic combina-
tions of antimicrobials may produce better results in the treatment of Pseudomonas
aeruginosa and Enterococcus species (174,175). Clinical data are also lacking for det-
rimental effects of potentially antagonistic combinations of antimicrobials (e.g., a bac-
teriostatic drug combined with a bactericidal agent) (176). However, these combinations
are best avoided unless clinically warranted for the treatment of multiple pathogens.

PRECLINICAL METHODS FOR PREDICTING DRUG INTERACTIONS

Although understanding and anticipating pharmacokinetic drug interactions are
important components of rational therapeutics, there is a limit to the number and scope
of clinical studies that can reasonably be performed. The development of human in
vitro models allows information to be obtained without the expense and potential risks
involved in conducting human trials. However, scaling of in vitro data to the clinical
situation is not always accurate, and the results of these methods may not be definitive.
A primary focus of preclinical screening methods for assessing drug–drug interactions
is the identification of isozymes responsible for the metabolism of these compounds
and the relative contribution of an inhibited pathway to a compound’s overall elimina-
tion.

Modern technology has allowed in vitro screening techniques to become widely
available, and the bulk of these data are currently included in package inserts. How-
ever, extrapolating in vitro results to an in vivo situation is often complicated. Preclini-
cal screening of promising compounds frequently uses nonhuman mammalian species,
although interspecies differences in expression and regulation of transporters and enzymes
are well documented (177,178). Supratherapeutic, as opposed to clinically relevant, con-
centrations of inhibitors and substrates may be utilized. In addition, experimental condi-
tions such as enzyme protein concentration and buffers can critically affect specific results
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and confound in vitro/in vivo correlations (179). To account for variability in indi-
vidual enzyme expression, positive controls for inhibition and induction should always
be used (e.g., troleandomycin or ketoconazole for CYP3A inhibition, quinidine for
CYP2D6 inhibition, and rifampin for CYP3A induction).

The following briefly summarizes the strengths and weaknesses of currently avail-
able in vitro human methodologies for assessing CYP drug interactions and predicting
their clinical significance (Table 4).

Purified P450 Isozymes

In an attempt to identify specific isozymes responsible for the metabolism of com-
pounds, human CYP enzymes have been isolated and purified from hepatic tissue (180).
However, only small amounts of protein can be isolated at any one time, and specific
isozymes from certain subfamilies often cannot be separated (i.e., CYP2C9 vs
CYP2C19 vs CYP2C10). To ensure correct interpretation of the results obtained from
this method, it is most critical to examine the isozyme purification methods and quality
control procedures. This method has been primarily superceded by the use of recombi-
nant human CYP isozymes.

Recombinant Human P450 Isozymes

Complementary DNA (cDNA) expression has been used to produce recombinant
human CYP isozymes in yeast, insects, bacteria, and mammalian cells (181,182). An
advantage of this system is the ability to identify specific isozymes of a subfamily that
are responsible for the metabolism of a compound and to confirm suspected isozyme-
selective inhibitors (183). However, this remains an artificial system, and discrepan-
cies can exist between results obtained by cDNA methods and other in vitro systems.
Generally, data obtained from cDNA systems should be confirmed by at least one other
in vitro system (184,185).

Microsomes

Microsomes isolated from human hepatocytes have become the “gold standard” of
in vitro experimentation for drug interactions. Microsomes are isolated membranes of
hepatocyte endoplasmic reticula and contain the CYPs in proportion to their in vivo
representation. This is an important consideration because most often multiple
isozymes are responsible for drug metabolism. Given the large interindividual vari-
ability in CYP expression, using microsomes from a single individual may produce
distorted results. To circumvent this, pooling microsomes from multiple sources to
obtain an average representation of activity is advocated. Human microsomes are
widely available at relatively low cost, but they can only be used to determine direct

Table 4
Preclinical Methods for Predicting Drug Interactions

• Purified P450 isozymes • Immortalized cell lines
• Recombinant P450 isozymes • Liver slices
• Human microsomes • Hepatocyte cultures
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inhibition of metabolism. Investigations of drug–drug interactions involving induction
or suppression of CYP isozymes require intact cellular machinery.

Immortalized Cell Lines

An ideal in vitro model for studying drug–drug interactions involving induction,
inhibition, and suppression would be a validated, immortalized, readily available cell
line, the results from which could be extrapolated directly to the clinical environment.
However, no such model currently exists. All available immortalized human cell lines
do not maintain a full complement of CYP enzyme activities or maintain other poten-
tially important physiological processes. One commonly used immortalized cell line is
derived from a human hepatoma (HepG2 cells). This model has been investigated for
CYP1A1 induction but does not significantly express other CYPs (186,187).

Liver Slices

Human liver slices have been used with moderate success in determining the hepatic
metabolism of certain compounds. Liver slices are relatively easy to prepare, and they
maintain the hepatic ultrastructure. However, up to half of constitutive (baseline) CYP
activity is lost within the first 24 hours after isolation, and all constitutive CYP activity
is lost by 96 hours (188). This makes investigations of induction and suppression of
drug-metabolizing enzyme activity difficult. In addition, a distribution equilibrium is
not achieved between all hepatocytes within the slice and the incubation media, result-
ing in decreased rates of metabolism compared to a hepatocyte monolayer culture sys-
tem (189).

Human Hepatocyte Cultures

Human hepatocyte monolayer culture systems are ideal for studying drug interactions
because they maintain both Phase I and II activity and form and maintain physiological
processes such as biliary canaliculi and transporters (190). Determining drug interac-
tions in this system often allows for the closest prediction of potential drug interactions
(191). Although this system does not mimic the pharmacokinetic alterations in drug con-
centrations seen clinically, it does allow quantitation of “best” and “worst” scenarios that
may be extrapolated to the clinical setting. Induction, suppression, and inhibition inter-
actions can all be performed with this model (192,193). Although maintaining constitu-
tive levels of CYP activity has been challenging, currently available enriched media and
improved culture conditions allow for maintenance of control activity for at least 72–96
hours after isolation. Challenges encountered with this system are primarily in obtaining
fresh hepatic tissue for digestion and the specialized technique of perfusion for isolation
of the hepatocytes. In addition, with the wide variability in enzyme activity seen clini-
cally, investigations in a limited number of hepatocyte preparations will not be able to
reflect definitively the occurrence of drug interactions in an entire population but only
suggest the potential for interactions to occur.

OVERVIEW OF CLINICAL METHODS
FOR PREDICTING DRUG INTERACTIONS

The primary cause of clinically significant drug interactions is the involvement of
drug-metabolizing enzymes. Because great variability exists in drug-metabolizing
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enzyme activity among subjects, and drug interactions may not achieve clinical sig-
nificance in all patients, interactions may be better clinically predicted by the knowl-
edge of individual patient isozyme activities. However, there is currently a need for
the development of reliable, accurate, and noninvasive methods to monitor drug-
metabolizing enzyme expression in humans to guide drug dosage, reduce toxicity,
and predict potential drug interactions.

Genotyping involves identification of variant genes causing poor- or ultraextensive
metabolizer activity or phenotype. Genotyping has been demonstrated to predict the
clinical outcome of drug interactions involving both Phase I and II metabolism
(194,195). However, drug-metabolizing enzyme activity can be exquisitely sensitive
to environmental and physiological influences. Therefore, genotyping allows for the
determination of an individual’s genetic predisposition to a specific enzyme activity
but may not reflect true phenotype at any one point in time.

An analytical technique that allows the characterization of specific in vivo drug-
metabolizing enzyme activity is the process of phenotyping: using the ratios of parent
drug and drug metabolites in blood or urine as a surrogate marker of isozyme activity.
Specific methods have been developed to phenotype CYP1A2, CYP2C9, CYP2C19,
CYP2D6, CYP2E1, CYP3A, glutathione-S-transferase, glucuronyl-transferase, and N-
acetyltransferase activities (196). Phenotyping offers the primary advantage of quanti-
tating time-sensitive enzyme activity and accounts for combined genetic, environmental,
and endogenous influences on drug-metabolizing enzyme activity. However, a number
of currently available phenotyping methods are invasive and impractical, and analytical
methods are not readily available. With a simplification of phenotyping methods and an
increase in the availability of analytical procedures, it may be possible to use these
methods to determine correlations between enzyme activity and the risk of significant
drug interactions in individual patients.

IN VITRO/IN VIVO SCALING OF DRUG INTERACTIONS

The process of using in vitro models to predict in vivo drug interactions is still in its
infancy, and extensive validation of this approach is needed. In vitro models predictive
of in vivo drug interactions will be essential for rapid, cost-effective screening of phar-
maceutical compounds and are important for reducing risks to patient safety. Currently,
these models are constructed from a combination of laboratory and theoretical compo-
nents. Ideally, in a valid model, the in vivo decrease in clearance caused by coadmin-
istration of an inhibitor would be specifically predicted by the decrease in reaction
velocity (e.g., formation rate of a metabolite) for the same compound in vitro when the
inhibitor is present in the same concentration.

However, presently available models contain a number of weaknesses and assump-
tions that make scaling of in vitro data to the clinical situation complicated and not
always accurate. Poor predictions occur with compounds that have flow-dependent
hepatic clearance, with mechanism-based inhibition, and with compounds that concur-
rently induce and inhibit enzyme activity. In addition, inhibitor and substrate plasma
concentrations are not always proportional to the inhibitor and substrate concentrations
to which the enzyme is exposed. In vitro and cell culture models demonstrate extensive
partitioning of lipophilic compounds into cells, with uptake not restricted by plasma
protein binding. As an example, the mean in vivo liver:plasma partition ratios for ben-
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zodiazepine derivatives range from 6.4 to 17.4, making predictions of these concentra-
tions at the site of enzyme activity very difficult (197,198). Some examples of in vitro
scaling with azole antifungal agents can be found in a commentary by von Moltke et al.
(198).

To establish the feasibility of in vitro-to-in vivo scaling, most currently reported
predictions of inhibitory drug interactions are retrospective. Presently available meth-
ods allow a general assessment of what may occur (i.e., an unlikely interaction vs a
probable interaction; 199,200). However, to be most useful, in vitro data should not
only indicate the possibility of an interaction but also predict its magnitude and clinical
importance. Until such a time, the clinical study remains the ultimate means by which
a drug interaction and its importance can be assessed.

CASE STUDY 1
O.N., a 40-year-old white male with hypercholesterolemia, has had appropri-

ate low-density lipoprotein levels by taking 40 mg pravastatin daily along with a
controlled diet. His normal dietary routine includes a breakfast of cereal, low-fat
milk, decaffeinated coffee, and orange juice each morning; salad for lunch; a sen-
sible dinner; and an evening snack of grapefruit juice and graham crackers. With
the turning of the year, O.N.’s health maintenance organization sends a letter
stating that pravastatin will no longer be covered by his prescription plan; how-
ever, atorvastatin and simvastatin will be covered. O.N.’s physician switches him
to 20 mg daily of simvastatin.

Following 1 week of therapy with simvastatin, O.N. is feeling weak and sore.
Two days later, his urine turns red, and he goes to the emergency department of
the local hospital. He is admitted with acute renal failure.

This case illustrates a drug–food interaction between simvastatin and grape-
fruit juice. Grapefruit juice contains furanocoumarin deratives (201). These com-
pounds have been shown to inhibit CYP3A isoforms (but have no significant
effect on other CYP isoforms). This is a combination of reversible and irrevers-
ible inhibition and generally occurs only at the level of the small intestine with
little hepatic effect. Simvastatin is a substrate of CYP3A. Generally, bioavail-
ability of simvastatin is low (~5%); however, administration with grapefruit juice
can increase the exposure of simvastatin up to 20-fold. Because individuals vary
in the amount of CYP3A in their gut, it is impossible to predict who will get a
significant inhibitory effect from drugs and food that inhibits this enzyme.

Increased exposure to simvastatin resulted in rhabomyolysis, with resulting
renal failure most likely because of high simvastatin exposures with this drug–
food interaction.

CASE STUDY 2

ClarkiePharma, a drug development firm, contracts with a Japanese research
organization to investigate the potential for drug interactions for their new anti-
fungal compound. This compound is primarily metabolized by CYP2C19, with
an average drug clearance in Caucasian males of 120 mL/minute. The researchers
perform a study in 16 Japanese males, finding a baseline drug clearance of 50 mL/
minute. With the addition of ketoconazole, clearance drops to approx 38 mL/
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minute, and tests of bioequivalence do not reveal a drug interaction. When the
drug is put into Phase II studies in humans (Caucasians and African Americans)
with fungal infections, addition of ketoconazole results in a substantial increase
in the investigational drug exposure and significant toxicity.

This case shows the importance of examining a metabolic drug interaction in
an appropriate population. Asians have up to 20% incidence of poor metabo-
lism (presence of two null alleles for CYP2C19) and a substantial incidence of
penetrance of one null allele for CYP2C19, making them intermediate
metabolizers of CYP2C19 substrates. The use of this Asian population underes-
timated the extent of this drug interaction.

CONCLUSIONS AND FUTURE DIRECTIONS

It is difficult to assess the true incidence and clinical significance of drug interac-
tions. Understanding the mechanisms underlying drug interactions is important for
the prediction and avoidance of drug toxicity when initiating combination therapy.
Although multiple in vitro methods are currently in use to assess drug interactions,
not all have allowed the prediction of clinically significant events (202,203). As drug
interactions most commonly result from influences on drug-metabolizing enzymes,
future research defining the origins of enzyme activity variability and characterizing
individual patient activity will certainly improve our ability to predict these interac-
tions and improve drug therapy.
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Mechanisms of Drug Interactions II

Transport Proteins

Scott R. Penzak

INTRODUCTION

Drug interactions continue to be an important consideration for patients receiving
antimicrobial chemotherapy. The clinical significance of drug interactions in patients
receiving anti-infectives has been spotlighted by numerous reports of drug interac-
tions among patients taking antiretroviral therapy (1). As a result, considerable
progress has been made in describing the mechanisms by which drug interactions
occur; this has led to increased ability to recognize and manage clinically significant
drug interactions. Although much of the success in managing drug interactions can be
attributed to increased knowledge of cytochrome P450 (CYP)-mediated drug metabo-
lism, drug transport mechanisms are increasingly recognized as a means by which
clinically relevant drug interactions occur among anti-infective agents (2).

Modulation of drug transport mechanisms is a long-recognized phenomenon by
which one drug may alter the pharmacokinetics of another. For years, clinicians have
appreciated probenecid’s ability to inhibit the renal secretion and increase the systemic
exposure of β-lactam antibiotics (3). Probenecid is also used in combination with the
nucleotide analog cidofovir to prevent nephrotoxicity (4). Despite probenecid’s lengthy
history as an adjunct in antibiotic treatment, its role as a renal transport protein inhibi-
tor, which is examined in this chapter, has been characterized only recently (5).

Considerable advancement has occurred in the molecular characterization of trans-
port proteins (6). This knowledge has led to improved understanding of the role of
transport proteins in the disposition of medications—including antimicrobial agents—
throughout various organs and cell types, including the intestine, liver, brain, kidney,
testes, placenta, and lymphocyte subsets, including CD4+, CD8+, and CD56 natural
killer (NK) cells (7). A variety of transport proteins are involved in drug distribution
throughout these sites; these include the product of the multidrug resistance 1 (MDR1)
gene P-glycoprotein (P-gp), multidrug resistance-related proteins (MRPs) 1–9, human
organic anion transporting polypeptides (OATPs), organic anion transporters (OATs),
and organic cation transporters (OCTs) (6,8). When any of these transport proteins are
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modulated (i.e., inhibited or induced) by xenobiotics, the absorption, distribution,
metabolism, and excretion of coadministered medications may be affected. As such,
drug transport proteins represent an important mechanism by which one drug may alter
the disposition and pharmacological effects of another.

Despite the progress that has been made in characterizing drug transport mecha-
nisms, drug interactions because of alterations in drug transport are complex and fre-
quently difficult to predict; reasons for this include

1. Transport proteins are present in a variety of organs and cells throughout the human body,
so determining the anatomic site of a particular drug interaction and which transport sys-
tem is involved is inherently difficult.

2. The expression of many transport proteins is under genetic control, resulting in different
transporter phenotypes with altered susceptibility to drug interactions.

3. Many transporters are expressed differently among mammalian species, sometimes mak-
ing it hard to extrapolate animal data to humans.

4. Different cell lines variably express certain transport proteins, and drug concentrations
used in cellular systems are not always clinically relevant.

5. Some transporters (i.e., P-gp) contain multiple drug-binding sites, which can result in a
drug having disparate effects on the pharmacokinetics of coadministered drugs (i.e., drug
interactions may be substrate dependent).

6. Most transport systems alter drug distribution into various sanctuary sites, such as the
central nervous system (CNS); therefore, drug interaction studies that only assess plasma
concentrations do not fully characterize the transport-mediated influence of one drug on
another.

7. In human studies, it is often difficult to distinguish between the effects of drug transport
and drug metabolism regarding the mechanism by which a particular drug interaction
occurs.

This chapter reviews the most common drug transport proteins, their anatomic and
cellular location, and their documented or potential role in drug interactions involving
anti-infective medications. Data from humans, animals, and in vitro cellular systems
are discussed to highlight specific transport mechanisms by which clinically signifi-
cant drug interactions occur. Individual transport proteins are considered for their docu-
mented or putative involvement in drug interactions involving antimicrobial agents.

P-GLYCOPROTEIN

P-gp is the first known and best studied of the adenosine-triphosphate (ATP)-bind-
ing cassette (ABC) proteins, which also include MRPs 1–8 (8,9). P-gp-mediated drug
extrusion was initially identified as a mechanism by which chemically diverse antican-
cer agents were ejected from tumor cells, resulting in multidrug resistance (10). In
addition to tumor cells, P-gp is also located on the canalicular surface of hepatocytes,
the apical surface of renal tubular epithelial cells, the apical surface of intestinal and
placental epithelial cells, and the luminal surface of capillary endothelial cells at the
blood-brain barrier (BBB) (2,6,9). P-gp is also localized on a number of lymphocyte
subsets, including CD4+, CD8+, CD19+, and CD56 NK cells (7). Because of its pres-
ence in multiple anatomic locations, P-gp may influence the absorption, distribution,
metabolism, and excretion of drugs that are P-gp substrates. As such, modulation of
P-gp activity by one drug may affect the pharmacokinetics of another, resulting in a
transport-mediated drug–drug interaction.
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P-gp is encoded by the MDR1 gene and is a 150- to 170-kDa membrane protein
composed of two symmetrical homologous cassettes (Fig. 1) (11). Each cassette con-
tains six transmembrane domains separated by a flexible linker polypeptide loop, each
containing an ATP-binding motif (11,12). The two cassettes of P-gp interact in a coop-
erative manner to function as a single transporting unit, and ATP hydrolysis supplies
the energy for the extrusion process (2,11,12). Numerous substrate binding sites have
been identified throughout the transmembrane domains of P-gp (13); these sites differ-
entially interact with P-gp substrates and inhibitors. Therefore, the tendency of a drug
to inhibit or induce P-gp may depend on the P-gp substrate with which it is
coadministered (14). To illustrate, colchicine and quercetin were both found to stimu-
late transport of the P-gp substrate rhodamime-123; conversely, these drugs were found
to inhibit the transport of the P-gp substrate Hoechst 33342 (13). These results, along
with those from others, suggest the need to test more than one P-gp substrate when
screening for drug interactions (13,14); these data also advise cautious interpretation of
studies that report a drug as a P-gp inhibitor or inducer (exclusively) when the drug has
only been studied in combination with a single substrate.

Partly because of the presence of multiple binding sites, P-gp is nondiscriminatory in
the compounds that it transports. P-gp recognizes and transports drugs, drug metabo-
lites, drug conjugates, and endogenous compounds with a wide variety of chemical struc-
tures and weight (8). Clinically relevant P-gp substrates, inhibitors, and inducers are
listed in Table 1 (7,15–22). Although P-gp transports a variety of chemically diverse
compounds, in general molecules that are uncharged or weakly basic are transported
most efficiently (8).

Partitioning of the cellular lipid membrane is the first step of the interaction between
a drug and P-gp-binding sites. Because all P-gp substrates are amphipathic, they can
adequately diffuse across biological membranes (2,6,8,9). Thus, in the absence of active

Fig. 1. Schematic representation of P-glycoprotein. Large open and small closed circles
denote ATP-binding sites and phosphorylation sites, respectively.
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Table 1
Summary of P-Glycoprotein Substrates, Inhibitors, and Inducers

Drug class Substrates Inhibitors Inducers

Antivirals Amprenavir Amprenavir Ritonavir
Indinavir Nelfinavir Saquinavir
Nelfinavir Ritonavir Indinavir
Ritonavir Saquinavir
Saquinavir Indinavir

CNS agents Amitriptyline St. John’s wort
   (antidepressants, Nortriptyline
    antipsychotics, Chlorpromazine
    and anticonvulsants) Phenytoin

Anticancer agents and Numerous a Cyclosporine
   immunosuppressants Sirolimus

Tacrolimus
Tamoxifen
Vinblastine

Antibiotics Erythromycin Erythromycin Erythromycin
Clarithromycin Clarithromycin Rifampin
Ciprofloxacin Troleandomycin
Norfloxacin
Cefoperazone
Trimethoprim
Levofloxacin
Grepafloxacin

Antifungals Itraconazole Itraconazole Clotrimazole
Ketoconazole

Anti-infectives Ivermectin
   (miscellaneous) Quinine

Antihistamines Fexofenadine Astemizole
Terfenadine

Antidiarrheals Loperamide

Antihyperlipidemics Atorvastatin Lovastatin
Pravastatin Simvastatin

Cardiac agents Losarten Amiodarone Amiodarone
Digoxin Bepredil Diltiazem
Quinidine Diltiazem Nicardipine
Talinolol Dipyridamole Nifedipine
Verapamil Felodipine Verapamil
Lidocaine Nicardipine
Propranolol Quinidine

Verapamil

Steroids, hormones Dexamethasone Cortisol Bromocriptine
   and analogues Methylprednisolone Progesterone Dexamethasone

Estradiol
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transport mechanisms (e.g., P-gp-mediated efflux) P-gp substrates cross cellular mem-
branes and penetrate into tissues and cellular compartments. Back-transport (extrusion
or efflux) by P-gp only affects drug distribution if the rate of active (back) transport for
that drug is considerable compared to the rate of passive diffusion inward (2,9). If this is
not the case, the efflux transport system will be saturated by the inward diffusion of
drug. This phenomenon explains why P-gp does not alter the disposition of all drugs that
are P-gp substrates (2,9); it also explains why P-gp inhibition by a drug does not neces-
sarily alter the disposition of coadministered P-gp substrates. This is discussed in fur-
ther detail in the consideration of intestinal P-gp. Interactions known or strongly
suspected to occur secondary to P-gp modulation at a specific anatomic site will are also
discussed under individual organ/cellular systems.

Significant interpatient variability exists in P-gp expression in the human intestine
and possibly other organs (6,23,24). Genetic polymorphisms in the MDR1 gene have
been recognized as a variable that may contribute to interindividual heterogeneity in
drug disposition, therapeutic response, and predisposition to drug interactions (25,26).

Table 1 (Continued)
Summary of P-Glycoprotein Substrates, Inhibitors, and Inducers

Drug class Substrates Inhibitors Inducers c

Gastrointestinal agents Domperidone
Cimetidine
Ondansetron
Ranitidine
Omeprazole
Lansoprozole
Pantoprazole

Narcotic analgesics Methadone Morphine
Fentanyl
Morphine

Miscellaneous Colchicine Disulfiram Colchicine
Rhodamine 123 Valspodar (Psc 833)b Probenecid
Imatinab mesylate Gf 120918b Yohimbine

Ly 335979b Grapefruit juice
Imatinab mesylate      constituents:
Grapefruit juice      furanocoumarins
     constituents:      and flavonoids
     furanocoumarins
     and flavonoids

Source: From refs. 7,15–22.
a The following anticancer agents have been identified as P-gp substrates: cyclosporine, chlorambucil,

cisplatin, cytarabine, daunorubicin, doxorubicin, docetaxel, etoposide, vinblastine methotrexate, hydroxy-
urea, fluorouracil, mitoxantrone, paclitaxel, tacrolimus, tamoxifen, topotecan, and vincristine.

b Second-generation P-gp inhibitors.
c The following anticancer agents have been identified as P-gp inducers: chlorambucil, cyclosporine,

cisplatin, daunorubicin, doxorubicine, etoposide, fluorouracil, hydroxyurea, methotrexate, mitoxantrone,
sirolimus, tacrolimus, tamoxifen, vinblastine, and vincristine.
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Indeed, messenger ribonucleic acid (mRNA) and protein levels of P-gp vary approx 8-
to 10-fold between individuals (6,23,24). Data suggest a possible role for MDR1 geno-
type in contributing to drug–drug interactions.

Kurata et al. reported that the absolute bioavailability of the P-gp substrate digoxin
was increased to a greater extent by the P-gp inhibitor clarithromycin in individuals
with the G/G2677C/C3435 (wild-type) genotype compared to individuals with the
T/T2677T/T3435 (mutant) genotype (27). The CC/GG, CT/GT,A, and TT/TT haplo-
types at positions 3435/2677 have been associated with high, intermediate, and low
levels of P-gp expression, respectively (although conflicting data have been reported)
(28). The most plausible reason for differences in the extent of the digoxin–
clarithromycin interaction among different MDR1 genotypes is that individuals with
the GG/CC haplotype harbored higher levels of intestinal P-gp compared to TT/TT
individuals; thus, when P-gp was inhibited by clarithromycin, there was a compara-
tively greater increase in digoxin availability in CC/GG vs TT/TT individuals (27).
Similarly, in a healthy volunteer study, increases in digoxin exposure were greater in
CC/GG subjects vs TT/TT subjects taking liquid-filled digoxin capsules with and with-
out the putative P-gp inhibitor ritonavir (29); however, because of the small number of
subjects studied, results did not reach statistical significance in either study.

Although further investigation is needed, these preliminary results suggest that cer-
tain individuals may be genetically predisposed to P-gp-mediated drug–drug interac-
tions with P-gp-inhibiting antibiotics such as clarithromycin and erythromycin; this
may also prove true for other anti-infective medications purported to inhibit P-gp (i.e.,
human immunodeficiency virus [HIV] protease inhibitors). A comprehensive review
of MDR1 pharmacogenetics has been published (30).

Principles of P-gp Inhibition
Most of the P-gp-mediated drug interactions discussed in this chapter arise from inhi-

bition or induction of the protein at one or more organs or cell types in the body. Com-
monly sited inhibitors of P-gp are listed in Table 1 (7,15–21). Competitive inhibition of
P-gp-mediated transport occurs when two substrates act on the same binding site, to
which only one of the substrates can bind at any one time. Noncompetitive inhibition
may also occur; in this case, two substrates simultaneously bind to P-gp at the same time
at different, functionally independent sites. P-gp inhibition can also occur when a drug
prevents ATP hydrolysis, thereby disengaging P-gp and reducing the transport of a
coadministered medication (2). Drugs can inhibit P-gp function through one or more of
these mechanisms; and as these mechanisms would suggest, P-gp inhibition by a par-
ticular drug is often dependent on the drug with which it is coadministered (i.e., P-gp
inhibition is substrate dependent) (13,14). Interestingly, many P-gp inhibitors are also
inhibitors of CYP3A4; examples include erythromycin, itraconazole, cyclosporine,
diltiazem, and HIV protease inhibitors (7,15). Because of the complex nature of P-gp
inhibition and substrate overlap with CYP3A4, it is difficult to qualitatively and quanti-
tatively predict drug–drug interactions via this mechanism (2).

Principles of P-gp Induction
A number of medications have been shown to induce P-gp in a variety of animal and

human cell lines (7,15–21,31–36). These studies confirmed that there are species dif-
ferences in P-gp inducibility, possibly because of sequence differences in the ligand-
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binding domain of pregnane X receptor (PXR) among animal species (2). Preclinical
studies have also reported that P-gp induction appears to depend on the animal model,
tissue type, and drug dose and length of exposure employed (34,35).

Similar to P-gp inhibition, there is considerable overlap between CYP3A4 and P-gp
inducers; examples include phenobarbital, phenytoin, dexamethasone, rifampin, and
St. John’s wort (7,15). This overlap in CYP3A4 and P-gp inducers has been hypoth-
esized to result from the fact that CYP3A4 and MDR1 are coordinated through similar
mechanisms, which includes PXR activation (37). Activation of PXR is purported to
result in increased P-gp expression (induction). Data that showed that PXR is activated
by the P-gp inducers rifampin and paclitaxel support this concept (38,39). For a more
detailed review of the mechanism of PXR-mediated induction of P-gp, refer to a review
by Lin and Yamazaki (2). Similar to P-gp inhibition, P-gp induction is a complex pro-
cess that is qualitatively and quantitatively difficult to predict.

P-gp and Drug Absorption

P-gp is present in high levels on the villus tip of the apical membrane of enterocytes,
where it is involved in the efflux of substrates from inside cells back into the intestinal
lumen (2,7–9). The highest concentrations of P-gp are present on the apical surface of
superficial columnar cells in the jejunum and colon (40). P-gp is unevenly distributed
throughout the gastrointestinal tract. The content of mRNA expression from P-gp was
found to increase progressively from the stomach to the jejunum to the colon (41,42).
This uneven distribution of P-gp influenced cyclosporine area under the concentration–
time curve (AUC) in 10 healthy volunteers who were given the drug at different parts of
the gastrointestinal tract, including the stomach, jejunum, and colon (42). Consistent
with P-gp mRNA levels, cyclosporine AUC was highest in the stomach and lowest in
the jejunum (2). Presumably, uneven distribution of intestinal P-gp can influence drug
absorption and predisposition to P-gp-mediated drug interactions among antimicro-
bial agents, particularly in critically ill patients receiving multiple medications through
intestinal feeding tubes. To date however, no clinical studies have clearly described this
phenomenon.

Numerous preclinical studies using in vitro cellular systems and mdr1 knockout
mice (mice lacking mdr1 that subsequently do not express P-gp) have documented the
involvement of P-gp in drug disposition, including absorption (43–49). A general find-
ing in all of these studies was that absence or blockade of intestinal P-gp results in
reduced efflux and increased bioavailability of P-gp substrates; as a result, enhanced
toxicity or improved clinical efficacy may theoretically occur. This has been noted
with HIV protease inhibitors (45). Conversely, induction of intestinal P-gp would be
expected to reduce the oral availability of P-gp substrates, which in the case of HIV
protease inhibitors may result in suboptimal plasma concentrations, accumulation of
HIV resistance mutations, and clinical failure. Specific interactions involving anti-
infective agents that are caused by P-gp inhibition and induction are addressed in this
section.

With the identification of HIV protease inhibitors as P-gp substrates came the belief
that intestinal P-gp (at least partially) accounts for the low and variable oral
bioavailability of these drugs, and that inhibition of intestinal P-gp by coadministered
drugs—often protease inhibitors themselves—may improve drug absorption (2,9).
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However, this assumption has drawn criticism (2,9). Indeed, it is a common mistaken
belief that the extent of oral absorption of a drug is always significantly limited by
intestinal P-gp if that drug is a P-gp substrate (45,50). Many drugs that are well-
described substrates for P-gp exhibit reasonably good bioavailability; this is caused
by saturation of intestinal P-gp at clinically relevant doses. Examples of P-gp sub-
strates with good oral availability include digoxin liquid-filled capsules, vinblastine,
etoposide, verapamil, ritonavir, and indinavir (9).

Illustrating the concept directly above, indinavir, when administered as a single pro-
tease inhibitor, is given as an 800-mg dose. At this high dose, indinavir concentrations
in the intestinal lumen are substantial (in the millimolar concentration range); these
concentrations are much higher than the indinavir affinity constant Km for P-gp, which
is 140 µM (51). Therefore, at clinically relevant doses, it is likely that intestinal P-gp is
saturated by indinavir, in which case the cellular influx of drug is much greater than the
P-gp-mediated efflux. This presumably explains why indinavir exhibits reasonably
good oral bioavailability (>60%) in patients with HIV infection despite its designation
as a P-gp substrate (52). Extrapolating from these data, one would not expect a
coadministered medication to appreciably increase indinavir oral bioavailability
through inhibition of intestinal P-gp. However, it must be remembered that indinavir
concentrations in other areas of the body (brain, liver, and kidney) may be at or below
the indinavir Km for P-gp transport; as such, P-gp may still influence cellular or organ
distribution of the drug, in which case drug interactions at these anatomic locations
secondary to P-gp inhibition or induction may still occur with indinavir.

Ritonavir is another HIV protease inhibitor that is a P-gp substrate with good oral
bioavailability (>60%) (53). Like indinavir, ritonavir is also given at a high (>50 mg)
oral dose of 600 mg. Thus, the administration of high doses of P-gp substrates tends to
reduce the impact of intestinal P-gp-mediated efflux on their absorption, particularly
when one considers that Km values for P-gp transport for most drugs is low (4–213
µmol/L), thus allowing for saturation of intestinal P-gp at clinically relevant doses (2).

Nevertheless, exceptions exist in that some drugs given at high doses are still influ-
enced by the effects of intestinal P-gp. Typically, such drugs are poorly water soluble,
dissolve slowly, and are large in size (>800 Da) (2). Well-described examples of such
drugs include cyclosporine and paclitaxel (2,9). The HIV protease inhibitor
saquinavir—particularly the hard-gel capsule formulation—may also represent a P-gp
substrate with oral bioavailability (4% when given as a single 600-mg dose) (54) that
is negatively impacted by P-gp. Saquinavir is a large lipophilic molecule (free base
molecular weight = 670.86) that is slowly absorbed (time to maximal concentration
[Tmax] = 3–5 hours) (54,55). As such, saquinavir concentrations below its Km value for
P-gp transport may be expected in the intestine. In further support of this concept,
saquinavir exposure is significantly increased by the putative intestinal P-gp inhibitors
ritonavir and grapefruit juice (by 20- to 50-fold with ritonavir and 60% with grapefruit
juice) (56–59). However, because saquinavir is both a P-gp and CYP3A4 substrate,
ritonavir inhibits intestinal as well as hepatic CYP3A4, and grapefruit juice inhibits
intestinal CYP3A4, it is difficult to appreciate the contribution of intestinal P-gp inhi-
bition with these agents on saquinavir exposure.

In addition to inhibition, induction of intestinal P-gp may be involved in clinically
significant drug interactions (2). The influence of the P-gp inducer rifampin on digoxin
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pharmacokinetics was described in 8 healthy volunteers receiving both oral and intra-
venous digoxin doses (27). Of note, digoxin is a P-gp substrate that is not appreciably
metabolized in humans (60). Digoxin pharmacokinetic parameter values were derived
before and after rifampin administration at 600 mg daily for 10 days (61). Rifampin
coadministration resulted in decreases of 31 and 52% in digoxin AUC and Cmax, respec-
tively, when digoxin was given orally. When given intravenously, digoxin pharmacoki-
netics were not appreciably altered by rifampin. Moreover, duodenal biopsies revealed
that P-gp content increased 3.5-fold with rifampin administration, which correlated
inversely with the digoxin AUC after oral dosing. These data provide strong evidence
that the interaction between rifampin and orally administered digoxin occurs at the
intestinal level secondary to P-gp induction. In a similar study in eight healthy volun-
teers, the influence of rifampin on talinolol disposition and duodenal P-gp expression
was described (62). Talinolol, like digoxin, is a P-gp substrate that is not appreciably
metabolized in humans (63). Oral administration of 600 mg rifampin daily for 9 days
reduced the steady-state AUC of orally administered talinolol by 35% (p < 0.05). Treat-
ment with rifampin also resulted in a statistically significant increase in duodenal P-gp
content (4.2-fold above baseline).

Like digoxin and talinolol, cyclosporine is also a P-gp substrate; however, contrary
to digoxin, cyclosporine is also metabolized by CYP3A4 in the liver and to a lesser
extent in the intestine (2). The influence of rifampin (600 mg per day for 11 days) was
assessed in healthy volunteers on both orally and intravenously administered
cyclosporine (64). Rifampin increased the clearance of cyclosporine from 5 mL/min/kg
to 7 mL/min/kg and decreased its bioavailability from 27 to 10%. Presumably, induc-
tion of intestinal P-gp was at least partially responsible for the observed interaction
between the drugs. However, because cyclosporine is a substrate for both CYP3A4 and
P-gp and rifampin induces both of these proteins, the influence of rifampin on
cyclosporine disposition is most likely caused by coinduction of both P-gp and
CYP3A4. Further, the respective roles of intestinal vs hepatic induction of P-gp and
CYP3A4 are difficult to define regarding the mechanism of this interaction.

In general, the influence of intestinal P-gp inhibition as a mechanism for clinically
significant drug interactions tends to be overstated. Drug interactions caused by P-gp
inhibition at the intestinal level are more likely to be quantitatively important for those
antimicrobial agents given as small oral doses or with slow dissolution or membrane
diffusion rates (9). Conversely, drug interactions caused by induction of intestinal P-gp
are supported by data from several investigations using different P-gp substrates
(61,62,64).

Because many drugs are both P-gp and CYP3A4 substrates, it is frequently difficult
to differentiate between P-gp and CYP3A4 modulation when attempting to elucidate
the mechanism behind specific P-gp-mediated interactions. In fact, many such interac-
tions are appreciated by clinicians under the auspices of CYP inhibition. For example,
the large increases in plasma saquinavir concentrations that occur when the drug is
coadministered with ritonavir are well known; presumably, P-gp inhibition by ritonavir
contributes to this interaction to some degree. However, the mechanism of the ritonavir–
saquinavir interaction is typically cited as CYP3A4 inhibition. An important group of
drugs that may be underrecognized by clinicians as susceptible to drug interactions are
P-gp substrates that are not appreciably metabolized by CYP enzymes. The interaction
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between ritonavir and digoxin is an example of such an interaction (29). As such, clini-
cians should remain diligent in keeping up-to-date in identifying medications that are
not CYP substrates (i.e., digoxin and colchicine) yet are still susceptible to potentially
clinically significant interactions secondary to P-gp modulation.

P-gp and Drug Metabolism and Biliary Excretion

P-gp appears to play an important role in drug metabolism for two primary reasons.
First, there is significant overlap in substrate recognition between P-gp and CYP3A4 (2,7,
9); second, both of these proteins are co-localized in the intestine, liver, and kidney (2,7,9).
The influence of P-gp on drug metabolism is related to its intracellular relationship to
CYP3A4. In the liver, P-gp is located at the canalicular (basolateral) membrane of hepato-
cytes facing the bile duct lumen (i.e., at the exit site of the cell) (9). Drugs, drug metabo-
lites, and drug conjugates do not come into contact with P-gp in the liver until after they
have been taken up into the hepatocyte (via passive diffusion or active transport) and
undergone intracellular distribution and metabolism (2,9). After excretion into the bile,
only a small fraction of the drug (or metabolite or conjugate) is typically reabsorbed.
Therefore, it is necessary to consider hepatic uptake processes, hepatic metabolism, and
biliary excretion by other drug transport systems (i.e., MRPs) when attempting to assess
the influence of P-gp on hepatic drug excretion (2,9). As might be imagined, this is a
daunting process that frequently requires use of various animal and cellular models.

Based on the localization of P-gp in hepatocytes, only drugs that are not signifi-
cantly metabolized in the liver yet undergo appreciable biliary excretion via P-gp will
be susceptible to drug interactions secondary to modulation of hepatic P-gp; digoxin
and fexofenadine are examples of such medications. In humans, approx 20–25% of an
oral digoxin dose is excreted unchanged in the bile (65). Numerous antibacterial and
antifungal medications increase serum concentrations of digoxin. These include the P-
gp inhibitors erythromycin, clarithromycin, itraconazole, and ketoconazole (66).

Although inhibition of P-gp-mediated digoxin transport in the liver (and intestine)
likely contributes to these interactions, most data suggest that the interactions occur
primarily at the level of the kidney (2,9). Conversely, ritonavir was found to increase
digoxin exposure by 22 and 86% in separate healthy volunteer studies, one of which
did not show an effect on renal digoxin clearance (29,67). Because digoxin (more than
90% bioavailable) liquid-filled capsules were used in this investigation, the most plau-
sible mechanism for this interaction was inhibition of P-gp-mediated digoxin transport
in the liver. Similarly, ritonavir was found to inhibit fexofenadine transport in an in
vitro cell culture model with an IC50 value of 5.4 µM (3.9 µg/mL), which is well within
the range of ritonavir plasma concentrations achieved with low-dose regimens (100–
200 mg twice daily) (68); in humans, one would expect this interaction to occur prima-
rily at the hepatic level considering that 80% of a fexofenadine dose is recovered in the
feces, presumably because of significant biliary excretion, although this assumption
has been challenged (2). Of note, unlike digoxin, increases or decreases in fexofenadine
exposure secondary to P-gp modulation are not expected to result in clinically relevant
toxicity; however, fexofenadine (like digoxin) serves as a useful probe to detect P-gp
inhibition or induction with a variety of anti-infective agents.

In addition to ritonavir, other anti-infective agents have also been reported to alter
fexofenadine disposition, presumably because of their effects on P-gp-mediated fexo-
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fenadine transport in the liver (69,70). In healthy volunteers, a 6-day course of 600 mg
rifampin daily reduced the AUC and Cmax of fexofenadine two- and threefold, respec-
tively, when fexofenadine was administered as single 60-mg doses before and after
rifampin dosing (69). Conversely, the P-gp inhibitor ketoconazole did not alter
fexofenadine transport in the small intestines of eight healthy volunteers undergoing a
jejunal perfusion study (71). Another healthy volunteer jejunal perfusion investigation
showed that the P-gp inhibitor verapamil, like ketoconazole, also failed to alter intes-
tinal fexofenadine transport (72).

Collectively, these data establish fexofenadine as an effective probe drug for P-gp
transport in the liver. Moreover, results from these investigations suggest that certain
anti-infectives have the potential to interact with coadministered medications by influ-
encing their P-gp-mediated hepatic transport. Future studies involving fexofenadine in
combination with antimicrobial agents should yield important information regarding
the potential of certain anti-infectives to interact with other medications via modula-
tion of hepatic P-gp. However, it bears emphasizing that the characteristics of a drug
most likely to be affected by P-gp modulation would be one that is a P-gp substrate, not
appreciably metabolized in the liver, and significantly excreted into the bile. Because
few drugs meet these criteria in full, hepatic P-gp modulation does not appear to be a
major mechanism for P-gp-mediated drug interactions, although exceptions will most
certainly exist.

Contrary to P-gp’s localization in hepatocytes, P-gp is located on the apical surface of
epithelial cells of intestines (i.e., at the entrance site of the cell). As such, P-gp “sees” a
drug before it undergoes intracellular distribution and metabolism (2,9). Intestinal P-gp
extrudes drugs from enterocytes back into the intestinal lumen, and the drug is then
typically reabsorbed. This repetitive process of efflux and reasbsorption increases the
intracellular contact time between drug molecules and drug-metabolizing enzymes, such
as intestinal CYP3A4. Several studies in animal and cell culture models have shown that
the intestinal metabolism of indinavir was increased when it was subjected to repetitive
P-gp-mediated efflux (73,74).

However, it is important not to overstate the potential clinical significance of these
data given that the influence of intestinal P-gp on presystemic drug metabolism is less
important when high drug doses (>50 mg) are administered orally (2,9). Indeed, the
intestinal extraction ratio of indinavir increased from 5 to 25% when an oral dose
of indinavir was decreased from 10 to 0.1 mg/kg in rats (75). These data highlight
the importance of P-gp saturation and cellular localization when considering potential
P-gp and CYP-mediated drug interactions in the liver and intestines. In general, unless
intestinal P-gp is markedly upregulated by a P-gp inducer (i.e., rifampin) or the concur-
rently administered P-gp substrate is given as a low dose and is poorly and slowly
absorbed, intestinal P-gp-mediated efflux will not produce major alterations in the intes-
tinal metabolism and absorption of coadministered P-gp substrates in most cases.

P-gp and Renal Excretion of Drugs

P-gp is localized on the apical (exit site) brush border membrane of renal proximal
tubular cells—the major site of renal secretion—facing the lumen of the renal tubule
(2,9). As in the liver, renal P-gp does not see drugs, drug metabolites, or drug conju-
gates until intracellular trafficking has been completed, at which point compounds are
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excreted into the urine by P-gp (2,9). Drugs that are secreted unchanged in the urine are
most likely to be affected by P-gp inhibition in the kidney, in which case drug efflux
into renal tubules would be compromised, renal clearance reduced, and plasma con-
centrations increased.

Increased drug exposure secondary to inhibition of renal P-gp may lead to the devel-
opment of unexpected toxicities or improved clinical efficacy. A preclinical study noted
that the antibiotics dicloxacillin and trimethoprim are P-gp substrates with transport
that is inhibited by the P-gp inhibitors, including cyclosporine, ketoconazole, and vin-
blastine (76). The authors of this study proposed that P-gp may be responsible for the
increase in renal clearance of these, and possibly other, antibiotics in patients with
cystic fibrosis (76). If this proves true in humans, drugs targeted to inhibit renal P-gp
may reduce the renal clearance of certain antibiotics in such patients. It has also been
hypothesized that modulation of tubular secretion may affect intracellular drug accu-
mulation and potentiate the nephrotoxic potential of certain antibiotics, such as cepha-
losporins and vancomycin (77); this concept is expanded in the discussion of MRPs.

A variety of anti-infective agents has been noted to inhibit P-gp in the kidney.
Clarithromycin was found to increase the AUC0–24 of digoxin 1.7-fold in 12 healthy
volunteers; a 68% increase in the nonglomerular renal clearance of digoxin was also
observed (from 34 ± 39 mL/minute to 57 ± 41 mL/minute; p = 0.03) (78). In another
study in healthy volunteers, itraconazole coadministration resulted in a significant
reduction in the renal clearance of digoxin (79). Similar to the liver, when considering
the potential for P-gp-mediated drug interactions in the kidney, other transporter sys-
tems must be considered, particularly because they may be upregulated in the presence
of P-gp inhibition or downregulation. In general, P-gp-mediated inhibition in the kid-
ney should be considered a potentially clinically relevant mechanism by which renally
eliminated P-gp substrates interact with inhibitors. Clinicians must keep this mecha-
nism in mind as P-gp substrates and inhibitors are increasingly identified, particularly
because these types of drug interactions are unlikely to be routinely cited in tertiary
literature sources and package inserts. Practitioners must frequently extrapolate infor-
mation on drug transport processes from a variety of primary sources, including data
from animal and cell culture experiments, to anticipate potential interactions.

P-gp and Drug Distribution Into the Central Nervous System

The BBB, which consists of closely joined endothelial cells in brain capillary blood
vessels, prevents the passive diffusion of many drugs into the CNS (2,6,9,80). Large,
hydrophilic, and highly protein-bound molecules are frequently impeded from cross-
ing the BBB; in comparison, lipophilic molecules traverse the BBB more efficiently
(2,6–9). However, not all lipophilic drugs sufficiently penetrate the BBB because of
their extrusion from the CNS by P-gp and other transport systems.

P-gp is highly expressed on the apical surface of brain capillary epithelial cells
(81,82). Because of P-gp’s efficiency in preventing xenobiotics from permeating the
CNS, the brain is far more sensitive, compared to other organs, to modulation in P-gp
activity (2,6,9). As such, P-gp inhibition at the BBB has the potential to enhance the
efficacy or potentiate the toxicity of anti-infective medications.

Successful treatment of certain infections, such as acquired immunodeficiency syn-
drome (AIDS) dementia complex and other HIV-related neurological disorders, and
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bacterial, fungal, or viral meningitis require adequate CNS penetration of anti-infective
medications. In patients with HIV infection, the CNS can act as a sanctuary site for HIV,
thereby protecting the virus from antiretroviral therapy (83). Pharmacological seques-
tration of HIV in the CNS occurs partly because of P-gp mediated efflux of antiretroviral
medications—HIV protease inhibitors in particular—from the brain. A series of elegant
animal studies have shown that the HIV protease inhibitors saquinavir, indinavir,
nelfinavir, and amprenavir are all extruded from the CNS by P-gp, and that it is possible
to partially reverse that extrusion by coadministering a P-gp inhibitor (45,48,84).

In addition to their role as P-gp substrates, HIV protease inhibitors have been stud-
ied for their ability to modulate P-gp at the BBB and alter the CNS penetration of
coadministered medications. Kravcik et al. reported cerebrospinal fluid (CSF) concen-
trations and CSF:plasma ratios of saquinavir and ritonavir in 11 HIV-infected treat-
ment responders (HIV RNA <20 copies/mL for >6 months) receiving these drugs in
combination for over 12 months. Saquinavir could only be detected in the CSF of 2 of
11 patients (at 0.1 and 0.2% of concentrations in plasma), suggesting that ritonavir-
mediated P-gp inhibition at the BBB was not sufficient to appreciably enhance the
CNS penetration of saquinavir in this group of patients (85). Consistent with these
findings, separate investigations reported that ritonavir failed to enhance the penetra-
tion of coadministered HIV protease inhibitors into the CNS of mice (84,86). Simi-
larly, the P-gp inhibitors erythromycin and verapamil also failed to significantly inhibit
P-gp at the BBB in clinical investigations (6). On the other hand, the P-gp inhibitor
ketoconazole increased the unbound CSF:plasma ratio of ritonavir by 181% (95% confi-
dence interval 47–437%) in HIV-infected patients (87). These generally negative results
may be partly caused by the relatively low concentrations of many drugs at the BBB
after oral administration (6). Furthermore, the large molecular weight (>500 Da) and
high protein-binding characteristics of the protease inhibitors (98%) also contribute to
poor CNS penetration by these drugs.

In contrast to these data, P-gp inhibitors of greater potency that are not currently avail-
able have indeed proven highly effective at inhibiting P-gp at the BBB and enhancing the
CNS penetration of coadministered P-gp substrates (48,84,88,89). However, until such
medications are approved for use in humans and found to be safe and effective for their
intended purpose of enhancing CSF concentrations of a coadministered medication, the
therapeutic usefulness of targeted P-gp inhibition at the BBB with currently available
medications is questionable.

Although numerous studies have assessed P-gp inhibition at the BBB, few have
examined the effects of P-gp induction at the BBB. In principle, P-gp induction at the
BBB could increase the efficiency with which P-gp extrudes drugs from the CNS.
This could lead to suboptimal antimicrobial concentrations in the brains of patients
with CNS infections. However, in animal studies the P-gp-inducing agents rifampin,
phenytoin, and phenobarbital all proved ineffective in reducing the CNS penetration
of coadministered compounds (90,91). Although human data are necessary to con-
firm these study results, these data offer reassurance given the frequent use of seizure
prophylaxis as well as rifampin therapy in patients with serious CNS infections, such
as meningitis. To date, there are no data to suggest that patients receiving such medi-
cations are prone to P-gp induction at the BBB, which could theoretically lead to
reduced CNS penetration of concurrent medications, particularly anti-infectives.
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It is unclear why P-gp at the BBB does not appear to be readily inducible. One
possibility is that high basal levels of P-gp in the brain prevent potential inducers (e.g.,
cyclosporine, rifampin, phenobarbital, phenytoin, etc.) from achieving intracellular
concentrations necessary to induce P-gp (2). In addition, it is possible that variability
exists among tissues regarding their ability to respond to P-gp inducers (2). Further
study is clearly necessary to explore these hypotheses.

P-gp and Drug Distribution Across the Placenta

P-gp is thought to play a protective role in reducing fetal exposure to xenobiotics
(92,93). P-gp is highly expressed in human placental trophoblasts, in which it is present
on the apical membrane facing the maternal blood compartment (94). The level of P-gp
expression in the placenta appears to change throughout the course of pregnancy; how-
ever, the direction and magnitude of this change has yet to be fully described (95). The
potential benefits of placental P-gp in protecting the human fetus from harmful toxins
or medications is evident; however; in certain clinical situations, such as pregnancy in
the setting of HIV infection, it may be beneficial to increase the placental transfer of
drugs.

Several trials in humans suggested that the nucleoside reverse transcriptase inhibi-
tors zidovudine, lamivudine, and didanosine penetrate the placental barrier reasonably
well (96,97). One likely reason that these agents readily transverse the placental barrier
is the fact that none are well-described substrates for P-gp. Similarly, the nonnucleoside
reverse transcriptase inhibitor nevirapine is also not a P-gp substrate; this is consistent
with its excellent transplacental ratio of 0.8 (newborn:mother blood concentration) (98)
and its documented clinical efficacy in reducing vertical transmission of HIV (99).

In contrast, the HIV protease inhibitors have been noted to exhibit poor penetration
across the placental barrier in several clinical and preclinical studies (100–102). Among
10 maternal–cord blood sample pairs, Marzolini et al. reported median umbilical cord
blood concentrations at delivery for nelfinavir, ritonavir, saquinavir, and lopinavir that
were <250, <250, <100, and <250 ng/mL, respectively (100). Of note, maternal plasma
drug concentrations collected at the same time as cord blood samples were within
expected ranges. An ex vivo placental transfusion study reported the mean fetal trans-
fer rate of saquinavir was 1.8% (102). A similar study with ritonavir revealed that the
drug did not accumulate in placental tissue (101).

One of the major reasons HIV protease inhibitors do not readily traverse the placen-
tal barrier is most likely because of their extrusion by P-gp. Other factors, such as high
plasma protein binding (>98%) and large molecular weight, may also contribute. Inter-
estingly, there are no data on the placental transfer of indinavir, which is the only HIV
protease inhibitor that is not highly bound to plasma proteins; data on the fetal penetra-
tion of indinavir would offer a means of speculating on the relative contributions of
plasma protein binding and P-gp efflux to poor placental penetration with these drugs.

Despite a growing body of preclinical data that suggests the possibility of fetal tox-
icity when a P-gp substrate is coadministered with a P-gp inhibitor during pregnancy,
the clinical importance of this phenomenon is unclear. Moreover, at least one study
suggested that the well-known P-gp inhibitors quinidine and verapamil do not inhibit
digoxin transport in human placental cells, possibly suggesting that the placenta, like
the brain, may be unique in its ability to respond to P-gp modulation (103). Whether
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targeted P-gp inhibition in the placenta can be used to enhance fetal penetration of
certain drugs, such as HIV protease inhibitors, is unknown; in theory, this could result
in increased antiretroviral activity in the fetus, potentially leading to reduced vertical
transmission of HIV. Of interest, there are no studies to date describing P-gp induction
in the placenta.

Genetic variation in MDR1 expression has been described for placental P-gp, which
may result in interindividual differences in drug penetration across the placental bar-
rier (2,9). Whether genetic variability in placental P-gp can predispose certain indi-
viduals to drug interactions mediated through P-gp inhibition is unknown. To date,
however, there are insufficient data to suggest a clinical role for targeted P-gp inhibi-
tion in the placenta, although future studies may eventually alter this interpretation.

P-gp and Drug Distribution Into the Genital Tract

Similar to the CNS, the testes represent a sanctuary site for antimicrobial chemo-
therapy (104); this is primarily because of the blood–testes barrier, which like the
BBB, consists of continuous cell layers containing the efflux proteins P-gp and MRP1
(82). In the testes, P-gp is expressed at the luminal side of endothelial cells as well as
the myoid-cell layer surrounding the seminiferous tubule (104). After a drug pas-
sively diffuses from the blood to the testicular interstitium, it can then be extruded via
efflux pumps such as P-gp (104). Agents that have been reported to be transported
and excreted by P-gp at the testes level include carcinogens, xenobiotics, hormones,
carcinogens, and HIV-1 protease inhibitors (104–109).

Median genital-tract-to-blood-plasma ratios for lopinavir, nelfinavir, ritonavir, and
saquinavir range between <0.04 and 0.070 (109). These ratios for amprenavir and
indinavir were reported to be between 0.20 and 1.4–1.9 (109). Indinavir’s superior
penetration across the blood–testes barrier likely results from its comparatively lower
plasma protein binding, which in addition to transport systems, can also affect drug
penetration into the genital tract. Inadequate penetration of HIV protease inhibitors
into the genital tract may compromise the usefulness of these agents in the setting of
postexposure prophylaxis (109). In addition, low protease inhibitor concentrations in
the genital tract may fail to suppress local viral replication, leading to the development
of resistant viral variants and perhaps increased transmissibility of the virus through
sexual contact (109).

Targeted inhibition of P-gp at the testes level may improve penetration of the HIV
protease inhibitors into the genital tract, resulting in clinical benefit. Van Praag et al.
measured indinavir trough concentrations in 13 HIV-infected patients receiving zidovu-
dine or stavudine plus lamivudine, abacavir, and nevirapine at standard clinical doses;
they also received 1000 mg indinavir three times daily (increased from the standard dose
of 800 mg three times daily to account for induction of indinavir metabolism by nevir-
apine) (110). When investigators observed inadequate indinavir trough plasma concen-
trations with this regimen, indinavir was switched to the combination of 800 mg indinavir
plus 100 mg ritonavir twice daily. Addition of ritonavir increased the median indinavir
trough plasma concentration from 65 to 336 ng/mL (5.2-fold; p = 0.002). Seminal
indinavir concentrations, measured in 6 patients before and after the addition of ritonavir,
increased 8.2-fold (95% confidence interval 5.2–11.6). Higher indinavir plasma trough
concentrations alone did not sufficiently account for the observed increases in indinavir
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concentrations in semen after the addition of ritonavir. Ritonavir-mediated inhibition of
P-gp in the testes may have contributed to the observed drug interaction (110).

These results were supported in concept by at least one preclinical study in which
[14C]nelfinavir testes:plasma ratios increased two- to fivefold after coadministration
with the P-gp inhibitor LY-335979. Although such data are preliminary, they suggest
that ritonavir-boosted protease inhibitor regimens may offer the advantage of increased
genital tract penetration by the coadministered protease inhibitor; in theory, this could
result in improved virological efficacy against HIV in the genital tract and reduced
potential to transmit HIV through sexual contact. Clearly, definitive studies are neces-
sary to confirm or refute such speculation.

P-gp and Drug Distribution Into Lymphocytes

Several ABC proteins, including P-gp, are detectable and functionally active on sub-
classes of lymphocytes (111,112). Studies have suggested that the highest levels of P-gp
are expressed on NK CD8+ and CD4+ cells (7). P-gp expression is variable on human
monocytes and granulocytes (7). P-gp functions at the lymphocyte level to extrude
drugs, thereby limiting their intracellular accumulation. Intracellular drug concentra-
tions are an important consideration when treating certain infectious diseases, such as
HIV infection. Indeed, the HIV virus replicates and is primarily contained within CD4+

cells and CD34+ progenitor cells (111,112).
Similar to the brain and testes, it is possible that human CD4+ cells may represent a

sanctuary for replicating virus. Some studies have reported that inhibition of viral rep-
lication is impeded in cells that express P-gp (113); other investigations, however, have
found conflicting results (114,115). Assuming that P-gp does play a significant role in
reducing penetration of HIV protease inhibitors into cells, then blocking P-gp via
coadministration of a P-gp inhibitor would represent an attractive option for improving
antiretroviral activity. Another consideration when assessing the cellular role of P-gp
is the fact that P-gp expression itself on CD4+ cells has been reported to reduce the
infectivity and replicative capacity of HIV, although the clinical importance of this
phenomenon remains a topic of debate (116,117).

A study examined the relationship between P-gp expression on peripheral blood
mononuclear cells (PBMCs) isolated from HIV-infected patients and intracellular accu-
mulation of ritonavir and saquinavir (118). Ritonavir accumulation was significantly
higher in patients with lower P-gp expression (< median for all specimens) compared to
patients with higher expression (p = 0.014). Saquinavir accumulation in PBMCs was
not related to P-gp expression in this study (118). Additional experiments conducted in
in vitro cell lines offered additional evidence that P-gp can significantly reduce the rate
of uptake and lower steady-state intracellular concentrations of HIV protease inhibitors,
including ritonavir, indinavir, saquinavir, and nelfinavir (119).

Several studies have shown that HIV protease inhibitors themselves, with the pos-
sible exception of indinavir, are inhibitors of P-gp on peripheral blood lymphocytes
(114). In one study, P-gp inhibition occurred in the following order: ritonavir > saquin-
avir > nelfinavir > indinavir (120). In a separate investigation, nelfinavir was found to
effectively inhibit P-gp on CD4+ as well as CD8+ cells from both HIV-negative and
HIV-positive donors (121). Furthermore, reduced P-gp activity was observed in 59%
of HIV-positive patients (27 of 46 individuals) receiving nelfinavir.
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Chaillou et al. examined plasma and intracellular (PBMC) peak and trough drug
concentrations in 49 HIV-infected patients receiving a variety of protease inhibitor-
containing antiretroviral regimens (122). Mean ratios of intracellular:plasma concen-
trations for the different regimens were reported, along with MDR1 expression and
HIV RNA. Patients who overexpressed MDR1 had significantly lower intracellular
protease inhibitor concentrations compared to those with normal P-gp expression (p =
0.042). In addition, patients treated with low-dose ritonavir as a pharmacoenhancing
agent (100 mg twice daily), who had detectable intracellular ritonavir concentrations,
did not express MDR1. Last, patients with HIV RNA below 40 copies/mL had signifi-
cantly higher intracellular concentrations of ritonavir (p = 0.029). These data suggest
that P-gp effectively limits intracellular protease inhibitor penetration, and that ritonavir
can reverse this process, thereby increasing intracellular drug accumulation. Whether
this is a significant mechanism by which ritonavir contributes to the antiviral activity
of combination drug regimens is unclear but is certainly plausible. Further study is
necessary to determine whether other, more potent P-gp inhibitors will be clinically
useful in enhancing intracellular accumulation of HIV protease inhibitors and improv-
ing their virological efficacy.

Conversely, although P-gp inhibition enhances intracellular penetration of sub-
strates, induction is expected to produce the opposite effect. Perhaps because of sub-
stantial intra- and interpatient variability in lymphocyte P-gp expression, studies have
reported conflicting results regarding the induction potential of lymphocyte P-gp by
certain drugs (123–126). Indeed, HIV protease inhibitors, generally regarded as P-gp
inhibitors to varying degrees, have also been reported to have no effect and to induce
P-gp activity in some preclinical studies (124,127–129). Similarly, rifampin has been
reported to induce, and to have no affect on, P-gp expression on lymphocytes (125,126).
In theory, induction of P-gp on lymphocytes may lead to reduced intracellular penetra-
tion of coadministered P-gp substrates (e.g., protease inhibitors) and reduced virologi-
cal efficacy with long-term drug administration. The clinical relevance of this
observation is unclear. However, based on the clinical data reported by Chaillou et al.,
inhibition of lymphocyte P-gp by ritonavir would appear to be clinically relevant (122);
whether long-term administration of ritonavir or other protease inhibitors is associated
with P-gp induction and reduced intracellular drug accumulation over time is unknown.
Longitudinal studies in HIV-infected patients that assessed plasma and intracellular
drug concentrations and their relationship to virological suppression are necessary to
answer this question; currently, however, data are insufficient to be of particular clini-
cal use.

In addition to HIV protease inhibitors, other anti-infectives, such as macrolide anti-
biotics, also accumulate intracellularly (130–132). Intracellular concentrations of
azithromycin, erythromycin, and telithromycin were markedly increased when these
drugs were coadministered with the P-gp inhibitors verapamil, cyclosporine, and GF
120918 in an in vitro investigation (132). In a separate study, human KB and G-185
cells, which overexpress P-gp, were shown to reduce intracellular macrolide accumu-
lation and antimicrobial activity vs intracellular forms of Listeria monocytogenes (133).
The potential for targeted P-gp inhibition to influence the intracellular pharmacokinet-
ics and pharmacodynamics of macrolides and other anti-infectives is largely unknown
and requires further evaluation. Thus, no specific conclusions that have an impact on
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macrolide dosing and administration to patients can yet be drawn from these preclini-
cal investigations.

MULTIDRUG RESISTANCE (-ASSOCIATED) PROTEINS

As mentioned in the P-glycoprotein section, MRPs (1–9) are contained within the
superfamily of mammalian ABC transporters (8). In general, the MRP homologues are
functionally analogous to P-gp, although their structures and amino acid sequences
differ (8). As a group, the MRPs transport numerous medications and share many sub-
strates with P-gp (108). In general, MRPs are widely distributed in nearly all human
tissues (134–136). The overwhelming majority of published information on MRP trans-
porters deals with their role in conferring multidrug resistance to anticancer agents.
Next, MRPs are considered individually in relation to their role as potential mediators
of drug interactions among anti-infectives. A list of MRP substrates, inhibitors, and
inducers is presented in Table 2 (6,8,137–154).

Multidrug Resistance (-Associated) Protein 1

MRP1, like P-gp, was first identified for its ability to confer multidrug resistance
against numerous anticancer medications secondary to cellular efflux (155,156). MRP1
functions primarily as a (co-)transporter of amphipathic organic ions; it can transport
hydrophobic drugs that are complexed to oxidized glutathione, sulfate, or glucuronic
acid (136,167–159). MRP1 is localized on the basolateral membrane (tissue side) of epi-
thelial cells and is located in various tissues, including the intestine, liver, choroid plexus
in the brain, lung, PBMCs, CD4+ cells, kidney, testes, and oropharnyx (6,8,104,136,160).

Most preclinical investigations have identified the HIV protease inhibitors as MRP1
substrates. Using various in vitro cellular system models, ritonavir, indinavir,
nelfinavir, and saquinavir were found to undergo transport by MRP1 (119,161–163).
Of note, MRP-1 did not affect the intracellular accumulation of amprenavir in two
different cell lines, suggesting that—unlike the other protease inhibitors—amprenavir
is not transported by MRP1 (163). In contrast to the above findings, one investigation
using a canine kidney cell model found that saquinavir, indinavir, and ritonavir were
not transported by MRP1 (137). The reasons for these disparate results are not clear but
are hypothesized to arise in part from differences in transporter protein expression
among various cell lines and differences in experimental conditions (164).

To address the potential clinical relevance of the protease inhibitors as MRP1 sub-
strates, the relationship between MRP1 and P-gp expression on lymphocytes and intra-
cellular accumulation of ritonavir and saquinavir was examined in HIV-infected patients
(118) Patients with low MRP1 expression (less than the median) had increased intracel-
lular accumulation of ritonavir and saquinavir compared to patients with high MRP1
expression (above the median) (p = 0.035). Moreover, when MRP1 and P-gp expres-
sion were combined, there was a statistically significant relationship between trans-
porter expression and ritonavir and saquinavir intracellular accumulation (p = 0.035).

To test whether MRP1 and P-gp compromise the anti-HIV activity of the protease
inhibitors, Srinivas and colleagues assessed the intracellular accumulation of
saquinavir, ritonavir, and nelfinavir in addition to their capacity to inhibit HIV replica-
tion in T-lymphocytes (115). Results from this study showed that HIV replication was
effectively inhibited by all protease inhibitors, even in cells that overexpressed MRP1
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Table 2
Reported Substrates, Inhibitors, and Inducers for Multidrug-Resistance Proteins

Drug Characteristics
class of transported molecules Substrates Inhibitors Inducers

MRP1 Amphipathic organic ions; Indinavir Ritonavir Ritonavir
can transport glutathione, Nelfinavir Probenecid Sulindac
sulfate, and glucuronide Ritonavir MK 571 Rifampin
conjugates Saquinavir

MRP2 Amphipathic ions Probenecid Probenecid Probenecid
Saquinavir Adefovir Indomethacin
Ritonavir Cidofovir Furosemide
Indinavir Furosemide Sulfinpyrazone
Vinblastine Ritonavir Penicillin G
Sulfinpyrazone Rifampin
Methotrexate Phenobarbital
Adefovir
Cidofovir
Tenofovir (possibly)

MRP3 Organic anions Methotrexate Probenecid Rifampin
(broad specificity) Various bile salts Indomethacin

Etoposide Furosemide
Teniposide Sulrinpyrazone
Vincristine Benzbromarone

MRP4 Nucleotide and nucleoside Adefovir (PMEA) Dipyridamole
analogs and metabolites Zidovudine MK 571

Lamivudine Sildenafil
Stavudine Nonsteroidal
Didanosine anti-inflam-
Abacavir matory drugs
Cidofovir Probenecid
Various anticancer Sulfinpyrazone

agents

MRP5 Nucleotide and nucleoside Adefovir (PMEA) Probenecid
analogs and metabolites Lamivudine Sulfinpyrazone

MK 571
Dipyridamole
Sildenafil

MRP8 Cyclic nucleosides Zalcitabine
Anticancer

fluoropyrimidines

Source: From refs. 6,8,46,137–154.

or P-gp (115). It is unclear whether these results can be extrapolated to the clinical
setting or if targeted inhibition of MRP1 could improve intracellular penetration of
HIV protease inhibitors and improve their antiviral activity. The potential usefulness
of targeted MRP1 inhibition is suggested by preclinical studies in which intracellular
accumulation of protease inhibitors was increased secondary to MRP1 inhibition by
probenecid and MK 571 (162,163). Preliminary data suggest that protease inhibitors
themselves may inhibit MRP1 (165).
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Although their status as MRP1 modulators is in question, most data are in agree-
ment that HIV protease inhibitors are substrates for MRP1; accordingly, their penetra-
tion into sanctuary sites, including CD4+ cells, may be compromised by MRP1 efflux.
As such, further investigation is necessary to define the role of MRP1 alone and in
combination with other transporters, such as P-gp, in reducing antiretroviral activity.
This information will help delineate the potential role of targeted MRP1 inhibition
and determine whether protease inhibitors or other drugs (e.g., probenecid) have a
clinical role in enhancing the intracellular accumulation of coadministered anti-
infectives. In all likelihood, the most efficient means of targeted transporter inhibition
on immune cells will involve the simultaneous inhibition of multiple transport pro-
teins, including MRP1, P-gp, and perhaps others. Whether such strategies will ulti-
mately prove useful in optimizing antiretroviral activity remains to be seen. Currently,
no firm recommendations can be made regarding targeted MRP1 or P-gp inhibition
for these purposes. It will also be necessary to determine whether ritonavir or other
drugs such as nonsteroidal anti-inflammatory drugs (NSAIDs) or rifampin signifi-
cantly induce MRP1 activity to the extent that they reduce intracellular drug accumu-
lation and compromise therapeutic efficacy (166,167).

Multidrug Resistance (-Associated) Protein 2

Similar to MRP1 and P-gp, MRP2 is noteworthy for its ability to confer resistance
to multiple anticancer agents. Located on the apical side of cells, MRP2 functions as
an efflux pump for amphipathic anions; it is involved in the transport of endogenous
compounds such as bilirubin and bilirubin conjugates as well as numerous anionic
drugs and drug conjugates (6,168). MRP2 is expressed primarily in liver canaliculi,
in which it excretes compounds into bile; it is expressed to a lesser degree in the kid-
ney, intestine, placenta, and brain (168). Despite minimal expression in the kidney,
data suggest that MRP2 plays a significant role in the renal excretion of some drugs
(169).

Inhibition of MRP2 was suggested as a contributing mechanism to the development
of Fanconi syndrome in an HIV-infected patient receiving once-daily antiretroviral
therapy with 250 mg didanosine, 300 mg lamivudine, 300 mg tenofovir, and 800/200
mg lopinavir-ritonavir (169). Two weeks prior to hospital admission, a single steady-
state tenofovir plasma concentration was obtained 10 hours postdose and found to be
0.444 mg/L, which was approximately four times higher than expected. The authors
hypothesized that inhibition of MRP2 by low-dose ritonavir may have increased proxi-
mal tubular concentrations of tenofovir by decreasing its apical efflux; this in turn may
have led to tenofovir-mediated nephrotoxicity. This hypothesis is consistent with data
from a pharmacokinetic study in healthy volunteers that showed that the lopinavir-
ritonavir combination increased tenofovir exposure by 34%, although this did not lead
to increased toxicity among 291 HIV-infected patients (170,171).

Nonetheless, some clinicians are currently suggesting that lopinavir-ritonavir be
avoided in patients receiving tenofovir and vice-versa (169). However, such a strong
recommendation is not adequately supported by currently available data. Neverthe-
less, drug regimens containing low-dose ritonavir in combination with tenofovir should
be used cautiously, with close monitoring of serum creatinine, serum urea nitrogen,
phosphorous, and other electrolytes. Certainly, clinicians may wish to avoid concur-
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rent use of ritonavir and tenofovir in patients with underlying renal dysfunction as
these patients may be particularly predisposed to tenofovir-induced renal dysfunction.
If this combination cannot be avoided in a patient with compromised renal function,
clinicians should take particular care to ensure that tenofovir dosing is appropriately
reduced in accordance with manufacturer recommendations (172).

In addition to tenofovir, the nucleoside phosphonates adefovir and cidofovir are
both moderate inhibitors as well as substrates of MRP2 (151). Adefovir and cidofovir
are antiviral compounds that undergo renal tubular secretion and can cause nephrotox-
icity, particularly at higher doses (151,173–175). Nephrotoxicity with these agents
occurs as a result of their accumulation in proximal renal tubules via OAT1-mediated
cellular uptake (i.e., cellular entry) (151,174). As such, the nephrotoxic effects of the
nucleoside phosphonates can be tempered through OAT1 inhibition by probenecid,
which is discussed in this section. In addition to OAT1, however, MRP2 modulation
may also contribute to adefovir and cidofovir nephrotoxicity (151). MRP2 is postu-
lated to mediate the efflux of adefovir and cidofovir (and possibly tenofovir) from
proximal tubule cells (i.e., cellular exit) (151). Competitive inhibition of MRP2 in
renal cells may result in reduced efflux and increased intracellular accumulation and
nephrotoxicity with these drugs. Conversely, MRP2 induction could potentially reduce
accumulation of adefovir and cidofovir in tubular cells, thereby producing a nephro-
protective effect.

Medications that may interact with the nucleoside phosphonates via MRP2 inhibi-
tion or induction are listed in Table 2 (6,8,137–154). Although none of the agents listed
are absolutely contraindicated with adefovir, cidofovir, and tenofovir, they should be
used cautiously in patients receiving these medications. Other medications that may
affect the intracellular accumulation and nephrotoxic potential of these agents—via
competition at MRP2 or other transporter sites—include acyclovir, valacyclovir, ganci-
clovir, and valganciclovir (170); however, there are currently insufficient data to rec-
ommend avoiding these medications in combination with nucleoside phosphonates.
Nonetheless, clinicians should keep these potential interactions in mind if they observe
renal toxicity in patients receiving these drugs in combination.

Probenecid, which has been identified as both an MRP2 inhibitor and inducer in
separate studies, was found to enhance the MRP2-mediated transport of saquinavir,
ritonavir, and indinavir in in vitro experiments (137). Another uricoscuric agent,
sulfinpyrazone, also enhanced saquinavir transport via MRP2 in the same study (137).
In a related investigation, the same investigators noted that probenecid reduced
saquinavir exposure in rats, although the probenecid dose used in this study (100 mg/
kg) was two orders of magnitude higher than doses used in humans (176).

Because of the increasing number of drugs identified as substrates, inhibitors, or
inducers of MRP2, the potential for clinically significant drug interactions involving
this transporter is high, even though specific combinations of potentially interacting
drugs have not been evaluated per se in most cases. As such, combinations of MRP2
inhibitors, inducers, and substrates must be systematically evaluated in humans to bet-
ter define drug interactions among these agents. For the time being, it should be kept in
mind that a number of clinically significant drug interactions may occur secondary to
MRP2 modulation, and clinicians should become familiar with medications that inter-
act with this transporter (Table 2).
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Multidrug Resistance (-Associated) Proteins 3, 4, 5, and 8

Among the MRPs, MRP3 possesses the highest degree of structural similarity to
MRP1 (58%) (168,177,178). As such, there is overlap in substrate selectivity among
MRP3, MRP1, and MRP2 with respect to transport of glutathione and glucuronide
conjugates (168). Of note, the ability of MRP3 to confer multidrug resistance to anti-
cancer agents is diminished compared to MRP1 and MRP2 (168); this may be because
of MRP3’s lower affinity for amphipathic anions and glutathione (168). MRP3 is typi-
cally expressed at low levels at the basolateral membranes of hepatocytes and bile duct
cells; it is also expressed in the pancreas, kidney, adrenal gland, and gallbladder (168).
Although several medications have been noted to inhibit and induce MRP3 (Table 2),
clinically significant drug interactions caused by MRP3 modulation have not been
described. Of note, saquinavir, ritonavir, and indinavir did not undergo transport by
MRP3 in a cellular system (137). Clearly, additional information is necessary before
the role of MRP3 in drug interactions can be defined and this information applied clini-
cally.

MRP4 differs from MRPs 1–3 in that it lacks the N-terminal domain of five pur-
ported transmembrane segments within MRPs 1–3 (8). This structural difference likely
accounts for differences in substrate selectivity with MRP4. MRP4 is expressed in
many tissues, including the lung, kidney, gallbladder, tonsil, bladder, prostate, skeletal
muscle, pancreas, spleen, thymus, testes, ovary, and small intestine (179,180). There is
discordant information regarding the localization of MRP4 (i.e., apical vs basolateral
membrane) and its tissue distribution. MRP4 is noteworthy for its ability to confer
resistance to certain nucleotide and nucleoside analog antiviral agents (168).

Schuetz et al. reported that overexpression and amplification of MRP4 in T lym-
phoid cells correlated with ATP-dependent efflux of PMEA [9-(2-phosphonylmetho-
xyethyl)adenine; adefovir] and azidothymidine (AZT; zidovudine) monophosphate
from cells (181). Moreover, MRP4 overexpression significantly reduced the antiviral
efficacy of PMEA, zidovudine, lamivudine, stavudine, and didanosine in this cellular
model (181). These results are suggestive of an MRP4 phenotype that is associated
with enhanced efflux of nucleoside analog monophosphates and reduced accumulation
of active nucleoside analog triphosphates (182). In a related investigation, dipyridamole
reversed MRP4-mediated drug efflux and potentiated the antiviral activity of nucleo-
side analog triphosphates in MRP4-overexpressing cells (182). In a separate preclini-
cal investigation, MRP4 transport confirmed low-level resistance to PMEA but not to
zidovudine or lamivudine (8,183). Additional nucleoside and nucleotide analogs that
undergo transport by MRP4 include abacavir, cidofovir, and a host of anticancer medi-
cations (154). Of note, HIV protease inhibitors do not appear to be substrates for MRP4
(137). Dipyridamole, MK571, sildenafil, and NSAIDs have all been reported to effec-
tively inhibit MRP4-mediated transport (153,154,182); probenecid and sulfinpyrazone
are weaker inhibitors. To date, potent inducers of MRP4 activity have not been identi-
fied.

High levels of MRP4 on cells that are targets for HIV infection could lead to reduced
virological efficacy of nucleoside analogs secondary to reduced intracellular accumu-
lation of these agents (184). Further, reduced antiviral drug accumulation in cells and
tissues may result in the formation of a protective sanctuary site for the virus (184).
Whether targeted MRP4 inhibition can enhance the cellular and tissue penetration of
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nucleoside and nucleotide analog reverse transcriptase inhibitors and improve their
antiviral activity are currently unclear. Further, the clinical consequences of MRP4
induction on the antiviral activity of nucleoside and nucleotide analogs is unknown;
additional study is necessary to examine these relationships and determine the role of
MRP4 in the pharmacological treatment of HIV infection.

MRP5 is an organic anion transporter localized to the basal membrane of cells
(185); it is expressed in many tissues, including the brain, skeletal muscle, and eryth-
rocyte membranes (179,186,187). Similar to MRP4, MRP5 lacks the initial trans-
membrane domain; however, its amino acid sequence is only 36% homologous with
MRP4 (184). Also like MRP4, MRP5 appears to be a nucleotide analogue pump.
MRP5 was noted to extrude PMEA in several preclinical investigations (185,187).
Increased expression of an MRP5 homologue (ABCC11) was noted to transport
lamivudine in a human T lymphoblastoid cell line (188). Inhibitors of MRP5 include
probenecid, sulfinpyrazone, MK571, dipyridamole, and sildenafil (Table 2); it is unclear
at this time which drugs induce this transporter. A greater number of MRP5 (and MRP4)
substrates, inhibitors, and inducers will likely be described as further information on
this new group of transporters is collected. Likewise, the role of MRP5 in anti-infective
pharmacotherapy has yet to be defined, as do drug interactions involving this trans-
porter.

MRP8 is a newly identified MRP, gaining classification in 2001 (189–191). MRP8
resembles MRP4 and MRP5 in that it lacks a third (N-terminal) membrane-spanning
domain. Sequence comparisons revealed that MRP8 is most similar to MRP5, lead-
ing to speculation that MRP8 may also be involved in the transport of cyclic nucleo-
sides (189,191). Although the functional properties and localization of MRP8 in cells
and tissues is currently under characterization, initial studies suggested that MRP8 is
expressed on macrophages and dendritic cells (192,193). MRP8 is also expressed in
moderate levels in breast cancer cells and normal breast and testicular tissue (189); it
is expressed at very low levels in the liver, brain, and placenta (189). In a cell culture
model, MRP8 was found to transport the nucleoside reverse transcriptase inhibitor
zalcitabine and anticancer fluoropyrimidines; it did not appear to transport zidovudine
or lamivudine (194). The role of MRP8 in anti-infective therapy, including implica-
tions for drug interactions, remains to be defined.

ORGANIC ANION AND CATION TRANSPORTERS
Organic Anion Transporting Polypeptides

Human OATPs represent a group of membrane carriers that transports a wide spec-
trum of amphipathic substrates (195). At the end of 2002, there were nine human
OATPs identified (195). It should be noted that species differences exist in OATP such
that human OATP is not orthologous to rat (Oatp) or mouse (oatp) organic anion trans-
porting polypeptide. The human transporters, which are the focus here, are designated
by all capital letters. Some OATPs are exclusively expressed in liver (i.e., OATP-C
and OATP-8); however, most OATPS are expressed in various other tissues, including
the BBB, choroid plexus, lung, heart, intestine, kidney, placenta, and testes (196). Col-
lectively, OATPs transport a variety of diverse compounds. OATP-C, however, only
transports acidic agents, including pravastatin, bilirubin, benzylpenicillin, and 17β-
estradiol glucuronide. Similarly, OATP-8 only transports acidic compounds as well.



64 Penzak

However, other members of the OATP family have been shown to transport basic zwit-
terionic and neutral compounds such as rocuronium, fexofenadine, and digoxin
(5,6,197–205). As such, the designation of these transporters as organic anion trans-
porting polypeptides is misleading in that certain OATPs are capable of transporting
compounds that are not acidic (6).

Unlike P-gp and the MRPs, which efflux xenobiotics out of cells, OATPs generally
function as uptake transporters that facilitate the influx of compounds (6). The OATP
family appears to play a major role in hepatobiliary drug excretion as it is located on
the basolateral (sinusoidal) membrane of hepatocytes and mediates drug uptake (6). In
addition to the liver, OATPs are active in numerous other cells and tissues throughout
the body; however, their precise roles are still being defined. To date, few substrates
and modulators of OATPs have been identified (Table 3) (5,6,197–205). The P-gp
substrates fexofenadine and digoxin, however, are two medications that are clearly
transported by OATPs (198–206).

In a preclinical investigation, ritonavir (10 µM) was found to produce 76% inhibition
of OATP (subtype not reported)-mediated fexofenadine transport (198). These data are
consistent with clinical reports showing that ritonavir increases plasma concentrations
of the OATP substrate digoxin (29,67). However, because both digoxin and fexofenadine
are also P-gp substrates, it is not possible to know the precise mechanism of these inter-
actions. What can be delineated is that clinically significant OATP inhibition in the
intestine by ritonavir was unlikely to have occurred; this is because gut OATP inhibition
would have resulted in reduced digoxin uptake by enterocytes and decreased absorption
(i.e., OATP inhibition in the intestine produces the opposite effect of P-gp inhibition in
the intestine). Conversely, ritonavir-mediated OATP inhibition in the liver may have
contributed to increased digoxin concentrations via reduced digoxin uptake at the hepa-
tocyte. Unlike what occurs at the intestinal level, OATP and P-gp inhibition in the liver
both lead to increased substrate plasma concentrations, albeit by different mechanisms.
Digoxin renal clearance was unchanged by ritonavir in one of the studies and decreased
by 35% in the other; thus, it is unclear whether ritonavir-mediated OATP inhibition in
the kidney was responsible for decreasing digoxin uptake into renal tubules and elevat-
ing its concentrations in plasma (29,67). OATP inhibition may also be involved in other
drug interactions between digoxin and anti-infectives such as itraconazole, ketoconazole,
clarithromycin, and erythromycin.

Additional drugs that have been shown to inhibit transport by OATP(s) in in vitro
cellular systems include saquinavir, nelfinavir, lovastatin, quinidine, and ketoconazole
(198). In addition, orange juice, apple juice, and grapefruit juice have all been shown to
reduce fexofenadine exposure by approx 70% in healthy volunteers; the mechanism of
this interaction is presumed to be because of inhibition of OATP(s) in the intestine by
components of the various fruit juices (207). Of note, the HMGCo-A reductase inhibi-
tor pravastatin is a substrate for OATP-C. Interestingly, pravastatin’s AUC is approxi-
mately halved by nelfinavir, efavirenz, and the combination of saquinavir-ritonavir
(208,209). It is unclear whether OATP-C modulation by these antiretrovirals contrib-
utes to the observed interaction, but this possibility should be considered in future
studies. At present, what is clear is that higher doses of pravastatin (>40 mg) may be
necessary for adequate antihyperlipidemic activity in HIV-infected patients receiving
these antiretroviral medications.
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Table 3
Reported Substrates, Inhibitors, and Inducers of Organic Anion Transporting Polypeptides (OATPs),
Organic Cation Transporters (OCTs), and Organic Anion Transporters (OATs)

Drug class Characteristics of transported molecules Substrates Inhibitors

OATPs Acidic, basic, and zwitterionic Ritonavir a

compounds; depends on Saquinavir a

OATP subtype Nelfinavir a

Lovastatin a

Quinidine a

Ketoconazole a

  • OATP-C Acidic compounds Pravastatin
Bilirubin
Benzylpenicillin
17-β-Estradiol glucuronide
Rifampin

  • OATP-A, OATP-B, Basic, zwitterionic, UK 191005 Orange juice (OATP-A)
Oatp1, Oatp2 and neutral compounds Rocuronium Grapefruit juice (OATP-A)

N-Methylquinidine
Fexofenadine
Digoxin

OCT Small organic cations Choline Clonidine
N-Methylnicotinamide Quinidine

Quinine
Verapamil
HIV protease inhibitors

Continued on next page
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Table 3 (Continued)

Drug class Characteristics of transported molecules Substrates Inhibitors

OAT Organic anions (all subtypes)

  • OAT1 NSAIDs Probenecid
Various anticancer drugs Betamipron
Cimetidine
Ranitidine
Angiotensin-converting enzyme inhibitors
β-Lactam antibiotics
Adefovir
Cidofovir

  • OAT2 Zidovudine
Tetracycline
Cephalosporin antibiotics
Salicylate

  • OAT3 NSAIDs
Various anticancer drugs
Cimetidine
Ranitidine
Angiotensin-converting enzyme inhibitors
β-Lactam antibiotics

  • OAT4 Cimetidine
Methotrexate
Cidofovir
Adefovir
Acyclovir
Ganciclovir
Zidovudine
β-Lactam antibiotics

Source: From refs. 5,6,197–205.
a The study that identified these drugs as OATP inhibitors did not specify a subtype.
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In addition to pravastatin, OATP-C also appears to transport rifampin (201). In an in
vitro cellular system, Tirona et al. showed that OATP-C expression was associated with
increased intracellular retention of rifampin; they also observed an increase in rifampin-
mediated PXR activation (201). PXR activation by rifampin is involved in the process of
enzymatic induction. Therefore, modulation of OATP-C activity may ultimately influ-
ence the P-gp and CYP induction potential of rifampin and perhaps other drugs (201).
Further delineation of this relationship may help explain a variety of drug interactions
with rifampin and perhaps similar medications.

Because of the increasing number of drugs noted to be transported by OATPs and the
fact that OATPs are present at a variety of anatomic sites, their potential for involve-
ment in clinically significant drug interactions is high. Future studies will shed light on
which compounds are likely to be involved; this knowledge may eventually prove use-
ful in the optimal management of anti-infective medications.

Organic Cation Transporters

OCT proteins are expressed on the basolateral membrane of epithelial cells in the
liver, kidney, and intestine (6). Human OCT-1 is primarily expressed in both the liver
and kidney; OCT2 is predominantly located in the kidney (210,211). OCT proteins
typically transport small organic cations, yet can be inhibited by basic drugs such as
clonidine, quinine, quinidine, verapamil, and HIV protease inhibitors (6). Because of
the relatively limited number of compounds transported by OCT, its role in hepatobili-
ary drug excretion and potential for involvement in drug interactions are considered
limited and not of current clinical consequence.

Organic Anion Transporters

OAT proteins are similar in amino acid sequence to OCT proteins, and they are
expressed in the liver, kidney, and brain. OAT2 is expressed on the basolateral side of the
proximal tubule and is involved in the renal transport of zidovudine, tetracycline, cepha-
losporins, and salicylate (Table 3) (5,6,197–205). OAT1 and OAT3 are also localized on
the basolateral membrane of the proximal tubule; these proteins transport NSAIDs, anti-
tumor drugs, histamine H2 receptor antagonists, prostaglandins, angiotensin-converting
enzyme inhibitors, diuretics, and β-lactam antibiotics. OAT4 is located on the apical side
of the proximal tubule and mediates the uptake as well as the efflux of compounds such
as cilastatin and estrone sulfate (212). As a group, a primary function of OAT proteins is
the active renal secretion of cimetidine, methotrexate, cidofovir, adefovir, acyclovir,
ganciclovir, β-lactam antibiotics, and zidovudine (6,203–205).

OAT1 is a key uptake transporter for adefovir and cidofovir (and perhaps tenofovir),
both of which have been associated with clinically significant nephrotoxicity in humans
(151). Preclinical experiments have shown that both cidofovir and adefovir are taken up
by OAT1, and that this process contributes to increased cytotoxicity with both agents.
The cytotoxicity of both drugs was sharply reduced, however, in the presence of the
OAT1 inhibitors probenecid and betamipron. These data support probenecid-mediated
OAT1 inhibition as the mechanism responsible for probenecid’s ability to limit the neph-
rotoxic effects of cidofovir. Other drugs, not yet identified, that inhibit OAT1 might also
be expected to abrogate the nephrotoxic effects of cidofovir. Along these lines, it can be
speculated that OAT1 enhancement could foster the uptake efficiency of cidofovir and
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adefovir into renal tubule cells, possibly increasing the nephrotoxic potential of both
agents. Further study is necessary to determine which drugs are capable of stimulating
OAT1 function. As discussed, intracellular accumulation of adefovir and cidofovir in
renal tubule cells is also impacted by MRP2 activity, which is responsible for removing
these drugs from cells.

Similar to the interaction between OAT1 and nucleotide analogs, OAT2 was found
to mediate the transport of a variety of cephalosporins (202). A preclinical study using
proximal tubule cells provided evidence that cephaloridine-induced nephrotoxicity is
most likely mediated by OAT proteins (202). Interestingly, in this investigation
probenecid was not always able to reverse cellular toxicity with cephaloridine, sug-
gesting that probenecid does not indiscriminantly inhibit all OAT subtypes. Accord-
ingly, probenecid may not be nephroprotective for all OAT substrates. Clearly,
modulation of OAT proteins is expected to affect the renal elimination of cephalospor-
ins; further investigation is necessary to identify which drugs may be involved. Fortu-
nately, cephalosporin antibiotics are infrequently associated with nephrotoxicity, and
many of these medications currently exhibit an acceptable pharmacokinetic profile,
thus suggesting that identification of new OAT inhibitors is not likely to dramatically
alter the current manner in which β-lactam antibiotics are administered.

In addition to their influence on renal elimination, OAT proteins also appear to be
involved in mediating the distribution of a variety of substrates into and out of the
CNS. Probenecid has long been known to increase zidovudine plasma concentrations
by inhibiting its metabolism through glucuronosyl transferase enzymes; however,
probenecid also decreases zidovudine clearance from CSF and prolongs its half-life in
the brain (213). Similar effects occur with the combination of probenecid and β-lactam
antibiotics (214). These data suggest that brain uptake and elimination of OAT sub-
strates may be affected by drugs that modulate specific OAT proteins. Despite the
effectiveness of probenecid in increasing the CNS exposure of certain β-lactam antibi-
otics, presumably secondary to altered drug transport, it is infrequently used clinically
for this purpose; this may be because probenecid may not markedly improve antibiotic
penetration into CSF early in the course of CNS infection when inflammation is present
and antibiotic penetration occurs (215).

In summary, OAT proteins transport a variety of anti-infective medications, includ-
ing antivirals and β-lactam antibiotics. Modulation of OATs in the kidney and brain
may result in clinically significant alterations in the distribution and elimination of
OAT substrates. Future studies will shed light on specific OAT-mediated interactions
that should be avoided or possibly exploited to optimize antimicrobial pharmaco-
therapy.

SUMMARY

Drug transport proteins are becoming increasingly appreciated for their role in clini-
cally significant drug interactions in patients receiving antimicrobial chemotherapy.
Because of their presence in various human organs and cell types, they have the poten-
tial to influence drug absorption, distribution, metabolism, and elimination when their
function is pharmacologically altered. Differentiating between drug transport and drug
metabolism is inherently difficult in vivo when attempting to characterize the mecha-
nism of a specific drug–drug interaction; therefore, most of the research that has been
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completed in this field involves the use of cellular systems and animal models. To date,
there are few, but an ever-increasing number of, studies in humans that suggest that
modulation of drug transport can contribute to clinically significant drug interactions.
As more clinical data become available in this rapidly developing field, it is important
for clinicians to develop a thorough understanding of drug transport systems, including
which drugs are substrates and modulators of the most common drug transport proteins.

CASE STUDY 1

R.K. is a 48-year-old African American male who presents to his physician
complaining of severe pain in his right big toe. His medical history is significant
for chronic renal insufficiency (2.4 mg/dL baseline serum creatinine) secondary
to long-standing hypertension. He also has onychomycosis of his left thumb nail
and is currently on day 4 of a second weak-long treatment pulse with 200 mg
itraconazole twice daily. His other medications include 40 mg lisinopril once daily
and 25 mg hydrochlorothiazide once daily. He takes no additional prescription,
over-the-counter, or herbal medications. R.K. explains that the pain in his toe
awoke him at 3 AM the previous night, and he has been in “excruciating” pain ever
since.

On physical exam, R.K.’s toe appears red, swollen, tender, and warm to the
touch. His blood pressure is 145/85, and he has a low grade fever (38°C); other
vital signs are unremarkable. Blood is drawn for liver function tests, a mineral and
electrolyte panel, serum urea nitrogen, serum creatinine, uric acid, and glucose;
results are pending. A 24-hour urine collection is scheduled to determine urine
uric acid and creatinine. In the mean time, R.K.’s physician diagnoses him with
acute gouty arthritis and prescribes him 0.5 mg colchicine with instructions to take
2 tablets initially followed by 1–2 tablets every 1–2 hours until the pain in his toe
improves, gastrointestinal side effects become intolerable, or a total of 10 mg has
been administered.

That day, R.K. experienced resolution of his symptoms after ingesting a total of
8 mg colchicine. He experienced moderate diarrhea and cramping during this time.
Over the next 2 days, R.K.’s toe pain returned intermittently, and he ingested a
total of 6 mg colchicine during this time (total dose = 14 mg over 3 days). The
following morning, R.K. developed severe abdominal cramping, diarrhea, myal-
gia, and lower extremity parasthesias. His wife took R.K. to their local emergency
room, where he was found to be confused, agitated, and unable to ambulate. His
temperature was 39.1°C, blood pressure was 180/88, and heart rate was 90 beats/
minute. An acute laboratory panel revealed significant elevations in AST, ALT,
GGT, and LDH. He was also found to be pancytopenic. CPK was 2,752 U/L, and
serum creatinine was 2.9 mg/dL. R.K. was admitted to the hospital.

DISCUSSION

This case illustrates a drug–drug interaction between colchicine and itracona-
zole. Colchicine is a P-gp substrate with a main route of elimination that is secre-
tion into the bile; only 10–20% of a colchicine dose is excreted renally. In a study
in human liver microsomes, CYP3A4 was noted to catalyze colchicine demethyla-
tion; however, this does not appear to be a major elimination pathway for the
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drug. Colchicine is an antigout/antimitotic agent that can cause multiple organ
dysfunction in cases of excess drug exposure; this has been observed in cases of
colchicine overdose and in patients receiving colchicine in combination with cer-
tain P-gp inhibitors, including macrolide antibiotics and cyclosporine. Itracona-
zole is an azole antifungal that has been found to inhibit P-gp transport activity in
a number of preclinical investigations. Itraconazole also increases the systemic
exposure and decreases the renal clearance of the P-gp substrate digoxin. Digoxin
is a P-gp substrate that is not significantly metabolized in humans. The presumed
mechanism of this interaction is inhibition of P-gp-mediated digoxin transport in
renal tubules by itraconazole. Therefore, the most likely mechanism for the inter-
action in R.K. is itraconazole-mediated inhibition of hepatic and/or renal secre-
tion of colchicine via P-gp; this likely resulted in increased plasma (and perhaps
cellular) colchicine concentrations, resulting in toxicity.

IDENTIFICATION/MONITORING

This interaction may have been identified a priori by an alert pharmacist or phy-
sician, especially because drug interactions between colchicine and P-gp inhibitors
appear to occur more frequently in patients with underlying renal dysfunction.
Moreover, the patient should have been instructed that a 3-day colchicine-free
interval should follow each oral course of therapy. As such, R.K. was at risk for
experiencing toxicity caused by drug interactions with colchicine. Typically, one
might expect a longer duration of colchicine and itraconazole coadministration
before observing such severe colchicine toxicity; however, organ dysfunction
caused by excessive colchicine exposure has been described after short periods of
administration (�3 days). In fact, death caused by colchicine intoxication has
occurred with as little as 7 mg.

CASE STUDY 2

T.H. is a 53-year-old white female who was recently diagnosed with pulmo-
nary tuberculosis following a 4-week history of cough, fevers, and night sweats.
She was initiated on a regimen of 600 mg rifampin daily, 300 mg isoniazid daily,
1500 mg pyrazinamide daily, and 800 mg ethambutol daily. In addition to her
recent tuberculosis diagnosis, T.H.’s medical history is positive for chronic atrial
fibrillation and seasonal allergic rhinitis. Her other medications include 100 mg
pyridoxine daily, 0.25 mg digoxin daily (1.8 ng/mL steady-state serum digoxin
concentration), and 180 mg fexofenadine daily as needed.

Within 2 weeks, T.H.’s sputum became negative for acid-fast bacilli. How-
ever, she presented to her physician on day 15 of anti-TB therapy complaining of
chest pain, dizziness, and palpitations. Moreover, on visual examination, T.H.
was suffering from severe rhinorrhea, watery eyes, and sneezing. Her heart rate
was 180 beats/minute and a stat electrocardiogram showed atrial fibrillation. A
digoxin level was drawn postelectrocardiogram and found to be < 0.5 ng/mL.

DISCUSSION

This case illustrates drug–drug interactions between rifampin and digoxin and
between rifampin and fexofenadine. Both digoxin, a cardiac glycoside, and
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fexofenadine, a nonsedating antihistamine, are P-gp substrates that are minimally
metabolized in humans. Rifampin has been shown to induce P-gp activity in a
variety of clinical and preclinical studies, including pharmacokinetic studies in
healthy volunteers, which document rifampin’s ability to increase the clearance of
digoxin and fexofenadine, respectively. The reduction in digoxin and fexofenadine
exposure in this case resulted in inadequate pharmacological response to both drugs
(i.e., atrial fibrillation and uncontrolled allergic rhinitis). In addition to P-gp, both
digoxin and fexofenadine are substrates for the human OATP. Therefore, it is pos-
sible that rifampin may also modulate OATP activity, resulting in enhanced elimi-
nation of fexofenadine and digoxin; however, to date this has not been clearly
proven.

IDENTIFICATION/MONITORING

This interaction could reasonably have been predicted ahead of time. How-
ever, alternate therapeutic choices for T.H. are limited. Alternatives to digoxin
for chronic heart rate control would commonly include verapamil, diltiazem, or
β-blockers such as metoprolol, propranolol, and atenolol. With the possible
exception of atenolol, plasma concentrations of all of these agents would likely
be decreased by rifampin secondary to CYP ± P-gp induction. Atenolol is not
metabolized by CYP enzymes and does not appear to be a P-gp substrate; how-
ever, there is at least one anecdotal report of reduced atenolol activity when it was
coadministered with rifampin. Another therapeutic intervention involves replac-
ing rifampin with rifabutin. Rifabutin is less prone to enzyme induction compared
to rifampin and may also be less inclined to induce P-gp activity. Still, digoxin
concentrations would need to be monitored closely in this setting. Moreover, if in
response to the interaction with digoxin rifampin is discontinued in favor of
rifabutin, one might expect a gradual increase in digoxin exposure over the ensu-
ing weeks as P-gp activity normalizes in the absence of rifampin. Vigilant moni-
toring of digoxin serum concentrations and dosage adjustment as necessary are
warranted in this situation.
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INTRODUCTION

Regulatory review scientists have been interested in the impact of drug interactions
on the safety and efficacy of drugs for many years; however, a number of regulatory
actions highlight the importance of the issue. The withdrawals of terfenadine, astemi-
zole, and cisapride were related, in part, to safety concerns when drug interactions with
cytochrome P450 (CYP) 3A inhibitors led to higher plasma drug concentrations.
Mibefradil is a CYP3A inhibitor that was withdrawn because of drug interactions that
led to markedly increased concentrations of CYP3A substrates. In 2002, a Food and
Drug Administration (FDA) advisory committee recommended against approval of
pleconaril for the treatment of the common cold partly because of the potential for drug
interactions (1). Pleconaril is a CYP3A inducer, and its administration may decrease
plasma concentrations of CYP3A substrates, including some contraceptive steroids (2).
We can reflect on these examples when we consider the appropriate timing of drug
interaction evaluations and the appropriate methods to communicate the risk of drug
interactions.

Two FDA guidances specifically addressed the evaluation of metabolism-based drug
interactions. The April 1997 FDA Guidance for Industry Drug Metabolism/Drug Inter-
action Studies in the Drug Development Process: Studies In Vitro (3) describes in vitro
techniques for evaluating the potential for metabolism-based drug interactions, the cor-
relation of in vitro and in vivo findings, the timing of the in vitro studies, and labeling
that may result from in vitro studies. The November 1999 FDA Guidance for Industry
In Vivo Drug Metabolism/Drug Interaction Studies—Study Design, Data Analysis and
Recommendations for Dosing and Labeling (4) provides recommendations on study
design, study population, choice of interacting drug, dose selection, statistical consid-
erations, and labeling that may result from in vivo studies. Although the guidances
addressed metabolism-based drug interactions, many of the principles outlined in the
in vivo guidance also apply to drug interactions caused by other mechanisms.

*The views presented in this chapter do not necessarily reflect those of the FDA.
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Because of significant concern within the drug industry and regulatory authorities,
the issue of drug interactions was discussed at numerous conferences. A report is avail-
able from a conference held in Basel, Switzerland, in 2000; the aim of the conference
was to arrive at a consensus on the conduct of in vitro and in vivo studies of metabolic
and transporter-based drug interactions (5). Based on discussions at the conference, it
was evident that guidance documents developed by the European Agency for the Evalu-
ation of Medical Products, the US FDA, and the Ministry of Health, Labor, and Wel-
fare in Japan provide similar recommendations regarding approaches to address
metabolism-based drug interactions. Also, the Pharmaceutical Research and Manufac-
turers of America (PhRMA) Drug Metabolism and Clinical Pharmacology Technical
Working Groups prepared a position paper that describes the industry position on the
evaluation of drug interactions (6). The intent of the position paper was to define the
best practices for in vitro and in vivo pharmacokinetic drug interaction studies during
drug development.

There are numerous similarities across the various guidance documents and position
papers that address drug interactions. This chapter does not elaborate on most of the
scientific issues discussed in the guidance documents and position papers because other
chapters address those issues. Instead, this chapter focuses on the regulatory issues that
surround the evaluation of drug interactions. The issues discussed in this chapter apply
to most drug classes; however, the discussion of clinical implications and the actual
examples apply to drugs that are administered to patients with infectious diseases.

The specific objectives of a drug interaction program are to determine whether there
are any interactions with an NME (new molecular entity) that necessitate a dose adjust-
ment, a warning, or a contraindication. Although the potential for drug interactions
should be considered for all NMEs, in vivo drug interaction studies are not necessary
for all NMEs. One should consider the potential for drug interactions within the con-
text of a drug’s pharmacokinetic properties, intended clinical use, and known safety
and efficacy.

This chapter provides an overview of regulatory considerations when evaluating the
potential for an NME to interact with other drugs. The topics covered include

• Timing of drug interaction evaluations during drug development
• Regulatory considerations for in vitro drug metabolism studies
• When in vivo drug interaction studies are necessary
• In vivo study design issues
• In vivo drug interaction cocktail studies
• Interpretation of in vivo study results
• Current thoughts on drug interactions related to drug transporters
• Case study
• Labeling issues
• Considerations for interactions with pharmacokinetically enhanced protease inhibitors
• Other considerations

TIMING OF DRUG INTERACTION
EVALUATIONS DURING DRUG DEVELOPMENT

The effect of an NME on the pharmacokinetics of other drugs and the effects of
other drugs on the pharmacokinetics of an NME should be determined early in drug
development so the clinical implications can be assessed adequately in clinical studies.
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Because suboptimal concentrations of anti-infective and antiviral drugs can lead to treat-
ment failure and drug resistance, it is helpful to have some knowledge of the potential
for drug interactions before these drugs are administered to patients. If drug interaction
information is not available when studies in patients begin, it is important to restrict the
use of concomitant medications. The restriction of concomitant medications may be
acceptable in studies of the treatment of some bacterial infections, such as otitis media.
However, it is impossible to administer long-term monotherapy for the treatment of
human immunodeficiency virus (HIV) or tuberculosis. As a general rule, the evalua-
tion of the potential for drug interactions should be adequate to allow the safe conduct
of each phase of development. Thus, if a proposed treatment for HIV can be adminis-
tered as monotherapy to a group of HIV-infected patients for 10 days, drug interaction
information is not needed prior to the conduct of a 10-day monotherapy study. How-
ever, investigators need drug interaction information prior to administering a drug as
part of combination therapy to HIV-infected patients.

REGULATORY CONSIDERATIONS
FOR IN VITRO DRUG METABOLISM STUDIES

In vitro drug metabolism studies can play a powerful role in the assessment of drug
interactions, acting as a screening tool. Goals of in vitro drug metabolism studies are to
identify the major metabolic pathways that affect the NME and its metabolites, including
the specific enzymes involved, and to determine the effects of the NME on drug-meta-
bolizing enzymes. When these goals are met, it is possible to prioritize the conduct of
in vivo drug interaction studies. For example, if in vitro drug metabolism studies indi-
cate that an NME is not metabolized by CYP3A, it is not necessary to determine the
effect of in vivo CYP3A inhibitors or inducers on the NME. Likewise, if in vitro drug
metabolism studies indicate an NME is not a CYP3A inhibitor or inducer, it is not
necessary to determine the in vivo effect of the drug on CYP3A substrates. The PhRMA
position paper acknowledges the importance of in vitro studies that provide negative
findings, because these in vitro studies may provide the only information regarding the
lack of an interaction with a specific enzyme. As such, it is essential that data in sup-
port of these negative findings be obtained using methods supported by the most up-to-
date scientific data, and the methodology should be well documented for submission to
regulatory authorities (6). Important considerations for all in vitro drug metabolism
studies are the model system, probe drugs (substrates, inhibitors), drug concentrations,
tissue handling, and study conditions.

A full in vitro drug metabolism program can provide a large amount of informa-
tion regarding the potential for drug interactions with an NME. Studies conducted to
determine which enzymes metabolize a drug include general experiments that iden-
tify the types of metabolites formed, followed by more specific experiments that
identify enzymes that metabolize the drug. If the available data indicate that CYP
enzymes contribute to 25% or more of a drug’s clearance, studies to identify drug
metabolizing CYP enzymes in vitro are recommended. It is appropriate to begin the
evaluation with the more common CYP enzymes (CYP3A4, CYP2D6, CYP1A2,
CYP2C19, CYP2C9) (6). However, if the more common CYP enzymes do not account
for all CYP-mediated metabolism, it may be helpful to evaluate less-common enzymes,
such as CYP2B6 or CYP2C8.
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It is important to evaluate the potential for an NME to inhibit and induce CYP-
mediated drug metabolism, even if the drug is not metabolized by the enzyme. Most
drug interaction programs include an in vitro evaluation of the potential to inhibit the
more common CYP enzymes. In vitro evaluations of the potential for CYP induction
are becoming more common. The studies must use human materials to provide reliable
information about the potential for interactions in humans.

WHEN IN VIVO DRUG INTERACTION STUDIES ARE NECESSARY

The Effect of Other Drugs on the NME

In vitro drug metabolism and in vivo pharmacokinetic information help determine
whether formal in vivo drug interaction studies are needed. The first consideration is
the contribution of renal and metabolic pathways to in vivo clearance. If metabolism
does not contribute to clearance, there is usually no need to conduct metabolism-based
drug interaction studies. As indicated in Fig. 1, if a particular enzyme contributes sig-
nificantly to elimination, in vivo studies with inhibitors and inducers of that enzyme
are recommended. An efficient approach is first to evaluate the effects of a potent
inhibitor and a potent inducer; examples are ketoconazole and rifampin, respectively,
if the NME is a CYP3A substrate. If the potent inhibitor and inducer do not have a
significant effect on the drug, no further studies are needed for that enzyme. Figure 1
indicates factors to consider if the potent inducer or inhibitor has a significant effect on
the drug.

NME as a Potential Inhibitor

As indicated in Fig. 2, if in vitro evidence does not rule out the possibility that a drug
is a metabolic inhibitor, in vivo interaction studies should be conducted. Significant
enzyme inhibition should occur when the concentration of the inhibitor present at the

Fig. 1. Decision tree for NME as a substrate.
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active site is similar to or greater than Ki (dissociation constant of the enzyme–inhibitor
complex; defines the affinity of the inhibitor for the enzyme). If the NME is an inhibi-
tor in vitro and its Ki is equal to or less than in vivo NME concentrations, in vivo
inhibition is likely. In theory, the magnitude of the interaction (percentage increase in
area under the concentration–time curve [AUC]) can be expressed quantitatively as the
following equation:

R = 1 + [I]/Ki

where R is the percentage increase in AUC, and [I] is the concentration of the inhibi-
tor (NME) present at the active site of the enzyme (5). Many investigators use the ratio
of [I]/Ki to predict the likelihood of an in vivo interaction. However, there are a number
of limitations for the use of [I]/Ki as a predictor of in vivo inhibition. The limitations
are caused by factors that affect interpretation of [I] and Ki, as outlined in Table 1 (5).

Table 1
Factors That Affect [I] and Ki

Factors that affect [I] Factors that affect Ki

1. Uncertainty regarding the concentration 1. Substrate specificity
that best represents the concentration at (mainly a problem with CYP3A; degree of
the enzyme binding site   inhibition of one substrate may not predict
(unbound plasma concentration, total   degree of inhibition of another substrate for
  plasma concentration, hepatic cytosol   the same enzyme)
  concentration) 2. Binding to components of the in vitro incuba-

2. Uncertainty regarding the impact of first- tion system
pass exposure 3. Substrate and inhibitor depletion during the
(hepatic and intestinal) in vitro experiment

Fig. 2. Decision tree for an NME as an inhibitor or inducer.
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The second two factors that affect Ki emphasize the importance of good in vitro study
design and conduct. Both lists reiterate the fact that the [I]/Ki ratio is not exact enough to
predict the degree of inhibition in vivo.

With the listed limitations in mind, [I]/Ki can be used as a screening tool to determine
whether an in vivo interaction study is needed. The current recommended approach is
quite conservative. When calculating [I]/Ki, [I] represents the mean steady-state Cmax
value for total drug (bound plus unbound) following administration of the highest pro-
posed clinical dose. The PhRMA position paper states that if the ratio is below 0.1, the
likelihood of an interaction is remote, and an in vivo metabolism-based drug interaction
study is not needed for the enzyme (6). Although there is a great deal of debate regard-
ing the appropriate cutoff value, the 0.1 value proposed by PhRMA is reasonable.

If in vitro studies indicate the NME may inhibit an enzyme, the best approach is to
conduct an in vivo interaction study with a sensitive substrate for the enzyme, such as
midazolam (5) or buspirone (7) for CYP3A. It is acceptable to use any sensitive sub-
strate for the enzyme evaluated if the potential increase in concentrations because of
inhibition will not lead to safety concerns. If there is no interaction with a sensitive
substrate, no further inhibition studies are needed for that enzyme. However, if coadmin-
istration of the NME results in an increase in plasma concentrations of a sensitive sub-
strate, further studies with less-sensitive substrates may be needed.

To prioritize in vivo drug interaction studies, it is reasonable to consider the poten-
tial for in vivo inhibition in rank order across the different CYP enzymes. For example,
consider an NME with the following in vivo and in vitro characteristics:

In vivo Cmax = 0.2 µM (use as [I])
CYP3A: Ki = 0.33 µM; [I]/Ki = 0.6

CYP2D6: Ki = 1.0 µM; [I]/Ki = 0.2
CYP2C9: Ki = 2.0 µM; [I]/Ki = 0.1

It is acceptable to conduct the in vivo studies in ascending order of [I]/Ki. If the
NME interacts with a sensitive CYP3A substrate and increases its AUC, a study with a
CYP2D6 substrate is needed. If there is no interaction with the CYP2D6 substrate,
there is no need to conduct an in vivo inhibition study with a CYP2C9 substrate. The
above scenario is altered if metabolites also inhibit CYP enzymes. In such a case, the
rank order needs to consider the effects of the NME and metabolites on other drugs.

The progression listed above applies to reversible inhibition. If an NME demon-
strates nonreversible, metabolism-based inhibition of enzymes, in vivo studies are war-
ranted with those enzymes.

NME as Potential Inducer

Enzyme induction can lead to lack of efficacy, which is an important safety issue for
patients taking anti-infective and antiviral agents. There is less experience with inter-
pretation of in vitro induction studies compared to inhibition studies. The most appro-
priate in vitro end point is the percentage of the positive control induction level (8). As
mentioned in the PhRMA position paper, induction of at least 40% of the positive
control induction level indicates a positive inductive response (6). If there are no in
vitro data or if in vitro data indicate an NME may be an enzyme inducer, in vivo inter-
action studies should be conducted. It is important that the potential for induction of
CYP3A, CYP1A2, CYP2C19, and CYP2C9 be addressed for most drugs.
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IN VIVO STUDY DESIGN ISSUES
General Design Issues

In vivo drug interaction studies are designed to compare substrate concentrations with
and without the interacting drug. The appropriate study design varies depending on the
specific objective of the study and the characteristics of the drugs (4). The inhibiting/
inducing drug and the substrates should be dosed so that the exposure is relevant to their
clinical use. A randomized crossover design is often preferred because the interaction
can be evaluated in each individual subject and the design controls for sequence effect.
However, a parallel design is acceptable for drugs with long elimination half-lives to
decrease the chance of carryover from one treatment to the next. A one-sequence cross-
over study is acceptable when both drugs are administered chronically. The choice of
single- or multiple-dose administration for each drug is based on the clinical use of the
drug and the ability to extrapolate to the clinically relevant situation.

Selection of Study Population

Drug interaction studies are often conducted in healthy volunteers because there are
fewer confounding factors that may alter pharmacokinetics. In some cases, safety con-
cerns may preclude the use of healthy volunteers. If the study enrolls healthy volunteers,
it is important to consider whether there are factors that may impede extrapolation to the
relevant patient population. For some antibiotics, the relevant patient population is quite
similar to healthy volunteers; thus, extrapolation across the population is not an issue.

The situation may be more complex for HIV drugs. There are cases for which phar-
macokinetic parameters are similar for HIV-infected patients and healthy volunteers;
however, differences have been documented for some drugs, including saquinavir (9)
and atazanavir (10). The differences may be caused by decreased absorption in HIV
patients, differences in metabolism, or the presence of concomitant medications. There
is some evidence that CYP3A activity is more variable in patients infected with HIV
(11), which is important because of the contribution of CYP3A to protease inhibitor
and nonnucleoside reverse transcriptase inhibitor metabolism. In the face of differ-
ences between healthy volunteers and the relevant patient population, one should con-
sider the objective of the study when selecting the study population (Table 2).

When drug interaction studies are conducted in healthy volunteers and there is a
question regarding the applicability to the relevant population, sparse sampling in clini-
cal efficacy trials that include patients taking the two drugs can be useful (4,12).

Choice of Interacting Drugs

As discussed in the section “When In Vivo Drug Interaction Studies Are Necessary,”
it is appropriate to conduct interaction studies with probe inhibitors and substrates to
demonstrate the in vivo magnitude of interactions with a specific enzyme. If a study
with a probe inhibitor or substrate indicates the drug may significantly affect other drugs
(inhibition or induction) or may be affected by other drugs, the next step is to consider
several factors:

• Important drugs in the target population that may interact
• Narrow therapeutic index drugs that may be affected
• Relevant potent enzyme inhibitors or inducers that may affect the NME
• Commonly used drugs that may interact
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These criteria can help guide the conduct of further interaction studies. In each case,
it is important to consider the worst-case scenario (maximum magnitude of interaction)
and use knowledge of exposure–response relationships (safety and efficacy) to deter-
mine the need for specific interactions. In some cases, it may be appropriate not to
study a combination but recommend the drugs not be coadministered if the combina-
tion is likely to result in excessive or subtherapeutic concentrators and a dose adjust-
ment is not possible.

Analytes Measured in Drug Interaction Studies

The objective of a drug interaction study and the characteristics of the metabolites
dictate whether it is necessary to measure parent drug, metabolite(s), or both. When
the substrate drug has an active or toxic metabolite, the metabolite usually should be
measured. When the metabolites are not active, measuring some metabolites may help
explain the mechanism of an interaction.

The HIV nucleoside reverse transcriptase inhibitors (NRTIs) present a unique drug
interaction issue. A majority of the NRTIs do not undergo extensive metabolism in the
plasma. However, all of the NRTIs undergo anabolic phosphorylation by intracellular
kinases to form the active triphosphates that competitively inhibit viral reverse tran-
scriptase (13). Most HIV treatment regimens include two NRTIs in addition to a non-
nucleoside reverse transcriptase inhibitor or protease inhibitor. In some cases, the
combination of two NRTIs may interfere with the intracellular phosphorylation of at
least one of the compounds, even though no interaction is observed in the plasma.

Knowledge of the enzymes that catalyze phosphorylation for two NRTIs helps deter-
mine whether an interaction is likely. For example, the same enzyme catalyzes phos-
phorylation of zidovudine and stavudine, and coadministration of the two NRTIs leads
to reduced formation of stavudine triphosphate (13). Knowledge of phosphorylation
pathways, in addition to in vitro combination studies, helps determine whether two

Table 2
Selection of Study Population

Study Objective Population

• Answer scientific question: Healthy volunteers provide the least complicated
“Does NME inhibit CYP3A in vivo?” evaluation.

• Determine whether a dose adjustment Either population is acceptable, but healthy
is needed when the NME is administered volunteers may be easier to study.
with another drug, but a dose adjustment
will not be incorporated into the study.

• Determine the appropriate dose It is most appropriate to conduct the study in
adjustment for the NME or other patients. If prior knowledge indicates that the
drug when the two are coadminis- pharmacokinetics of both drugs are similar in
tered. healthy volunteers and patients, then either

population may be used. Also, if the study may
result in subtherapeutic
concentrations of the HIV drug for a prolonged
period of time, it is best to conduct the study in
healthy volunteers.
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NRTIs may interact with one another. If an interaction is possible, a drug interaction
study that evaluates intracellular triphosphate concentrations should be conducted prior
to administering the two drugs together in clinical trials. These interaction studies are
more difficult than interaction studies that evaluate the parent drug in plasma. The stud-
ies that evaluate intracellular triphosphate concentrations are affected by cellular kinase
activity, exposure to the enzyme, and difficult analytic techniques.

IN VIVO DRUG INTERACTION COCKTAIL STUDIES

Cocktail studies involve the administration of two or more probe substrates for dif-
ferent enzymes (cocktail) to characterize changes in pharmacokinetics when the study
drug is administered (14–17). There is debate regarding the utility of this approach to
the evaluation of drug interactions during drug development. Some believe that the
information from cocktail studies provides in vivo confirmation of in vitro study results
before definitive in vivo drug interaction studies are conducted. Others believe that the
cocktail studies are not necessary if adequate in vitro drug metabolism studies are con-
ducted. Some investigators do not support the use of cocktail studies as stand-alone
evidence that an interaction will not occur. This lack of support is largely because of the
potential for the probe substrates to interact with each other (6).

Some of the newer cocktail mixtures were developed in response to the concerns
regarding the substrates used in the earlier cocktails. If there are adequate data that the
probe substrates are sensitive and do not interact with one another across a wide range of
concentrations, the study design is acceptable, and the sample size provides adequate
power, the results of a cocktail study can serve as stand-alone evidence that an interac-
tion will not occur. Thus, the cocktail studies are useful if in vitro studies are not con-
ducted or if in vitro results are not definitive. If a cocktail study indicates that an
interaction is likely, it is typically necessary to conduct additional in vivo studies with
substrates of the affected enzyme.

INTERPRETATION OF IN VIVO STUDY RESULTS

The 1999 in vivo drug interaction guidance included an extensive discussion of the
interpretation of in vivo drug interaction study results (4). Most studies evaluate phar-
macokinetic end points, such as the exposure measures AUC and Cmax. For many anti-
infective and antiviral drugs, trough concentration (Cmin) is an important exposure
measure.

The results of drug interaction studies should be reported as 90% confidence intervals
about the geometric mean ratio of the pharmacokinetic measure of the substrate with and
without the interacting drug (18). Confidence intervals are informative because they pro-
vide an estimate of the distribution of the change in exposure to the substrate drug. Tests
of significance, such as t-tests and the resulting p values, are not appropriate because
consistent exposure changes can be statistically significant but not clinically relevant (4).

Once the 90% confidence interval of the effect is determined, the clinical signifi-
cance must be determined. To aid interpretation of interaction studies, investigators
should determine no-effect boundaries for the substrate drug. No-effect boundaries
define the interval within which a change in systemic exposure measure is considered
not clinically meaningful (4). No-effect boundaries can be based on dose or concentra-
tion–response relationships for the substrate drug. For example, consider an NME that
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was evaluated at doses ranging from 50 to 400 mg once daily; all doses were safe and
well tolerated, but 200 mg once daily was selected because it was on the plateau of the
dose–response curve. In this case, an interacting drug that doubles the systemic expo-
sure to the NME is not a concern because concentrations associated with double the
dose (assuming dose proportional pharmacokinetics) were safe. If no-effect bound-
aries are not defined for a substrate drug, the default no-effect range is 80 to 125%.

CURRENT THOUGHTS ON DRUG
INTERACTIONS RELATED TO DRUG TRANSPORTERS

Our knowledge of the relevance of drug transporters to pharmacokinetics, drug dis-
position, and drug interactions is emerging. However, it is clear that ruling out the
potential for CYP-mediated drug interactions does not rule out the potential for clini-
cally significant interactions via other mechanisms. In addition, the significant overlap
between CYP3A and P-glycoprotein (P-gp) for substrates, inhibitors, and inducers
makes interpretation of in vivo interaction studies challenging (19). It is also clear that
transporters other than P-gp, including organic anion transporting polypeptide, con-
tribute to drug interactions.

In some cases, there may be an interaction when no interaction is expected. Based on
drug metabolism information, CYP3A inhibitors should not increase fexofenadine or
digoxin concentrations. However, ketoconazole increased fexofenadine concentrations,
and itraconazole increased digoxin concentrations. It is presumed that these observed in
vivo interactions are because of inhibition of intestinal P-gp, organic anion transporting
polypeptide, or other transporters.

Numerous transporters play a role in permeability across the gastrointestinal tract,
penetration of the blood–brain barrier, and transport into the liver and kidney cells.
Interactions can occur at any of the sites (20). Thus, information about interactions
with drug transporters can aid in the prediction and identification of drug interactions.
However, it is difficult to recommend methods to investigate the potential for interac-
tions with drug transporters. In vitro methods for evaluation of a drug as a P-gp sub-
strate and inhibitor are available, but the methods are not standardized. In vivo probes
are evolving. However, it is currently assumed that if a drug does not alter digoxin
concentrations, it does not alter P-gp activity. There is no consensus on the evaluation
of interaction with drug transporters other than P-gp.

CASE STUDY:
INDINAVIR AND RIFABUTIN

The example of indinavir (CYP3A substrate and inhibitor) and rifabutin
(CYP3A substrate and inducer) indicates that several in vivo studies may be needed
to determine appropriate dose adjustment instructions.

When indinavir was approved, results for one drug interaction study with
rifabutin were available. The study evaluated the approved dose of indinavir
(800 mg every 8 hours) with the approved dose of rifabutin (300 mg every day).
Results indicated indinavir concentrations were reduced by approx 32%, and
rifabutin concentrations were increased by approx 200% when the drugs were
coadministered. Based on the results, a dose reduction of rifabutin to 150 mg daily
was recommended. The dose adjustment was expected to result in lower rifabutin
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plasma concentrations and possibly less induction of CYP3A, resulting in less
reduction of indinavir concentrations (21).

A subsequent interaction study evaluated the recommended regimen. The
lower dose of rifabutin in combination with indinavir did result in lower rifabutin
concentrations than the previous combination (~60% higher than 300 mg
rifabutin alone). However, the indinavir concentrations were practically identi-
cal to those for 800 mg indinavir every 8 hours plus 300 mg rifabutin daily. The
dose adjustment recommendations were revised to recommend an increase in the
indinavir dose to 1000 mg every 8 hours when administered with 150 mg
rifabutin daily (21).

One more interaction study was conducted to evaluate the 1000 mg indinavir
every 8 hours regimen in combination with 150 mg rifabutin daily. The results
indicated that the increased indinavir dose compensated for the effect of rifabutin.
The authors concluded that the studied doses were acceptable for clinical use.
The authors also indicated that it is important to conduct a confirmatory pharma-
cokinetic evaluation when dosing recommendations for a combination are based
on previous studies that used different doses of the drugs (22). Although confir-
matory studies may be ideal, they are not always practical. If the mechanism of
the interaction is well understood and there is some margin for error in the result-
ing concentrations (some increase or decrease in concentrations would be accept-
able), a confirmatory study may not be needed.

LABELING ISSUES

The 1999 FDA guidance on in vivo evaluations of drug interactions indicated that
all relevant information on the metabolic pathways and pharmacokinetic interactions
should be included in the Clinical Pharmacology section of the label (4). Such informa-
tion allows the reader to determine the potential for drug interactions beyond those
studied and listed in the label. For example, the Viracept label indicates that nelfinavir
is a CYP3A inhibitor that increases simvastatin plasma concentrations by approx 500%
(23). Because the mechanism of the interaction is stated, the reader can assume that
coadministration of nelfinavir with lovastatin would result in an interaction of a similar
magnitude because lovastatin is a CYP3A substrate with similar bioavailability as
simvastatin (24).

To simplify the interpretation of drug interaction information, labels for antiretroviral
drugs summarize drug interaction data in a table. The tables indicate the doses of all
drugs used, the size of the study, and the effect on AUC, Cmax, and Cmin. In many cases,
the tables indicate whether the study was conducted in healthy volunteers or HIV-
infected patients and whether the study design was crossover or parallel.

The 1999 guidance also stated the Precautions, Warnings, and Contraindications sec-
tion of the label should describe drug interactions of clinical significance and describe
any dose adjustments or special monitoring that are needed. Dose adjustments may also
be described in the Dosage and Administration section (4).

It is acceptable to include statements in the Precautions, Warnings, and Contraindi-
cations section of the label for interactions that are expected because of known mecha-
nisms of interactions, even if the specific drug interaction information is not available.
Some examples are shown in Table 3.
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Table 3
Drug Interaction Information in Labels, Not Based on a Drug Interaction Study

Drug label Label section and example of information Basis for inclusion of information in label

All protease inhibitors (9,10,23,25–29) Contraindications: Pimozide The protease inhibitors inhibit CYP3A; pimozide
metabolism is highly dependent on CYP3A, and
elevated pimozide concentrations could lead to
serious and life-threatening events

All protease inhibitors (9,10,23,25–29) Warnings and Precautions: Recommend against St. John’s wort induces CYP3A; induction of
coadministration with St. John’s wort because CYP3A affects all protease inhibitors; data are
protease inhibitor concentrations may decrease available for indinavir and St. John’s wort
and lead to loss of virological response

Kaletra® (lopinavir/ritonavir) (28) Precautions: Coadministration of Kaletra and Coadministration of Kaletra and ketoconazole leads
itraconazole may lead to increased itraconazole to increased ketoconazole concentrations; CYP3A-
concentrations; High doses of itraconazole are mediated interactions are often similar for
not recommended in combination with Kaletra ketoconazole and itraconazole

Reyataz® (atazanavir) (10) Precautions: Coadministration of Reyataz and H2-receptor antagonists increase gastric pH;
H2-receptor antagonists is expected to reduce atazanavir solubility decreases as pH increases
atazanavir plasma concentrations; H2-receptor
antagonists and atazanavir should be administered
as far apart as possible, preferably 12 h apart

94
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CONSIDERATIONS FOR INTERACTIONS
WITH PHARMACOKINETICALLY ENHANCED PROTEASE INHIBITORS

The addition of a low dose of ritonavir to a protease inhibitor regimen can increase
concentrations and decrease elimination rate of the protease inhibitor. This practice is
known as pharmacokinetic enhancement or ritonavir boosting.

Labeling Considerations
The drug labels for a number of protease inhibitors, including atazanavir (10), fosam-

prenavir (29), and saquinavir (9), specify dosing instructions with and without low-
dose ritonavir. The drug label needs to describe the change in drug interaction potential
that is caused by the addition of ritonavir to the dosing regimen. The Clinical Pharma-
cology section of the label should summarize drug interaction results for the protease
inhibitor with and without ritonavir, when available. Such information allows the reader
to appreciate the differences observed because of the addition of ritonavir. In some
cases, the addition of ritonavir to a regimen can counteract the effect of an enzyme
inducer. For example, when 600 mg efavirenz once daily is administered with 400 mg
atazanavir once daily, atazanavir concentrations are reduced to less than half those
typically observed with atazanavir administered alone. However, when 600 mg
efavirenz once daily is administered with 300 mg atazanavir once daily plus 100 mg
ritonavir once daily, atazanavir concentrations are not decreased (10). The addition
of ritonavir to a protease inhibitor regimen may also increase the CYP3A inhibition
observed because of the administration of the protease inhibitor with a CYP3A sub-
strate. All sections of the drug label that include drug interaction information (Clinical
Pharmacology, Contraindications, Warnings, Precautions) need to indicate in a clear
manner which drug interaction information applies to dosing regimens without ritonavir
and which information applies to dosing regimens with ritonavir.

Extrapolation Across Pharmacokinetically Enhanced Regimens
It is well accepted that much of the effect of ritonavir on other protease inhibitors is

caused by ritonavir’s potent inhibition of CYP3A (30). Some investigators assume that
ritonavir will predominate the drug interaction potential of ritonavir-boosted regimens,
and the effect will be similar across all regimens that include ritonavir 100 mg twice
daily (or across all regimens that include ritonavir 100 mg once daily or 200 mg
ritonavir once daily). However, this assumption has not been validated by data.

In addition, the available scientific literature indicates that interactions may not be
similar across all regimens that include the same ritonavir dosing regimen. Interactions
with ritonavir are complicated because ritonavir inhibits enzymes other than CYP3A,
and it induces several enzymes, including CYP3A. Ritonavir induces CYP3A because
of its activation of the pregnane X receptor (31). In addition to CYP3A, the pregnane X
receptor regulates expression of CYP2B, CYP2C, and numerous transporters (32,33).
The effect of ritonavir on other drugs is a complex interplay of inhibition plus induc-
tion of numerous enzymes and transporters. It is difficult to predict the net effect of
ritonavir-boosted regimens without an in vivo study because the effect on enzymes and
transporter is not consistent across the other protease inhibitors. Thus, it is not possible
to conclude that drug interactions will be consistent across ritonavir-boosted regimens
that include the same ritonavir dose.
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OTHER CONSIDERATIONS
Current Thoughts on Drug Interactions With Less-Common CYP Enzymes

Investigators often determine whether a drug is metabolized by or affects CYP3A4/5,
CYP2D6, CYP2C9, CYP2C19, and CYP1A2. However, an appreciation of the roles
of CYP2B6 and CYP2C8 in drug metabolism and the significance of the contribution
of CYP3A5 to combined CYP3A4/5 activity is evolving (34–36). Lack of information
about CYP2B6, CYP2C8, or CYP3A5 can lead to an incomplete picture of the poten-
tial for drug interactions that investigators and regulators must be aware of when evalu-
ating drug interaction information.

Interactions Via Mechanisms Other Than Drug Metabolism

Although most discussions of drug interactions focus on drug metabolism, with the
recent addition of drug transporters, it is important to remember that there are other
mechanisms of drug interactions. Ruling out the potential for drug metabolism- or drug
transporter-related interactions does not mean there will not be significant interactions
with the drug. Pharmacokinetic drug interactions may involve alterations in absorp-
tion, transport, distribution, metabolism, or excretion of a drug or a combination of
these factors. When developing an NME, it is important to consider all mechanisms of
drug interactions.

Interactions With Dietary Supplements and Dietary Components

Drugs can interact with dietary supplements (St. John’s wort, garlic, echinacea),
citrus fruit juices (grapefruit juice, Seville orange juice), alcohol, and other food com-
ponents (cruciferous vegetables, charbroiled meat) in the same way they interact with
other drugs (37,38). These interactions can lead to therapeutic failure or adverse events.
It is important to recognize the potential for such interactions, understand the science
behind the interactions, and make appropriate recommendations in product labels.

Role of Genetic Polymorphisms

There is genetic variability in the activity of a number of drug-metabolizing enzymes,
including CYP2D6, CYP2C9, and CYP2C19 (39). Because of the variability, patients
may be categorized as poor metabolizers, extensive metabolizers, or ultrarapid extensive
metabolizers for the various enzymes. The magnitude of a metabolism-based drug inter-
action varies, depending on the individual’s baseline enzyme activity. For example, inhi-
bition of CYP2D6 will not have much effect on a CYP2D6 poor metabolizer. Thus, it is
important to know the metabolic phenotype of individuals included in a drug interaction
study.

SUMMARY

Scientists in regulatory agencies, the drug industry, and academia are interested in
the impact of drug interactions on the safety and efficacy of drugs. Thus, there are guid-
ance documents and position papers that address the topic of drug interactions. There
are numerous similarities across these documents because most parties agree on the
objectives of a drug interaction program. The specific objectives of a drug interaction
program are to determine whether there are any interactions with an NME that necessi-
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tate a dose adjustment of the NME or other drugs that with which it might be used or
whether an interaction requires a contraindication or special precautions.

The effect of an NME on the pharmacokinetics of other drugs and the effects of
other drugs on the pharmacokinetics of an NME should be determined early in drug
development so the clinical implications can be assessed adequately in clinical studies.
The drug interaction program can include in vitro and in vivo evaluations. Throughout
the evaluation of drug interactions, it is important that all studies are conducted using
scientifically accepted procedures. The clinical significance of any observed interac-
tions should be assessed based on exposure–response knowledge of the affected drug.
Finally, the drug labels need to include complete information about the potential for
drug interactions, including instructions for dose adjustments and special monitoring
or precautions.

REFERENCES

1. Senior K. FDA panel rejects common cold treatment. Lancet Infect Dis 2002;2:264.
2. Hayden FG, Herrington DT, Coats TL, et al. Efficacy and safety of oral pleconaril for

treatment of colds due to picornaviruses in adults: results of double-blind, randomized,
placebo-controlled trials. Clin Infect Dis 2003;33:1523−1532.

3. Center for Drug Evaluation and Research, Center for Biologics Evaluation and Research.
Guidance for Industry drug metabolism/drug interaction studies in the drug development
process: studies in vitro (April 1997). US Department of Health and Human Services,
Food and Drug Administration.

4. Center for Drug Evaluation and Research, Center for Biologics Evaluation and Research.
Guidance for Industry in vivo drug metabolism/drug interaction studies—study design, data
analysis, and recommendations for dosing and labeling (November 1999). US Department
of Health and Human Services, Food and Drug Administration.

5. Tucker GT, Houston B, Huang SM. Optimizing drug development: strategies to assess
drug metabolism/transporter interaction potential—toward a consensus. Clin Pharmacol
Ther 2001;70:103−114.

6. Bjornsson TD, Callaghan JT, Einolf HJ, et al. The conduct of in vitro and in vivo drug–drug
interaction studies: a Pharmaceutical Research and Manufacturers of America (PhRMA)
perspective. Drug Metab Dispos 2003;31:815−832.

7. Kivisto KT, Lamberg TS, Kantola T, Neuvonen PJ. Plasma buspirone concentrations
are greatly increased by erythromycin and itraconazole. Clin Pharmacol Ther 1997;62:
348−354.

8. LeCluyse EL. Human hepatocyte culture systems for the in vitro evaluation of cytochrome
P450 expression and regulation. Eur J Pharmaceut Sci 2001;13:343−368.

9. Saquinavir (Fortovase and Invirase) [package inserts]. Nutley, NJ: Roche Laboratories,
2003.

10. Atazanavir (Reyataz) product information. Princeton, NJ: Bristol Myers Squibb, 2003.
11. Slain D, Pakyz A, Israel DS, Monroe S, Polk R. Variability in activity of hepatic CYP3A4

in patients infected with HIV. Pharmacotherapy 2000;20:898−907.
12. Center for Drug Evaluation and Research, Center for Biologics Evaluation and Research.

Guidance for Industry population pharmacokinetics (February 1999). US Department of
Health and Human Services, Food and Drug Administration.

13. Stein DS, Moore KHP. Phosphorylation of nucleoside analog antiretrovirals: a review for
clinicians. Pharmacotherapy 2001;21:11–34.

14. Frye RF, Matzke GR, Adedoyin A, Porter JA, Branch RA. Validation of the five-drug
“Pittsburgh cocktail” approach for assessment of selective regulation of drug-metaboliz-
ing enzymes. Clin Pharmacol Ther 1997;62:365−376.



98 Reynolds

15. Christensen M, Andersson K, Dalen P, et al. The Karolinska cocktail for phenotyping of
five human cytochrome P450 enzymes. Clin Pharmacol Ther 2003;73:517−528.

16. Chainuvati S, Nafziger AN, Leeder JS, et al. Combined phenotypic assessment of cyto-
chrome P450 1A2, 2C9, 2C19, 2D6, and 3A, N-acetyltransferase-2, and xanthine oxi-
dase activities with the “Cooperstown 5 + 1 cocktail.” Clin Pharmacol Ther 2003;74:
437−447.

17. Blakey GE, Lockton JA, Perrett J, et al. Pharmacokinetic and pharmacodynamic assess-
ment of a five-probe metabolic cocktail for CYPs 1A2, 3A4, 2C9, 2D6, and 2E1. Br J
Clin Pharmacol 2004;57:162−169.

18. Schuirman DJ. A comparison of the two one-sided tests procedure and the power approach
for assessing the bioequivalence of average bioavailability. J Pharmacokinet Biopharm
1987;15:657−680.

19. Yasuda K, Lan L, Sanglard D, Furuya K, Schuetz JD, Schuetz EG. Interaction of cyto-
chrome P450 3A inhibitors with p-glycoprotein. J Pharmacol Exp Ther 2002;303:323−
332.

20. Ayrton A, Morgan P. Role of transport proteins in drug absorption, distribution and
excretion. Xenobiotica 2001;31:469−497.

21. Kraft WK, McCrea JB, Winchell GA, et al. Indinavir and rifabutin interactions in healthy
volunteers. J Clin Pharmacol 2004;44:305−313.

22. Hamzeh FM, Benson C, Gerber J, et al. Steady-state pharmacokinetic interaction of modi-
fied-dose indinavir and rifabutin. Clin Pharmacol Ther 2003;73:159−169.

23. Nelfinavir (Viracept) [package insert]. Thousand Oaks, CA: Agouron Pharmaceuticals,
2003.

24. Williams D, Feely J. Pharmacokinetic-pharmacodynamic drug interactions with HMG-
CoA reductase inhibitors. Clin Pharmacokinet 2002;41:343−370.

25. Ritonavir (Norvir) [package insert]. North Chicago, IL: Abbott Laboratories, 2003.
26. Indinavir (Crixivan) [package insert]. West Point, PA: Merck and Co., 2003.
27. Amprenavir (Agenerase) [package insert]. Research Triangle Park, NC: GlaxoSmithKline,

2002.
28. Lopinavir/ritonavir (Kaletra) product information. Abbott Park, IL: Abbott Laborato-

ries, 2003.
29. Fosamprenavir (Lexiva) product information. Research Triangle Park, NC: GlaxoSmith

Kline, 2003.
30. Zeldin RK, Petruschke RA. Pharmacological and therapeutic properties of ritonavir-

boosted protease inhibitor therapy in HIV-infected patients. J Antimicrob Chemother
2004;53:4−9.

31. Luo G, Cunningham M, Kim S, et al. CYP3A4 induction by drugs: correlation between
pregnane X receptor reporter gene assay and CYP3A4 expression in human hepatocytes.
Drug Metab Dispos 2002;30:795−804.

32. Wang H, LeCluyse EL. Role of orphan nuclear receptors in the regulation of drug-
metabolising enzymes. Clin Pharmacokinet 2003;42:1331−1357.

33. Handschin C, Meyer UA. Induction of drug metabolism: the role of nuclear receptors.
Pharmacol Rev 2003;55:649−673.

34. Ward BA, Gorski JC, Jones DR, Hall SD, Flockhart DA, Desta Z. The cytochrome
P450 2B6 (CYP2B6) is the main catalyst of efavirenz primary and secondary metabo-
lism: implications for HIV/AIDS therapy and utility of efavirenz as a substrate marker
of CYP2B6 catalytic activity. J Pharmacol Exp Ther 2003;306:287−300.

35. Niemi M, Backman JT, Neuvonen PJ. Effects of trimethoprim and rifampin on the phar-
macokinetics of the cytochrome P450 2C8 substrate rosiglitazone. Clin Pharmacol Ther
2004;76:239−249.

36. Williams JA, Cook J, Hurst SI. A significant drug-metabolizing role for CYP3A5? Drug
Metab Dispos 2003;31:1526−1530.



Drug Interactions: Regulatory Perspective 99

37. Huang SM, Hall SD, Watkins P, et al. Drug interactions with herbal products and grape-
fruit juice: a conference report. Clin Pharmacol Ther 2004;75:1−12.

38. Harris RZ, Jang GR, Tsunoda S. Dietary effects on drug metabolism and transport. Clin
Pharmacokinet 2003;42:1071−1088.

39. Rogers JF, Nafziger AN, Bertino JS. Pharmacogenetics affects dosing, efficacy, and tox-
icity of cytochrome P450-metabolized drugs. Am J Med 2002;113:746−750.





Antiretrovirals for HIV 101

101

From:  Infectious Disease: Drug Interactions in Infectious Diseases, Second Edition
Edited by:  S. C. Piscitelli and K. A. Rodvold  © Humana Press Inc., Totowa, NJ

5
Drug Interactions

With Antiretrovirals for HIV Infection

Kimberly A. Struble and Stephen C. Piscitelli

INTRODUCTION

More than 20 years of research in human immunodeficiency virus (HIV) infection
has led to remarkable scientific breakthroughs in drug development. Although the use
of highly active antiretroviral therapy (HAART) has dramatically altered survival rates,
these complex regimens remain challenging to use, even to the experienced practitio-
ner. In no other disease state does the management and exploitation of drug interactions
play such a critical role as it does in HIV disease. Because there are so many potential
drug interactions in HIV-infected patients, this book includes two chapters pertaining to
HIV/AIDS (acquired immunodeficiency syndrome). This chapter describes the clini-
cally important interactions associated with the four classes of antiretrovirals and dis-
cusses management strategies to improve patient outcome. Chapter 6 discusses
interactions with antiretroviral agents and agents for opportunistic infections.

Currently, four classes of antiretrovirals are approved for the treatment of HIV infec-
tion. HAART consists of at least three antiretrovirals. In addition, many patients also take
drugs for opportunistic infections, concurrent diseases, symptomatic relief, and support-
ive care. Although great strides have been made to reduce pill burden and improve dosing
convenience and formulations, the problems and issues of drug interactions have grown
as several new compounds have been approved.

The potential for drug interactions in this disease is unprecedented. All of the pro-
tease inhibitors (PIs) and nonnucleoside reverse transcriptase inhibitors (NNRTIs) are
metabolized by the cytochrome P450 (CYP) system, primarily the CYP3A4 isoform,
and have either inducing or inhibitory effects. This leads to numerous combinations,
each with its own dose modification strategy. Nucleoside reverse transcriptase inhibi-
tors (NRTIs) may have intracellular interactions in terms of their activation pathways;
these reactions may be either beneficial or detrimental to the patient. And, some NRTIs,
such as tenofovir (TDF), cause pharmacokinetic interactions that are not generally well
understood. Food effects, interactions with alternative medicines, and combinations
that lead to excessive toxicity or poor antiviral effect also exist with antiretrovirals.
Management of these regimens can be overwhelming for the clinician and patient.
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NUCLEOSIDE REVERSE TRANSCRIPTASE INHIBITORS

NRTIs are the most commonly used agents in HIV treatment and are often part of the
regimen “backbone.” A listing of NRTI-related drug interactions is given in Table 1.
NRTIs are not metabolized via the CYP450 pathway and may be used concomitantly at
standard doses with PIs and NNRTIs. These agents are primarily eliminated by the kid-
neys unchanged, although zidovudine undergoes extensive glucoronidation. Agents that
alter this pathway may markedly increase zidovudine concentrations. Valproic acid and
probenecid have both been shown to increase the area under the curve (AUC) of
zidovudine by 80% (1,2). Fluconazole increased the AUC of zidovudine by 60% in
healthy volunteers (3). Such increases may be associated with an increase in zidovudine
toxicities. Other moderate changes in NRTI blood concentrations have been reported.
Methadone was observed to decrease didanosine (ddI) AUC by 40% and stavudine AUC
by 27% in HIV-infected patients (4).

However, the clinical consequences of these changes are likely to be minimal because
these agents are prodrugs that must be phosphorylated intracellularly to their active
forms. In general, modest changes in plasma concentrations of NRTIs are of limited
clinical importance. However, larger increases in NRTI concentrations can lead to tox-
icity. For example, ddI concentrations are increased over 100% by ganciclovir and
allopurinol and require close monitoring or dose reduction (5,6).

TDF, an NRTI, undergoes two phosphorylation steps intracellularly, compared to three
steps for other NRTIs. Although this compound is eliminated renally, a number of inter-
esting drug interactions are observed, even with drugs that are hepatically metabolized.

TDF increases ddI plasma AUC by 40 to 60% (7). This interaction is not thought to
involve renal elimination of ddI but possibly TDF’s effects on ddI cleavage. Patients
are recommended to reduce the dose of enteric-coated (EC) ddI (Videx EC) from 400
mg daily to 250 mg daily when used concomitantly. This interaction was observed
when these drugs were given simultaneously or when dosing was staggered by 2 hours,
suggesting that the interaction is not caused by a change in absorption (8). TDF also
decreases the AUC of the PI atazanavir (ATV) by approx 25% whether ATV is given
alone or in combination with ritonavir (RTV) (see Protease Inhibitors) (9). The mecha-
nism of this interaction is currently unknown.

Clinically significant drug interactions may occur between agents that compete for
these intracellular activation pathways. Zidovudine has been postulated to impair the
intracellular phosphorylation of stavudine (10). This NRTI combination was associ-
ated with a significantly unfavorable outcome compared to other double-nucleoside
regimens in a National Institute of Arthritis and Infectious Diseases clinical study (11).
Data are also available demonstrating lamivudine inhibits zalcitabine phosphorylation
(12). The current US Department of Health and Human Services antiretroviral guide-
lines recommend the avoidance of zidovudine/stavudine and lamivudine/zalcitabine
combinations (13). In vitro data have also suggested that ribavirin interferes with the
phosphorylation of zidovudine and stavudine (14).

Data from a clinical trial also showed the combination of abacavir, TDF, and
lamivudine and the combination of ddI, TDF, and lamivudine lead to a high rate of
early virological nonresponse (15). An intracellular interaction is possible but unlikely
because in vitro data have not shown antagonism, and abacavir and TDF do not com-
pete for the same pathway. A pharmacokinetic study examining plasma concentrations
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Table 1
Drug–Drug Interactions: Nucleoside Reverse Transcriptase Inhibitors

Drug affected Didanosine (ddI) Stavudine (d4T) Tenofovir (TDF) Zidovudine (ZDV)

Atazanavir (ATV) Buffered ddI + ATV 400 mg ATV + 300 mg TDF:
simultaneously: ATV ATV AUC � 25% and
AUC � 87%; Cmin � 40%;
take ATV (with food) TDF AUC � 24%;
2 hours before or 1 hour avoid concomitant use
after buffered ddI

300/100 mg ATV/RTV qd +
No interaction expected 300 mg TDF qd:

with ddI EC, because ATV AUC � 25% and
ddI EC is to be given Cmin � 23%; ATV Cmin
on an empty stomach, was higher with RTV than
and ATV is to be given ATV without RTV
with food, so they should
be administered at Give 300/100 mg ATV/RTV
different times qd + 300 mg TDF qd

Didanosine Peripheral neuropathy, lactic ddI AUC � 44%; Cmax � 28%;
acidosis and pancreatitis TDF �
seen with combination; Monitor for ddI-associated
use with caution toxicities

Use with caution during preg- For patients > 60 kg, 250 mg/
nancy and only if potential day of ddI-EC is
benefit outweighs potential recommended
risks

Hydroxyurea Increase in ddI-associated
side effects; avoid
coadministration

Continued on next page
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Table 1 (Continued)
Drug–Drug Interactions: Nucleoside Reverse Transcriptase Inhibitors

Drug affected Didanosine (ddI) Stavudine (d4T) Tenofovir (TDF) Zidovudine (ZDV)

Lamivudine (3TC) High rate of early virological
    plus abacavir nonresponse with 3TC +
    (ABC) or ABC or ddI + TDF;
    didanosine combination should be

avoided

Methadone ddI �41%, methadone d4T � 27%; methadone
unchanged unchanged

No dose adjustment

Nephrotoxic agents: ddI + oral ganciclovir: Possibly competes for active Coadministration of ZDV
    cidofovir, ddI AUC � 111%; tubular secretion with TDF, with other bone marrow-
    ganciclovir, ganciclovir AUC �21% may increase serum concen- suppressive or cytotoxic
    valganciclovir Appropriate doses for the trations of these drugs and/ agents may increase

combination have not or TDF hematological toxicity of
been established Monitor for dose-related ZDV

toxicities

Ribavirin Coadministration not Ribavirin inhibits phosphoryla- Ribavirin inhibits phosphory-
recommended; ribavirin tion of d4T; this combination lation of ZDV; this combi-
increases the intracellular should be avoided if possible nation should be avoided if
levels of active metabolite or closely monitor virological possible or closely monitor
of ddI and may cause response virological response
serious toxicities

Stavudine Antagonistic in vitro; do not
coadminister

Zalcitabine Additive peripheral neuro- Additive peripheral neuropathy;
pathy; avoid concomitant avoid concomitant use
use

Source: From refs. 13, 24, and 80-86.
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has also not shown a significant effect (16). This interaction is probably caused by a
low genetic barrier to resistance from this combination, allowing for the emergence of
resistance strains in a short period of time.

Other intracellular interactions may potentiate the activity of NRTIs. Clinical tri-
als have examined the enhanced antiviral benefit of certain NRTIs when used with
hydroxyurea (17,18). Hydroxyurea is an antimetabolite used for several decades to
treat malignancies. Hydroxyurea has been shown to potentiate the antiviral effect of
ddI. The likely mechanism is thought to be through decreasing the intracellular pool
of deoxyadenosine 5′-triphosphate (dATP), which competes with ddI’s affinity for
its active metabolite, dideoxyadenosine 5′-triphosphate (ddATP), for incorporation
into viral deoxyribonucleic acid (DNA) (19). This favorably alters the intracellular
ratio of ddATP/dATP, improving ddI’s antiviral potency. In the presence of hydrox-
yurea, ddI has a competitive advantage of being incorporated into the forming HIV
DNA. The use of hydroxyurea has generally fallen out of favor because of toxicities
(hepatitis, pancreatitis) and a blunting of the CD4 response (20,21). As a result, coad-
ministration of hydroxyurea should be avoided.

A similar approach has been used with adding mycophenalate acid to abacavir, which
may deplete intracellular deoxyguanosine triphosphate. The addition of mycophenalate
acid to a failing regimen including abacavir increased carbovir triphosphate, the active
moiety of abacavir, and led to a decrease in viral load in some subjects (22). The long-
term risk–benefit profile for this approach has not been established.

Other NRTI interactions occur at the site of absorption. The antacid buffer in ddI-
buffered formulations may affect the absorption of indinavir and delavirdine, necessi-
tating a separation from ddI by at least 30 minutes (23). The Videx EC may be
coadministered with other antiretrovirals. Administration of 200 mg ddI buffered tab-
lets with 400 mg ATV resulted in a decrease in ATV exposure of almost 90% (24). No
interaction is expected with ATV and ddI EC, because ddI EC is given on an empty
stomach and ATV is given with food; therefore, these agents are administered at differ-
ent times.

NONNUCLEOSIDE REVERSE TRANSCRIPTASE INHIBITORS

NNRTIs are an important drug class in the treatment of HIV infection, and agents such
as efavirenz are preferred because of optimal and durable efficacy as a first-line regimen.
The three available drugs in this class have very different effects on the CYP450 system
and thus have differing interaction profiles (Tables 2 and 3). All three are metabolized
primarily by the CYP3A4 isozyme, but the direction of drug interaction depends on
whether the drug is an inducer, an inhibitor, or a mixed inducer/inhibitor. Delavirdine is
a potent inhibitor of CYP3A4 and increases the AUC of saquinavir (SQV) and indinavir
fivefold and 40%, respectively (25,26). These studies suggest possible approaches to
optimizing PI blood exposure. However, delavirdine is generally not used for this pur-
pose because it involves a full dose for CYP3A4 inhibition, a large pill burden (six per
day) and a high incidence of rash.

Delavirdine is associated with complex interactions involving adefovir and SQV
(27). Study ACTG (AIDS Clinical Trials Group) 359 was a six-arm study evaluating the
pharmacokinetics of SQV/RTV or SQV/nelfinavir with delavirdine, adefovir, or both.
Although the mechanism(s) remains unclear, the delavirdine AUC was significantly
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Table 2
Drug–Drug Interactions: Nonnucleoside Reverse Transcriptase Inhibitors

Effect

Drug name and dosages studied Cmax AUC Cmin Clinical comment

Delavirdine (DLV) plus

• Amprenavir (APV) Coadministration not recommended
� APV 600 mg bid �40% �130% �39%
� DLV 600 mg bid �47%  �61% �88%

• Atazanavir (ATV) No data

• Fosamprenavir (FOS APV) Coadministration not recommended

• Indinavir (IDV) Reduce IDV to 600 mg tid when coadministered with DLV
� IDV 600 mg tid � �53% �298% 400 mg tid
� DLV 400 mg tid) � � �

• Lopinavir/Ritonavir (LPV/RTV)               LPV levels expected to increase Insufficient data for dose recommendations

• Nelfinavir (NLV) Appropriate doses for this combination have not been established
� NLV 750 mg tid �88% �107% �136%
� DLV 400 mg tid �27%  �31%   �33%

• Ritonavir (RTV)   �70% Limited data for this combination; appropriate doses for this
combination have not been established

• Saquinavir (SQV) Appropriate doses of the combination with respect to safety and
� SQV 1000 mg tid �98% �121% �199% efficacy have not been established

(given as Fortovase) SQV effect on DLV is not well established
� SQV 600 mg tid �5-fold Invirase/RTV or Fortovase/RTV interaction has not been evaluated

(given as Invirase)
� DLV 400 mg tid

Efavirenz (EFV) plus

• Amprevavir (APV) Administer APV 1200 mg bid + RTV 200 mg bid
� APV 1200 mg bid �36% �39% �43% + EFV 600 mg qd
� EFV 600 mg qd � � �
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• Amprenavir (APV) + nelfinavir (NLV) No dose adjustment needed
� APV 1200 mg bid �14% �46% �14%
� NLV 750 mg tid � � �

� EFV 600 mg qd � � �

• Amprenavir (APV) + ritonavir (RTV) Administer APV 1200 mg bid + RTV 200 mg bid
� APV 1200 mg bid   �8% �27% + EFV 600 mg qd
� RTV 200 mg bid �18%
� EFV 600 mg qd �21%

• Atazanavir (ATV) ATV without RTV should not be coadministered with EFV
� ATV 400 mg qd �59% �74% �93%
� EFV 600 mg qd � � �

• Atazanavir (ATV) + Ritonavir (RTV) Administer ATV 300 mg qd + RTV 100 mg qd + EFV 600 mg qd
� ATV 300 mg qd �14% �39% �48% with food
� RTV 100 mg qd � � �

� EFV 600 mg qd � � �

• Fosamprenavir (FOS APV) See recommendations below
+ Ritonavir (RTV)

� FOS APV 1400 mg qd �13% �36%
� RTV 200 mg qd � �

� EFV 600 mg qd � �

� FOS APV 1400 mg qd �18% �11% � Administer APV 1400 mg qd + RTV 300 mg qd + EFV 600 mg qd
� RTV 300 mg qd � � � OR
� EFV 600 mg qd � � � FOS APV 700 mg bid + RTV 100 mg bid + EFV 600 mg qd
� FOS APV 700 mg bid � � �17%
� RTV 100 mg bid � � �

� EFV 600 mg qd � � �

• Lopinavir/ritonavir (LPV/RTV) Increase LPV/RTV dose to 533/133 mg bid + EFV 600 mg qd
� LPV/RTV 400/100 mg bid �3% �19% �39%
� EFV 600 mg qd �9% �16% �16%

• Indinavir (IDV) Increase IDV dose to 1000 mg q8 h + EFV 600 mg qd
� IDV 800 mg q8 hours �16% �31% Or, consider administering SQV/RTV with EFV
� EFV 200 mg qd � �

Continued on next page
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Table 2 (Continued)
Drug–Drug Interactions: Nonnucleoside Reverse Transcriptase Inhibitors

Effect

Drug name and dosages studied Cmax AUC Cmin Clinical comment

Efavirenz (EFV) plus (Continued)

• Nelfinavir (NLV) No dose adjustment
� NLV 750 mg q8 hours �21% �20%
� M8 metabolite �40% �37%
� EFV 600 mg qd � �

• Ritonavir (RTV) No dose adjustment
� RTV 500 mg q12 hours �14% �21%
� EFV 600 mg qd �24% �18%

• Saquinavir (SQV) SQV should not be used as sole protease inhibitor in combination
� SQV 1200 mg q8 hours* �50% �62% with EFV. *SQV 1200 mg q8 hours given as Fortovase
� EFV 600 mg qd �13% �12% Consider administering SQV/RTV with EFV; however, appropri-

ate doses of the combination of EFV and Invirase/RTV or
Fortovase/RTV have not been established

Nevirapine (NVP) plus

• Amprenavir (APV) APV levels expected to decrease No data

• Atazanavir (ATV) ATV levels expected to decrease No data

• Fosamprenavir (FOS APV) ATV levels expected to decrease No data

• Indinavir (IDV) Consider increasing IDV to 1000 mg q8 hours or administer
� IDV 800 mg q8 hours �11% �28% IDV + RTV + NVP 200 mg bid
� NVP 200 mg bid � �

• Lopinavir/ritonavir (LPV/RTV) Increase LPV/RTV dose to 533/133 mg bid + NVP 200 mg bid
� LPV/RTV 400/100 mg bid �19% �27% �51%
� NVP 200 mg bid � � �
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• Nelfinavir (NLV) No significant changes No dose adjustment needed
� NLV 750 mg tid in NLV or NVP concentrations
� NVP 200 mg bid

• Ritonavir (RTV) No significant changes No dose adjustment needed
� RTV 600 mg bid in RTV or NVP concentrations
� NVP 200 mg bid

• Saquinavir (SQV) �28% �24% SQV should not be used as sole protease inhibitor in combination
� SQV 600 mg tid* with NVP. *SQV 600 mg tid given as Fortovase
� NVP 200 mg bid Consider administering SQV/RTV with NVP; however, appropri-

ate doses of the combination of NVP and Invirase/RTV or
Fortovase/RTV have not been established

Source: From refs. 13,23,24,35,39,49,51,75–79,86.
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Table 3
Drug Interactions Between NNRTIs and Other Drugs

Delavirdine Efavirenz Nevirapine

Antifungals

• Ketoconazole No data No data Do not coadminister
Ketoconazole Cmax � 63% and AUC � 40%
NVP � 15–30% possible

Antimycobacterials

• Clarithromycin Clarithromycin � 100% Clarithromycin � 39% NVP � 26%
Dose adjust clarithromycin for Clinical significance of these changes Clarithromycin � 30%

patients with renal failure is unknown Clinical significance of these changes is
No dose adjustment of EFV is unknown

recommended

• Rifampin DLV � 97% EFV � 25% NVP � 20–58%
Do not coadminister Consider � EFV dose to 800 mg qd Use of this combination is not recommended

• Rifabutin DLV � 82% EFV � NVP � 16%
Rifabutin � 100% Rifabutin � 35% No dose adjustment required
Do not coadminister � Rifabutin dose to 450–600 mg qd

or 600 mg three times/week

Anticonvulsants

• Carbamazepine/ No data No data No data
phenobarbitol/ Use with caution Use with caution Use with caution
phenytoin Monitor anticonvulsant levels Monitor anticonvulsant levels Monitor anticonvulsant levels

Lipid-lowering agents

• Atorvastatin Use lowest possible starting dose of Atorvastatin � 43% No data
atorvastatin with careful monitoring EFV �

May affect the overall antilipid
response during therapy, but any
dose escalation requires increased
monitoring for toxicity and efficacy
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Lipid-lowering agents (Continued)

• Lovastatin, Do not coadminister with either Simvastatin � 43% No data
simvastatin lovastatin or simvastatin; risk of EFV �

myopathy, including rhabdomyoly- May affect the overall antilipid
sis, may be increased when used in response during therapy, but any
combination dose escalation requires increased

monitoring for toxicity and efficacy

• Pravastatin No data No data No data

Methadone No data Methadone � significantly NVP �
�Methadone expected Monitor for withdrawal and consider Monitor for withdrawal and consider �

� methadone dose if needed methadone dose if needed

Oral contraceptives No data Ethinyl estradiol � 37% Ethinyl estradiol � 20%
Use alternative or additional methods Use alternative or additional methods

Sildenafil � Sildenafil expected No data No data
Do not exceed a maximum single

dose of 25 mg sildenafil in a
48-hour period

Tadalafil No data but � tadalafil expected No data No data
Do not exceed a maximum single

dose of 10 mg tadalafil once
every 72 hours

Vardenafil No data but � vardenafil expected No data No data
Start with 2.5-mg dose of vardenafil
and do not exceed a single 2.5-mg
dose in 24 hours

Source: From refs. 13, 39, 75, 76, 85, and 88.
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decreased in the presence of adefovir. These data is difficult to interpret owing to the
small sample sizes and the complexity of the multidrug regimens. However, it demon-
strated that “real-world” clinical situations may exhibit unpredictable drug interactions.
Interestingly, adefovir was not shown to interact with SQV, indinavir, efavirenz,
delavirdine, or lamivudine in controlled, single-dose, normal volunteer studies (28).

Nevirapine and efavirenz are inducers of CYP3A4 and can decrease the exposure
of certain PIs. Concomitant administration with indinavir, amprenavir, or SQV results
in a decrease in the PI AUC of approx 30% (29–32). The most common management
strategy is to add low-dose RTV to this regimen, which increases the PI concentra-
tion and negates or reduces the induction effect of nevirapine or efavirenz (33,34)
(see Table 2). Kaletra, a combination of the PIs lopinavir (LPV) and RTV, demon-
strated a modest decrease in plasma LPV concentration with efavirenz and
nevirapine, and dosage increases to 533 mg LPV and 133 mg RTV are recommended
for all patients (35).

Nelfinavir and RTV are not significantly affected by nevirapine, suggesting CYP3A4
is not the only available pathway of metabolism for these agents (36). Efavirenz is a
mixed inducer/inhibitor and can inhibit CYP3A4, depending on the specific concomi-
tant drug. Efavirenz will modestly (approx 20%) raise the AUC of RTV and nelfinavir,
although dosage adjustments are not required (37,38). The mechanism for the increases
is unclear but may involve inhibition of CYP2C9 or CYP2C19 pathways (28,29).
Efavirenz also increases plasma ethinyl estradiol concentrations, possibly by inhibiting
its metabolism and clearance (39).

The enzyme-inducing effects of both nevirapine and efavirenz may be problematic
for patients receiving methadone maintenance therapy. A case series showed that
methadone concentrations were markedly reduced in the presence of nevirapine, pre-
cipitating symptoms of withdrawal (40). Nevirapine and efavirenz should be used with
caution in patients on methadone, and dosage increases should be anticipated to con-
trol symptoms.

The combination of two NNRTIs is relatively uncommon. However, data are avail-
able suggesting that nevirapine concentrations are unaltered in the presence of efavirenz;
the efavirenz AUC is reduced by 22% in the presence of nevirapine. The decrease in
efavirenz exposure is most likely not clinically significant (41).

PROTEASE INHIBITORS

The advent of the PIs signaled a new era in HIV therapy, demonstrating never-before-
seen decreases in viral load and improved clinical outcomes. Their large potential for
drug interactions has been a double-edged sword. They require careful monitoring, edu-
cation, and continuous review of concomitant medications. However, the use of RTV as
pharmacokinetic enhancer to increase plasma concentrations of other antiretrovirals has
redefined the usage of PIs. RTV-“boosted” PIs are now considered by many a first-line
therapy.

All PIs approved by the US Food and Drug Administration are metabolized prima-
rily by CYP3A4 and have inhibitory effects on this metabolic pathway (42). Clinically
significant interactions with PIs are shown in Tables 4 and 5.

Because of their effects on CYP3A4, a number of drugs are contraindicated with PIs
because of the potential for serious or life-threatening toxicity (Table 6). The combina-
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tion with pimozide and cisapride should be avoided because of the potential for cardiac
arrhythmia (43). Similarly, some antiarrhythmics and PI combinations should be
avoided (see Table 6). The use of PIs with ergot derivatives can lead to serious periph-
eral ischemia because of the potent vasoconstricting effects of this class. A case report
described the use of rifampin to treat PI-induced ergotamine toxicity (44). The rifampin
was employed to increase the elimination of the PI via enzyme induction and thus
decrease the effects of ergotamine. As most PIs cause increases in triglyceride and
cholesterol, many HIV-infected individuals require lipid-lowering agents. Simvastatin
and lovastatin are contraindicated because of the risk of myopathy, including
rhabdomyolysis. Pravastatin can be used because it is not metabolized primarily by
CYP3A4. Atorvastatin is also an option if low doses are used and patients are closely
monitored. Oversedation is a potential complication when PIs are administered with
certain benzodiazepines (midazolam, triazolam). However, many clinicians will give
one to two doses of midazolam prior to a surgical procedure as long as the patient is
closely monitored.

Other contraindications are caused by the effect of the concomitant drug on plasma
PI concentrations. Rifampin and products containing St. John’s wort markedly reduce
PI exposure and must be avoided (45,46). Although not contraindicated, many
antiepilepsy drugs (phenytoin, phenobarbital, carbamazepine) could also reduce PI
concentrations and require close monitoring.

The availability of three agents for erectile dysfunction has led to new drug inter-
action recommendations. Sildenafil, vardenafil, and tadalafil are used in patients to
improve or enhance sexual performance. When combined with SQV or indinavir, a
three- to fourfold increase in the sildenafil AUC (47,48) is seen. Concomitant use
with RTV results in an 11-fold increase, with concentrations 24 hours after dosing
still markedly elevated (47). Vardenavil AUC is increased 16-fold and 49-fold with
indinavir and fosamprenavir, respectively (23,49). Similar increases for tadalafil are
expected. Because of the potential for an increase in adverse effects, patients should
start with a low dose and not exceed a maximum single dose over a 48- to 72-hour
period, depending on the specific agent (see Table 5).

The same precautions and contraindications also apply to delavirdine, as delavirdine
is also a potent CYP3A4 inhibitor.

The AUC of the oral contraceptives ethinyl estradiol and progesterones are decreased
approx 40% by nelfinavir, RTV and LPV/RTV (50,51). Conversely, ATV, fosam-
prenavir, and indinavir increase the concentrations of these hormones. In general, cli-
nicians should counsel patients that alternative or additional forms of birth control are
recommended when PIs are used. Amprenavir concentrations are markedly decreased
in the presence of ethinyl estradiol/norethindrone. Therefore, this may lead to a loss of
virological response and possible resistance to amprenavir. Alternative methods of
nonhormonal contraception are recommended when amprenavir is used.

RTV is primarily used as a CYP3A4 inhibitor to increase concentrations of other
PIs. All PIs, with the exception of nelfinavir and ATV, are concomitantly used with
RTV to reduce the pill burden, extend frequency of dosing, and simplify the regimen.
Nelfinavir concentrations are increased with RTV coadministration, but this combina-
tion is not well tolerated (52). For ATV, the dosing frequency (daily) and pill burden
(two capsules) remain the same with or without RTV.
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Table 4
Drug–Drug Interactions: Alteration in Dose or Regimen Recommended for Protease Inhibitors

Effect

Drug name and dosages studied Cmax AUC Cmin Clinical comment

Amprevanir (APV) plus

• Atazanavir (ATV) No data

• Indinavir (IDV) IDV levels based on historical data
� IDV 800 mg tid (fasted) � 22% � 38% � 27% Appropriate doses for this combination have not been established
� APV 750 or 800 mg tid (fasted) � 18% � 33% � 25%

• Lopinavir/ritonavir (LPV/RTV) APV concentrations in combination with LPV/RTV are compared
� APV 750 mg bid � 12% � 1.7-fold � 4.5-fold to APV 1200 mg bid alone
� LPV/RTV 400/100 mg bid � 28% � 38% � 57% Increase Kaletra dose to 533/133 mg and decrease amprenavir

dose to 750 mg bid when coadministered

• Nelfinavir (NLV) NLV levels based on historical data
� NLV 750 mg tid (fed) � 12% � 15% � 14% Appropriate doses for this combination have not been established
� APV 750 or 800 mg tid (fed) � 14% � � 189

• Ritonavir (RTV) Dose: APV 600 + RTV 100 mg bid or APV 1200 mg qd + RTV
� RTV 100 mg bid � � � 200 mg qd
� APV 600 mg bid � 30% � 64% � 508%
� RTV 200 mg bid � � �

� APV 1200 mg qd � � 62% � 319%

• Saquinavir (SQV) SQV levels based on historical data
� SQV 800 mg tid (fed) � 21% � 19% � 48% Appropriate doses for this combination have not been established
� APV 750 or 800 mg tid (fed) � 37% � 32% � 14%

Atazanavir (ATV) plus

• Fosamprenavir (FOS APV) No data

• Indinavir (IDV) Coadministration is not recommended because of potential for
additive hyperbilirubinemia

• Lopinavir/ritonavir (LPV/RTV) No data

• Nelfinavir (NLV) No data
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• Ritonavir (RTV) ATV concentrations in combination with RTV are compared to
� RTV 100 mg qd ATV 400 qd alone (historical data)
� ATV 300 mg qd �18% � 103% � 671%

• Saquinavir (SQV) SQV concentrations in combination with ATV are compared to
� SQV 1200 mg qd � 79% � � SQV 1200 mg tid alone
� ATV 400 mg qd � 4.4-fold � 5.5-fold � 6.7-fold No formal recommendation; ATV/SQV resulted in inadequate

efficacy compared to ATV/RTV and LPV/RTV in experi-
enced subjects

Fosamprenavir (FOS APV) plus
• Indinavir (IDV) IDV was studied with APV; however, appropriate doses for APV

or FOS APV + IDV have not been established
• Lopinavir/ritonavir (LPV/RTV) In a three-arm, randomized, crossover study involving healthy

� LPV/RTV 400/100 mg bid � 30% � 37% � 52% volunteers, APV pharmacokinetics were compared after admin-
� FOS APV 700 mg bid � 58% � 63% � 65% istration of FOS APV 1400 mg bid + LPV/RTV 533 mg/

+ RTV 100 mg bid 133 mg bid for 2 weeks vs FOS APV 700 mg bid + RTV 100
mg bid for 2 weeks; �APV with the regimen containing LPV/
RTV: Cmax � 13%, AUC � 26%, Cmin � 42%; In the same
study, LPV PK were compared after administration of FOS
APV 1400 mg bid + LPV/RTV 533 mg/133 mg bid for 2 weeks
vs LPV/RTV 400 mg/100 mg bid for 2 weeks, and LPV
concentrations were similar (less than 10% change in Cmax,
AUC, and Cmin values) with these 2 regimens

Appropriate doses for have not been established
An increased rate of adverse events has been observed with

coadministration of these medications
• Nelfinavir (NLV) NLV was studied with APV; however, appropriate doses for APV

or FOS APV + NLV have not been established
• Ritonavir (RTV) FOS APV concentrations in combination with RTV are compared

� FOS APV 1400 mg � 66% � 48% � 24% to FOS APV 1400 mg bid alone
+ RTV 200 mg qd Treatment-naïve patients: FOS APV 1400 mg qd + RTV 200 mg

� FOS APV 700 mg � 79% � 42% � 16% qd or FOS APV 700 mg bid + RTV 100 mg bid
+ RTV 100 mg bid PI-experienced patients: 700 mg bid + RTV 100 mg bid

FOS APV + RTV qd is not recommended in PI-experienced
patients

Continued on next page
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Table 4 (Continued)
Drug–Drug Interactions: Alteration in Dose or Regimen Recommended for Protease Inhibitors

Effect

Drug name and dosages studied Cmax AUC Cmin Clinical comment

Fosamprenavir (FOS APV) plus (Continued)

• Saquinavir (SQV) SQV was studied with APV; however, appropriate doses for APV
or FOS APV + SQV have not been established

Indinavir (IDV) plus

• Lopinavir/ritonavir (LPV/RTV) IDV concentrations in combination with LPV/RTV are compared
� LPV/RTV 400/100 mg bid � � � to IDV 800 mg tid
� IDV 600 mg bid � 29% � � 3.5-fold Decrease IDV dose to 600 mg BID + LPV/RTV 400/100 mg bid

• Nelfinavir (NLV) Appropriate doses for combination are not established
� NLV 750 mg tid � 83% � 31% NA Limited data for IDV 1200 mg bid + NLV 1250 mg bid with low-
� IDV 800 mg single dose � 51% � 10% NA fat snack and on empty stomach

• Ritonavir (RTV) Appropriate doses for combination not established
Limited data on the following regimens:
• IDV 400 mg bid + RTV 400 mg bid; similar IDV concentra-

tions compared to IDV 800 mg q8 hour but higher Cmin
• IDV/RTV 600/100 mg bid or 800/100 mg bid or 800/200 mg bid

Caution: renal events may be increased with higher IDV
concentrations

• Saquinavir (SQV)

� SQV 800 mg single dose � 551% � 620% NA Appropriate doses of the combination have not been established
(Fortovase) Invirase/RTV, Fortovase/RTV interaction has not been evaluated

� SQV 1200 mg single dose � 299% � 364% NA SQV effect on IDV is not well established
(Fortovase)

� SQV 600 or 1200 mg single NA � 5-fold NA
dose (Invirase)

� IDV 800 mg q8 hour � � �
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Lopinavir/ritonavir (LPV/RTV) plus

• Nelfinavir (NLV) Increase LPV/RTV dose to 533/133 mg and decrease NLV dose
� NLV 1000 mg bid � � � 86% to 1000 mg BID when coadministered
� LPV/RTV 400/100 mg bid � 21% � 27% � 38%

• Ritonavir (RTV) Appropriate doses of additional RTV have not been established

• Saquinavir (SQV) SQV concentrations in combination with LPV/RTV are compared
� SQV 800 mg bid � 6.3-fold � 9.6-fold � 16.7-fold to SQV 1200 mg tid alone
� LPV/RTV 400/100 mg bid � � � Decrease SQV dose to 800 mg bid when coadministered with

LPV/RTV 400/100 mg bid

Nelfinavir (NLV) plus

• Ritonavir (RTV) Appropriate doses for combination are not established
� RTV 500 mg single dose � � NA Consider RTV 400 mg bid + NLV 500–750 mg bid
� NLV 750 mg tid � 152% � 44% NA

• Saquinavir (SQV) SQV 1200 mg bid + NLV 1250 mg bid results in adequate plasma
� SQV 1200 mg tid (Fortovase) � 179% � 392% NA drug concentrations for both protease inhibitors
� NLV 750 mg single dose � � 18% NA Invirase/RTV and Fortovase/RTV interaction has not been evaluated

Ritonavir (RTV) plus

• Saquinavir (SQV) SQV concentrations in combination with RTV 100 mg bid are
� Saquinavir 1000 mg bid � 153% � 176% compared to SQV 1200 mg tid alone

(Fortovase) + RTV 100 mg bid SQV 1000 mg bid + RTV 100 mg bid or SQV 400 mg bid + RTV
� SQV 400 mg bid (Fortovase) � 64% � 121% 400 mg bid
� RTV 400 mg bid � �

Source: From refs. 13, 23, 24, 35, 49, 51, 77–79, 85.
NA, not available.
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Table 5
Drug Interactions Between Protease Inhibitors and Other Drugsa

Drug affected Amprenavir (APV) Atazanavir (ATV) Fosamprenavir (FOS APV) Indinavir (IDV)

Antifungals

• Ketoconazole (keto) APV � 31% ATV and keto � � Keto and FOS APV IDV � 66%
Keto � 44% expected Decrease IDV dose to
No dose adjustment No dose adjustment Decrease keto (and itra- 600 mg tid

conazole) for patients
receiving more than
400 mg keto (or itra-
conazole) per day

FOS APV/RTV - keto or
itraconazole doses >200
mg/day are not
recommended

Antimycobacterials

• Rifampin Do not coadminister Do not coadminister Do not coadminister Do not coadminister
APV � 82% � ATV expected APV � 82% IDV � 89%

• Rifabutin APV � 15% Rifabutin � 2.1-fold APV � 15% IDV � 32%
Rifabutin � 193% Decrease rifabutin dose to Rifabutin � 193% Rifabutin � 2×
Decrease rifabutin dose to 150 mg qod or 3 times Decrease rifabutin dose to Decrease rifabutin dose to

150 mg qod or 3 times per week 150 mg qod or 3 times 150 mg qod or 3 times per
per week per week  week

Increase IDV dose to 1000
mg tid

• Clarithromycin (clari) APV � 18% ATV � 28% APV � 18% Clari � 53%
No dose adjustment � Clari active metabolite No dose adjustment No dose adjustment

Clari � 94%
Increase in clari levels may

cause QTc prolongation
Decrease clari dose by 50%

or consider alternative
treatment
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Anticonvulsants
• Carbamazepine Monitor anticonvulsant levels Monitor anticonvulsant levels Monitor anticonvulsant levels Carbamazepine markedly
• Phenobarbitol � APV possible � ATV possible � APV possible decreases IDV levels; con-
• Phenytoin sider alternative treatment
Erectile dysfunction agents
• Sildenafil Sildenafil � 2- to 11-fold � Sildenafil expected � Sildenafil expected Sildenafil � threefold

Do not exceed 25 mg in a Do not exceed 25 mg in a Do not exceed 25 mg in a Do not exceed 25 mg in a 48-
4-hour period; monitor 48-hour period; monitor 48-hour period; monitor for hour period; monitor for
for sildenafil adverse effects for sildenafil adverse effects sildenafil adverse effects sildenafil adverse effects

• Tadalafil No data, but � tadalafil No data, but � tadalafil No data, but � tadalafil No data, but � tadalafil
expected; do not exceed a expected; do not exceed a expected; do not exceed a expected; do not exceed a
maximum single dose of maximum single dose of maximum single dose of maximum single dose of
10 mg tadalafil once every 10 mg tadalafil once every 10 mg tadalafil once every 10 mg tadalafil once every
72 hours 72 hours 72 hours 72 hours

• Vardenafil � Vardenafil expected � Vardenafil expected � Vardenafil expected Vardenafil � 16-fold
Do not exceed 2.5 mg in a Do not exceed 2.5 mg in a Do not exceed 2.5 mg in a Do not exceed 2.5 mg in a

24-hour period; do not 24-hour period; do not 24-hour period; do not 24-hour period; do not
exceed 2.5 mg in a exceed 2.5 mg in a exceed 2.5 mg in a exceed 2.5 mg in a
72-hour period if adminis- 72-hour period if 72-hour period if 72-hour period if
tered with RTV administered with RTV administered with RTV administered with RTV

Lipid-lowering agents
• Atorvastatin � Atorvastatin expected � Atorvastatin expected � Atorvastatin 130–153% � Atorvastatin expected

Use lowest possible starting Use lowest possible starting Use � 20 mg/day with careful Use lowest possible starting
dose of atorvastatin with dose of atorvastatin with monitoring or consider alter- dose of atorvastatin with
careful monitoring careful monitoring native treatment careful monitoring

• Pravastatin No data No data No data No data
Significant interaction not Significant interaction not Significant interaction not Significant interaction not

expected expected expected expected
• Simvastatin, lovastatin Do not coadminister Do not coadminister Do not coadminister Do not coadminister

Large � statin levels expected Large � statin levels expected Large � statin levels expected Large � statin levels expected
Potential for serious reactions, Potential for serious reactions, Potential for serious reactions, Potential for serious reactions,

such as myopathy, including such as myopathy, including such as myopathy, including such as myopathy, including
rhabdomyolysis rhabdomyolysis rhabdomyolysis rhabdomyolysis

Continued on next page
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Table 5 (Continued)
Drug Interactions Between Protease Inhibitors and Other Drugsa

Drug affected Amprenavir (APV) Atazanavir (ATV) Fosamprenavir (FOS APV) Indinavir (IDV)

Methadone � Methadone 13–40% No data � Methadone expected No change in methadone levels
� APV Dosage of methadone may
APV may be less effective need to be increased

because of � APV levels
when given with metha-
done; alternative antiretro-
viral therapy should be
considered

Oral contraceptives (OC) � APV Ethinyl estradiol � 48%, � Ethinyl estradiol No dose adjustment
May lead to loss of virological norethindrone � 110% Alternative methods of non- Norethindrone � 26%

response and possible resist- Use lowest effect dose of hormonal contraception Ethinylestradiol � 24%
ance to APV; alternative OC or alternative are recommended
methods of nonhormonal methods FOS APV/RTV + OC
contraception are not studied
recommended

Other Antacids and buffered agents: H2 receptor antagonists and
• May � ATV levels proton pump inhibitors
• Give ATV 2 hour before or • Use with caution

1 hour after these medications • May � FOS APV levels
Calcium channel blockers
• Use with caution
• Dose titration of calcium

channel blockers and electro-
cardiogram monitoring
are recommended

Diltiazem
• �125%
• Reduce Diltiazem by 50%

with electrocardiogram
monitoring

H2 receptor antagonists
• May � ATV levels
• Separate dosing by

12 hours
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Drug affected Lopinavir/ritonavir (LPV/RTV) Nelfinavir (NLV) Ritonavir (RTV) Saquinavir (SQV)

Antifungals

• Ketoconazole LPV � 13% No dose adjustment Keto � 3× SQV � 3×
Keto � 3× Use with caution; do not If keto > 200 mg/day, monitor
Use with caution; do not exceed 200 mg keto daily for excessive diarrhea,

exceed 200 mg keto daily nausea, abdominal discom-
fort; SQV doses may need
to be adjusted

Antimycobacterials

• Rifampin Do not coadminister Do not coadminister RTV � 35% Do not coadminister
LPV � NLV � 82% No dose adjustment if given SQV � 84%

with RTV 600 mg bid;
increased liver toxicity
possible

• Rifabutin Rifabutin � 3× Rifabutin � 2× Rifabutin � 4× SQV � 40%
Decrease rifabuin dose to NLV � 32% Decrease rifabutin dose to No rifabutin dose adjustment
150 mg qod or 3 times Decrease rifabuin dose to 150 mg qod or 3 times unless using SQV/RTV,
 per week 150 mg qod or 3 times per week then decrease rifabutin dose

per week to 150 mg qod or 3 times
Increase NLV to 1000 mg tid per week

• Clarithromycin Clari � 77% No data Clari � 77% Clari and SQV �
Adjust clari dose for moderate Adjust clari dose for moderate No dose adjustment for clari

and severe renal impairment and severe renal impairment 500 mg bid + Fortovase
1200 mg tid for 7 days

Adjust clari for renal impair-
ment

Continued on next page
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Table 5 (Continued)
Drug Interactions Between Protease Inhibitors and Other Drugsa

Drug affected Lopinavir/ritonavir (LPV/RTV) Nelfinavir (NLV) Ritonavir (RTV) Saquinavir (SQV)

Anticonvulsants

• Carbamazepine �Carbamazepine when given Monitor anticonvulsant levels Monitor anticonvulsant levels Monitor anticonvulsant levels
• Phenobarbitol with RTV; use with caution � NLV expected � RTV possible � SQV expected
• Phenytoin and monitor anticonvulsant � Carbamazepine

levels
Phenytoin � LPV/RTV levels

and � phenytoin levels when
given together

Avoid concomitant use

Erectile dysfunction agents

• Sildenafil Sildenafil � 11-fold Sildenafil � 2- to 11-fold Sildenafil � 11-fold Sildenafil � twofold
Do not exceed 25 mg in a Use 25 mg starting dose Do not exceed 25 mg in a Use 25 mg starting dose of

48-hour period; monitor for of sildenafil 48-hour period sildenafil
sildenafil adverse effects Monitor for sildenafil Monitor for sildenafil Monitor for sildenafil adverse

adverse effects adverse effects effects

• Tadalafil No data but � tadalafil No data but � tadalafil No data but � tadalafil No data but � tadalafil
expected; do not exceed expected; do not exceed expected; do not exceed expected; do not exceed a
a maximum single dose of a maximum single dose a maximum single dose maximum single dose of
tadalafil 10 mg once every of tadalafil 10 mg once of tadalafil 10 mg once tadalafil 10 mg once every
72 hours every 72 hours every 72 hours 72 hours

• Vardenafil � Vardenafil expected � Vardenafil expected Vardenafil � 49-fold � Vardenafil expected
Do not exceed 2.5 mg in a Do not exceed 2.5 mg in a Do not exceed 2.5 mg in a Do not exceed 2.5 mg in a

72-hour period if 24-hour period; do not 24-hour period; do not 24-hour period; do not
administered with RTV exceed 2.5 mg in a exceed 2.5 mg in a exceed 2.5 mg in a

72-hour period if 72-hour period if 72-hour period if
administered with RTV administered with RTV administered with RTV
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Lipid-lowering agents

• Atorvastatin Atorvastatin � 5.88-fold Atorvastatin � 74% Atorvastatin � 450% when Atorvastatin � 450% when
Use lowest possible starting Use lowest possible starting given with RTV/SQV given with RTV/SQV

dose of atorvastatin with dose of atorvastatin with Use lowest possible starting Use lowest possible starting
careful monitoring careful monitoring dose of atorvastatin with dose of atorvastatin with

careful monitoring careful monitoring

• Pravastatin No data No data Pravastatin � 50% when given Pravastatin � 50% when given
Significant interaction not Significant interaction not with RTV/SQV with RTV/SQV

expected expected No dose adjustment No dose adjustment

• Simvastatin, lovastatin Do not coadminister Do not coadminister Do not coadminister Do not coadminister
Large � statin levels expected Large � statin levels expected Large � statin levels expected Large � statin levels expected
Potential for serious reactions, Potential for serious reactions, Potential for serious reactions, Potential for serious reactions,

such as myopathy, including such as myopathy, including such as myopathy, including such as myopathy, including
rhabdomyolysis rhabdomyolysis rhabdomyolysis rhabdomyolysis

Methadone Methadone � 53% NLV may � methadone levels Methadone � 37% No data
Monitor for withdrawal and Monitor for withdrawal and Monitor for withdrawal and

consider � methadone dose consider � methadone dose consider � methadone dose
if needed if needed if needed

Oral contraceptives Ethinyl estradiol � 42% Norethindrone � 18% Ethinyl estradiol � 40% No data
Use alternative or additional Ethinyl estradiol � 47% Use alternative or additional

methods Use alternative or additional methods
methods

Other Many possible interactions
Desipramine � 145%; reduce

dose of desipramine
Theophylline � 47%; monitor

theophylline levels

Source: From refs. 13, 23, 24, 35, 49, 51, 77–79, 85.
aIncreases or decreases in concentrations refer to AUC unless otherwise stated.
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Table 6
Drugs Contraindicated or Not Recommended for Use With Protease Inhibitors and NNRTIs

Drug class/drug name Drugs that should not be coadministered Clinical comment

Antiarrhythmics: Ritonavir Contraindicated because of potential for serious
amiodarone, quinidine and/or life-threatening reactions such as

cardiac arrhythmias secondary to increases in
plasma concentrations of antiarrhythmics

Antiarrhythmics: Fosamprenavir + ritonavir; ritonavir Contraindicated because of potential for serious
flecainide, propafenone and/or life-threatening reactions such as

cardiac arrhythmias secondary to increases in
plasma concentrations of antiarrhythmics

Antimycobacterials: Amprenavir, atazanavir, fosamprenavir, indinavir, May lead to loss of virological response and
rifampin lopinavir/ritonavir, nelfinavir, saquinavir possible resistance to each agent or to the class

Delavirdine, efavirenz, nevirapine

Anticancer: Atazanavir ATV inhibits UGT and may interfere with the
irinotecan metabolism of irinotecan, resulting in increased

irinotecan toxicities

Ergot derivatives: Amprenavir, atazanavir, fosamprenavir, indinavir, Contraindicated because of potential for serious
dihydroergotamine, ergonovine, lopinavir/ritonavir, nelfinavir, saquinavir and/or life-threatening events such as acute
ergotamine, methylergonovine Delavirdine, efavirenz ergot toxicity characterized by peripheral

vasospasm and ischemia of the extremities and
other tissues

Garlic capsules Saquinavir Garlic capsules should not be used while taking
saquinavir (Fortovase) as the sole protease
inhibitor because of the risk of decreased
saquinavir plasma concentrations

No data are available for the coadministration of
Invirase/ritonavir or Fortovase/ritonavir and
garlic capsules

Gastrointestinal: Amprenavir, atazanavir, fosamprenavir, indinavir, Contraindicated because of potential for serious
cisapride lopinavir/ritonavir, nelfinavir, saquinavir and/or life-threatening reactions such as

Delavirdine cardiac arrhythmias
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Herbal products: Amprenavir, atazanavir, fosamprenavir, indinavir, May lead to loss of virological response and
St. John’s wort (Hypericum perforatum) lopinavir/ritonavir, nelfinavir, saquinavir possible resistance to each agent or to the class

Delavirdine, efavirenz, nevirapine

HMG Co-reductase inhibitors: Amprenavir, atazanavir, fosamprenavir, indinavir, Potential for serious reactions, such as risk of
lovastatin, simvastatin lopinavir/ritonavir, nelfinavir, saquinavir myopathy, including rhabdomyolysis

Delavirdine

Neuroleptic: Amprenavir, atazanavir, fosamprenavir, indinavir, Contraindicated because of potential for serious
pimozide lopinavir/ritonavir, nelfinavir, saquinavir and/or life-threatening reactions, such as

cardiac arrhythmias

NNRTIs: Amprenavir May lead to loss of virological response and
delavirdine Fosamprenavir possible resistance to delavirdine

Oral contraceptives: Amprenavir May lead to loss of virological response and
ethinyl estradiol/norethindrone possible resistance to amprenavir; alternative

methods of nonhormonal contraception are
recommended

Protease inhibitors: Atazanavir Both atazanavir and indinavir are associated with
indinavir indirect hyperbilirubinemia

Coadministration is not recommended because of
potential for additive hyperbilirubinemia

Proton pump inhibitors Atazanavir Coadministration of atazanavir with proton pump
inhibitors is expected to substantially decrease
atazanavir plasma concentrations and reduce its
therapeutic effect

Sedative/hypnotics: Delavirdine Contraindicated because of potential for serious
alprazolam and/or life-threatening events, such as pro-

longed or increased sedation or respiratory
depression

Sedative/hypnotics: Amprenavir, atazanavir, fosamprenavir, indinavir, Contraindicated because of potential for serious
midazolam, triazolam lopinavir/ritonavir, nelfinavir, saquinavir and/or life-threatening events, such as pro-

Delavirdine longed or increased sedation or respiratory
depression

Source: From refs. 13, 23, 24, 35, 39, 49, 51, 75–79, 85.
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A variety of dosing regimens involving “boosted” PIs have been evaluated (see
Table 4). LPV even requires coformulation with RTV because LPV alone has a short
half-life and poor bioavailability. Given in combination with low-dose RTV (100 mg
twice daily), the LPV AUC increases more than 20-fold (53). Fosamprenavir, the
prodrug of amprenavir, can be administered either once or twice daily with RTV, but
daily dosing should not be used for treatment-experienced patients (49). Once-daily
SQV and RTV has also been explored (54). A twice-daily SQV/RTV regimen was
approved by the Food and Drug Administration. The new dosing regimen is 1000 mg
SQV twice daily coadministered with 100 mg RTV twice daily. For Invirase, the RTV-
boosted regimen replaces a previously approved regimen (600 mg three times a day).
Invirase should never be used without RTV. For Fortovase, the RTV-boosted regimen
allows a reduced pill burden and ease of administration compared to the previously
approved regimen (1200 mg three times daily). Unboosted Fortovase remains a dosage
option for patients who are unable to tolerate RTV. Low-dose RTV with other PIs is
used as a first-line treatment by many clinicians.

Many advantages exist for the use of RTV boosted regimens, specifically dosing
convenience, elimination of food effect, and improved pharmacokinetics. However,
RTV-related adverse events are a concern with these regimens. Effects on lipids or
gastrointestinal intolerance may be more apparent when RTV is added. Also, clinicians
need to be aware of additional drug interactions when RTV is added to the regimen.

Although most PI combinations are predictable, some regimens result in interactions
that are unexpected. The coadministration of LPV/RTV with amprenavir leads to a de-
crease in plasma concentrations of both drugs (55–58). More recently, 700 mg
fosamprenavir twice daily and 400/100 mg LPV/RTV twice daily also demonstrated a
significant reduction (48–69%) in both amprenavir and LPV exposure (59). Studies to
better define this interaction have examined increased doses of both fosamprenavir and
lopinavri/RTV, which still resulted in decreased amprenavir concentrations (60). Separa-
tion of the two by 4 or 12 hours did not negate the interaction (61). In addition, this
combination was associated with increased incidence of gastrointestinal symptoms, rash,
and headache (60). The mechanism remains unknown but is likely to involve a complex
interaction between metabolic induction and inhibition and possibly the involvement of
transport processes. Dosing recommendations for this combination have not been estab-
lished.

Another unexpected interaction occurred with the investigational PI tipranavir. Simi-
lar to LPV, tipranavir requires concurrent dosing with RTV to provide adequate plasma
concentrations for antiviral activity. The concomitant RTV was also thought to attenuate
the CYP3A4-inducing effects of tipranavir. In clinical trials, tipranavir/RTV (500/200
mg) twice daily was added to three different boosted protease regimens in patients with
multiple PI mutations (62). Coadministration of tipranvir resulted in decreases in the
Cmin of SQV (81%), amprenavir (56%), and LPV (55%). Despite the concomitant use of
RTV, tipranavir led to significant decreases in exposure of the other PI, demonstrating
further that not all drug interactions can be predicted based on historical or in vitro data.

ENTRY INHIBITORS

Enfuvirtide (ENF) is the first of a new class of drugs that inhibits the process of HIV
fusion and entry. ENF is a peptide and must be administered twice daily by subcutane-
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ous injection. Because ENF undergoes catabolism and not metabolism by CYP450,
ENF does not demonstrate drug interactions with other antiretrovirals. A trial showed
no clinically relevant interactions with SQV and RTV, RTV alone (200 mg twice daily),
or rifampin, one of the most potent inducers of the CYP3A4 (63).

DRUG–FOOD INTERACTIONS

A more complete review of drug–food interactions is provided in Chapter 12. A
number of formulation changes over the past few years have occurred, but drug-food
interactions remain a problem for some antiretrovirals. Specific drug–food interactions
for antiretrovirals are shown in Table 7. Didanosine (buffered formulation and ED) and
indinavir are recommended to be given on an empty stomach, although indinavir can
be given with a low-fat (<2 g) meal (23). The addition of RTV to indinavir removes
this food restriction and decreases administration of indinavir to twice daily (64). The
once-daily dosing indication for ddI makes administration on an empty stomach easier
to manage. However, ddI administration is complicated for some patients, especially
when ddI is used as part of a once-daily regimen with other once daily-agents that must
be administered with food. Efavirenz is also taken on an empty stomach because food
increases exposure, which may result in a higher frequency of adverse events.

ATV, nelfinavir, LPV/RTV, and SQV all require administration with food, which
increases their exposure compared to the fasting state. All these drugs are given once or
twice daily, so administration can coincide with meals, which also may improve adher-
ence.

Concomitant grapefruit juice increases the AUC of SQV by 50–200%, presumably
because of its large degree of metabolism by gastrointestinal CYP3A4 (65). However,
because the amounts of flavonoids and other substances vary widely in a natural prod-
uct such as grapefruit juice, the interaction shows large variability. Therefore, the use
of grapefruit juice should not be relied on as a substitute for RTV to increase SQV
concentrations. Grapefruit juice also possesses inhibitory effects on P-glycoprotein-
mediated gut transport (66). Whether or not these P-glycoprotein effects compensate
or dominate, CYP3A4 inhibition is dependent on the specific PI. Indinavir AUC was
moderately reduced by grapefruit juice in a single dose in healthy volunteers (23) and
was unchanged in a multiple-dose study in patients (67).

ALTERNATIVE MEDICINES

Complementary and alternative medicines are widely used by the HIV-infected
population despite limited knowledge of their pharmacology and potential for drug
interactions. Of note, St. John’s wort, a popular herbal dietary supplement, was shown
to markedly decrease the AUC of indinavir by 57% and the Cmin by 81% (46). These
decreases are large enough to be clinically significant, and this product should be
avoided in patients receiving PIs. Many HIV-infected patients take garlic for its theo-
retical effects on lipids. Garlic tablets have been shown to decrease the AUC of SQV
by 51% (68). The mechanism of this interaction is unknown. As SQV is usually given
along with RTV, the results of this study cannot be extrapolated to standard usage.
Milk thistle (silymarin) is an alternative medication that is used for both therapy and
prevention of hepatic disease. Two clinical studies in healthy volunteers with sily-
marin and indinavir failed to demonstrate a difference in indinavir exposure (69,70).
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Table 7
Drug–Food Interactions

Drug Food effect Recommendation

Nucleoside reverse
transcriptase inhibitors

• Abacavir No significant difference in systemic exposure in fed and Can be taken without regard to meals
fasted states

• Didanosine EC formulation: In the presence of food, the Cmax and AUC Take on empty stomach 1 hour before or 2 hours after
were reduced by approx 46% and 19%, respectively, a meal
compared to the fasted state

• Emtricitabine AUC was unaffected, but Cmax decreased by 29% when given Can be taken without regard to meals
with food

• Lamivudine Food has no effect on the extent of absorption Can be taken without regard to meals

• Stavudine Food has no effect on the extent of absorption Can be taken without regard to meals

• Tenofovir DF A high-fat meal (40–50% fat) increases the oral bioavail- Can be taken without regard to meals
ability, with an increase in AUC of approx 40% and an
increase in Cmax of approx 14%

A light meal did not have a significant effect when com-
pared to the fasted state

• Zalcitabine Administration with food decreases AUC by 14% Can be taken without regard to meals

• Zidovudine The extend of zidovudine absorption (AUC) was similar Can be taken without regard to meals
when a single dose of zidovudine was administered
with food

Nonnucleoside reverse
transcriptase inhibitors

• Delavirdine Concentrations similar in fed and fasted states Can be taken without regard to meals; patients with
achlorhydria should take delavirdine with an acidic
beverage (e.g., orange or cranberry juice)

• Efavirenz Capsules: A high-fat/high-calorie meal or a reduced-fat/ Take on empty stomach, preferably at bedtime; increased
normal caloric meal was associated with a mean increase efavirenz concentrations following a meal may lead to an
of 22 and 17% in AUC and a mean increase of 39 and increase in frequency of adverse events
51% in Cmax, respectively, relative to fasted state
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• Efavirenz Tablets: A high-fat/high-calorie meal was associated with a
(Continued) 28% increase in AUC and a 79% increase in Cmax relative

to fasted state

• Nevirapine Absorption not affected by food Can be taken without regard to meals

Protease inhibitors

• Amprenavir Administration with high-fat meal increases AUC and Cmax Can be taken without regard to meals; however, avoid
high-fat meals

• Atazanavir Administration with food enhances bioavailability and Take with food
reduces pharmacokinetic variability

A light meal resulted in a 70% increase in AUC and 57%
increase in Cmax relative to fasted state

A high-fat meal resulted in 35% increase in AUC and no
change in Cmax relative to fasted state

• Fosamprenavir Concentrations similar in fed and fasted states Can be taken without regard to meals

• Indinavir Administration with high-fat meal decreased Cmax by 84% Should be administered without food but with water 1 hour
and decreased AUC by 77% before or 2 hours after a meal

A light meal resulted in little or no change in AUC or Cmax May be given with other liquids, such as skim milk,
or Cmin juice, coffee, or tea, or with a light meal (e.g., dry toast

with jelly, juice, and coffee with skim milk and sugar or
corn flakes with skim milk and sugar)

If given with ritonavir, can be taken without regard
to meals

• Lopinavir/ritonavir A high-fat meal increased AUC and Cmax by 97 and 43, Take with food
respectively, for capsules and 130 and 56%, respectively,
for oral solution relative to fasted state

• Nelfinavir Cmax and AUC increased three- to fivefold under fed vs Take with a meal
fasted conditions

• Ritonavir The extent of absorption was 13% higher for the capsules Take with meals if possible
when administered with a meal

• Saquinavir Administration of food increases AUC Take with a meal or up to 2 hours after a meal

Source: From refs. 13, 23, 24, 35, 39, 49, 51, 75–83, 86, and 87.
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The pharmacological properties of many complementary and alternative medicines
are unknown. Thus, HIV-infected individuals should use these products with caution.
HIV clinicians should include alternative therapies in their drug history along with
prescription and over-the-counter medications.

CASE STUDY 1

P.J. is a 39-year-old white male recently diagnosed with HIV infection. He
contracted his disease several years ago from intravenous drug abuse and cur-
rently is in a methadone treatment program. On presentation, his CD4 count was
151 cells/m3, and his viral load was 250,000 copies/mL. He was prescribed 600
mg efavirenz at bedtime and Combivir (zidovudine/lamivudine) twice daily,
along with trimethoprim/sulfamethoxazole (TMP/SMX) DS tablet daily. After 3
days, the patient began to have symptoms of opiate withdrawal and returned to
his methadone clinic. The enzyme-inducing properties of efavirenz significantly
decreased his methadone concentrations, leading to a withdrawal reaction. He
required an increase in his methadone dose by 30% to attenuate these symptoms.

The patient developed a rash on day 11 of therapy, necessitating discontinua-
tion of efavirenz. He was prescribed 1400 mg Fosamprenavir twice daily and
continued the Combivir. After 2 weeks of therapy, the viral load had significantly
declined, but the subject requested to take his PI only once daily. The prescriber
added RTV and changed the fosamprenavir to 1400 mg once daily with 200 mg
RTV once daily. The addition of RTV inhibits metabolism of fosamprenavir,
increasing its concentrations and allowing for once daily dosing.

CASE STUDY 2

R.I. is a 25-year-old black male diagnosed with HIV infection 4 years ago and
has never initiated treatment. At his last clinic visit, his CD4 count had dropped to
170 cells/m3, and his viral load was 110,000 copies/mL. He and his physician
decided that treatment was now warranted. He was prescribed 600 mg efavirenz
at bedtime, 300 mg TDF daily, and 300 mg lamivudine daily. After 1 month on
this regimen, a viral load test demonstrated a decrease in HIV to 450 copies/mL.
However, the patient complained of dizziness, confusion, and vivid dreams, and
efavirenz was discontinued. The patient wanted to keep a once-daily regimen,
and 400 mg ATV daily replaced the efavirenz. The patient tolerated this regimen
well, but a viral load examination performed 1 month later showed a level of
15,000 copies/mL. TDF has been shown to decrease ATV AUC and Cmin by 25%
and 40%, respectively. As a result, the decreased concentrations led to therapeu-
tic failure and viral breakthrough.

These cases demonstrate that interactions between antiretrovirals and drugs
can be both beneficial and harmful.

PERSPECTIVE

The evaluation of potential drug interactions is a critical component of the care of
the HIV-infected patient. Management of interactions can prevent toxicity, delay the
development of resistance, and provide convenient dosing. Although the amount of
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literature is staggering, a number of Web sites, charts, and reviews are available to
clinicians to manage drug interactions in HIV-infected patients (71–74).

A number of interesting twists have occurred over the more than 15 years of HIV
therapy. RTV was originally released as a treatment but now serves primarily as an
inhibitor of metabolism to improve exposure to other drugs. Intracellular interactions
have been identified demonstrating that not all combinations are possible and remind-
ing us that concentrations in plasma are not always informative. Although drug interac-
tions are still a concern, they are now generally manageable and often beneficial.

Most interactions can be easily explained based on the mechanism, but others are
unpredictable. Drug development of new antiretrovirals employs an extensive drug
interaction program that attempts to address possible interactions and provide dosing
recommendations. But despite our extensive knowledge, some interactions are only
discovered after administration to HIV-infected subjects. Clearly, more data on inter-
actions with antiretrovirals and commonly used agents for other concomitant diseases
such as seizure and mental health disorders are needed. Unfortunately, not all possible
interactions are evaluated before a new drug is approved; however, clinicians and
researchers can help identify clinically important interactions for further research and
evaluation. Remarkable efforts have been made thus far in our understanding of com-
plex drug–drug interactions for the treatment of HIV infection, and there is still much
more to learn.

NOTE
No official support or endorsement of this article by the Food and Drug Administra-

tion is intended or should be inferred.

REFERENCES
1. Lertora JJ, Rege AB, Greenspan DL, et al. Pharmacokinetic interaction between

zidovudine and valproic acid in patients infected with human immunodeficiency virus.
Clin Pharmacol Ther 1994;56:272–278.

2. De Miranda P, Good SS, Yarchoan R, et al. Alteration of zidovudine pharmacokinetics
by probenecid in patients with AIDS or AIDS-related complex. Clin Pharmacol Ther
1989;46:494–500.

3. Sahai J, Gallicano K, Pakuts A, et al. Effect of fluconazole on zidovudine pharmacoki-
netics acid in patients infected with human immunodeficiency virus. J Infect Dis 1994;
169:1103–1107.

4. Rainey PM, McCance EF, Mitchell SM, Jatlow P, Andrews L, Friedland G. Interaction of
methadone with didanosine and stavudine. Sixth Conference on Retroviruses and Oppor-
tunistic Infections, Chicago, IL, January 31–February 4, 1999. Abstract 371.

5. Jung D, Griffy K, Dorr A, et al. Effect of high-dose oral ganciclovir on didanosine dispo-
sition in human immunodeficiency virus (HIV)-positive patients. J Clin Pharmacol
1998;38:1057–1062.

6. Boelaert JR, Dom GM, Huitema AD, et al. The boosting of didanosine by allopurinol
permits a halving of the didanosine dosage. AIDS 2002;16:2221–2223.

7. Flaherty J, Kearney B, Wolf J, et al. Coadministration of tenofovir DF and didanosine: a
pharmacokinetic and safety evaluation. Forty-first Interscience Conference on Antimi-
crobial Agents and Chemotherapy, Chicago, IL, December 16–19, 2001. Abstract.

8. Kearney BP, Isaacson E, Sayre J, et al. Didanosine and tenofovir DF drug-drug interac-
tion: assessment of didanosine dose reduction. Tenth Conference on Retroviruses and
Opportunistic Infections, Boston, MA, February 10–14, 2003. Abstract 533.



132 Struble and Piscitelli

9. Kaul S, Bassi K, Damle B, et al. Pharmacokinetic evaluation of the combination of
atazanavir, enteric coated didanosine, and tenofovir disoproxil fumarate for a once-daily
antiretroviral regimen. Forty-third Interscience Conference on Antimicrobial Agents and
Chemotherapy, Chicago, IL, September 14–17, 2003. Abstract A-1616.

10. Hoggard PG, Kewn S, Barry MG, Khoo SH, Back DJ. Effects of drugs on 2′,3′-dideoxy-
2′,3′-didehydrothymidine phosphorylation in vitro. Antimicrob Agents Chemother
1997;41:1231–1236.

11. NIAID Division of AIDS Press Release. Important therapeutic information on the combi-
nation of zidovudine and stavudine in patients who have previously taken zidovudine.
National Institutes of Health, Bethesda, MD, November 22, 1996.

12. Veal GJ, Hoggard PG, Barry MG, Khoo S, Back DJ. Interaction between lamivudine and
other nucleoside analogues for intracellular phosphorylation. AIDS 1996;10:546–548.

13. Panel on Clinical Practices for Treatment of HIV Infection. Guidelines for the use of
antiretroviral agents in HIV-infected adults and adolescents. Department of Health and
Human Services and Henry J. Kaiser Family Foundation, November 10, 2003. Available
at: www.aidsinfo.nih.gov. Date accessed: March 11, 2005.

14. Sim SM, Hoggard PG, Sales SD, et al. Effect of ribavirin on zidovudine efficacy and
toxicity in vitro: concentration-dependent interaction. AIDS Res Hum Retroviruses
1998;14:1661–1667.

15. Gallant JE, Rodriguez AE, Weinberg W, et al. Early Non-response to tenofovir DF (TDF)
+ abacavir (ABC) and lamivudine (3TC) in a Randomized trial compared to efavirenz
(EFV) + ABC and 3TC: ESS30009 unplanned interim analysis. Oral late-breaker pre-
sented at the 43rd Annual Interscience Conference on Antimicrobial Agents and Chemo-
therapy, Chicago, IL, September 14–17, 2003. Abstract H-1722a.

16. Kearney BP, Isaacson E, Sayre J, et al. The pharmacokinetics of abacavir, a purine nucleo-
side analogue, are not affected by tenofovir DF. Forty-third Interscience Conference on
Antimicrobial Agents and Chemotherapy, Chicago, IL, September 14–17, 2003. Abstract
A-1615.

17. Rutschmann OT, Opravil M, Iten A, et al. A placebo-controlled trial of didanosine plus
stavudine, with and without hydroxyurea, for HIV infection. The Swiss HIV Cohort
Study. AIDS 1998;12:F71–F77.

18. Frank I, Boucher H, Fiscus S, et al. Phase I/II dosing study of once-daily hydroxyurea
alone vs didanosine alone vs didanosine + hydroxyurea. Sixth Conference on Retroviruses
and Opportunistic Infections, Chicago, IL, January 31–February 4, 1999. Abstract 402.

19. Palmer S, Shafer RW, Merigan TC. Hydroxyurea enhances the activities of didanosine,
9-[2-(phosphonylmethoxy)ethyl]adenine, and 9-[2-(phosphonylmethoxy)propyl]adenine
against drug-susceptible and drug-resistant human immunodeficiency virus isolates.
Antimicrob Agents Chemother 1999;43:2046–2050.

20. Weissman SB, Sinclair GI, Green CL, Fissell WH. Hydroxyurea–induced hepatitis in
human immunodeficiency virus-positive patients. Clin Infect Dis 1999;29:223,224.

21. Rutschmann OT, Opravil M, Iten A, et al. A placebo-controlled trial of didanosine plus
stavudine, with and without hydroxyurea, for HIV infection. The Swiss HIV Cohort
Study. AIDS 1998;12:F71–F77.

22. Margolis DM, Kewn S, Coull JJ, et al. The addition of mycophenalate mofetil to
antiretroviral therapy including abacavir is associated with depletion of intracellular
deoxyguanosine triphosphate and a decrease in plasma HIV-1 RNA. J Acquir Immune
Defic Syndr 2002;31:45–49.

23. Indinavir (Crixivan) [package insert]. West Point, PA: Merck and Co., 2003.
24. Reyataz (Atazanavir) product information. Princeton, NJ: Bristol Myers Squibb, 2003.
25. Ferry JJ, Herman BD, Cox SR, et al. Delavirdine and indinavir: a pharmacokinetic drug-

drug interaction study in healthy adult volunteers. Fourth Conference on Retroviruses
and Opportunistic Infections, Washington, DC, January 22–26, 1997. Abstract 121.



Antiretrovirals for HIV 133

26. Cox SR, Batts DH, Stewart F, et al. Evaluation of the pharmacokinetic interaction between
saquinavir and delavirdine in healthy volunteers. Presented at the Fourth Conference
on Retroviruses and Opportunistic Infections, Washington, DC, January 22–26, 1997.
Abstract 381.

27. Acosta EP, Gulick R, Katzenstein D, et al. Pharmacokinetic evaluation of saquinavir soft
gel capsule/ritonavir or SQV/nelfinavir in combination with delavirdine and/or adefovie
dipoxil-ACTG 359. Sixth Conference on Retroviruses and Opportunistic Infections, Chi-
cago, IL, January 31–February 4, 1999. Abstract 365.

28. Kearney BP, Reul T, Coleman R, et al. Pharmacokinetics of adefovir in combination with
saquinavir, indinavir, efavirenz, delavirdine, didanosine, or lamivudine in normal volun-
teers. Seventh Conference on Retroviruses and Opportunistic Infections, San Francisco,
CA, January 30–February 2, 2000. Abstract 86.

29. Murphy RL, Sommadossi JP, Lamson M, Hall DB, Myers M, Dusek A. Antiviral effect
and pharmacokinetic interaction between nevirapine and indinavir in persons infected
with human immunodeficiency virus type 1. J Infect Dis 1999;179:1116–1123.

30. Sahai J, Cameron W, Salgo M, et al. Drug interaction study between saquinavir and
nevirapine. Fourth Conference on Retroviruses and Opportunistic Infections, Washing-
ton, DC, January 22–26, 1997. Abstract 496.

31. Fiske WD, Mayers D, Wagner K, et al. Pharmacokinetics of DMP 266 and indinavir
multiple oral doses in HIV-1 infected individuals. Fourth Conference on Retroviruses
and Opportunistic Infections, Washington, DC, January 22–26, 1997. Abstract 535.

32. Piscitelli S, Vogel S, Sadler S, et al. Effect of efavirenz on the pharmacokinetics of
141W94 in HIV-infected patients. Fifth Conference on Retroviruses and Opportunistic
Infections, Chicago, IL, February 1–5, 1998. Abstract 346.

33. Piscitelli SC, Bechtel C, Sadler B, Falloon J. The addition of a second protease inhibitor
(PI) eliminates amprenavir-efavirenz drug interactions and increases plasma amprenavir
concentrations. Seventh Conference Retroviruses and Opportunistic Infections, San Fran-
cisco, CA, January 30–February 2, 2000.

34. Hendrix CW, Fiske WD, Fuchs EJ, et al. Pharmacokinetics of the triple combination of
saquinavir. Ritonavir, and efavirenz in HIV-positive patients. Seventh Conference on
Retroviruses and Opportunistic Infections, San Francisco, CA, January 30–February 2,
2000. Abstract 79.

35. Kaletra (lopinavir/ritonavir) product information. Abbott Park, IL: Abbott Laboratories, 2003.
36. Skowron G, Leoung G, Dusek A, et al. Stavudine, nelfinavir, and nevirapine preliminary

safety, activity, and pharmacokinetic interactions. Fifth Conference on Retroviruses and
Opportunistic Infections, Chicago, IL, February 1–5, 1998. Abstract 350.

37. Fiske WD, Benedek IH, White SJ, et al. Pharmacokinetic interaction between efavirenz
and nelfinavir mesylate in healthy volunteers. Fifth Conference on Retroviruses and Op-
portunistic Infections, Chicago, IL, February 1–5, 1998. Abstract 349.

38. Fiske WD, Benedek IH, Joseph JL, et al. Pharmacokinetics of efavirenz and ritonavir
after multiple oral doses in healthy volunteers. Twelfth World AIDS Conference, Geneva,
Switzerland, June 28–July 3, 1998. Abstract 42269.

39. Sustiva (efavirenz) product information. Princeton, NJ: Bristol Myers Squibb, 2003.
40. Altice FL, Cooney E, Friedland GH. Nevirapine induced methadone withdrawal: impli-

cations for antiretroviral treatment of opiate dependent HIV infected patients. Sixth Con-
ference on Retroviruses and Opportunistic Infections, Chicago, IL, January 31–February
4, 1999. Abstract 37.

41. Veldkamp AI, Harris M, Montaner JS, et al. The steady-state pharmacokinetics of
efavirenz and nevirapine when used in combination in human immunodeficiency virus
type 1-infected persons. J Infect Dis 2001;184:37–42.

42. Piscitelli SC, Gallicano KD. Interactions among drugs for HIV and opportunistic infec-
tions. N Engl J Med 2001;344:984–996.



134 Struble and Piscitelli

43. Monahan BP, Ferguson CL, Killeavy ES, et al. Torsades de pointes occurring in associa-
tion with terfenadine use. JAMA 1990;264:2788–2790.

44. Richardson JD, Sorenson S. Rifampin to treat ritonavir-ergotamine drug interaction [ab-
stract]. Clin Infect Dis 1999;29:1002.

45. Centers for Disease Control and Prevention. Updated guidelines for the use of rifabutin
or rifampin for the treatment and prevention of tuberculosis among HIV-infected patients
taking protease inhibitors or nonnucleoside reverse transcriptase inhibitors. MMWR
Morb Mortal Wkly Rep 2000;49:185–189.

46. Piscitelli SC, Burstein AH, Chaitt D, et al. Indinavir concentrations and St. John’s wort.
Lancet 2000;355:547,548.

47. Muirhead GJ, Wulff MB, Fielding A, Kleinermans D., Faulkner S, Buss N. Pharmacoki-
netic interactions between protease inhibitors ritonavir and saquinavir and Viagra
(sildenafil citrate). Thirty-ninth Interscience Conference on Antimicrobial Agents and
Chemotherapy, San Francisco, CA, September 26–29, 1999. Abstract 659.

48. Merry C, Barry MG, Ryan M, et al. Interaction of sildenafil and indinavir when co-admin-
istered to HIV-positive patients. AIDS 1999;13:F101–F107.

49. Lexiva (Fosamprenavir) product information. Research Triangle Park, NC: GlaxoSmith-
Kline, 2003.

50. Ouellet D, Hsu A, Qian J, et al. Effect of ritonavir on the pharmacokinetics of ethinyl
oestradiol in healthy female volunteers. Br J Clin Pharmacol 1998;46:111–116.

51. Nelfinavir (Viracept) package insert. Thousand Oaks, CA: Agouron Pharmaceuticals,
2003.

52. Raines CP, Flexner C, Sun E. Safety, tolerability, and antiretroviral effects of ritonavir-
nelfinavir combination therapy administered for 48 weeks. J Acquir Immune Defic Syndr
2000;25:322–328.

53. Sham HL, Kempf DJ, Molla A, et al. ABT-378, a highly potent inhibitor of the human
immunodeficiency virus protease. Antimicrob Agents Chemother 1998;42:3218–3224.

54. Kilby JM, Sfakianos G, Gizzi N, et al. Safety and pharmacokinetics of once-daily regi-
mens of soft-gel capsule saquinavir plus minidose ritonavir in human immunodeficiency
virus-negative adults. Antimicrob Agents Chemother 2000;44:2672–2678.

55. Bertz R, Foit C, Ashbrenner E, et al. Effect of amprenavir on the steady-state pharmaco-
kinetics of lopinavir/ritonavir in HIV+ and healthy subjects. In: Abstracts of the 42nd
Interscience Conference on Antimicrobial Agents and Chemotherapy, San Diego, CA,
September 27–30, 2002. Abstract A-1823.

56. Hsu A, Bertz R, Ashbrenner E, et al. Interaction of ABT-378/ritonavir with protease
inhibitors in healthy volunteers. In: Abstracts of the First International Workshop on
Clinical Pharmacology of HIV Therapy, Noordwijk, The Netherlands, March 30–April
1, 2000. Abstract 2.4.

57. Meynard JL, Poirier JM, Guiard-Schmid JB, et al. Impact of ABT 378/r on the amprenavir
plasma concentrations in HIV-experienced patients treated by the association of APV-
ABT 378/r. In: Abstracts of the 41st Interscience Conference on Antimicrobial Agents
and Chemotherapy, December 16–19, 2001, Chicago, IL. Abstract 1736.

58. Solas C, Quinson AM, Couprie C, et al. Pharmacokinetic interaction between lopinavir/r
and amprenavir in salvage therapy. Ninth Conference on Retroviruses and Opportunistic
Infections, Seattle, WA, February 24–28, 2002. Abstract 440-W.

59. Kashuba ADM, Tierney C, Downey GF, et al. Combining GW433908 (fosamprenavir)
with lopinavir/ritonavir in HIV-1 infected adults’ results in substantial reductions in
amprenavir and lopinavir concentrations: pharmacokinetic results from Adult ACTG pro-
tocol A5143. Forty-third Interscience Conference on Antimicrobial Agents and Chemo-
therapy, Chicago, IL, September 14–17, 2003. Abstract H-855A.

60. Wire MB, Naderer O, Masterman AL, Lou Y, Stein DS. The pharmacokinetic interaction
between GW433908 and lopinavir/ritonavir (APV10011 and APV 10012). Eleventh Con-



Antiretrovirals for HIV 135

ference on Retroviruses and Opportunistic Infections, San Francisco, CA, February 8–
13, 2004. Abstract 612.

61. Corbett AH, Davidson L, Park JJ, et al. Dose separation strategies to overcome the phar-
macokinetic interaction of a triple protease inhibitor regimen containing fosamprenavir,
lopinavir, and ritonavir. Eleventh Conference on Retroviruses and Opportunistic Infec-
tions, San Francisco, CA, February 8–13, 2004. Abstract 611.

62. Leith J, Walmsley S, Katlama C, et al. Pharmacokinetics and safety of tipranavir/ritonavir
alone or in combination with saquinavir, amprenavir, or lopinavir: interim analysis of
BI1182.51. Fifth International Workshop on Clinical Pharmacology of HIV Therapy,
Rome, Italy, April 1–3, 2004. Abstract 5.1.

63. Boyd M, Ruxrungtham K, Zhang X, et al. Evfuvirtide-investigations on the drug interac-
tion potential in HIV-infected patients. Tenth Conference on Retroviruses and Opportu-
nistic Infections, Boston, MA, February 10–14, 2003. Abstract 541.

64. Saah AJ, Winchell G, Seniuk M, Deutsch P. Multiple-dose pharmacokinetics and toler-
ability of indinavir ritonavir combinations in healthy volunteers. Sixth Conference on
Retroviruses and Opportunistic Infections, Chicago, IL, January 31–February 4, 1999.
Abstract 362.

65. Kupferschmidt HH, Fattinger KE, Ha HR, Follath F, Krahenbuhl S. Grapefruit juice en-
hances the bioavailability of the HIV protease inhibitor saquinavir in man. Br J Clin
Pharmacol 1998;45:355–359.

66. Wacher VJ, Silverman JA, Zhang Y, Benet LZ. Role of P-glycoprotein and cytochrome
P450 3A in limiting oral absorption of peptides and peptidomimetics. J Pharm Sci 1998;
87;1322–1330.

67. Wynn H, Shelton MJ, Bartos L, Difrancesco R, Hewitt R. Grapefruit juice increases gas-
tric pH but does not affect indinavir exposure in HIV patients [abstract]. In: Program and
Abstracts of the 39th Interscience Conference on Antimicrobial Agents and Chemo-
therapy, San Francisco, CA, September 26–29, 1999. p. 25.

68. Piscitelli SC, Burstein AH, Welden N, Gallicano KD, Falloon J. The effect of garlic
supplements on the pharmacokinetics of saquinavir. Clin Infect Dis 2002;34:234–238.

69. Piscitelli SC, Formentini E, Burstein AH, et al. Effect of milk thistle on the pharmacoki-
netics of indinavir in healthy volunteers. Pharmacotherapy. 2002;22:551–556.

70. DiCenzo R, Shelton M, Jordan K , et al. Coadministration of milk thistle and indinavir in
healthy subjects. Pharmacotherapy 2003;23:866–870.

71. HIV Insite Website. Available at: hivinsite.ucsf.edu. Date accessed: March 11, 2005.
72. Johns Hopkins AIDS Service Website. Available at: www.hopkins-aids.edu. Date ac-

cessed: March 11, 2005.
73. Medscape Website. Available at: www.medscape.com. Date accessed: March 11, 2005.
74. HIV/AIDS Treatment Information Service Website. Available at: www.hivatis.org. Date

accessed: March 11, 2005.
75. Nevirapine (Viramune) [package insert]. Columbus, OH: Roxane Laboratories, 2003.
76. Delavirdine (Rescriptor) [package insert]. La Jolla, CA: Agouron Pharmaceuticals, 2001.
77. Amprenavir (Agenerase) [package insert]. Research Triangle Park, NC: GlaxoSmith-

Kline, 2002.
78. Saquinavir (Fortovase and Invirase) [package inserts]. Nutley, NJ: Roche Laboratories,

2003.
79. Ritonavir (Norvir) [package insert]. North Chicago, IL: Abbott Laboratories, 2003.
80. Zidovudine/lamivudine (COMBIVIR) [package insert]. Research Triangle Park, NC:

GlaxoSmithKline, 2003.
81. Didanosine (Videx EC) [package insert]: Princeton, NJ: Bristol-Myers Squibb, 2003.
82. Stavudine (Zerit) [package insert]. Princeton, NJ: Bristol-Myers Squibb, 2002.
83. Tenofovir disporoxil fumerate (Viread) [package insert]. Foster City, CA: Gilead Sci-

ences, 2003.



136 Struble and Piscitelli

84. Reyataz Dear Health Care Professional Letter, Princeton, NJ: Bristol-Myers Squibb,
August 8, 2003.

85. Tseng A. AIDS/HIV: drugs for opportunistic infections. In: Piscitelli S, Rodvold K, eds.
Drug Interactions in Infectious Diseases. Totowa, NJ: Humana Press, 2001, pp. 61–107.

86. Zalcitabine (HIVID) [package insert]. Nutley, NJ: Roche Laboratories, 2002.
87. Emtricitabine (Emtrivia) [package insert]. Foster City, CA: Gilead Sciences, 2003.
88. Gerber JC, Fichtenbaum CJ, Rosenkranz S, et al. Efavirenz (EFV) is a significant inducer

of simvastatin (SIM) and atorvastatin (ATV) metabolism: results of ACTG A5108 Study.
Eleventh Conference on Retroviruses and Opportunistic Infections, San Francisco, CA,
February 8–11, 2004. Abstract 603.



Drugs for HIV-Related Opportunistic Infections 137

137

From:  Infectious Disease: Drug Interactions in Infectious Diseases, Second Edition
Edited by:  S. C. Piscitelli and K. A. Rodvold  © Humana Press Inc., Totowa, NJ

6
Drugs for HIV-Related Opportunistic Infections

Alice Tseng

INTRODUCTION

As outlined in Chapter 5, drug interactions in human immunodeficiency virus (HIV)
are encountered frequently, particularly with protease inhibitors and nonnucleoside
reverse transcriptase inhibitors (NNRTIs). In a retrospective chart review of 165 HIV
patients newly prescribed a protease inhibitor, at least one potential drug interaction
was identified in 82 (49.7%) of the patients (1). In total, 111 interactions were identi-
fied, but only 22 (19.8%) were recognized at the time of protease inhibitor therapy
initiation. An additional 12 drug interactions were later identified at follow-up, but 77
(69.3%) were never recognized. At the time this study was conducted, only three pro-
tease inhibitors (saquinavir, ritonavir, and indinavir) were available. More recently, in
a chart review of 189 ambulatory HIV patients, 466 interactions were identified in 153
subjects for an average of 2.46 interactions per patient (2).

With the continual emergence of new agents and drug classes, the potential for signifi-
cant interactions will continue to be of concern. Although the overall incidence of oppor-
tunistic infections has declined (3–5), concurrent therapy for prophylaxis, treatment, or
suppression of opportunistic infections is often still required (6–8). Thus, polypharmacy
remains an important risk factor for multiple and complex drug interactions. This chapter
focuses primarily on drug interactions between antiretroviral medications and agents com-
monly used for the prevention and management of opportunistic infections.

General Approach/Considerations

In general, drug interactions may be considered as either pharmacokinetic or pharma-
codynamic. Drug absorption, distribution, metabolism, or elimination may be affected
by pharmacokinetic interactions, resulting in an alteration of the amount or concentration
of one or both agents in the body. Such changes are especially undesirable when the
disposition of an agent with a narrow therapeutic index is affected. Pharmacokinetic drug–
drug interactions are encountered frequently, particularly with protease inhibitors and
NNRTIs. For instance, ritonavir is an extremely potent inhibitor of many cytochrome
P450 (CYP) isoenzymes, including CYP3A, CYP2D6, CYP2C9, CYP2C19, and others,
and thus has the potential to interact with a multitude of agents metabolized via similar
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routes (9). Agents such as indinavir, nelfinavir, atazanavir, and delavirdine have moder-
ate inhibitory effects on CYP3A, and saquinavir is a weak inhibiting agent. Nevirapine
and tipranavir, in contrast, are moderate inducers of CYP3A, and efavirenz and
amprenavir are associated with both enzyme-inducing and -inhibiting properties.

With pharmacodynamic interactions, additive, synergistic, or antagonistic drug com-
binations may affect pharmacological parameters, such as efficacy and toxicity. Phar-
macodynamic drug–drug interactions are often desirable to enhance clinical efficacy
when agents with complementary mechanisms of action are administered. For example,
the combination of zidovudine plus lamivudine has greater effects on improving immu-
nological and viral markers of HIV disease compared to either agent alone (10). Some
drug combinations may be used to reduce patient toxicity. To minimize the risk of iso-
niazid-induced peripheral neuropathy, pyridoxine can be coadministered. In contrast,
certain combinations may be undesirable if antagonism or additive toxicity occurs. For
example, lamivudine and zalcitabine share structural similarities, and both are initially
phosphorylated by the same enzyme, deoxycitidine kinase. Lamivudine and zalcitabine
have been shown to interact negatively in vitro, likely via competition for intracellular
phosphorylation (11), and thus should not be coadministered. Similar concern exists
regarding the combination of zidovudine and stavudine (12).

The clinical significance of an interaction depends on several factors, including the
magnitude of change in pharmacokinetic parameters and the efficacy and toxicity of
the affected agent(s). Achieving adequate drug concentrations is a very significant fac-
tor in determining the success or failure of current as well as future highly active com-
bination antiretroviral therapies. Many antiretroviral agents, particularly protease
inhibitors and NNRTIs, have narrow therapeutic indices, and maintenance of mini-
mum drug concentrations may be necessary to achieve optimal therapeutic benefit (13–
15). This is of particular concern because within-class cross-resistance is not
uncommon (16). Patients who fail therapy with one protease inhibitor often do not
experience sustained benefit by switching to another protease inhibitor, even one with
different in vitro resistance mutations (17–20).

Furthermore, interactions may result in excessively elevated drug concentrations,
which in turn may be associated with increased toxicity. For example, in a study by
Preston et al. (1), 82 of 165 patients (49.7%) had at least one potential drug interaction
at the time of protease inhibitor therapy initiation. Of those, 29 (35.4%) had at least one
potentially serious/life-threatening interaction, 22 (26.8%) had at least one potentially
serious interaction with therapeutic drug monitoring available, and 49 (59.8%) had at
least one non-life-threatening interaction. Overall, 42.4% of serious or life-threatening
interactions were recognized at the time of protease inhibitor therapy initiation. The
researchers concluded that patients who were starting protease inhibitors had a high
likelihood of concurrently receiving an agent with a potentially serious drug interac-
tion, and that increased awareness and recognition of potential interactions was needed.

Predicting Pharmacokinetic Interactions With Antiretroviral Agents

Because new therapeutic agents are continually being developed, keeping abreast of
potential interactions is extremely challenging. Often, there are little or no pharmaco-
kinetic interaction data available for certain combinations of drugs. In such situations,
familiarity with the basic pharmacokinetic and pharmacodynamic characteristics of the
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agents involved may help practitioners predict the likelihood of interactions. All pro-
tease inhibitors and NNRTIs are substrates of the CYP system and possess enzyme-
inhibiting or -inducing properties. In addition, many of the drugs used for the
management of opportunistic infections may possess either overlapping side-effect pro-
files or effects on the CYP system (Table 1) (21–27). Careful consideration of all avail-
able pharmacological and pharmacokinetic information is necessary to anticipate
possible interactions and to optimize therapeutic efficacy and minimize drug toxicity
(28–30). These principles and strategies are reviewed extensively in Chapters 2, 3, and
14 of this volume.

This chapter discusses clinically important interactions of drugs commonly used for
the prevention and management of opportunistic infections in HIV disease. The focus
is on interactions between these classes of drugs and antiretroviral medications. For
more detailed and comprehensive information regarding general drug interactions with
each of the different antibacterial classes, refer to the specific chapters in this volume.

ANTIPARASITICS

Antiparasitic drugs such as trimethoprim-sulfamethoxazole (TMP-SMX), dapsone,
atovaquone, clindamycin, primaquine, pentamidine, sulfadiazine, and pyrimethamine
are used for the management of various opportunistic and bacterial infections. Patients
with advanced HIV disease may be at risk of developing Pneumocystis carinii pneu-
monia (PCP) or toxoplasmosis encephalitis, which are associated with significant mor-
bidity and mortality. In severely immunocompromised individuals, antiparasitic drugs
may be administered at high doses, often intravenously, for acute treatment of these
serious infections; in addition, prolonged oral therapy for prevention or secondary sup-
pression of illness is routinely indicated in susceptible patients (6).

Interactions involving this class of drugs may occur secondary to pharmacokinetic
and/or pharmacodynamic mechanisms (Table 2).

Absorption Interactions

For many years, clinicians were reluctant to coadminister dapsone and didanosine
because of concerns that dapsone absorption would be adversely affected. This wide-
spread assumption originated from unexpected findings in a retrospective case series
report. Metroka et al. (31) noted that in 57 patients enrolled in investigational new drug
and open-label studies of didanosine, PCP developed in 11 of 28 patients receiving dap-
sone prophylaxis vs 1 of 12 patients receiving aerosolized pentamidine and none of 17
patients receiving cotrimoxazole. The mean time to PCP development after initiation of
didanosine therapy was 66 days. The authors suggested that because previous studies in
humans had shown that dapsone was insoluble at neutral pH, the most likely mechanism
for dapsone failure was malabsorption caused by the citrate-phosphate buffer in the
didanosine formulation. However, factors such as patient adherence, doses of dapsone,
timing of drug administration (i.e., when dapsone doses were taken in relation to daily
didanosine), and plasma dapsone concentrations were not assessed. Information on con-
comitant medications and diseases was also lacking. Subsequently, in a controlled phar-
macokinetic study involving both healthy volunteers and HIV-infected individuals, Sahai
et al. did not observe a significant drug interaction between didanosine and dapsone (32).
Therefore, dapsone and didanosine may be administered concomitantly (33).
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Table 1
Summary of Primary Interaction Mechanisms
With Antiretrovirals and Antibacterials Commonly
Used for the Management of Opportunistic Infections in HIV

Absorption interactions Metabolic interactions

Drug Food effect Gastric pH Inhibition Induction Main side effects

Antiretrovirals

• Nucleoside Take on empty Needs alkaline pH Peripheral neuropathy, pan-
and nucleotide stomach (didanosine); (didanosine); avoid creatitis (didanosine, stavu-
reverse tran- (didanosine); take antacids (zalcitabine) dine, zalcitabine); hemato-
scriptase inhibitors with food (tenofovir) toxicity (zidovudine); lactic

acidosis (rare for all)

• Nonnucleoside Needs acidic pH CYP3A4—moderate CYP3A4—moderate Rash (all); CNS toxicity
reverse transcrip- (delavirdine) (delavirdine); (efavirenz, nevirapine) (efavirenz); hepatotoxicity
tase inhibitors CYP2C9/19, 3A4— CYP2B6
(NNRTIs) efavirenz (nevirapine)

(although induction
effect usually
predominates)

• Protease inhibitors Empty stomach Needs acidic pH Potent inhibition of Glucuronyl transferase Gastrointestinal, increased
(indinavir); (indinavir); CYP3A4 > 2D6 > (nelfinavir, ritonavir); lipids, hepatotoxicity,
meal (atazanavir, decreased solubility 2C9 > 2C19 >> CYP1A2, CYP2C9 changes in body composi-
lopinavir/ritonavir, (and absorption) 2A6 > 2E1 (ritonavir); tion (all); nephrolithiasis
nelfinavir, in alkaline pH environ- (ritonavir); CYP3A4 (indinavir); hyperbilirubine-
saquinavir) ment (atazanavir) CYP3A4 (moderate (amprenavir, ritonavir) mia (atazanavir, indinavir)

for amprenavir,
atazanavir, indinavir,
nelfinavir; weak for
saquinavir);

CYP1A2, 2C9
(atazanavir)

140



D
rugs for H

IV
-R

elated O
pportunistic Infections

141

141

Antibacterials

• Antifungals Take with food Require acidic pH CYP3A4 Hepatotoxicity (azoles);
(itraconazole, (itraconazole capsules, (ketoconazole > nephrotoxicity
ketoconazole); ketoconazole)  itraconazole > (amphotericin);
take on empty  fluconazole > hematotoxicity (flucytosine,
stomach  voriconazole); amphotericin)
(voriconazole) CYP2C9

(fluconazole,
 voriconazole);

CYP2C19
(voriconazole);

P-glycoprotein
(itraconazole,
ketoconazole)

• Antimycobacterials Empty stomach Avoid antacids Moderate CYP3A4 CYP3A4 Hepatotoxicity (all);
(azithromycin (ethambutol, (clarithromycin); (rifampin > peripheral neuropathy
capsules, isoniazid, CYP1A2 (quinolones)  rifapentine > (isoniazid); uveitis
isoniazid, quinolones)  rifabutin); (rifabutin)
rifampin); CYP1A2, CYP2C,
take rifapentine glucuronyl transferase
with food (rifampin)

• Antiparasitics Take with food Pancreatitis, nephrotoxicity
(atovaquone) (pentamidine); rash

(trimethoprim-sulfamethoxa-
zole, dapsone, sulfadiazine,
clindamycin); blood
dyscrasias (pyrimethamine,
dapsone, TMP-SMX,
primaquine)

• Antivirals Take with food Antivirals renally eliminated Hematotoxicity
(oral ganciclovir, (ganciclovir); nephrotoxicity
valganciclovir) (cidofovir, foscarnet);

uveitis (cidofovir,
fomivirsen)
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Table 2
Antiparasitic Interactions

Primary Interacting
drug drug Mechanism Effects Comments/management

Atovaquone Didanosine Interference with didanosine 24% decrease in didanosine Concomitant therapy not expected to produce
absorption AUC; pharmacokinetics clinically significant results; however, didanosine

of atovaquone should be given  on an empty stomach; atovaquone
not affected (151) is administered with food; routine dosage

adjustments not recommended

Rifampin Rifampin induces atovaquone >50% decrease atovaquone AUC; Avoid combination because of potential thera-
clearance >0% increase in rifampin AUC peutic failure of atovaquone

(35)

Zidovudine Atovaquone may be a substrate 35% increase in zidovudine AUC; No dosage adjustment recommended; monitor for
or competitive inhibitor of likely not clinically significant zidovudine toxicity
zidovudine glucuronidation (34,152)

Ritonavir, Possible induction of Potential for decreased atovaquone Clinical significance unknown; monitor for
lopinavir/ glucuronidation levels (9,153) efficacy; atovaquone dosage adjustment may be
ritonavir necessary

Dapsone Didanosine Overlapping side-effect profile No kinetic interaction; additive Monitor for signs and symptoms of peripheral
neuropathy neuropathy

Pyrimethamine Pyrimethamine may inhibit Increased dapsone concentra- Potential for increased bone marrow toxicity;
dapsone clearance tions (154) monitor complete blood count (CBC)

Primaquine Overlapping side-effect profile Increased risk of hemolytic anemia, Potential for increased bone marrow toxicity;
methemoglobinemia (155) monitor CBC

Rifampin Rifampin induces dapsone Increased dapsone clearance (156) Higher dapsone doses may be necessary; monitor
metabolism for dapsone efficacy

Stavudine Overlapping side-effect profile Additive neuropathy Monitor for signs and symptoms of peripheral
neuropathy

Trimethoprim Trimethoprim inhibits clearance Dapsone and TMP levels both Consider reducing the dose of TMP in patients
(TMP) of dapsone and vice versa increased by 40% (157) with baseline anemia or if anemia develops;

monitor CBC
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Zalcitabine Zalcitabine decreases oral 20% decrease in dapsone clearance, Potential for additive neuropathy
clearance of dapsone but no change in AUC (126)

Zidovudine Additive toxicity Potential for increased hemato- Monitor for toxicity when using combination
toxicity with combination

Pentamidine Amphotericin B Additive toxicity Increased risk of hypomagnesemia, Caution warranted with combination; monitor as
increased risk of nephrotoxicity above but more frequently for interacting
(158) parameters (i.e., three times weekly)

Foscarnet Additive toxicity Increased risk of hypocalcemia and Strongly consider alternatives before combining
hypomagnesemia, nephrotoxicity these drugs; aggressive pretherapy hydration may
(159) reduce nephrotoxicity; monitor as above but more

frequently for interacting parameters (i.e., three
times weekly)

Other Additive toxicity Potential for increased nephro- Avoid combination if possible; monitor renal
nephrotoxins toxicity with combination function regularly
(e.g., cidofovir,
aminoglycosides)

Pancreatoxins Additive toxicity Increased risk of pancreatitis (39) Avoid combination if possible; because of
(e.g., didanosine, prolonged half-life of pentamidine, do not restart
stavudine, nucleosides until 1 week after pentamidine
zalcitabine, therapy is concluded (44); monitor amylase,
alcohol, lipase monthly
corticosteroids)

Sulfadiazine/ Zidovudine Antagonistic antibacterial In vitro and in vivo observations The clinical significance of this is unclear; may
pyrimethamine effect that zidovudine antagonizes the wish to consider replacing zidovudine with an

toxoplasmacidal effect of pyri- alternative antiretroviral during therapy for
methamine plus sulfadoxine (37); toxoplasmosis; 10–50 mg folinic acid daily is
zidovudine clearance also recommended to reduce the risk of
decreased, which may increase pyrimethamine toxicity
risk of bone marrow toxicity
(37,160)

Continued on next page
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Table 2 (Continued)
Antiparasitic Interactions

Primary Interacting
drug drug Mechanism Effects Comments/management

Trimethoprim- Lamivudine Trimethoprin inhibits renal 43% reduction in lamivudine No dosage adjustment required unless patient is
sulfamethox- tubular secretion of lamivudine AUC (36) renally impaired; monitor for lamivudine side-
azole effects (i.e., gastrointestinal, headache, fatigue,
(TMP-SMX) myalgias, neutropenia)

Pyrimethamine Additive inhibition of dihydro- Megaloblastic anemia, Use together in low dosages; folinic acid should
folate reductase leucopenia (161) be given with pyrimethamine, but is not effective

in reducing TMP-SMX hematotoxicity; monitor
CBC with differential weekly

Zalcitabine Trimethoprin inhibits renal 37% increase in zalcitabine Clinical significance unclear. Monitor for
tubular secretion of zalcitabine AUC (162) zalcitabine toxicity, such as peripheral

neuropathy, headache, oral ulcers,
pancreatitis.

Zidovudine Trimethoprin inhibits renal 23% increase in zidovudine Consider holding zidovudine during acute
tubular secretion of zidovudine AUC because of TMP com- therapy for PCP with high-dose TMP-SMX;

ponent; may be more pro- monitor CBC with differential weekly
nounced in hepatic failure;
monitor for zidovudine
toxicity; risk of increased
anemia, neutropenia (40)

Trimethoprim- Abacavir, Overlapping side effects Rash may occur with all listed When possible, do not initiate antiparasitic
sulfamethox- NNRTIs agents therapy and antiretrovirals at same time; if rash
azole, (delavirdine, occurs, attempt to determine most likely

dapsone, nevirapine, causative agent so that other drugs are not
sulfadiazine, efavirenz), discontinued unnecessarily
clindamycin amprenavir,

probenecid
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Metabolism

Atovaquone may be administered for either prevention or treatment of mild-to-mod-
erate acute PCP episodes. It is administered orally, usually at a dose of 750 mg twice
daily (for treatment) or 1500 mg once daily (for prophylaxis) with meals. Atovaquone
is a napthoquinone that first undergoes reduction by DT-diaphorase to hydroquinone
conjugates; these conjugates may then undergo further glucuronide or sulfate conju-
gate reactions. Interactions may occur when atovaquone is used in combination with
other agents that can affect these metabolic pathways. In an open, randomized, cross-
over study, 14 HIV-infected subjects received 600 mg zidovudine daily and 1500 mg
atovaquone daily, each alone or in combination (34). When these drugs were adminis-
tered together, a significant increase in zidovudine area under the curve (AUC) of 33%
was observed, along with a corresponding decrease in zidovudine clearance and
zidovudine glucuronide (GZDV) formation. However, these changes are not expected
to be clinically significant.

In contrast, a significant interaction has been observed when atovaquone is given
in the presence of rifampin (35). Atovaquone concentrations were reduced by more
than 50%, which could potentially lead to therapeutic failure. Therefore, this combina-
tion should be avoided if possible. If rifampin is used as part of Mycobacterium tuber-
culosis therapy, clinicians may wish to consider switching to rifabutin (refer to
discussion of rifamycins). Alternatively, atovaquone may be replaced by another anti-
parasitic, depending on patient tolerance and cost considerations.

Renal Elimination

Renal elimination of lamivudine is impaired in the presence of TMP via competition
for renal excretion in the organic cationic transport system of the kidneys. Lamivudine
concentrations may increase significantly; however, dosage adjustment is not routinely
indicated unless the patient also has renal dysfunction (36). Because of the pharmaco-
logical similarities between lamivudine and emtricitabine, it is possible that TMP may
exert a similar effect on emtricitabine excretion. Although this combination has not
been studied, the clinical significance of such an effect would also likely be negligible.

Antagonism

In vitro and in vivo observations suggest that zidovudine antagonizes the toxo-
plasmacidal effect of pyrimethamine-sulfadoxine (37). Sulfadoxine may also inhibit
the glucuronidation of zidovudine (38), but this has not been tested in vitro with human
liver microsomes, and the clinical significance of these data is unclear. Antiretroviral
therapy is usually desirable along with antitoxoplasmosis treatment because it may
help to improve immunologic function and subsequently contribute to recovery and
improved clinical outcome. If clinicians are concerned about this interaction,
zidovudine may be replaced with an alternative agent during treatment for toxoplasmo-
sis encephalitis.

Overlapping Toxicity

Many agents, such as TMP-SMX, dapsone, pyrimethamine, and primaquine, may
cause adverse hematologic effects, including neutropenia, anemia, thrombocytopenia,
and, rarely, hemolysis or methemoglobinemia (39). Because these drugs often are admin-
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istered for a prolonged duration for prophylaxis or suppression of infection, caution is
warranted if concomitant administration of zidovudine or ganciclovir is desired (40).
Close monitoring is suggested if these drugs are to be coadministered; alternatively, dif-
ferent antiviral agents may be considered.

Pentamidine may be administered by inhalation or given parenterally to treat or pre-
vent episodes of PCP. It is often reserved for severe or refractory cases because of the
high frequency of associated toxicities. Systemic pentamidine exposure may cause seri-
ous adverse effects, including nephrotoxicity, pancreatitis, and changes in blood glu-
cose. Many of these same side effects may occur with antivirals and antiretrovirals.
Didanosine, stavudine, and zalcitabine have been associated with pancreatitis (41),
foscarnet and cidofovir can frequently cause nephrotoxicity, and hyperglycemic changes
have been observed with protease inhibitor therapy (42). Again, caution is warranted if
any of these drugs are to be used in combination.

Finally, rash is a frequent side effect of TMP-SMX, sulfadiazine, dapsone, and
clindamycin. The incidence of sulfonamide rash and hypersensitivity is significantly
higher in the HIV population compared to healthy individuals and even to other immu-
nosuppressed patient groups (43). Unfortunately, rash is also commonly associated
with other medications, including NNRTIs, amprenavir, abacavir, and probenecid. With
the majority of these medications, the onset of rash falls within a similar time frame,
usually within the first few weeks of therapy. Therefore, when clinically feasible, it
may be helpful to initiate treatment with one class of drugs (e.g., antiparasitics) first
and then add other regimens, such as combination antiretrovirals, at a subsequent date.
In this manner, if a rash occurs, it may be easier to determine the causative agent and
thus avoid unnecessary discontinuation of other needed medications.

CASE STUDY 1

Jared is a 41-year-old flight attendant who works for a major international air-
line. He was diagnosed with HIV infection 6 years ago but was not interested in
taking antiretrovirals because of concerns about side effects and confidentiality at
work. When his CD4 count dropped below 200 cells a year and a half ago, he
began prophylaxis for PCP, but he experienced severe allergic reactions to both
TMP-SMX and dapsone. He also experienced a rash and nausea with atovaquone
and was finally placed on monthly aerosolized pentamidine.

Four weeks ago, he returned from an extended work tour of Europe and Asia
and developed symptoms of fever, malaise, and dry cough. He initially thought
he had the flu, but his symptoms persisted, and he began experiencing chills,
sweats, and exertional dyspnea. His symptoms progressed to the point at which
he was unable to speak without stopping to rest, and his roommate rushed him to
the emergency room on the weekend. On examination, Jared admitted that he
had missed the last two or three doses of his monthly pentamidine appointments
because of work, and he was shortly diagnosed with moderate-severe PCP. Jared
was started on intravenous pentamidine and corticosteroids 3 days ago and has
slowly started to improve. His physician would also like to initiate antiretroviral
therapy. Given Jared’s hectic work schedule and the potential for nonadherence,
the physician would like to prescribe a once-daily regimen of 400 mg didanosine,
300 mg tenofovir, and 300 mg atazanavir/100 mg ritonavir.
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Labs (normal range)

CD4: 22 cells/µL Viral ribonucleic acid (RNA): 310,000 copies/mL
AST: 36 (<34 U/L) Hemoglobin: 81 (140–180 g/L)
ALT: 45 (<39 U/L) WBC: 2.3 (4.0–11.0 × 109/L)
ALP: 130 (<109 U/L) MCV: 81.7 (80–95 fL)
Amylase: 71 (<115 U/L) Platelets: 116 (150–400 × 109/L)
LDH 352 (105–333 IU/L) ANC: 1.2 (2.5–7.5 × 109/L)
Albumin: 34 (38–50 g/L) Lymph: 0.7 (1.5–3.5 × 109/L)
PaO2: 67 mmHg (room air) Creatinine: 102 (60–100 µmol/L)

ASSESSMENT

Ideally, Jared should receive 21 days of pentamidine and prednisone to com-
plete PCP treatment. Following this, he should receive secondary prophylaxis to
prevent a recurrence of PCP. Initiation of highly active antiretroviral therapy
(HAART) would improve Jared’s immune function and may eventually allow
discontinuation of secondary PCP prophylaxis if he experiences a significant and
sustained immunological and virological response. The regimen the physician is
interested in prescribing is an effective and convenient combination because it
may be administered once daily and has a relatively low pill burden. However,
there is an additive risk of pancreatitis between pentamidine and didanosine. This
risk may be further increased as didanosine concentrations are elevated with con-
comitant tenofovir administration. To minimize the risk of pancreatic toxicity,
the following approaches may be considered:

1. Delay HAART. To avoid overlapping toxicity, one strategy is to complete PCP therapy
with pentamidine before initiating HAART. By minimizing the number of new medi-
cations started within the same time frame, clinicians will be better able identify the
cause of any potential side effects that may occur. Also, if Jared delays HAART until
his acute illness has improved, he may be in better condition to tolerate his anti-
retrovirals. Because of the extremely long half-life of pentamidine, it is recommended
that therapy with a regimen including didanosine be delayed until 1 week after the
completion of PCP treatment (44).

2. Change PCP treatment. Another alternative for treating PCP is the combination of
intravenous trimetrexate and oral leucovorin. In contrast to pentamidine, this regimen
is not associated with pancreatoxic effects. However, treatment with trimetrexate may
lead to other significant side effects, including neutropenia, thrombocytopenia, ane-
mia, and transaminase and alkaline phosphatase elevations. Administration of
trimetrexate requires concomitant use of an expensive rescue agent, leucovorin, and
patients need to be closely monitored for toxicity.

3. Change HAART regimen. If HAART if considered urgently needed, an antiretroviral
combination that minimizes overlapping toxicity may be selected. Because Jared is
antiretroviral naïve, many options are available. Although dosage adjustment guide-
lines are available to manage the didanosine–tenofovir interaction (i.e., reducing
didanosine to 250 mg daily), one may still wish to avoid use of a nucleoside component
that has been associated with pancreatitis. Therefore, stavudine should also be avoided.
Other nucleoside choices include zidovudine, lamivudine, abacavir, and emtricitabine.

MANAGEMENT SUGGESTION

Based on the above considerations, one management strategy is to complete
Jared’s course of pentamidine and prednisone before initiating HAART. He has
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already started to respond to PCP treatment, so potent antiretroviral therapy may
be started a few weeks later. This will reduce the number of concurrent drugs,
minimize the risk of overlapping toxicities, and simplify medication adherence.
Jared should be closely monitored for adverse effects of pentamidine, and his
viral load and CD4 should be assessed within 4–6 weeks of starting his
antiretrovirals to ensure that his regimen is working effectively.

ANTIFUNGALS

Azole antifungals (ketoconazole, fluconazole, itraconazole) are commonly used for
the management of oral-esophageal Candida infections in immunosuppressed HIV-
positive patients (6,45,46). These agents are highly efficacious and are usually well
tolerated and convenient to take. Voriconazole is a newer triazole antifungal available
in both injection and oral formulations for the treatment of invasive aspergillosis. It is
also indicated for the treatment of refractory infections caused by Scedosporium
apiospermum and Fusarium spp. and has demonstrated efficacy in the management of
oropharyngeal candidiasis. Azoles may be administered for short courses of treatment
or long term for chronic suppression of fungal infections in severely immunocompro-
mised patients. In addition to oral antifungal therapy, individuals with advanced HIV
disease may be receiving numerous antiretrovirals, as well as treatment or prophylaxis
for other concurrent opportunistic infections (47). Consequently, the potential exists
for significant interactions between azoles and antiretrovirals, as well as other anti-
infectives, particularly those used in the management of pulmonary tuberculosis (TB)
or disseminated Mycobacterium avium complex (MAC) disease (48). These interac-
tions primarily involve alterations in drug absorption or metabolism via the CYP sys-
tem (Table 3).

Absorption Interactions

Optimal dissolution and absorption of ketoconazole and itraconazole capsules occur
in an acidic gastric environment in which pH is less than 3.0 (49). Therefore, these
agents should not be administered simultaneously with regular didanosine tablets
(Videx) because its alkaline buffer may significantly decrease azole absorption (50–
52). In a randomized, crossover, volunteer study, coadministration of 200 mg itra-
conazole and 300 mg didanosine resulted in undetectable itraconazole concentrations
in all subjects. Itraconazole absorption was not impaired when administered alone (53).
Such interactions may be quite clinically significant; relapse of cryptococcal meningi-
tis was reported in a 35-year-old HIV patient receiving 200 mg itraconazole twice daily
and concurrent didanosine (52).

These absorption interactions are now easily avoided with the advent of delayed-
release didanosine capsules (Videx EC). These capsules contain enteric-coated (EC)
beadlets of didanosine, which protect the active drug from degradation by stomach
acid. Because this formulation does not contain an antacid buffer, gastric acidity is not
affected, and hence Videx EC may be safely coadministered with itraconazole (54) and
ketoconazole (55).

In the rare circumstances when only the buffered didanosine tablet formulation is
available (i.e., because of formulary, health maintenance organization, or third-party
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drug insurance restrictions), options to manage azole absorption interactions include
the following:

• Spacing. Ketoconazole and itraconazole capsules should be administered 2 hours apart from
buffered didanosine to avoid this interaction (56). However, it is important to remember
that additional dosing times may be associated with greater patient inconvenience and pos-
sibly reduced adherence.

• Changing antifungal agent. In contrast to the other azoles, fluconazole does not require an
acidic medium for optimal absorption (49). Itraconazole oral suspension also does not
require acidic gastric pH for absorption. Therefore, another option is either to switch to the
itraconazole suspension formulation or to change to fluconazole, both of which may be
coadministered with buffered didanosine (48).

• Changing antiretroviral. Alternatively, one may also consider substituting didanosine with
another antiretroviral agent. Again, issues such as prior antiretroviral experience, risk of
cross-resistance, cost, adherence, and side effects need to be considered when attempting
to substitute one drug in a current antiretroviral regimen.

Metabolic Interactions
CYP System

As mentionedpreviously, all protease inhibitors and NNRTIs are CYP3A4 substrates
and have enzyme-inducing or -inhibiting effects. Similarly, ketoconazole, itraconazole,
and fluconazole are also substrates and inhibitors of CYP3A4, with fluconazole gener-
ally a less-potent inhibitor compared to ketoconazole and itraconazole (57). Flucona-
zole also may inhibit CYP2C9. Voriconazole is primarily metabolized by CYP2C19,
as well as CYP2C9 and CYP3A4; it also inhibits these isoenzymes. The metabolism of
voriconazole is saturable; hence, the drug exhibits nonlinear kinetics.

In addition, agents such as rifamycins and macrolides, which are frequently used for
the management of other opportunistic infections, are also influenced by the CYP sys-
tem. Therefore, the potential for significant interactions exists when any of these classes
of drugs are coadministered. Metabolic interactions may often be managed by adjust-
ing the dose or dosing interval of one or both agents. Management options may depend
on factors such as the clinical consequences of the interaction, availability of therapeu-
tic alternatives, patient convenience, and cost. Some examples include the following:

• Dose adjustment. The presence of ketoconazole increases indinavir AUC by 68%; to
avoid indinavir-related toxicity such as nephrolithiasis, the product monograph recom-
mends that indinavir dosage should be reduced to 600 mg every 8 hours with concomi-
tant ketoconazole therapy (58). However, given the wide intersubject variability in
indinavir trough levels and the importance of maintaining adequate indinavir concentra-
tions (14,59), many clinicians may choose not to reduce the indinavir dose with
ketoconazole unless nephrolithiasis occurs. Rifampin is a potent enzyme inducer and
will significantly reduce plasma concentrations of many drugs that are metabolized. If
rifampin is to be given to a patient who is also taking fluconazole or itraconazole for
maintenance therapy of cryptococcal meningitis, empirically increasing the azole dose
to compensate for an interaction may be desirable to minimize the serious consequences
of a possible disease relapse.

• Substitution of an alternative agent. In some cases, metabolic interactions cannot be
adequately managed by dose adjustments. For instance, nevirapine reduces ketoconazole
concentrations by 63% (60). Patients who are stabilized on nevirapine should be pre-
scribed an alternative antifungal if such therapy is required.
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Table 3
Antifungal Interactions

Primary Interacting
drug drug Mechanism Effects Comments/management

Amphotericin • Flucytosine Amphotericin may decrease the Synergistic antifungal activity, Monitor serum creatinine, urea, flucytosine
renal elimination of flucytosine but potential for increased levels

flucytosine toxicity (163)

• Nephrotoxins: Overlapping side-effect profiles Additive nephrotoxicity if Cautious use of combinations is warranted;
  aminoglycosides, combined (74) adjust dose and/or dosing interval of
  cidofovir, amphotericin as well as nephrotoxin(s) in
  foscarnet, renal failure; monitor serum creatinine, urea
  intravenous three times weekly
  pentamidine,
  high-dose
  acyclovir

• Zidovudine Overlapping side-effect profiles Potential for increased bone Monitor CBC weekly
marrow toxicity with combin-
ation (40,127)

Caspofungin • Anticonvulsants Increased caspofungin clear- Potential for significant Consider increased maintenance dosage of
  (carbamazepine, ance, possibly via enzyme reductions in caspofungin 70 mg iv caspofungin daily
  phenytoin) induction concentrations (81)

• NNRTIs Increased caspofungin Potential for significant Consider increased maintenance dosage of
  (efavirenz, clearance, possibly via enzyme reductions in caspofungin 70 mg iv caspofungin daily
   nevirapine) induction concentrations (81)

• Protease inhibitor: Increased caspofungin clearance, Potential for significant Consider increased maintenance dosage of
  nelfinavir possibly via enzyme induction reductions in caspofungin 70 mg iv caspofungin daily

concentrations (81)

• Rifampin Increased caspofungin clearance, 30% � caspofungin trough Consider increased maintenance dosage of
possibly via enzyme induction levels (81) 70 mg iv caspofungin daily

Fluconazole • NNRTIs: Drugs do not affect metabolism No significant effect on kinetics May be coadministered without dosage
  delavirdine, of each other of NNRTIs (25–27) adjustment
  efavirenz
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• NNRTI: Fluconazole may inhibit metab- Potential for increased nevir- Monitor for nevirapine toxicity and
  nevirapine olism of nevirapine; nevirapine apine concentrations and/or antifungal efficacy

may increase clearance of decreased fluconazole
fluconazole concentrations

• Protease inhibitors: Fluconazole does not affect metab- No significant effect on kinetics May be coadministered without dosage
  atazanavir, olism of listed protease of protease inhibitors adjustment
  indinavir, inhibitors (9,58,153,164,165)
  lopinavir/ritonavir,
  nelfinavir, ritonavir,
  saquinavir

• Rifabutin Fluconazole inhibits metabolism 80% increase in rifabutin con- Do not exceed 300 mg rifabutin daily while on
of rifabutin centrations; cases of uveitis combination; monitor for signs and symptoms

reported; no significant effect of uveitis
on fluconazole concentrations
(166,167)

• Rifampin Rifampin induces metabolism 25% decrease in fluconazole AUC Increase fluconazole dosage if necessary and
of fluconazole (168–170); relapse of cryptococ- monitor for fluconazole efficacy (e.g., adequate

cal meningitis reported in patients antifungal prophylaxis or suppression)
receiving combination (169)

• Zidovudine Fluconazole inhibits the metab- 74% increase in zidovudine Clinical significance unclear; interaction may
olism of zidovudine to its glu- AUC when given with 400 mg be less significant with lower doses of
curonide metabolite fluconazole (63) fluconazole; monitor for zidovudine-related

toxicity such as neutropenia and anemia;
ketoconazole or itraconazole does not affect
zidovudine kinetics

Itraconazole • Didanosine Decreased itraconazole capsule Undetectable itraconazole con- Give itraconazole capsules 2 hours before or
absorption because of increase in centrations (52,117) after didanosine; alternatively, use
gastric pH itraconazole oral suspension

• NNRTIs: Itraconazole may inhibit metab- Potential for increased NNRTI Clinical significance unknown; monitor for
  delavirdine, olism of listed NNRTIs; potential concentrations and/or decreased antiretroviral toxicity and antifungal efficacy
  nevirapine, for nevirapine and efavirenz to itraconazole concentrations
  efavirenz increase itraconazole metabolism

Continued on next page
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Table 3 (Continued)
Antifungal Interactions

Primary Interacting
drug drug Mechanism Effects Comments/management

• Indinavir Itraconazole inhibits indinavir Increased indinavir concentra- Use 600 mg indinavir every 8 hours with
metabolism tions 200 mg itraconazole twice daily (58)

• Protease inhibitors: Itraconazole may inhibit metab- Potential for increased protease Clinical significance unknown; monitor for
  amprenavir, olism of listed protease inhibitors inhibitor concentrations antiretroviral efficacy and toxicity
  saquinavir

• Lopinavir/ritonavir Lopinavir/ritonavir inhibits itra- Potential for increased itracona- Avoid itraconazole doses >200 mg per day
conazole metabolism zole concentrations (153)

• Protease inhibitor: Ritonavir inhibits metabolism Potential for large (threefold) Caution with combination of ritonavir and
  ritonavir of itraconazole increase in itraconazole AUC itraconazole; may require dosage reduction

(9) of itraconazole

• Rifabutin Rifabutin induces metabolism 74% decreased AUC, 71% Avoid combination; use an alternate
of itraconazole, and itraconazole decreased Cmax of itraconazole antifungal if necessary
may inhibit metabolism of (171); uveitis also reported with
rifabutin combination (172)

• Rifampin Rifampin induces metabolism Undetectable concentrations Avoid combination
of itraconazole of itraconazole; may remain

undetectable until 3–5 days
after rifampin discontinuation
(173)

Ketoconazole • Amprenavir Amprenavir inhibits metabolism 32% increased amprenavir AUC, Clinical significance unclear; monitor
of ketoconazole, and vice versa 44% increase in ketoconazole for amprenavir and ketoconazole

AUC (174) toxicity; dose reduction of
ketoconazole  (to <400 mg/day)
may be required if symptomatic
(175)
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• Didanosine Decreased ketoconazole absorp- May decrease ketoconazole Give ketoconazole 2 hours before or after
tion because of increased concentrations (176) didanosine
gastric pH

• Isoniazid Isoniazid induces ketoconazole Decreased ketoconazole Monitor for efficacy of ketoconazole (e.g.,
metabolism concentrations (177); higher adequate antifungal prophylaxis or

doses of ketoconazole may be suppression)
needed

• Indinavir Ketoconazole inhibits indinavir 68% increase in indinavir AUC Reduce indinavir dose to 600 mg every
metabolism (58) 8 hours

• Lopinavir/ ritonavir Lopinavir/ritonavir inhibits keto- 3-fold increase in ketoconazole Avoid ketoconazole doses >200 mg per day
conazole metabolism. AUC (153)

• Nelfinavir Ketoconazole inhibits nelfinavir 35% increase in nelfinavir AUC No dosage adjustment required
metabolism (178)

• Nevirapine Nevirapine induces ketoconazole Ketoconazole levels significantly Consider alternative antifungal if patient is
metabolism; ketoconazole reduced (63% reduction AUC, stabilized on nevirapine
inhibits nevirapine metabolism 40% reduction Cmax,); 15–20%
(to a lesser extent) increase in nevirapine concentra-

tions (60)

• Rifampin Rifampin increases ketoconazole >80% reduction in ketoconazole Avoid combination if possible; consider using
metabolism; ketoconazole may concentrations (179); reduced alternative rifamycin (e.g., rifabutin) and/or
possibly decrease rifampin concentration of rifampin alternate antifungal such as fluconazole
absorption noted in one study (may

explain apparent ketoconazole
and rifampin failure)
(180)

• Saquinavir Ketoconazole inhibits saquinavir 1.5-fold increase in saquinavir Dosage adjustment not necessary
metabolism AUC (181)

• Saquinavir + ritonavir Ketoconazole may inhibit Increased plasma and CSF con- Clinical significance of combination unknown
p-glycoprotein-mediated centrations of both saquinavir
transport of saquinavir and and ritonavir (73)
ritonavir
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Uridine Diphosphate-Glucuronosyl Transferase

In humans, zidovudine is transformed by uridine diphosphate-glucuronosyl trans-
ferase (UDPGT) to its major metabolite, GZDV. In vitro, the azoles have demonstrated
inhibitory effects on zidovudine metabolism, possibly by lowering UDPGT activity
and acting as competitive substrates for UDPGT-binding sites (61,62). In a random-
ized, two-period, two-treatment, crossover study, 12 HIV-infected men received either
zidovudine (200 mg every 8 hours) alone or in combination with 400 mg fluconazole
daily for 7 days (63). When the two agents were coadministered, significant decreases
in the total oral clearance of zidovudine and the metabolism to GZDV were observed,
and the molar ratio of GZDV to zidovudine recovered in the urine was reduced by 34%.
In addition, the AUC of zidovudine was increased by 74%, and its half-life increased
by 128% in the presence of fluconazole. The clinical significance of this interaction is
unclear; the authors suggested that a lesser impact on zidovudine metabolism may be
observed with lower, more commonly used doses of fluconazole (e.g., 100–200 mg
daily for prophylaxis of fungal infections) because such inhibitory effects are usually
dose dependent. Because the clinical impact of this interaction has not been fully defined,
hematologic parameters should be closely monitored when these drugs are
coadministered. If a patient begins to exhibit signs and symptoms of zidovudine toxic-
ity, such as extreme fatigue, malaise, anemia, or neutropenia, one may consider replac-
ing zidovudine with another antiretroviral agent.

P-Glycoprotein

P-Glycoprotein is an adenosine triphosphate (ATP)-dependent efflux membrane
transporter present in tissues, including the epithelial cells of the gastrointestinal
tract, liver, and kidney; the blood–brain barrier; and in subsets of CD4+ T lympho-
cytes. P-Glycoprotein can actively transport drug from cells, resulting in decreased
drug absorption, enhanced elimination into bile and urine, and prevention of drug
entry into the central nervous system. P-Glycoprotein has broad substrate specificity
and appears to play a role in the transport of many natural substances and xenobiotics.
It is now increasingly recognized as having a role in pharmacokinetics of many medi-
cations, including protease inhibitors (59,64–66). For example, the oral bioavail-
ability of saquinavir is significantly limited by many factors, such as the presence of
CYP3A4 in the gastrointestinal tract and liver, as well as P-glycoprotein, which may
transport the absorbed drug back into the intestinal lumen (67). MDR1 (multidrug
resistance 1; the substrate that encodes P-glycoprotein) genotype has been associated
with differences in pharmacokinetic disposition and antiviral dynamic response to
various protease inhibitors (68–70).

Furthermore, P-glycoprotein may play a significant role in limiting the penetration
of many protease inhibitors into the brain and other tissue compartments (70,71). Con-
sequently, an area of current intense interest centers on the potential use of P-glycopro-
tein inhibitors to augment protease inhibitor concentrations in various compartments.
Preliminary data suggest that this may indeed be possible. It was observed that addition
of ketoconazole, a potent P-glycoprotein inhibitor (72), to patients stabilized on a com-
bination of ritonavir and saquinavir resulted in increased cerebrospinal fluid (CSF) and
plasma concentrations of both protease inhibitors (73). The clinical significance of this
is still unclear, and the usual considerations regarding the addition of a new agent to an
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already complex regimen must be taken into account. A complete review of transport
proteins in provided in Chapter 3.

Amphotericin B and Flucytosine
Amphotericin B and flucytosine are antifungal agents that are usually reserved for

life-threatening, systemic fungal infections such as cryptococcal meningitis, aspergillo-
sis, and histoplasmosis. These agents are eliminated renally and are associated with
potentially significant side effects. In addition, amphotericin B must be administered
parenterally. Interactions with these two agents are primarily pharmacodynamic (74)
(Table 3).

Overlapping Toxicity

Amphotericin B is associated with nephrotoxicity, hypokalemia, and blood
dyscrasias. Concomitant administration with other potentially nephrotoxic agents, such
as aminoglycosides, intravenous pentamidine, foscarnet, cidofovir, or high-dose
acyclovir should be avoided whenever possible (6,29,74). Flucytosine may cause hema-
tologic toxicity, and caution is recommended when patients are receiving treatment
with other hematotoxic drugs, such as zidovudine or ganciclovir (74).

Decreased Renal Function Requiring Dosage Adjustment

Amphotericin B can often cause nephrotoxicity, especially with high doses and long-
term administration. Patients receiving this drug should have their renal function rou-
tinely monitored. Significant declines in renal function may necessitate the dosage
adjustment of other renally eliminated medications, such as flucytosine, antiviral
agents, and nucleoside reverse transcriptase inhibitors (NRTIs).

Synergistic/Antagonistic Antifungal Activity

There is some evidence of a synergistic antifungal effect between amphotericin and
flucytosine. In a randomized, controlled trial for the initial treatment of acquired immu-
nodeficiency syndrome (AIDS)-associated cryptococcal meningitis, the addition of
flucytosine to amphotericin B was associated with an increased rate of CSF sterilization
and decreased mortality at 2 weeks, as compared with regimens used in previous studies
(75). However, as mentioned in Overlapping Toxicity, amphotericin B may reduce the
renal clearance of flucytosine; therefore, patients receiving this combination should be
closely monitored for renal dysfunction and blood dyscrasias. Periodic measurement of
flucytosine plasma concentrations may also be helpful.

Theoretically, amphotericin B and azoles are antagonistic, but this has not been dem-
onstrated conclusively (76–79). In one case, a non-HIV-infected woman with crypto-
coccal meningitis was successfully treated with a combination of fluconazole and
amphotericin B. She had not responded to amphotericin B alone and could not tolerate
amphotericin B plus flucytosine (80). If amphotericin B is coadministered with an
azole, careful monitoring of safety and efficacy parameters is recommended.

Caspofungin
Caspofungin is an echinocandin antifungal administered systemically for the treat-

ment of Candida esophagitis and refractory invasive aspergillosis. Caspofungin under-
goes N-acetylation and hydrolysis, as well as spontaneous chemical degradation to
an open-ring chemical compound. Caspofungin does not exhibit enzyme-inhibiting or
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-inducing properties. It is considered a poor substrate for CYP enzymes and is not a
P-glycoprotein substrate (81). Nevertheless, caspofungin may be susceptible to inter-
actions with certain enzyme-inducing drugs.

In healthy volunteers, coadministration of caspofungin and rifampin led to a 30%
reduction in caspofungin trough levels. Furthermore, regression analyses of pharmaco-
kinetic data involving small numbers of patients suggested that caspofungin levels may
be reduced in the presence of efavirenz, nevirapine, nelfinavir, phenytoin, dexametha-
sone, and carbamazepine (81). Although these data require substantiation through fur-
ther controlled interaction studies, the manufacturer recommends that an increased
caspofungin dose be considered when coadministration with any of the aforementioned
inducers is necessary.

ANTIMYCOBACTERIALS

Although infection with MAC has declined in the HIV-infected population (3,5), the
frequency of M. tuberculosis infections, including multidrug-resistant tuberculosis, has
been increasing (82–85). Factors contributing to this increase include nonadherence to
treatment or prevention programs and an accelerating or amplifying effect of HIV infec-
tion. Disease caused by M. tuberculosis or MAC usually requires lengthy treatment with
multiple agents (6,86). Drugs often used in combination to treat mycobacterial infections
include macrolides, rifamycins, quinolones, isoniazid, ethambutol, and pyrazinamide.
These agents are associated with pharmacokinetic interactions of absorption and metabo-
lism, as well as pharmacodynamic interactions of overlapping toxicities.

The potential for interactions increases significantly if patients are also receiving
combination therapy for HIV infection. Certain antimycobacterials can significantly
decrease protease inhibitor and NNRTI drug concentrations, which may lead to subop-
timal viral suppression and possible viral resistance. Conversely, antimycobacterial
therapy may be compromised by concomitant antiretrovirals. Patients with HIV may
already be at risk of antimycobacterial malabsorption (87–89), and this has occasionally
been associated with clinical failure and development of drug resistance (90). Further
lowering of drug levels secondary to induction by nevirapine or efavirenz may increase
the potential for breakthrough of pulmonary TB, which has serious infectious implica-
tions. On the other hand, elevated antimycobacterial concentrations may increase the
risk of dose-related toxicities if appropriate dosage adjustments are not made.

Therefore, in addition to factors such as individual CD4 count, viral load, stage of
HIV disease, previous antiretroviral history, pathogen sensitivity profile, and antimyco-
bacterial absorption, clinicians must consider the potential for interactions between the
different classes of drugs when treating patients with concurrent HIV and mycobacte-
rial infection (91).

Rifamycins

Rifamycins are often key components of antimycobacterial regimens. Interactions
with rifamycins are primarily pharmacokinetic or pharmacodynamic.

Metabolic Interactions

Rifamycins are potent inducers of the CYP enzyme system and may dramatically
decrease protease inhibitor and NNRTI concentrations. Rifampin is the most potent
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inducer of CYP3A4, followed by rifapentine; rifabutin is the least-potent inducer (91).
Rifampin also induces glucuronyl transferase activity (92). In addition, antiretroviral
agents may also increase rifamycin concentrations and thus increase the risk of toxic-
ity. These principles have been reviewed extensively in the literature (29,91,93,94).
Recommendations on treatment of concomitant HIV and tuberculosis infection have
been published (86,94–96). Options to manage potential rifamycin pharmacokinetic
interactions include the following:

• Select a rifamycin with less potent effects on the CYP system. Rifampin induces enzyme
activity to such an extent that the doses of many susceptible antiretrovirals usually cannot be
increased sufficiently to compensate for the interaction. This effect of rifampin likely exists
with both daily and intermittent dosing (91). In clinical trials, 6-month rifabutin-containing
regimens were found to be as safe and effective as similar regimens including rifampin (86).
In addition, rifabutin may offer other advantages compared to rifampin when used in the
HIV-infected population. These potential advantages include more reliable absorption in
patients with advanced HIV disease, better tolerance in those with rifampin-induced hepato-
toxicity, and potential for less-significant drug interactions because rifabutin is a less-potent
enzyme inducer (86). Therefore, rifabutin may be substituted for rifampin. The usual dosage
of rifabutin is 300 mg daily but may be reduced to 150 mg daily depending on the concur-
rent antiretroviral agent used (Table 4).

• Adjust dosage of rifamycin or antiretroviral.  The NRTIs tenofovir and enfuvirtide are not
substrates of CYP3A4 and thus may be given at their usual dosages with rifamycins (96).
With protease inhibitors and NNRTIs, interactions with rifamycins may often be managed
by appropriate dosage adjustment. Protease and NNRTI agents that may be coadministered
with full or adjusted-dose rifabutin include amprenavir, fosamprenavir, atazanavir, indinavir,
nelfinavir, ritonavir, efavirenz, and nevirapine. Rifabutin may be coadministered with
ritonavir-boosted protease inhibitor combinations, including lopinavir/ritonavir. Preliminary
data suggest that rifabutin may be safely administered at a dose of 150 mg every 3 days to
patients stabilized on a combination of 400 mg saquinavir plus 400 mg ritonavir twice daily
(97). In addition, the potential impact of dosage manipulation on patient adherence should
be carefully considered. This in turn may depend on the drug formulations available, exist-
ing pill burden and dosing schedule, and cost. For instance, to adjust adequately for the
interaction between indinavir and rifabutin, indinavir should be increased to 1 g every 8
hours, and rifabutin should be decreased to 150 mg daily or 300 mg three times per week
(58,96). This can be done with no additional dosing times and minimal increase in pill
burden (i.e., three additional 200-mg indinavir capsules and one less 150-mg rifabutin cap-
sule per day). Some antiretroviral combinations that may possibly be administered with
rifampin include efavirenz, nevirapine, ritonavir, or dual protease inhibitor combinations of
ritonavir/saquinavir or lopinavir/ritonavir (at therapeutic doses of 400 mg of each protease
inhibitor rather than boosted doses) plus two NRTIs or triple NRTI regimens (95,96).

• Change antiretroviral agent. In other situations, metabolic interactions cannot be adequately
compensated by dosage adjustment. For example, delavirdine concentrations are virtually
undetectable in the presence of rifampin (98). With rifabutin, delavirdine concentrations are
decreased by 50 to 60% (99). Cox et al. (100) attempted to determine whether higher doses
of delavirdine were able to compensate for the inductive effects of rifabutin. Even with a
median delavirdine dose of 600 mg three times daily (range 400 mg to 1 g three times daily),
trough concentrations were often still not adequate, and rifabutin concentrations were sig-
nificantly elevated (100). Thus, the investigators concluded that this combination should be
avoided because of lower-than-normal delavirdine concentrations and the possibility of tox-
icity related to increased rifabutin exposure. Resistance may develop extremely rapidly with
NNRTIs (101,102); therefore, it is imperative to avoid concomitant therapy with agents such
as rifamycins that may reduce NNRTI concentrations to subtherapeutic concentrations.
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Table 4
Mycobacterial Interactions

Primary Interacting
drug drug Mechanism Effects Comments/management

Azithromycin Nelfinavir Nelfinavir inhibits azithromycin Azithromycin AUC and Monitor for dose-related azithromycin
metabolism Cmax increased toxicity, such as hearing loss or elevated liver

function tests (182)

Rifabutin Azithromycin does not inhibit No pharmacokinetic interaction Monitor for development of neutropenia,
rifabutin metabolism noted with combination; especially within first 2 weeks of combination

However, increased incidence therapy
of neutropenia observed com-
pared to rifabutin alone (113)

Zidovudine Lack of azithromycin effect on No significant effect on zidovu- No dosage adjustment recommended
metabolism of zidovudine dine pharmacokinetics (183)

Clarithromycin Amprenavir Amprenavir decreases formation Multidose trial in healthy volun- No dosage adjustment necessary for either
of clarithromycin active metab- teers using 1200 mg amprenavir drug
olite, presumably via inhibition bid + 500 mg clarithromycin bid:
of CYP3A4; clarithromycin may 18% increase amprenavir AUC,
inhibit clearance of amprenavir 10% decrease clarithromycin Cmax,
via inhibition of CYP3A4 Cmax, 35% decrease AUC of clar-

ithromycin-OH metabolite (184)

Atazanavir Atazanavir inhibits formation Clarithromycin AUC increased Recommend 50% dosage reduction of
of active clarithromycin metabolite 94%, clarithromycin-OH AUC clarithromycin because QTC prolongations

decreased by 70% (165) have been reported with elevated clarithromycin
levels; consider alternate agent for infections
other than MAC because clarithromycin
metabolite levels reduced (165)

Delavirdine Delavirdine decreases formation Clarithromycin concentrations Inhibition of clarithromycin-OH metabolite may
of clarithromycin active metab- doubled (25); inhibition of result in reduced Gram-negative (including
olite, presumably via inhibition clarithromycin-OH metabolite Haemophilus influenzae) activity (data on file,
of CYP3A4 observed (data on file, Pharmacia Pharmacia & Upjohn); adjust dosage of

& Upjohn); no effect on clarithromycin in renal impairment
delavirdine levels
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Didanosine Clarithromycin does not affect No effect of clarithromycin on Drugs may be administered together
didanosine absorption or didanosine pharmacokinetics (111);
metabolism didanosine buffer should not

affect clarithromycin absorption

Efavirenz Efavirenz increases clearance of 39% decrease in clarithromycin Clinical significance unknown; however,
clarithromycin parent drug via AUC, 34% increase in clarithro- because of increased incidence of rash
CYP3A4 induction and increases mycin-OH AUC; 11% increase observed, may wish to consider alternatives to
formation of clarithromycin in efavirenz AUC observed; clarithromycin, such as azithromycin
active metabolite; clarithromycin however, increased incidence of
may inhibit clearance of efavirenz rash observed; no significant inter-
via inhibition of CYP3A4 action with azithromycin (185)

Indinavir Metabolism of both drugs is inhib- 29% increase indinavir AUC, 53% No dose modification necessary
ited because of effects on CYP3A4 increase clarithromycin AUC (58)

Lopinavir/ritonavir Decreased clarithromycin metab- Potential for increased clarithro- Reduce clarithromycin dose only if renal fail-
olism via inhibition of CYP3A4 mycin and decreased clarithro- ure; inhibition of clarithromycin-OH
and reduced formation of clar- mycin metabolite levels (153) metabolite may result in reduced Gram-
ithromycin active metabolite negative (including H. influenzae) activity

Nevirapine Nevirapine increases clearance of Interaction study of nevirapine Because increase in metabolite is of approxi-
clarithromycin parent drug via 200 mg bid + clarithromycin mately the same magnitude as decrease in
CYP3A4 induction and increases 500 mg bid: significant reduction parent drug, dosage adjustment of
formation of clarithromycin active in clarithromycin concentrations clarithromycin likely not necessary with
metabolite with 29.5% decrease in AUC, nevirapine

20.8% decrease in Cmax, 46%
decrease in Cmin; also 27%
increase in AUC of clarithromy-
cin-OH metabolite (186)

Rifabutin Rifabutin increases clearance of Significant bidirectional interac- Increased frequency of adverse events (includ-
clarithromycin via CYP3A4 tion observed: 44% decrease in ing gastrointestinal and neutropenia) noted with
induction; clarithromycin clarithromycin AUC, 57% increase combination; monitor for clinical efficacy of
decreases rifabutin metabolism clarithromycin-OH metabolite clarithromycin and dose-related rifabutin toxici-
via inhibition of CYP3A4 AUC, along with 99% increase in ties (e.g., myalgia, uveitis, neutropenia); may

rifabutin AUC and 375% increase also consider switching to azithromycin, which
in AUC of rifabutin metabolite (112) has no enzyme-inhibiting effects

Continued on next page
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Table 4 (Continued)
Mycobacterial Interactions

Primary Interacting
drug drug Mechanism Effects Comments/management

Rifampin Rifampin increases clarithro- 87% decrease in clarithromycin Clinical significance unclear; may consider
mycin clearance via CYP3A4 AUC with concomitant rifampin changing to azithromycin
induction (187)

Ritonavir Ritonavir decreases clarithromy- 77% increase in AUC of clarithro- Reduce clarithromycin dose only if renal
cin metabolism via inhibition of mycin; reduce dose only if renal failure; inhibition of clarithromycin-OH
CYP3A4 and reduces formation failure; inhibition of clarithromy- metabolite may result in reduced Gram-negative
of clarithromycin active metabolite cin-OH metabolite (188) (including H. influenzae) activity

Saquinavir Metabolism of both drugs is 177% increase in saquinavir-sgc Dose adjustment likely not needed given the
inhibited because of effects on AUC; 45% increase in clarithro- wide therapeutic index of saquinavir
CYP3A4 mycin AUC (189)

Zalcitabine Clarithromycin does not affect No clinically significant inter- Drugs may be coadministered
zalcitabine metabolism action (190)

Zidovudine Clarithromycin reduces zidovu- 41% decrease in Cmax, 25% May wish to separate doses of zidovudine and
dine absorption (presumed) decrease in AUC of zidovudine clarithromycin by 4 h, but because clinical

when coadministered with clari- significance of this interaction is unclear, such
thromycin (191); however, in vitro spacing may not be necessary
phosphorylation of zidovudine not
affected by clarithromycin (192)

Ethambutol Aluminum salts Decreased ethambutol absorption 10% decrease in AUC, 28% Separate aluminum salts from ethambutol by
decrease in Cmax of ethambutol at least 2 hours
(118,119)

Didanosine Didanosine buffer may interfere Potential for decreased etham- Clinical significance unclear; avoid
with ethambutol absorption butol concentrations concomitant administration if possible

Ethionamide Protease inhibitors, Listed drugs may inhibit metab- Potential for increased Clinical significance unclear; monitor for
delavirdine, azoles, olism of ethionamide ethionamide concentrations (91) development of ethionamide toxicity
clarithromycin

Isoniazid Aluminum salts Decreased isoniazid absorption Up to 19% decrease in isoniazid Separate aluminum salts from isoniazid by at
AUC. (39,193) least 2 hours
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Didanosine No effect of didanosine buffer on The antacids in two didanosine These results suggest that isoniazid
isoniazid absorption placebo tablets had no significant bioavailability will be unaffected by the

effect on the plasma pharmaco- antacids in didanosine tablets when the two
kinetics of a single oral dose of medications are administered simultaneously to
300 mg isoniazid administered to HIV-seropositive patients; monitor for
12 healthy volunteers (194) peripheral neuropathy

Indinavir Indinavir does not inhibit No evidence of pharmacokinetic Combination may be coadministered
indinavir metabolism interaction (120)

Neurotoxins (e.g., Overlapping toxicity profile Increased risk of peripheral Consider administration of 25–50 mg
didanosine, stavudine, neuropathy pyridoxine daily with isoniazid; monitor for
zalcitabine, vincristine, signs and symptoms of peripheral neuropathy
dapsone, ethambutol)

Rifampin Overlapping toxicity profile Increased risk hepatoxocitiy (195) Monitor for signs and symptoms of
hepatotoxicity

Zalcitabine Lactose in zalcitabine formulation Potential for decreased isoniazid Separate doses by at least 1 hour
may form hydrazone derivatives absorption (196)
with isoniazid

Quinolones Antacids, didanosine, Decreased quinolone absorption 98% decrease in ciprofloxacin Best to avoid combination; if necessary, admin-
iron, aluminum, because of formation of chelation AUC ister listed products 6 hours before or 2 hours
calcium zinc, mag- complexes with di-trivalent after quinolones (56); monitor for quinolone
nesium sucralfate, cations efficacy (e.g., clinical status)
enteral feeds, vita-
mins with minerals

Rifabutin Amprenavir/ Rifabutin increases clearance of 14% decrease in amprenavir Decrease dose of rifabutin to 150 mg daily or
fosamprenavir amprenavir via CYP3A4 induc- concentrations, three- to sixfold 300 mg three times per week to avoid toxicity

tion; amprenavir decreases increase in rifabutin Cmin (97,179,197)
rifabutin metabolism via
inhibition of CYP3A4

Amprenavir/ Potential for increased rifabutin Reduce rifabutin dose to 150 mg
fosamprenavir plus concentrations secondary to every 2 days or three times per
ritonavir ritonavir inhibition week (96)

Continued on next page
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Table 4 (Continued)
Mycobacterial Interactions

Primary drug Interacting  drug Mechanism Effects Comments/management

Atazanavir Rifabutin increases clearance of No change in atazanavir levels Reduce rifabutin dosage by at least 75% (i.e.,
atazanavir via CYP3A4 induction; with rifabutin 150 mg daily, maximum 150 mg every 2 days or 3 times/
atazanavir decreases rifabutin 2.5-fold increase in rifabutin week); monitor for adverse events and further
metabolism via inhibition of and metabolite exposure (vs decrease rifabutin dose if necessary (165)
CYP3A4 standard 300-mg dose) (198)

Atazanavir plus Potential for increased rifabutin Reduce rifabutin dose to 150 mg
ritonavir concentrations secondary to every 2 days or three times per

ritonavir inhibition week (96)

Clarithromycin Rifabutin increases clearance of Significant bidirectional inter- Increased frequency of adverse events (includ-
clarithromycin via CYP3A4 action observed: 44% decrease ing gastrointestinal and neutropenia) noted with
induction; clarithromycin in clarithromycin AUC, 57% combination; monitor for clinical efficacy of
decreases rifabutin metabolism increase of clarithromycin-OH clarithromycin and dose-related rifabutin toxici-
via inhibition of CYP3A4 metabolite AUC, along with ties (e.g., myalgia, uveitis, neutropenia); may

99% increase rifabutin AUC also consider switching to azithromycin, which
and 375% increase AUC of has no enzyme inhibiting effects
rifabutin metabolite (112)

Delavirdine Rifabutin increases clearance of 50–60% decrease in delavirdine Avoid concomitant use
delavirdine via CYP3A4 concentrations (99) (not ade-
induction; delavirdine decreases quately compensated with 600 mg
rifabutin metabolism via tid dose); also >200% increase in
inhibition of CYP3A4 rifabutin AUC (100)

Didanosine It has been suggested that Phase I, open-label, pharmaco- Based on the safety and pharmacokinetic
didanosine may undergo hepatic kinetic, and safety drug inter- assessments, rifabutin did not appear to interact
metabolism; rifabutin is an action study between 300–600 mg with didanosine; drugs may be coadministered
inducer of drug metabolism rifabutin and didanosine (N = 12);

no statistically significant differ-
ences in Cmax, AUC, half-life of
either drug when coadministered;
also, no significant changes in
laboratory values or electrocar-
diograms (199)
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Efavirenz Rifabutin may increase clearance 38% decrease in rifabutin AUC Increase rifabutin to 450 mg/day or 600 mg
of efavirenz via CYP3A4 induc- (200) three times per week with concomitant
tion; efavirenz may increase or efavirenz (86,91,96)
decrease metabolism of rifabutin

Fluconazole Fluconazole inhibits metabolism 80% increase in rifabutin concen- Do not exceed 300 mg/day rifabutin while on
of rifabutin trations; cases of uveitis reported; combination; monitor for signs and symptoms

no significant effect on flucona- of uveitis
zole concentrations (166,167)

Indinavir Rifabutin increases clearance of Interaction study of half-dose Thus, increase indinavir to 1000 mg every 8
indinavir via CYP3A4 induction; rifabutin + indinavir: 155% hours and reduce rifabutin to 150 mg daily or
indinavir decreases rifabutin increase in rifabutin AUC, 33% 300 mg three times per week (96)
metabolism via inhibition of decrease in indinavir AUC (58)
CYP3A4

Indinavir plus Potential for increased rifabutin Reduce rifabutin dose to 150 mg every 2 days
ritonavir concentrations secondary to or three times per week (96)

ritonavir inhibition

Itraconazole Rifabutin induces metabolism of 74% decrease in AUC, 71% Avoid combination; use an alternate antifungal
itraconazole, and itraconazole decrease in Cmax of itraconazole if necessary
may inhibit metabolism of (171); uveitis also reported with
rifabutin combination (172)

Lopinavir/ritonavir Lopinavir/ritonavir inhibits Rifabutin Cmax, AUC, and Cmin Reduce rifabutin dosage by at least 75% (i.e.,
metabolism of rifabutin increased significantly (153) maximum 150 mg every 2 days or three times/

week); monitor for adverse events and further
decrease rifabutin dose if necessary

Nelfinavir Rifabutin increases clearance of 32% decrease in nelfinavir AUC, Reduce rifabutin dose to 150 mg daily or
nelfinavir via CYP3A4 induction; threefold increase in rifabutin 300 mg three times per week; increase
nelfinavir decreases rifabutin AUC (178) nelfinavir to 1000 mg every 8 hours (96)
metabolism via inhibition of or possibly 1250 mg bid (201)
CYP3A4

Nevirapine Rifabutin increases clearance of 16% decrease in nevirapine AUC Administer rifabutin at 300 mg daily or three
nevirapine via CYP3A4 induction (26) times per week (96)

Saquinavir Rifabutin increases clearance of 40% decrease in saquinavir AUC Avoid combination if using saquinavir as sole
saquinavir via CYP3A4 induction (202) protease inhibitor

Continued on next page
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Table 4 (Continued)
Mycobacterial Interactions

Primary drug Interacting  drug Mechanism Effects Comments/management

Saquinavir/ritonavir Potential for inhibition of rifabutin Adequate rifabutin concentrations Administer 150 mg rifabutin every 2 days or
metabolism via CYP3A4 achieved when administered three times per week (96)

300 mg weekly or 150 mg every
3 days to patients stabilized on
400 mg ritonavir /400 mg
saquinavir bid (97)

Ritonavir Ritonavir decreases rifabutin 400% increase in rifabutin AUC, Avoid combination if possible; otherwise,
metabolism via inhibition of risk of toxicity (9) reduce rifabutin dose to 150 mg every 2 days or
CYP3A4 three times per week (96)

Zidovudine Lack of significant effect on Except for a statistically signifi- Treatment with rifabutin is unlikely to influence
zidovudine pharmacokinetics cant decrease (28%) in the ter- the effectiveness of treating HIV-infected

minal half-life of zidovudine, patients with zidovudine because of any
concurrent administration of pharmacokinetic interaction between these
rifabutin had no statistically drugs
significant effects on zidovudine
plasma and urine pharmacokinetic
parameters (152)

Rifampin Amprenavir Rifampin increases clearance of 81% decrease in AUC and 91% Avoid combination
amprenavir via CYP3A4 decrease in Cmin of amprenavir
induction (197)

Atovaquone Rifampin induces atovaquone >50% reduction of atovaquone Avoid combination because of potential thera-
clearance AUC, >30% increase in rifampin peutic failure of atovaquone

AUC (35)

Clarithromycin Rifampin increases clarithromycin 87% decrease in clarithromycin Clinical significance unclear; may consider
clearance via CYP3A4 induction AUC with concomitant rifampin changing to azithromycin

(187)

Delavirdine Rifampin increases clearance of Virtually undetectable delavirdine Combination contraindicated
delavirdine via CYP3A4 induction concentrations (98)

Efavirenz Rifampin increases clearance of 26% decrease in AUC, 20% Rifampin dosage adjustment not necessary;
efavirenz via CYP3A4 induction decrease in Cmax of efavirenz; clini- increase dose of efavirenz to 800 mg daily

cal significance unknown (203) (96,103)
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Fluconazole Rifampin increases clearance of 25% decrease in fluconazole AUC Increase fluconazole dosage if necessary and
fluconazole via CYP3A4 induction (168–170); relapse of cryptococcal monitor for fluconazole efficacy (e.g., adequate

meningitis reported in patients antifungal prophylaxis or suppression)
receiving combination (169)

Indinavir Rifampin increases clearance of Indinavir concentrations reduced Avoid combination
indinavir via CYP3A4 induction 89% (58)

Ketoconazole Rifampin increases clearance of >80% reduction in ketoconazole Avoid combination if possible; consider using
ketoconazole via CYP3A4 concentrations (179); reduced alternative rifamycin (e.g., rifabutin) or alter-
induction concentration of rifampin noted in nate antifungal such as fluconazole

one study (may explain apparent
ketoconazole and rifampin failure
(180)

Lopinavir/ritonavir Rifampin increases clearance of Lopinavir AUC decreased by May consider 400 mg lopinavir/400 mg
lopinavir/ritonavir 75% (153) ritonavir twice daily; however, limited clinical

experience with this combination and potential
for increased hepatotoxicity (96)

Nelfinavir Rifampin increases clearance of 82% decrease in nelfinavir AUC Avoid combination
nelfinavir via CYP3A4 induction (178)

Nevirapine Rifampin increases clearance of No change in rifampin AUC or Limited data for efficacy of 200 mg nevirapine
nevirapine via CYP3A4 induction Cmax; 58% reduction of nevira- bid dose; could also consider 300 mg bid if

pine average concentrations, close monitoring available (96); however,
68% reduction in Cmin (125) potential for additive hematotoxicity; avoid

combination if possible (103)

Ritonavir Rifampin increases clearance of 35% reduction of ritonavir AUC May need to increase ritonavir dose
ritonavir via CYP3A4 induction (9)

Saquinavir Rifampin increases clearance of 80% reduction in saquinavir AUC Avoid combination
saquinavir via CYP3A4 induction (181)

Saquinavir/ritonavir Ritonavir may offset induction Limited clinical experience with 400 mg/
effect of rifampin 400 mg bid dose (96)

Zidovudine Rifampin increases clearance of 42–47% reduction zidovudine Dose adjustment of zidovudine may be neces-
zidovudine via induction of Cmax and AUC (204) sary during rifampin therapy; effects may last
glucuronyl transferases until approx 2 weeks after discontinuation of

rifampin; monitor clinical efficacy of
zidovudine (e.g., symptomatic improvement,
CD4, viral load)
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Rifabutin should also not be coadministered with saquinavir when it is used as a single
protease inhibitor in a regimen because of significant reductions in saquinavir plasma con-
centrations (96). In such situations, alternative antiretroviral or antimycobacterial agents
need to be considered.

Selection of a specific management strategy will depend partly on the patient’s
response to current antiretroviral treatment. For patients who are satisfactorily treated
with a regimen that includes a protease inhibitor or NNRTI, appropriate dosage adjust-
ment of the affected antiretroviral or rifabutin should be made (Table 4). If the poten-
tial rifamycin–antiretroviral interaction cannot be adequately compensated for by dose
adjustment, then an alternate antiretroviral agent should be substituted. For example, if
a patient is currently virologically suppressed on a regimen that includes delavirdine, it
may be replaced by another NNRTI such as nevirapine or efavirenz if concomitant
rifabutin is necessary.

On the other hand, in a setting of incomplete viral suppression, changing at least two
or all components of an antiretroviral regimen is recommended (103). When possible,
one should attempt to include agents in the new regimen that may be safely combined
with rifabutin. Appropriate dosage adjustments should be made to compensate for con-
comitant antimycobacterial therapy.

Overlapping Toxicity

Rifamycins may also be associated with pharmacodynamic interactions, primarily
those involving additive side effects. For instance, hepatotoxicity has been reported
with antiretroviral use, including protease inhibitors and NNRTIs. It is also a serious
side effect of rifampin and isoniazid. Furthermore, coinfection with hepatitis B or C
may also compromise hepatic activity. If these classes of agents are used in combina-
tion, patients should be closely monitored for changes in liver function. Most anti-
retrovirals are metabolized by the liver; hence, dosage reductions may be indicated in
moderate-to-severe hepatic impairment to avoid excessive toxicity (104,105). Alterna-
tively, substitution of one or more agents by drugs with less-hepatotoxic potential may
be necessary.

Another example involves the combination of rifabutin and cidofovir; both agents
have been associated with uveitis (106–109). Therefore, patients who receive treat-
ment with both drugs should be closely monitored for development of this adverse
event. If uveitis occurs, one or both drugs should be discontinued and replaced with
other medications. Topical symptomatic therapy may also be required until resolution
of symptoms.

Macrolides

The advent of newer macrolide agents, specifically azithromycin and clarithromy-
cin, has had a significant impact on the ability to successfully treat and prevent dis-
seminated MAC infection in HIV-infected patients. Treatment for this debilitating
opportunistic infection involves long-term multidrug therapy, of which the macrolides
are a cornerstone (6). They are also effective when administered as primary prophy-
laxis for MAC disease. In general, interactions of greatest clinical significance usually
occur between macrolides and other agents used for managing opportunistic infections
in HIV.
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Absorption

When azithromycin was administered with a dose of aluminum/magnesium antacid,
the peak concentration, but not the AUC, of azithromycin was reduced (110). This
interaction is likely of little significance, and azithromycin may be coadministered with
antacids or didanosine. Similarly, no interaction has been observed between clarithro-
mycin and didanosine (111).

Metabolism

Clarithromycin is often combined with rifabutin for MAC treatment or prophylaxis.
Each agent is a substrate of CYP3A4, and they have opposite effects on the CYP sys-
tem: clarithromycin inhibits CYP3A4, and rifabutin is a moderate inducer. When these
agents are coadministered, a significant bidirectional interaction is observed. Concen-
trations of clarithromycin are considerably reduced (with a corresponding increase in
metabolite levels); concentrations of rifabutin and its desacetyl metabolite are substan-
tially elevated (112). An increased frequency of adverse events, primarily gastrointesti-
nal toxicity and neutropenia, was also observed with this combination (113). Patients
receiving these drugs in combination should be monitored for clinical efficacy and dose-
related rifabutin toxicities, such as myalgia, uveitis, and neutropenia. It is not advisable
to use increased doses of clarithromycin because this may have an even more pro-
nounced inhibitory effect on rifabutin metabolism. If a patient is not tolerating this com-
bination, one may consider substituting clarithromycin with azithromycin, which has no
effects on the CYP system and does not interact with rifabutin. However, patients should
still be closely monitored for development of neutropenia with this regimen (113).

Overlapping Toxicity

Hepatotoxicity has been reported with macrolide use. Therefore, careful monitoring
of liver function is recommended when these drugs are administered with other poten-
tially hepatotoxic agents, such as protease inhibitors, NNRTIs, azoles, rifamycins, iso-
niazid, pyrazinamide, and TMP-SMX (6).

Quinolones, Ethambutol

Quinolone interactions usually involve either an inhibition of quinolone absorption
or quinolone-induced inhibition of drug metabolism via cytochrome P4501A2 enzymes.
With respect to concomitant antiretroviral therapy, clinically significant interactions
primarily involve absorption. The oral bioavailability of fluoroquinolones has been
shown to be significantly compromised by coadministration with dairy products (114),
elemental minerals (115), or nutritional supplements (116) because of formation of non-
absorbable cation complexes. Similar effects have been demonstrated with didanosine
buffered tablets (Videx). In a cohort of 12 healthy volunteers, the simultaneous admin-
istration of ciprofloxacin with didanosine placebo resulted in a 98% reduction in
ciprofloxacin AUC and a 93% reduction in peak concentrations (117). These alterations
would likely lead to therapeutic failure; therefore, quinolones should be administered
either 2 hours before or at least 6 hours after such compounds (56). This interaction
does not apply to the delayed-release enteric formulation of didanosine (Videx EC),
and this drug may be safely coadministered with ciprofloxacin (55). A similar interac-
tion exists between antacids and ethambutol, and these drugs should also be spaced
accordingly (118).
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Isoniazid

Isoniazid is usually a cornerstone of TB treatment-and-prevention regimens (95).
Drug interactions of clinical significance primarily involve absorption, metabolism, or
overlapping toxicity.

Absorption
In general, isoniazid should be taken on an empty stomach because food may sig-

nificantly decrease absorption. Thus, it may need to be administered apart from certain
protease inhibitors, such as atazanavir, lopinavir/ritonavir, nelfinavir, and saquinavir,
which require food for adequate absorption. Aluminum hydroxide also decreases the
bioavailability of isoniazid, and these products should be separated by at least 2 hours
(118,119). In addition, isoniazid is not stable in the presence of certain sugars, includ-
ing glucose and lactose. It should not be given with beverages, foods, or drugs that
contain high amounts of these sugars. For example, zalcitabine tablets contain high
amounts of lactose and should not be coadministered with isoniazid (91).

Metabolism
Isoniazid inhibits hepatic isoenzyme activity, including CYP2E1, CYP1A2, CYP2C9,

and CYP3A; it may also act as an enzyme inducer (92). Isoniazid is generally consid-
ered to be a mild inhibitor of CYP3A, and hence the potential for significant metabolic
interactions with antiretrovirals is likely to be low (91). The combination of indinavir
and isoniazid revealed no evidence of an interaction (120).

Overlapping Toxicity
Peripheral neuropathy can develop with prolonged isoniazid therapy, particularly in

patients who are slow acetylators, malnourished, or at increased risk of neuropathy
secondary to other conditions such as diabetes mellitus or HIV (39). The risk of periph-
eral neuropathy can be minimized by the daily administration of pyridoxine (121).
Certain NRTIs (e.g., didanosine, stavudine, zalcitabine) can also cause peripheral neu-
ropathy. The mechanism of NRTI-associated neuropathy is different from isoniazid-
induced neuropathy and is thought to involve direct mitochondrial toxicity (41,122).
Therefore, additional administration of pyridoxine will not be helpful for this anti-
retroviral complication. In fact, high-dose pyridoxine can itself cause neuropathy (123,
124). Patients taking these medications in combination should be carefully monitored
for signs and symptoms of neurological complications. If such toxicities occur, the
offending agents may need to be discontinued.

As mentionedpreviously, isoniazid may be associated with hepatotoxicity (39).
Therefore, similar pharmacodynamic interactions may occur when isoniazid is admin-
istered with other medications that are also known to have adverse hepatic effects.

Miscellaneous Antimycobacterials
Many other drugs in this class are also hepatically metabolized, which raises the

possibility of pharmacokinetic interactions with antiretrovirals. However, most of these
agents were approved for use decades ago, and specific information regarding meta-
bolic properties and pharmacokinetics is often lacking. In such situations, clinicians
need to rely on in vitro and in vivo information to predict or anticipate possible interac-
tions (92). Ethionamide is primarily metabolized by CYP3A and hence is the only
agent that may have potential for interaction with protease inhibitors or NNRTIs (91).
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Patients receiving protease inhibitor or NNRTI therapy plus ethionamide should be
closely monitored for antimycobacterial efficacy or development of dose-related ethion-
amide toxicity.

CASE STUDY 2

Jim is a 36-year-old Caucasian male (5 feet 10 inches, 68 kg) who has been
HIV positive for 3 years. At the time of diagnosis, he was asymptomatic with a
CD4 count of 330 cells/µL and a viral load of 80,000 copies/mL. He has been
incarcerated for the last 2 years and began antiretroviral therapy last year with
400 mg didanosine, 300 mg lamivudine, and 400 mg nevirapine, all once daily.
He has responded well to his regimen and has achieved a viral load less than 50
copies/mL and CD4 count of 720 cells/µL.

Recently, an outbreak of TB occurred in the prison, and Jim had a positive tuber-
culin skin test (10 mm increase in the diameter of the induration). The prison physi-
cian would like to initiate treatment for latent TB infection. Treatment options
include (1) a 9-month course of daily or twice-weekly isoniazid; (2) a 4-month
course of daily rifampin or rifabutin; or (3) a 2-month course of pyrazinamide and
rifampin or rifabutin. Jim is scheduled to be released in 6 months.

ASSESSMENT

Jim requires appropriate treatment for his latent TB infection to prevent the
occurrence of active disease. His antiretroviral therapy should also be continued
to maintain his excellent virological suppression and immunological response.

The three treatment options for latent TB considered by the physician are all
efficacious (95). However, each regimen is associated with various advantages and
disadvantages (Table 5). Selecting an appropriate treatment for latent TB requires
consideration of many factors, including potential side effects, drug interactions,
adherence, drug cost, and quality of life.

Daily or twice weekly isoniazid with pyridoxine is the first choice for treating
latent TB infection (6). This option should not be associated with any significant
pharmacokinetic interactions with Jim’s antiretroviral regimen and has the advan-
tage of low pill burden and low cost. However, there is additive risk of peripheral
neuropathy with didanosine. In addition, the duration of isoniazid therapy is quite
long and exceeds Jim’s remaining time in prison, where he is able to receive all of
his medications under direct observation. If the full course of isoniazid treatment
is not completed, there is a risk of developing active TB disease.

The shortest course of therapy for latent TB is with the combination of pyrazi-
namide plus a rifamycin. However, there have been reports of severe and fatal
hepatotoxicity with this combination in HIV-negative individuals (6); the risk of
hepatotoxicity may be further exacerbated by the nevirapine component of Jim’s
antiretroviral regimen. Therefore, it may be best to avoid using this regimen if
possible.

Rifamycin or rifabutin are potent enzyme inducers and may interact with many
antiretrovirals. With respect to Jim’s regimen, rifamycin significantly reduces
nevirapine concentrations; this interaction could theoretically be compensated for
by increasing the nevirapine dose by 50% (i.e., 300 mg twice daily) (125). This
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approach is not practical and may also increase the risk of hepatotoxicity. There-
fore, rifamycin should not be used with nevirapine. Rifabutin may be prescribed
without dosage adjustment.

Alternatively, if rifabutin is not available and rifampin is the only rifamycin
agent available, another option would be to modify Jim’s antiretroviral regimen.
Because he is virologically suppressed on his current regimen, it is possible to
replace one component of the regimen with another agent. In this case, nevirapine
could be replaced by efavirenz, which may be coadministered with rifampin
(efavirenz should be offered at a higher dose of 800 mg once daily to achieve
therapeutic concentrations in the presence of rifampin).

MANAGEMENT SUGGESTION

Based on the above considerations, the most appropriate treatment option would
be to use 300 mg rifabutin once daily for 4 months. This approach does not require
any modifications to Jim’s current antiretroviral regimen, which is conveniently
associated with once-daily dosing and low pill burden. The duration of rifabutin
therapy also allows Jim to receive all treatment doses under direct observation,
thus ensuring optimal adherence.

ANTIVIRALS

Antiviral agents are often used to treat infections of the herpes virus family, includ-
ing herpes simplex virus (HSV) type 1 and HSV-2, varicella zoster virus, and cytome-
galovirus (CMV) infections. Oral acyclovir, famciclovir, and valacyclovir are used
primarily for the treatment or suppression of HSV infections; these agents are rela-
tively well tolerated and usually have little effect on the disposition or tolerance of
concomitant antiretroviral therapy (126).

Table 5
Treatment Options for Latent Tuberculosis

Rifampin Rifampin/rifabutin
Isoniazid or rifabutin plus pyrazinamide

Pharmacokinetic Isoniazid is a weak Rifamycins and nevirapine Rifamycins and
interactions enzyme inhibitor; are potent enzyme nevirapine are potent

significant interaction inducers; risk of enzyme inducers;
not expected with negative bidirectional risk of negative bidir-
nevirapine interactions ectional interactions

Side effects Overlapping risk of Potential hepatotoxicity Risk of hepatotoxicity
peripheral neuropathy with this combination;
with didanosine risk may be further

exacerbated with
concomitant nevirapine

Other Low cost Rifabutin is more Shortest course of
Adherence concerns: expensive than rifampin, therapy
Will patient still need particularly if increased
to complete 3 months dose adjustments are
of treatment after necessary
release from prison?
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Fomivirsen is an antisense oligonucleotide indicated for the treatment and mainte-
nance of CMV retinitis in AIDS patients. Fomivirsen is administered via intravitreal
injection, and systemic absorption is minimal; hence, the risk of pharmacokinetic drug
interactions is negligible. Of more concern are the systemic medications indicated for
treatment or suppression of CMV disease, such as ganciclovir, valganciclovir, foscar-
net, and cidofovir. These antiviral drugs are usually administered for prolonged peri-
ods of time and are associated with various significant toxicities. Hence, the potential
for clinically significant interaction with antiretroviral drugs is higher. The most perti-
nent types of antiviral–antiretroviral interactions involve either overlapping or syner-
gistic efficacy or toxicity or interference with renal elimination (Table 6).

Overlapping Toxicity

Both zidovudine and ganciclovir are associated with hematologic side effects, includ-
ing neutropenia and anemia. Not surprisingly, a high rate of intolerance is observed when
zidovudine is administered concurrently with ganciclovir (40,127). Concomitant admin-
istration of 600–1200 mg of zidovudine daily and 5 mg/kg of ganciclovir once or twice
daily resulted in hematologic toxicity in 82% of AIDS patients, with neutropenia occur-
ring in 55% (128). In a controlled pharmacokinetic study, administration of 100 mg
zidovudine orally every 4 hours, five times daily, with 1 g of oral ganciclovir every 8
hours resulted in a 14.5% increase in zidovudine AUC (p = 0.032) (129). Changes in
hematologic parameters were not assessed in this study. In an open-label clinical trial,
113 patients (80 with AIDS, 33 with AIDS-related complex) were treated with 200 mg
zidovudine orally every 4 hours for a median duration of 152 days (range 5–386 days)
(127). Multiple regression analysis indicated that concurrent ganciclovir was associated
with an increased risk of anemia and thrombocytopenia.

Because of the potential for additive hematotoxicity, concomitant therapy with these
two agents is usually discouraged (130). However, if systemic ganciclovir therapy is
necessary in a patient with acute CMV retinitis who is already stabilized on a regimen
including zidovudine, options to manage this pharmacodynamic interaction include
the following:

• Discontinue one drug. In certain situations, one approach is to discontinue one medica-
tion, either temporarily or permanently. Options that were often suggested in the past
included either temporarily reducing the zidovudine dosage (126) or holding zidovudine
therapy (131) during the period of acute ganciclovir induction therapy (128,132). How-
ever, one must consider the therapeutic consequences of temporarily or permanently
discontinuing one component of an antiretroviral regimen. These practices were most
commonly followed prior to the evolution of knowledge regarding the principles of HIV
viral dynamics and development of drug resistance. Current standards of practice do not
support the use of suboptimal antiretroviral dosing or the removal of a component of a
multidrug antiretroviral regimen (103). Therefore, this approach would no longer be
considered appropriate.

• Change one agent.  A more favorable option is to switch one of the interacting agents to
another medication with a different side-effect profile. For example, zidovudine could
be replaced by another antiretroviral agent, such as abacavir, stavudine, or tenofovir
(NB: didanosine would not be a first choice replacement because of a separate interac-
tion with ganciclovir). Factors such as the comparative efficacy, side effects, cost, avail-
ability, and other drug interactions associated with the new agent need to be considered.
In addition, issues such as prior antiretroviral experience, risk of cross-resistance, cost,
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adherence, and side effects need to be considered when attempting to substitute one
drug in a current antiretroviral regimen. Alternatively, one could consider replacing
ganciclovir with another antiviral agent, such as foscarnet or cidofovir. However, given
the relative toxicity profiles of these drugs, it may be more desirable to consider
antiretroviral replacements for zidovudine first.

• Add another agent to counteract the effect of interaction. If treatment with both ganciclovir
and zidovudine are absolutely necessary, a colony-stimulating factor such as filgrastim
may be added to combat neutropenia (133). The consequences of adding yet another drug
to a patient’s regimen (as described previously) must be considered.

Synergistic or Antagonistic Antiviral Activity

In vitro experiments have demonstrated that ganciclovir can antagonize the
antiretroviral effects of zidovudine and didanosine; the combination of foscarnet and
zidovudine results in synergistic antiviral activity (40). However, the clinical signifi-
cance of these observations is unclear. In a trial of 234 patients with AIDS and CMV
retinitis, those randomized to receive foscarnet treatment had a median survival advan-
tage of 3 months compared with those treated with ganciclovir, although foscarnet was
not tolerated as well (134,135). Although the patients assigned to ganciclovir received
less antiretroviral therapy on average than those assigned to foscarnet (presumably
because of additive toxicity between ganciclovir and zidovudine), the excess mortality
could not be explained entirely by differences in exposure to antiretroviral drugs. Thus,
synergistic or antagonistic anti-HIV effects may also have contributed to the difference
in outcomes between the foscarnet- and ganciclovir-treated groups. In the era of
HAART, these pharmacodynamic anti-HIV effects may be of less clinical importance
given the wide selection of available antiretroviral agents as well as the significant
reduction in CMV disease (3,5).

Infection with hepatitis C is an increasing concern in the HIV population, particu-
larly among injection drug users, in whom coinfection rates may approach 90% (136).
The progression of hepatitis C is accelerated by the presence of HIV, particularly in the
context of increasing immunodeficiency (137), and can lead to high rates of morbidity
and mortality (138,139). Ribavirin and pegylated interferon are the standards of treat-
ment in the non-HIV-infected population, and preliminary experience in the HIV/HCV
coinfected subjects is also promising (136).

Concerns exist regarding the use of ribavirin with nucleoside analogs. Ribavirin is a
guanosine analog and inhibits the intracellular phosphorylation of zidovudine, stavudine,
and zalcitabine in vitro. This may in turn cause antagonism of anti-HIV effect of the
nucleosides, although this has not been observed clinically. Of more immediate concern
is the risk of increased toxicity because ribavirin and zidovudine are both associated
with dose-dependent anemia.

Ribavirin is also a potent inhibitor of inosine monophosphate dehydrogenase and
leads to elevated levels of dideoxyadenosine triphosphate; this didanosine metabolite is
considered to be a key culprit involved in mitochondrial toxicity, and there have been
numerous reports of pancreatitis and lactic acidosis with this combination (140–142).
Currently available treatment guidelines recommend that concomitant use of zidovudine
or didanosine with ribavirin be avoided whenever possible. If coadministration is abso-
lutely necessary, close monitoring for nucleoside toxicity (including lactic acidosis and
pancreatitis) is recommended (143).
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Table 6
Antiviral Interactions

Primary drug Interacting  drug Mechanism Effects Comments/management

Acyclovir Zidovudine Synergistic antiretroviral activity? Combination suggested to have Clinical significance unclear in era of potent
some favorable effects on sur- combination antiretroviral therapy; combina-
vival, but this has not consis- tion is usually well tolerated; no pharmacoki-
tently demonstrated (205–209) netic interaction observed (210)

Zidovudine Unknown Increased lethargy reported with Combination is usually well tolerated; no
combination (N = 1) (211) pharmacokinetic interaction demonstrated

(210)

Probenecid Probenecid inhibits renal tubular 40% increase in acyclovir AUC Unlikely to be clinically significant unless
secretion of acyclovir (212) using high doses of acyclovir

Nephrotoxins: Overlapping side-effect profiles Additive nephrotoxicity if com- Cautious use of combinations is warranted;
aminoglycosides, bined with high-dose intravenous adjust dose or dosing interval of acyclovir as
amphotericin B, acyclovir (213) well as nephrotoxin(s) in renal failure; Monitor
cidofovir, foscarnet, serum creatinine, urea three times weekly
intravenous
pentamidine

Cidofovir Nephrotoxins: Risk of additive nephrotoxicity Avoid concomitant administration if possible;
aminoglycosides, (214) monitor serum creatinine, urea, urine protein
amphotericin B, prior to each cidofovir dose
foscarnet, intra-
venous pentamidine

Probenecid Probenecid blocks active renal Decreased risk of cidofovir- Administer 2 g probenecid orally 3 hours prior
tubular secretion of cidofovir. induced nephrotoxicity to cidofovir dose and 1 g orally at 2 and 8
NB: Probenecid may interact hours after completion of cidofovir infusion
with metabolism or renal tubular (total 4 g probenecid) (214); serum creatinine,
excretion of many drugs urea, urine protein prior to each cidofovir dose;
(see the following page monitor for adverse reactions to probenecid
 for additional interactions with such as rash (usually appear after second or
 probenecid) third dose); attempt to treat with antihistamine

Continued on next page
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Table 6 (Continued)
Antiviral Interactions

Primary drug Interacting  drug Mechanism Effects Comments/management

Rifabutin Similar side effects Both agents may be associated Administer cidofovir with probenecid to mini-
with uveitis (106–109) mize risk of toxicity; reduce dose of rifabutin

or change to another agent if this is the caus-
ative drug

Probenecid Zalcitabine Probenecid inhibits renal 50% increase in zalcitabine Monitor for zalcitabine toxicity; may require
(with cidofovir) tubular secretion of zalcitabine AUC (215) zalcitabine dose reduction

Zidovudine Probenecid may inhibit zidovudine 75–115% increase in zidovudine Monitor for zidovudine toxicity, rash, and
glucuronidation or renal tubular AUC (144,145) flulike symptoms
secretion

Ganciclovir, Didanosine Increased didanosine concentra- With po ganciclovir: increase in Administer oral ganciclovir before/with
valganciclovir tion and decreased ganciclovir didanosine  concentration >100%; didanosine to minimize effect on ganciclovir

concentration decreased ganciclovir concentration absorption; monitor for didanosine toxicity
(mechanism unknown) 20% (with sequential administration) (e.g., diarrhea, pancreatitis, peripheral neuropa-

With intravenous ganciclovir: thy) and progression of CMV disease
didanosine concentration increased
>70%
Potential for increased didanosine
toxicity and decreased ganciclovir
efficacy (28,148)

Zidovudine Additive bone marrow toxicity Increased risk of neutropenia, Hold zidovudine during induction therapy with
anemia (128,132) ganciclovir; reinstitute with caution during main-

tenance or switch to alternative antiretroviral
with different side-effect profile; monitor CBC
with differential three times weekly initially,
then once weekly

Antineoplastics, Increased risk of bone marrow Cautious use of combinations is Monitor closely for blood dyscrasias
amphotericin B, toxicity warranted (130,216)
dapsone, flucytosine,
intravenous pentami-
dine, primaquine,  pyri-
methamine, TMP-SMX,
trimetrexate
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Imipenem Increased risk of seizures (217) Do not exceed 2 g/day imipenem; dose adjust
both agents in renal failure; serum creatinine,
urea

Probenecid Probenecid inhibits ganciclovir Increase in ganciclovir AUC of Avoid concomitant use because of potential
clearance 50% for increased risk of dose-related ganciclovir

toxicities, risk of probenecid side effects
(e.g., headache, gastrointestinal upset, rash,
etc.), and interference with renal elimination
of other drugs a patient may be taking
concomitantly

Foscarnet Nephrotoxins Overlapping side-effect profiles Additive nephrotoxicity (213) Cautious use of combinations is warranted;
adjust dosages of both drugs in renal failure;
serum creatinine, urea three times weekly

Didanosine Potential for drugs to compete for No pharmacokinetic interaction Drugs may be coadministered without dosage
renal tubular secretion observed (126) adjustment

Zalcitabine Potential for drugs to compete for No apparent pharmacokinetic Drugs may be coadministered without dosage
renal tubular secretion interaction observed (218) adjustment

Zidovudine Synergistic anti-HIV effect Additive/synergistic antiretroviral Clinical significance unclear in era of potent
activity observed in vitro combination antiretroviral therapy; no pharma-
(219,220) cokinetic interaction observed (221); may be

increased risk of anemia

Ribavarin Didanosine Enhanced phosphorylation of Potential for increased didanosine Cases of pancreatitis, fatal and nonfatal lactic
didanosine toxicity acidosis reported with combination (222); avoid

concomitant use whenever possible; if coadmin-
istration is necessary, routine (monthly) moni-
toring of serum lactate and amylase levels is
recommended (136,143)

Zidovudine Inhibition of zidovudine phos- May antagonize anti-HIV effect Potential for reduced activity and increased
phorylation (223); overlapping of zidovudine and lead to toxicity of zidovudine
risk of anemia zidovudine toxicity Avoid combination whenever possible; if

coadministration is necessary, regular monitor-
ing of hemoglobin is recommended (143)
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Competition for Renal Elimination

Probenecid is routinely administered with cidofovir to minimize renal toxicity; how-
ever, probenecid may in turn affect the clearance of reverse transcriptase inhibitors and
other renally excreted agents. For instance, probenecid inhibits the liver metabolism
and renal tubular secretion of zidovudine, resulting in 80–100% increases in zidovudine
AUC (144,145). However, the clinical significance of increased plasma zidovudine
concentrations is unclear because efficacy and dosing frequency are based on intracel-
lular zidovudine levels. Although it may be theoretically appealing to use probenecid
to allow administration of lower zidovudine dosages at increased intervals with subse-
quent increased convenience and lowered costs, it is generally not recommended to
combine these drugs for this purpose because the concomitant effect on intracellular
zidovudine concentrations has not been determined. In addition, probenecid may inter-
act unfavorably with other medications, and use of this combination may also be asso-
ciated with a higher incidence of probenecid-related hypersensitivity reactions in
patients with AIDS (146).

Decreased Renal Function Requiring Dosage Adjustment

Foscarnet and cidofovir can often cause nephrotoxicity, especially with high doses
and long-term administration (131,147). Patients receiving either of these agents should
have their renal function monitored routinely. Significant declines in renal function
may necessitate the dosage adjustment of concomitant therapy. In addition, coadmin-
istration of other nephrotoxic agents, such as intravenous pentamidine or aminogly-
cosides, is not advised (39).

Unknown Mechanism

Occasionally, unpredictable interactions may be observed, as with the case of
didanosine and ganciclovir. In a multiple-dose crossover pharmacokinetic interaction
study, 13 HIV-positive patients received 1 g ganciclovir every 8 hours orally and 200
mg didanosine every 12 hours orally (129). Ganciclovir and didanosine were adminis-
tered both sequentially (i.e., didanosine 2 hours before oral ganciclovir) and simulta-
neously to evaluate the effect of the didanosine buffer on the absorption of ganciclovir.
In the presence of ganciclovir, significant increases in didanosine AUC were noted
with both sequential and simultaneous administration (114.6 and 107.7%, respectively,
p < 0.001). In addition, the AUC of ganciclovir was decreased by 21.4% (p  = 0.002)
when administered 2 hours after didanosine; no significant changes in renal clearance
of either drug were observed (129).

Similar results were observed when didanosine was coadministered with intrave-
nous ganciclovir (148). In the presence of ganciclovir, both the mean AUC and peak
serum concentration of didanosine increased significantly (70.4%, p < 0.001, and
49.3%, p = 0.024, respectively). No significant changes in time to maximum serum
concentrations Tmax, half-life, or renal clearance of didanosine were observed. In the
presence of didanosine, a modest increase in ganciclovir AUC (6.2%, p = 0.018) was
noted (148). The mechanism for this interaction is unknown. Patients receiving both
didanosine and ganciclovir should be closely monitored for ganciclovir efficacy as
well as the development of didanosine-related toxicities (129,148).



Drugs for HIV-Related Opportunistic Infections 177

It should be noted that, although the buffered tablet formulation of didanosine (Videx)
was used in these studies, a comparable effect with the EC capsule formulation of
didanosine (Videx EC) cannot be ruled out (149). Similarly, because valganciclovir is
rapidly converted to ganciclovir, interactions associated with ganciclovir are expected
to occur with valganciclovir (150). The optimal doses for coadministering ganciclovir
and didanosine regarding safety and efficacy have not been determined. Therefore, cli-
nicians are advised to use this combination with caution regardless of the formulations
of either drug prescribed.

SUMMARY

Given the increasing complexity of HIV therapy, the potential for drug interactions
is extremely high. Clinicians need to be aware of the potential for interactions between
antiretrovirals and other medications used for the management or prevention of oppor-
tunistic infections. Some drug combinations may result in clinically beneficial interac-
tions, such as increasing drug concentrations for agents with demonstrated dose-related
efficacy, decreasing toxicity, or reducing pill burden or dosing frequency. The increas-
ing popularity of boosted protease inhibitor therapy reflects the potential benefits of
desirable drug interactions. However, many interactions are associated with potentially
detrimental or even life-threatening effects. For instance, treatment of concurrent HIV
and pulmonary TB infection can be quite complex. Certain antimycobacterials can sig-
nificantly decrease protease inhibitor and NNRTI drug concentrations, which may lead
to suboptimal viral suppression and possible viral resistance. Conversely, antimyco-
bacterial therapy may be compromised by concomitant antiretrovirals; reduced drug
levels may result in TB breakthrough, and increased antimycobacterial concentrations
may increase the risk of dose-related toxicities if appropriate dosage adjustments are
not made.

To avoid compromising therapeutic efficacy or increasing drug toxicity, practitio-
ners need to be aware of potential interactions within complex individual drug regi-
mens. Absorption interactions can usually be avoided by separating drug administration
times; metabolic interactions may often be managed by adjusting drug dosages or dos-
ing intervals. Interactions involving overlapping or synergistic toxicities may require
the substitution of one drug by another with a different side-effect profile.

In the absence of specific data, being familiar with the pharmacokinetic and pharma-
codynamic characteristics of the particular agents may assist clinicians in predicting
the likelihood of possible interactions. Management options will depend on factors
such as the mechanism and the clinical significance of the interaction, the availability
of therapeutic alternatives, patient convenience, and cost.
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Drugs for Tuberculosis
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INTRODUCTION

Tuberculosis (TB) remains one of the most prevalent infectious killers on the planet.
Given the broad range of interactions associated with rifamycins, it is highly likely TB
patients will be at risk of drug interactions. Since TB and human immunodeficiency
virus (HIV) often co-exist as infections, it is inevitable that drug interactions will occur
in this population.

STANDARD TREATMENTS FOR TUBERCULOSIS

The treatment of TB can be highly successful, even in HIV-positive patients, when
published guidelines are carefully followed (1,2). These references are recommended
to the interested reader who is likely to face patients with TB on a regular basis because
they provide additional detail not found in this chapter. When fully susceptible or only
monoresistant TB is likely, an initial regimen of isoniazid (INH), rifampin (RIF),
pyrazinamide (PZA), and ethambutol (EMB) is used. Because of the inconvenience of
parenteral administration and the rising rates of streptomycin (SM) resistance along
the Pacific Rim, SM is now considered a second-line agent. As discussed in this chap-
ter, rifabutin (RBN) may be considered as an alternative to RIF when hepatic enzyme
induction will severely disrupt concurrent treatments, such as treatment with the HIV
protease inhibitors. The fourth drug (usually EMB) can be discontinued if the isolate is
found to be fully drug susceptible. PZA can be discontinued in patients who respond
normally after 8 weeks of treatment (1,2). Thereafter, INH and the rifamycin (RIF
or RBN) are continued for an additional 4 months or longer if the patient is slow to
respond.

Multidrug-resistant tuberculosis (MDR-TB, defined as resistance to at least INH and
RIF) is much more difficult to treat (1,2). There is no standard treatment for this condi-
tion. Further, the drugs used for MDR-TB generally are weaker and more toxic than
INH and RIF, and the duration of treatment for MDR-TB is much longer (24 months or
more). Therefore, the period over which interactions can occur is greatly extended, and
because these second-line drugs are not as effective as first line, interactions that reduce
bioavailability can adversely affect the outcome of treatment.
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ORAL ABSORPTION ISSUES
WITH THE TUBERCULOSIS DRUGS
Interactions With Food

INH and RIF show marked decreases in the maximum serum concentration (Cmax,
51 and 36%, respectively), and lesser decreases in area under the serum concentra-
tion–time curve (AUC, 9 and 10%, respectively) when given with high-fat meals
(Table 1) (3,4). EMB shows modest decreases in Cmax (17%) but not AUC; PZA only
shows a modest delay in absorption when these drugs are given with high-fat meals
(5,6). High-fat meals do not adversely affect the absorption of ethionamide (ETA),
but decrease the Cmax of cycloserine (CS) by 27% (AUC decreases by only 5%) (7,8).
Orange juice also decreases the Cmax of CS by about 13% (AUC decreases by only
3%), and presumably this would occur with other acidic beverages (8). In contrast,
high-fat meals increase the Cmax of clofazimine (CF) and p-aminosalicylic acid (PAS)
granules (9,10).

Interactions With Antacids

Of the four most frequently used TB drugs, only EMB appears to be significantly
affected by coadministration with antacids (Mylanta®; Table 1) (3–6). Conflicting data
exist for INH, with our recent investigation showing no significant effect when Mylanta
was given 9 hours before INH, at the time of dosing, and then with lunch and dinner
following dosing. Antacids produced little change in the absorption of CS, ETA, PAS,
and CF, although food would be preferred with the latter two (7–10).

Interactions With H2 Antagonists

RIF is not affected by the coadministration of ranitidine (4). Data are not available
for the other TB drugs.

Malabsorption in Selected Patient Populations

Patients with known or suspected gastroenteropathies may have difficulty absorbing
some of the TB drugs normally. RIF and EMB appear to be more prone to malabsorp-
tion, with lower Cmax and AUC (11–17). RBN fares somewhat better in patients with
acquired immunodeficiency syndrome (AIDS) than RIF, as does rifapentine (RPNT)
(18–20). In one publication, INH had few problems being absorbed by AIDS patients,
although diarrhea can decrease the Cmax by 39% (11). Still, newer studies showed that
INH absorption problems may lead to treatment failures and the selection of drug resis-
tance, and that this may occur more commonly among AIDS patients compared to
others (21,22). PZA’s AUC is somewhat lower among patients with low CD4 counts
and diarrhea, but PZA is otherwise well absorbed (11,12).

The precise reasons for drug malabsorption in AIDS patients are not known but may
include HIV-related achlorhydria, HIV enteropathy, and opportunistic infections of the
gastrointestinal (GI) tract, such as cryptosporidiosis (23–27). There also is some anec-
dotal experience suggesting that patients with cystic fibrosis and diabetes mellitus may
be susceptible to similar absorption problems. When TB patients do not respond as
expected to drug treatment, therapeutic drug monitoring (TDM) may be used to iden-
tify the problem and to guide the dose adjustments (17).
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Table 1
Effects of Food and Antacids on the Absorption of Antituberculous Drugs

Drug Effect of food Effect of antacids Clinical implications

Aminosalicylic acid Acidic beverage or yogurt Small decrease in absorption Give PAS granules with acidic beverage or with food; avoid
(PAS) granules prevents release in stomach, antacids if possible

thus reducing nausea; food
increases absorption

Ciprofloxacin Delayed Tmax, but minimal Large decrease in Cmax and Do not coadminister with di- and trivalent cations, including
effect on AUC AUC antacids

Cycloserine Food decreases Cmax 17%; Antacids slightly increase Do not coadminister with food if possible
no effect on AUC Cmax

Ethambutol Delayed Tmax, 16% decrease 28% decrease in Cmax and May be given with food; do not coadminister with antacids
in Cmax, but minimal effect 10% decrease in AUC
on AUC

Ethionamide No significant effect No significant effect Can be coadministered with food and antacids

Isoniazid Food, especially carbohy- 0–19% decrease in AUC Do not coadminister with meals; do not coadminister with
drate-based meals, signifi- antacids whenever possible
cantly reduces isoniazid
Cmax and AUC

Levofloxacin No significant effect Large decreases in Cmax Do not coadminister with di- and trivalent cations, including
and AUC antacids

Pyrazinamide Delayed Tmax; no effect No significant effect May be given with food or antacids
on AUC

Rifabutin No significant effect Unknown, not affected by May be given with food; do not coadminister with antacids
didanosine until studied

Rifampin Delayed Tmax, 15–36% No significant change in Do not coadminister with food; may be given with ranitidine;
decrease in Cmax, and serum concentrations, 30% avoid coadministration with antacids whenever possible
4–23% decrease in AUC decrease in 24-hour urinary

excretion

Source: References 3–10. Adapted from ref. 27 with permission.
AUC, area under the serum concentration–time curve; Cmax, peak (maximal) serum concentration; Tmax, time from drug ingestion to peak (maximal) serum

concentration.
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DRUG AND DISEASE STATE INTERACTIONS
IN PATIENTS WITH TUBERCULOSIS

INH Interactions

INH is cleared by N-acetyltransferase 2 (NAT2) to the microbiologically inactive
metabolite acetylisoniazid and subsequently to mono- and di-acetyl-hydrazine (21,28).
Because of its rapid hepatic clearance, INH is not substantially removed by hemodialysis
(29). INH does have a few clearly established drug interactions. The most significant
involve phenytoin and carbamazepine. INH has been associated with elevated concentra-
tions of both anticonvulsant agents. Phenytoin is a cytochrome P450 (CYP) 2C9 sub-
strate; carbamazepine appears to be cleared by CYP3A4 and either CYP2C8 or CYP2C9.
INH also has been described as inhibiting the clearance of diazepam (CYP3A4 and
CYP2C19), primidone (enzyme not reported), chlorzoxazone (CYP2E1), and warfarin
(CYP1A2, CYP2C9, CYP2C19, CYP3A4) (30–34).

Desta and colleagues showed that INH inhibits CYP2C19 and CYP3A4 in a concen-
tration-dependent manner (35). In their human liver microsome system, inhibition was
not demonstrated for CYP2C9 and CYP1A2 whereas INH was considered a weak non-
competitive inhibitor of CYP2E1 and a competitive inhibitor of CYP2D6 (35). Given
INH’s inhibitory effects on several P450 enzymes, it is somewhat surprising that a
longer list of interacting agents has not been identified for INH.

INH causes an initial inhibition, followed by induction of CYP2E1 (33). Therefore,
INH can alter the clearance of ethanol. INH may inhibit or promote the conversion of
acetaminophen to its putative toxic intermediate metabolite, N-acetyl-p-benzoquinone
imine, depending on the timing of the doses (33). Therefore, high-dose acetaminophen
should be avoided with INH (33,36,37).

A few studies have examined oral bioavailability interactions between INH and other
drugs. The oral bioavailability of RIF was reduced by an average of 32% in volunteers
who were administered an INH-RIF fixed-dose combination (FDC) product compared
with RIF alone (38). The decrease in bioavailability appears to be a function of the
FDC formulation and not directly caused by an interaction between INH and RIF. This
is compensated by giving a slightly higher dose of RIF (in milligrams) as the FDC
product. Coadministration of ciprofloxacin and INH results in a delay (but not a reduc-
tion in the extent) of INH absorption (39).

Rifamycin Interactions

The available rifamycins include RIF, RBN, and RPNT. Rifalazil (KRM-1648) is an
investigational agent. All of these drugs share a similar mechanism of action and in gen-
eral show cross-resistance. They are primarily cleared by esterases to the 25-desacetyl
derivatives, which retain most of the parent drugs’ activities against mycobacteria. Most
of the parent compounds and metabolites are cleared through the biliary tract, with
small amounts showing up in the urine (4,28,37). In the case of 25-desacetyl RBN,
subsequent metabolism appears to take place via CYP3A4. Because of its rapid hepatic
clearance and large molecular size, RIF is not substantially removed by hemodialysis
(29). With the exception of rifalazil, rifamycins are among the most potent known
inducers of the hepatic CYP enzyme system, with most marked effect on isoforms
CYP3A4 and CYP2C8/9 (27,40).
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RIF intracellular concentrations and the extent by which RIF is able to induce
CYP3A has been strongly correlated with P-glycoprotein levels (41). The gene that
encodes this protein is the multidrug resistance 1 (MDR1) gene. Patients with specific
polymorphisms of MDR1 have been shown to demonstrate significantly different lev-
els of P-glycoprotein activity (42). This may partially explain the wide interpatient
variability in CYP3A induction by RIF. The relative inductive potency toward CYP3A
is RIF > RPNT >> RBN (43). For certain drug substrates and metabolic pathways,
the extent of induction by rifamycins might be increased by increasing the dose and
decreased by extending the administration interval between constant doses of the rifa-
mycin. As a practical matter, drugs cleared by CYP3A4 can be assumed to be maxi-
mally induced by standard 600-mg doses of RIF. Induction of CYP3A is greater when
RPNT is given daily than when it is given every 3 days (44). Enzyme induction with
rifamycins reaches a maximum after approx 7 days of administration. Effects persist
for 7–14 days after dosing is stopped, and the pharmacodynamic effects of the affected
drug generally return to baseline levels within 2 weeks after discontinuing rifamycin
therapy (44,45).

The potent enzyme induction of CYP3A4 and CYP2C8/9 can affect the metabolism
of many other drugs when administered concomitantly, especially if they are substrates
for CYP3A4 and to a lesser degree CYP2C8/9, CYP2C19, and CYP2D6. Most hepa-
tically metabolized drugs will have shorter half-lives and are likely to display lower
plasma concentrations in the presence of RIF, RBN, or RPNT. The list of drug interac-
tions will continue to grow as new drugs are introduced and as the pathways for drug
clearance are better defined.

RBN induces and is partly metabolized by CYP3A. As a result, complex bidirectional
interactions with RBN can occur (27,40). The CYP3A-inducing effect of RBN results
in decreased concentrations of drugs. Coadministration of CYP3A inhibitors increase
the concentrations of RBN, especially 25-O-desacetyl RBN, sometimes leading to RBN
toxicity (27,40). Unlike RBN, RPNT does not offer any advantage in sparing the drug
interactions and is similar to RIF regarding drug interactions. However, because both
RPNT and RIF are not substrates for CYP enzymes, they are not the objects of drug
interactions, as is the case with RBN.

Significant variability exists among patients in the expression of the various drug-
metabolizing enzymes (17,27,40,46). Therefore, even without drug interactions, sig-
nificant interpatient variability in pharmacokinetics can be seen. Most available drug
interaction data come from small studies of healthy volunteers and focus on bidirec-
tional interactions involving only two drugs. More complex interactions commonly are
seen in the clinical setting, sometimes involving four, five, or even six drugs simulta-
neously, making it difficult, if not impossible, to anticipate the final outcomes. Patients
who receive three or more interacting drugs likely would benefit from individualized
dosing of these various drugs. Further, some of these patients have conditions, such as
HIV, that have been associated with more erratic drug absorption (17,46). TDM is avail-
able for the various TB drugs, including the rifamycins, and for the HIV protease inhibi-
tors and nonnucleoside reverse transcriptase inhibitors (NNRTIs), as well as the azole
antifungals and macrolide antibiotics. It is not uncommon for HIV-positive patients to
receive all of these classes of drugs simultaneously. TDM should be considered when-
ever the failure to achieve an immediate therapeutic response would put the patients in
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danger of adverse clinical outcomes or when the expected clinical responses have not
been seen after several weeks of therapy (17,46).

A review of rifamycin drug interactions with antimicrobials is described next. A
summary is provided in Table 2 (11,47–49).

Azoles
RIF has significant pharmacokinetic interactions with itraconazole. Concomitant

administration in both healthy volunteers and in AIDS patients has shown a reduction
(64–88%) in AUC and has also resulted in undetectable itraconazole concentrations
(50,51). Antifungal therapy with itraconazole during RIF administration has been inef-
fective (51). RIF has also been shown to significantly reduce (82%) the AUC of
ketoconazole in healthy volunteers (52). Based on these data, the concurrent use of RIF
and itraconazole or ketoconazole should be avoided because of the risk of therapeutic
failure. Alternative antifungal therapies should be considered in patients taking RIF.

The magnitude of the effect of RIF on fluconazole has not been well established.
Data suggest that the coadministration results in increased rates of clearance and reduc-
tion in the AUC (23–52%) of fluconazole (53,54). Antifungal treatment failures have
also been reported with the concurrent administration of fluconazole and RIF (55).
Based on current data, fluconazole can be used with rifamycins, but the dose of flucon-
azole may have to be increased (1,56,57). There is no significant effect of fluconazole
on RIF pharmacokinetics (58).

RBN has demonstrated bidirectional interactions when administered with cyto-
chrome P450 (CYP) 3A inhibitors. The effects of fluconazole on the pharmacokinetics
of RBN showed an increase (76%) in AUC of RBN (59). The concentration of RBN’s
active metabolite, 25-desacetyl RBN, also was markedly increased. The concurrent use
of fluconazole with RBN is not recommended because of the increased risk of RBN-
associated adverse effects.

Chloramphenicol
Several case reports have described decreased chloramphenicol serum concentrations

when patients were concomitantly treated with RIF. The dose of chloramphenicol could
be increased to maintain serum concentrations; however, this would put the patient at
greater risk for aplastic anemia. Alternative therapies should be considered in patients
taking RIF (60,61).

Dapsone
RIF and RBN have been associated with a significant increase (50–70%) in the clear-

ance of dapsone (19,62). The clinical significance of this interaction has not been deter-
mined. However, higher dapsone AUCs have been associated with a lower risk of
Pneumocystis carinii pneumonia (62). Dosage adjustments for patients taking dapsone
with RBN or RIF may be necessary. Patients should be monitored closely and TDM
should be considered.

Doxycycline
Treatment failures have been reported in patients with brucellosis treated with doxy-

cycline and RIF. Patients receiving RIF and doxycycline had decreased doxycycline
AUCs (59%) and higher clearances when compared to the doxycycline-plus-SM com-
bination. Alternatives to doxycycline should be considered in patients taking RIF (63).
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Table 2
Rifamycin Drug Interactions With Anti-Infective Agents

Drugs with concentrations that are
Drug class substantially decreased by rifamycins Comments

Anti-Infectives HIV-1 protease inhibitors Can be used with rifabutin. Ritonavir, 400–600 mg twice daily, probably
(saquinavir, indinavir, nelfinavir, can be used with rifampin. The combination of saquinavir and ritonavir
amprenavir, ritonavir, lopinavir/ritonavir) can also be used with rifampin.

Nonnucleoside reverse transcriptase inhibitors Delavirdine should not be used with any rifamycin. Doses of nevirapine
(delavirdine, nevirapine, efavirenz) and efavirenz need to be increased if given with rifampin; no dose

increase needed if given with rifabutin.

Fluoroquinolones Based on current data, no adjustments necessary.

Metronidazole Limited data; � clearance.

NRTI (zidovudine, lamivudine) No significant clinical effect.

SMX–TMP Reduced concentrations of SMX/TMP; clinical effects unknown.

Macrolide antibiotics (clarithromycin, erythromycin) Avoid concomitant administration of clarithromycin and rifampin or
rifabutin. Azithromycin has no significant interaction with rifamycins.

Doxycycline May require use of a drug other than doxycycline.

Azole antifungal agents Itraconazole, ketoconazole, and voriconazole concentrations may be
(ketoconazole, itraconazole, voriconazole) subtherapeutic with any of the rifamycins. Fluconazole can be used

with rifamycins, but the dose of fluconazole may have to be increased.

Atovaquone, dapsone Consider alternative Pneumocystis carinii treatment or prophylaxis.
Chloramphenicol Consider an alternative antibiotic.

Source: Adapted from ref. 49 with permission.
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Fluoroquinolones
Limited data exist regarding the interaction between fluoroquinolones and rifamycins.

Currently, there is no evidence for significant pharmacokinetic or pharmacodynamic
interactions in humans. Total plasma clearance may be increased, but peak/minimum
inhibition concentration (MIC) ratios and efficacy are not significantly affected (64,65).
Based on current data, dosage adjustment of either agent is not necessary.

Macrolides
The combination of clarithromycin and RIF resulted in reduced mean peak

clarithromycin concentrations (87%) when compared to clarithromycin monotherapy
(59). The concentrations of the active metabolite of clarithromycin, 14-OH clarithro-
mycin, were not affected. Based on current data, RIF can decrease the efficacy of
clarithromycin by reducing serum concentrations. Concomitant treatment may reduce
clarithromycin’s efficacy .

Macrolide drug interactions with RBN are complex. The CYP3A-inducing effect of
RBN results in decreased concentrations of the macrolides; the macrolides, CYP3A
inhibitors, increase the concentration of RBN and its active metabolite, leading to
increased risk of RBN toxicity. The reduced affinity of azithromycin for CYP results in
fewer clinically significant interactions. However, studies evaluating the combination
of azithromycin and RBN resulted in unusually high rates of neutropenia (66).

The pharmacokinetics of clarithromycin plus RBN has been evaluated in healthy
volunteers and in HIV-positive patients (59,66,67). The concomitant administration of
the two drugs resulted in an increase in the serum concentration (76%) and AUC (99%)
of RBN and its active metabolite, 25-O-desacetyl RBN, when compared to each agent
alone. Effects of RBN on clarithromycin have demonstrated a 44% reduction in AUC
and an increase in concentrations of clarithromycin’s active metabolite, 14-OH
clarithromycin. Reports of significant adverse reactions, including neutropenia, fever,
myalgia, and uveitis, have been associated with the combination of clarithromycin plus
RBN (66,67). Based on current data, the combination of RBN and clarithromycin
should be avoided when feasible and used cautiously when necessary. Azithromycin
can be considered if macrolide therapy is necessary. TDM should be used to monitor
for efficacy and risk of adverse effects.

Metronidazole
Limited data have shown that RIF increases the clearance of metronidazole and

decreases the AUC (68).

Nonnucleoside Reverse Transcriptase Inhibitors
Table 3 summarizes the effects of RIF and RBN on the AUC of NNRTIs (27,57,69).

Because of the bidirectional interaction with RBN and the significant reduction in AUC
caused by RIF, delavirdine should not be used with any rifamycin (1,56,57,70,71).
Nevirapine and efavirenz can be used with either RBN or RIF; dosage adjustments
may be necessary if given with RIF (72). RBN doses may also need to be adjusted to
450 and more likely 600 mg per dose when used together with efavirenz.

Nucleoside Reverse Transcriptase Inhibitors
Zidovudine and lamivudine are not metabolized by the CYP enzymes. The efficacy of

these drugs is correlated with the intracellular concentrations of the active derivative.
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Table 3
Coadministration Rifabutin and Rifampin With Currently Approved Nonnucleoside
Reverse Transcriptase Inhibitors: Effect on the Area-Under-the-Curve (AUC) of Each Drug

Rifabutin Rifampina

Effect of rifabutin  Effect of NNRTI on Effect of rifampin Effect of NNRTI on
NNRTI on NNRTI rifabutin (predicted)b on NNRTI rifampin (predicted)b

Nevirapine � 16% NR (�) � 37% NR (unchanged)
Delavirdine � 80% � 342% � 96% Unchanged
Efavirenz � 10% � 38% � 13% Unchanged

Source: Refs. 27,57,69. Adapted from ref. 27 with permission.
a Rifapentine produces approx 85% of the effects seen with rifampin.
b Predicted using existing knowledge regarding metabolic pathways for the two drugs.
NR, not reported.
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The coadministration of RIF with zidovudine resulted in a decrease (43%) in Cmax and
AUC (47%) of zidovudine. Decreased plasma concentrations have not been shown to
reduce the concentration of the intracellular metabolite (73). Therefore, RIF has not been
proven to impact the clinical effect and antiviral activity of zidovudine (45).

Protease Inhibitors

The protease inhibitors are CYP3A substrates and inhibitors and therefore exhibit a
bidirectional interaction. Table 4 summarizes the effects of RIF and RBN on the AUC
of protease inhibitors (27,57,70). Because of the profound effects of RIF and RPNT on
the AUCs of saquinavir, indinavir, nelfinavir, and amprenavir, concomitant adminis-
tration is discouraged (74–79). RBN should be used if combination therapy is neces-
sary (80,81). However, because of the bidirectional interaction and the potential for
intolerance, RBN or protease inhibitor dosage adjustments may be warranted
(77,79,82). The effects of RIF on the AUC of ritonavir and the combination of
saquinavir and ritonavir are less pronounced. Based on current data, ritonavir or
saquinavir and ritonavir can be used in combination with RIF (1,56,57). TDM may
help to optimize regimens for the coadministration of these agents.

Drug doses for persons with HIV coinfection who are under treatment with highly
active antiretroviral therapy often must be adjusted when rifamycins are used concur-
rently. Many interaction effects are drug specific, and an effort should be made to
obtain expert consultation and the latest available information to guide dosing.

Trimethoprim and Sulfamethoxazole

The effect of RIF on concentrations of trimethoprim/sulfamethoxazole (TMP/SMX)
was evaluated in HIV-positive patients (83). A decrease (23%) in mean AUC of TMP/
SMX was observed. The clinical significance of this interaction has not been estab-
lished, but reduced efficacy of TMP/SMX may be of concern.

Rifamycins interact with several other classes of drugs beyond those listed. Addi-
tional information regarding rifamycin interactions can be found in the article by Niemi
et al. (84) and in several other papers (85–87).

PZA Interactions

PZA is metabolized to pyrazinoic acid and 5-hydroxypyrazinoic acid, which are
subsequently cleared renally (6,28,37). PZA is removed by hemodialysis (29). It is
not associated with a large number of drug interactions. Because PZA can compete
with uric acid for excretion, patients will accumulate uric acid while on PZA. In most
cases, this is not a clinically significant problem, but in the case of patients at risk for
gout, this may precipitate a flare-up of the disease. Therefore, PZA must be used cau-
tiously in those patients. Allopurinol inhibits the clearance of PZA’s primary metabo-
lite, pyrazinoic acid, thereby exacerbating the metabolite’s inhibition of uric acid
secretion (88,89). Further, probenecid may be significantly less effective as a uricosu-
ric agent in the presence of PZA (90). Thus, the most effective management of PZA-
induced elevations of uric acid and arthralgias may be to hydrate the patient and
withhold PZA.

It has been shown that the combination of RIF and PZA in the absence of INH leads
to an unexpectedly high incidence of hepatotoxicity (91–94). It is important to stress
that this was seen in the context of 2-month regimens of RIF and PZA for latent TB
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Table 4
Coadministration of Rifabutin and Rifampin With HIV-1 Protease
Inhibitors (PIs): Effect on the Area-Under-the-Curve (AUC) of Each Drug

Rifabutin Rifampina

PI Effect of rifabutin on PI Effect of PI on rifabutin Effect of rifampin on PI Effect of PI on rifampin

Saquinavir � 45%  � 44% � 80% NR
Ritonavirb NR � 293% � 35% Unchanged
Indinavir � 34% � 173% � 92% NR
Nelfinavir � 32% � 207% � 82% NR
Amprenavir � 14% � 200% � 82% Unchanged
Atazanavir NR � 250% NR (� predicted) NR
Lopinavir/ritonavir NR � 303% � 75% NR

Source: Refs. 27,57,69. Adapted from ref. 27 with permission.
Note: (1) These are average changes, but the effect of these interactions in an individual patient may be substantially different. (2) Rifampin is

a potent inducer of CYP3A, but is not itself a CYP3A substrate. For example, concomitant delavirdine, a moderate CYP3A inhibitor, does not
change serum concentrations of rifampin. Therefore, although there are very few data at present, it is likely that protease inhibitors will not
substantially increase the serum concentrations of rifampin (the same is true of rifapentine). (3) There are no data regarding the magnitude of these
bidirectional interactions when the rifamycin is administered twice or three times weekly.

NR, not reported.
a Rifapentine produces approx 85% of the effects seen with rifampin.
b Data from only two subjects.
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infection and not during the treatment of active TB disease with INH, RIF, PZA, and
EMB. Therefore, this 2-month regimen generally should no longer be used (93). Pres-
ently, there are insufficient data from patients treated for active TB disease with PZA
but not INH to comment on the rate of hepatotoxicity under those conditions. The
precise reason for this is unknown, but it is under investigation (C. Peloquin, unpub-
lished data). It is possible that INH or one of its metabolites blocks the formation of a
hepatotoxic PZA metabolite or blocks the interaction between PZA or its metabolites
and key receptors in the liver.

Another combination of PZA that appears to have a high incidence of patient intol-
erance is PZA combined with ofloxacin or levofloxacin for latent TB infection because
of multidrug-resistant TB (95–97). It is possible that PZA or its metabolites compete
with quinolones for renal tubular secretion, although this has not been proven to date.
This regimen also cannot be recommended at this time.

EMB Interactions

EMB is cleared both hepatically and renally (5,28,37). EMB is not significantly
removed by hemodialysis (29). The specific pathways involved in its hepatic clearance
are not known. Like PZA, EMB has few documented interactions. The affect of concur-
rent antacids was described in a separate section. Because EMB can cause optic neuritis,
patients receiving other potential ocular toxins (RBN, cidofovir) should be monitored
carefully. Although RBN and cidofovir are associated with uveitis and not optic neuri-
tis, additive effects may adversely affect vision (31,98,99). Based on current data, unlike
the situation involving INH and PZA, the absence of EMB in regimens used to treat TB
does not seem to influence significantly the incidence of hepatotoxicity.

Aminoglycoside and Polypeptide Interactions

The aminoglycosides amikacin, kanamycin, SM, as well as the polypeptides capreo-
mycin and viomycin, are all primarily cleared renally (28,100,101). Aminoglycosides
are partially removed by hemodialysis (28,100). However, under clinical conditions,
especially in the intensive care setting, hemodialysis removal may be more limited. All
aminoglycosides and polypeptides can adversely affect vestibular, auditory, and renal
function. Reported differences in the incidence of these toxicities among the agents
reflect, in part, differences in the sizes and frequencies of doses studied. Elevated
serum creatinine values caused by nonoliguric acute tubular necrosis are usually revers-
ible; renal wasting of cations also may occur (28,37,100). Periodic monitoring (every
2–4 weeks) of the serum urea nitrogen, creatinine, calcium, potassium, and magnesium
should be considered, especially if other nephrotoxins (such as amphotericin B) are
used (1). Note that more frequent monitoring is necessary when using aminoglycosides
in the intensive care unit.

Vestibular changes may be noted on physical exam, and may occur independently
of, or in conjunction with, tinnitus and auditory changes. The former can be detected
using heel-to-toe walking, Romberg testing, and lateral nystagmus testing (102). Audi-
tory changes are best detected by monthly audiograms for those patients requiring pro-
longed treatment or those receiving concurrent potential ototoxins (clarithromycin,
ethacrynic acid, furosemide) (1,102). Aminoglycosides and polypeptides can potenti-
ate the neuromuscular blocking agents or may precipitate neuromuscular blockade in
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patients with myasthenia gravis (37,100). Therefore, these drugs should be used cau-
tiously in those settings.

CS Interactions

There are relatively few articles published regarding CS (103). Therefore, there is
little known regarding the potential for drug interactions with CS. This drug is renally
cleared, and there are no known metabolites (28,103). CS is cleared by hemodialysis
(104). It can cause a variety of central nervous system (CNS) disturbances, among
them anxiety, confusion, memory loss, dizziness, lethargy, and depression, including
suicidal tendencies (28). Other agents associated with any of these effects (INH, ETA,
and quinolones) may have additive CNS toxicities. CS should be used cautiously in
patients with a history of depression or psychosis or those receiving treatment for these
conditions.

It is not clear if CS can alter the potential for seizures in patients predisposed
to these events. Caution is advised, as is TDM, to ensure that concentrations do not
exceed the recommended range of 20–35 µg/mL (17,103). Older literature suggested
that CS may decrease the clearance of phenytoin, possibly leading to toxicity (37). More
recent mouse model work suggested that such a combination may actually improve sei-
zure control (105). CS is undergoing active research efforts to determine if it has syner-
gistic interactions with other drugs used for a variety of CNS conditions, including opioid
withdrawal, schizophrenia, and Alzheimer’s disease. Results to date are fairly prelimi-
nary (106–109).

ETA Interactions

ETA is extensively metabolized, including to a sulfoxide metabolite that appears to be
active against mycobacteria and that may interconvert with the parent compound
(28,110). The specific hepatic microsomal enzymes responsible for this metabolism are
not known. Little unchanged drug is excreted in the urine or cleared by hemodialysis
(104,110). ETA causes significant GI distress, and this may be additive with other such
agents. ETA may cause CNS effects, including headache, drowsiness, giddiness, depres-
sion, psychosis, and visual changes, although a causative role has not been established
(37,110). Therefore, additive effects with INH, CS, or fluoroquinolones are possible.

ETA may cause peripheral neuritis, so caution should be exercised in patients receiv-
ing other agents, such as nucleoside reverse transcriptase inhibitors, that share this toxic-
ity. ETA can cause hepatotoxicity and goiter, with or without hypothyroidism; the latter
is worsened by the concurrent use of PAS (110). Thyroid-stimulating hormone concen-
trations should be monitored periodically in patients receiving ETA. In animal models,
ETA combined with gatifloxacin and PZA proved to be a potent combination against TB
(111). Human trials are needed to follow up on these findings.

Para-Aminosalicylic Acid Interactions

PAS is metabolized by N-acetyltransferase 1 to acetyl-PAS, which is subsequently
cleared renally (9,28,104,112). Little PAS is cleared by hemodialysis, but some of the
acetyl-PAS is cleared this way (104). Older forms of PAS were particularly prone to GI
toxicity; this is substantially lessened by the granule form of the drug (112). Still, PAS
can cause diarrhea, and this can affect the pharmacokinetics of other drugs.
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Various types of malabsorption with PAS have been described, including steatorrhea
and malabsorption of vitamin B12, folate, xylose and iron. With the possible exception of
digoxin, it is not known if PAS can cause specific drugs to be malabsorbed (112).

Hypersensitivity reactions with fever, including hepatitis, can occur, and desensiti-
zation to PAS-induced hypersensitivity is not recommended (112). PAS is known to
produce goiter, with or without myxedema, and this is more frequent with concomitant
ETA therapy. This can be prevented or treated with thyroxine. Older tablet forms of
PAS that contained bentonite reduced serum RIF concentrations; this should not occur
with the granule form (112). The concurrent use of ammonium chloride with PAS is
not recommended.

CF Interactions

CF is a weak anti-TB drug and has a very unusual pharmacokinetic profile (10,28,37,
101). It is highly tissue-tropic and as a result displays a very long elimination half-life.
It is primarily excreted nonrenally, but the precise mechanisms have not been described.
Little CF is removed by hemodialysis (104). As noted in the section on interaction with
foods, oral absorption is improved when CF is given with a high-fat meal.

The most serious adverse reactions associated with CF are dose-related GI toxicities,
and these can be additive with other drugs’ effects (28,37,101). Skin discoloration may
also occur, and other drugs, including amiodarone and RBN, may make this worse. CF
can produce a statistically significant increase in the Tmax of RIF, but this interaction is
unlikely to be clinically significant. The large accumulation of CF in macrophages may
affect the function of these cells, but this has not been well defined. It is at least theoreti-
cally possible that such effects contribute to the worse outcome seen in some AIDS
patients who received CF as part of their regimen for disseminated Mycobacterium
avium complex infection. CF is under study as a potential adjuvant to cancer chemo-
therapy in the hope that it may reduce or reverse acquired multidrug resistance (113).

MANAGEMENT OF PATIENTS COINFECTED
WITH TUBERCULOSIS AND HUMAN IMMUNODEFICIENCY VIRUS

The Centers for Disease Control and Prevention has published guidelines for the
management of TB in patients coinfected with HIV (1,56,57). Clinicians should look
for a paradoxical worsening of TB symptoms on the introduction of anti-HIV therapy,
presumably caused by the reconstitution of the immune system (1,56,57). In general,
the guidelines recommend the use of RBN instead of RIF in an attempt to minimize
drug interactions. It is very important to bear in mind that most interaction studies
involving the anti-HIV protease inhibitors were performed in small numbers (8 to 10)
of healthy volunteers. These volunteers received only two drugs under controlled con-
ditions, and most of the studies were either single-dose or short-term dosing studies.

Table 5 summarizes the current data available on drug interactions between protease
inhibitors and antituberculosis drugs other than rifamycins (27,114). How these results
compare to what is seen in patients receiving multiple drugs under “real-world” condi-
tions is unknown. It is our practice to “trust but verify” by measuring the serum con-
centrations of the various drugs (antimycobacterial drugs, oral azole antifungals, and
anti-HIV protease inhibitors) to verify adequate dosing (17,27). Further research is
required to refine this approach.
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Table 5
Predicted Potential for Drug–Drug Interaction Between HIV Protease
Inhibitors and Antituberculosis Drugs Other Than Rifamycins

Effect of drug X Effect of PI on
Drug Metabolism Effect on CYP3A on PI (predicted)a drug X (predicted) a

Isoniazid Acetylation > CYP b Mild inhibitor No change in indinavir None
Pyrazinamide Deamidase > xanthine oxidase None known (None) (None)
Ethambutol Renal > CYP b None known (None) (None)
Ethionamide CYP b None known Unknown (Increase)
PAS Acetylation None known (None) (None)
Quinolones Renal > CYP None known (None) (None)
Aminoglycosides Renal None known (None) (None)

Source: Adapted from ref. 27 with permission.
a Predicted using existing knowledge regarding metabolic pathways for the two drugs.
a Precise hepatic metabolic pathway has not been defined.

205
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NONTUBERCULOUS MYCOBACTERIAL INFECTIONS

The nontuberculous myobacterial (NTM) infections comprise a substantial list of
infections caused by various slow- and rapid-growing mycobacteria. The management
of such infections has been summarized elsewhere (115,116). Clinicians should be
aware that there are differences between HIV-infected and noninfected hosts as far as
disease presentation and management. It is important to consider the drug interactions
described above for TB because many of these same drugs are used to treat NTM infec-
tions. Advanced-generation macrolides (azithromycin, clarithromycin) are frequently
used to treat NTM infections, such as M. avium complex, and clarithromycin has been
associated with many CYP3A4 interactions (30,37,86,116). In particular, bidirectional
interactions involving RBN and clarithromycin should be anticipated (117). RIF causes
a more pronounced decline in clarithromycin concentrations than RBN (118,119).

CASE STUDY 1
R.G. is a 46-year-old homosexual male diagnosed with HIV 2 years ago. His

current HIV regimen includes 400 mg delavirdine (Rescriptor®) three times a day
orally, 300 mg lamivudine (Epivir®) daily, and zidovudine 300 mg (Retrovir®)
orally twice daily. R.G.’s viral load has been below 50 ribonucleic acid (RNA)
copies/mL, and his CD4 count was 340 cells/mm3. R.G. was recently admitted to
the hospital following complaints of cough, fevers, and night sweats. Sputum cul-
tures were positive for acid-fast bacillus. A rifamycin-containing tuberculosis regi-
men was initiated and included 300 mg RBN daily, 300 mg INH daily, 1500 mg
PZA daily, 800 mg EMB daily. RBN was selected because of its lower interaction
potential. Three weeks later, his sputum smears were negative for acid-fast bacil-
lus; however, he developed symptoms consistent with uveitis. RBN was held, and
serum drug concentrations were obtained. Results revealed very high RBN con-
centrations and lowered delavirdine concentrations. R.G.’s NNRTI was changed
to 200 mg nevirapine (Viramune®) orally twice a day, and therapy with RBN was
restarted to complete the TB treatment course. Nevirapine and efavirenz are the
suggested NNRTIs to be used in combination with rifamycins. Dosage adjustments
may be necessary.

CASE STUDY 2
K.J. is a 42-year-old female inpatient being treated for prosthetic valve endo-

carditis. Past medical history is significant for heroin intravenous drug abuse and
cocaine. Cultures were 3-of-3 positive for Staphylococcus epidermidis. The fol-
lowing treatment regimen was initiated: 1 g vancomycin intravenously every 12
hours and 300 mg RIF orally every 8 hours for 6 weeks and 70 mg gentamicin
intravenously every 8 hours for 14 days. On day 21 of therapy, K.J. began having
low-grade fevers. Her white blood cells (WBCs) increased from 10 × 103/mm3 to
17 × 103/mm3 and continued to rise. Her serum creatinine also increased to 1.9
mg/dL. Microscopic analysis of urine revealed 60–80 WBCs and the presence of
more than 105 CFU/mL Candida albicans. One blood culture of 2 was also posi-
tive for C. albicans. She was started on voriconazole loading dose and then 300
mg intravenously twice a day. Her PICC line was changed, and the vancomycin
and RIF were continued. Despite treatment, K.J. continued to have fevers and an
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elevated WBC count. After further negative workup, it was decided to change
antifungal treatment to fluconazole. Itraconazole, ketoconazole, and voriconazole
concentrations may be subtherapeutic when concomitantly administered with any
of the rifamycins. Fluconazole can be used with rifamycins, but dosage adjust-
ments may be necessary. Treatment courses were completed.

CONCLUSION

The discussion in this chapter highlights the need for the careful introduction of the
TB drugs into existing drug regimens. In particular, rifamycins can seriously disrupt
ongoing treatment, with potentially serious consequences. Although the role of TDM
remains to be better defined for these situations, it does offer the potential to untangle
multidirectional drug interactions.
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Quinolones

David R. P. Guay

INTRODUCTION
Drug–drug interactions can be categorized into those originating from pharmacoki-

netic mechanisms and those originating from pharmacodynamic mechanisms. Phar-
macokinetic interactions are those that result in alterations of drug absorption,
distribution, metabolism, and elimination; pharmacodynamic interactions occur when
one drug affects the actions of another drug. This chapter deals only with the pharma-
cokinetic and pharmacodynamic interactions of fluoroquinolone (hereafter referred to
as quinolone) with non-antimicrobial agents. Additive, synergistic, or antagonistic
antimicrobial activity interactions between quinolones and other antimicrobials are
not discussed.

Some drug interactions can be predicted from the chemical structure of the agent, its
pharmacological activity, its toxicological profile, and other characteristics determined
in its premarketing evaluation. Other interactions cannot be prospectively predicted
and can only be detected through intense, large-scale clinical studies or postmarketing
surveillance. The quinolones exhibit drug–drug interactions of both types.

There are a number of problems in the prospective clinical evaluation of drug–drug
interactions in humans. First, there may be ethical concerns when administering inter-
acting drug combinations to patients or volunteers, depending on the potential conse-
quences of the interaction. Second, because there are an endless number of drug
combinations, doses, and timings of administration that could be investigated, it is eco-
nomically impossible to fund all possibilities. Third, the prospective evaluation of an
interaction in a manageable number of patients is unlikely to uncover a rare interaction.
Finally, studies that are carried out in normal volunteers and demonstrate a pharmacoki-
netic interaction, such as decreased absorption of a drug, may be of uncertain clinical
relevance.

Despite these obstacles, delineating the frequencies and types of pharmacokinetic
interactions of the quinolones with other drugs is important for several reasons. Because
quinolones are often administered orally, absorptive interactions may compromise the
efficacy of antimicrobial therapy. Because of their breadth of activity, agents of this
class find substantial use in the critically ill and elderly, many of whom receive poten-
tially interacting medications (1–3). Because the elderly have an increased sensitivity
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to drug-induced toxicity and experience more adverse drug reactions, they may also
exhibit an increased incidence and severity of drug–drug interactions. Finally, the
quinolones are such a structurally diverse group that the extrapolation of drug–drug
interactions from one to another of these agents may not be appropriate.

PHARMACOKINETIC INTERACTIONS
Absorption Interactions

The deleterious effect of multivalent cations on the oral bioavailability of quinolones
was first reported in 1985 (4). Since this pivotal report, numerous investigations have
duplicated and extended this observation; these are detailed in Table 1 (4–64).

The concomitant oral administration of magnesium- or aluminum-containing antacids
has been found to result in 6- to 10-fold decreases in the absorption of oral quinolones.
Even when dose administrations of the agents were separated by two or more hours,
substantial reductions in quinolone absorption persisted (3,9,13–15,18,23,24,33,34,39,
41,42,45,46,48–50,65,66). Studies of the oral coadministration of calcium-containing ant-
acids with oral quinolones have produced conflicting results, with some reporting no
significant effect (6,9,15–17,19,21,24), and others reporting significant reductions in
absorption (8,13,14,17,18,20,22,23,45). Studies have also documented significant reduc-
tions in quinolone bioavailability during coadministration with calcium-fortified orange
juice and calcium polycarbophil, calcium acetate, and sevelamer hydrochloride (25–29).

Studies have documented substantial reductions in quinolone bioavailability when
coadministered with sucralfate. Again, this interaction persisted even when dose admin-
istrations of the agents were spaced two or more hours apart (38,45,52,53,55,58,61,64).
Further studies have documented substantial reductions in quinolone bioavailability when
coadministered with iron preparations or multiple vitamins with minerals such as zinc,
magnesium, copper, and manganese (33,34), although one study did not find a significant
interaction with iron (9).

It is hypothesized that the reduction in quinolone absorption is caused by the for-
mation of insoluble and hence unabsorbable drug–cation complexes or chelates in the
gastrointestinal tract (67–71). This has been confirmed in binding experiments utilizing
nuclear magnetic resonance spectroscopy (33,43,72). It appears that the complexation or
chelation involves the 4-keto and 3-carboxyl groups of the quinolones. In addition, it
appears that the presence of these ions results in impaired dissolution of the quinolones,
at least in vitro (73). It is thus not recommended to use magnesium-, aluminum-, or cal-
cium-containing antacids, sucralfate, or iron/vitamin-mineral preparations concomitantly
with quinolones. Histamine H2-receptor antagonists such as ranitidine and cimetidine,
with the exception of enoxacin (reduced bioavailability), have not been shown to alter
quinolone absorption (6,40,44,57,58,74–85). Omeprazole has also not been shown to
alter the pharmacokinetics of quinolones to a clinically significant degree (50,86,87).
Thus, these agents can be recommended as alternative noninteracting antiulcer therapy.
In addition, intensive antacid therapy has been demonstrated not to alter the kinetics of
intravenous enoxacin to a clinically significant degree (88).

Agents that alter gastric motility may affect quinolone absorption. Pirenzepine, a gas-
trointestinal tract-specific anticholinergic not available in the United States, delayed gas-
tric emptying and absorption of ciprofloxacin, thus delaying the time to achievement of
maximal serum concentration. However, the extent of absorption was not altered (40,74).
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Table 1
Effects of Multivalent Cations on Quinolone Absorption

Mean % change in

Quinolone Cation/preparation/schedule Cmax AUC Reference

Flerox AlOH/0.5, 12, 24, 36 h postquinolone –24a –17 5
Levoflox AlOH/simultaneous with quinolone –65a –44 a 6
Norflox AlOH/simultaneous with quinolone — –86a,b 7
Norflox AlOH/simultaneous with quinolone –28c –29c 8
Oflox AlOH/simultaneous with quinolone –29a –19 9
Oflox Al phos/simultaneous with quinolone –10 –3 10
Oflox Al phos/simultaneous with quinolone — –7 11
Norflox Bi subsalicylate/simultaneous with quinolone — –10b 7
Cipro Bi subsalicylate/simultaneous with quinolone –13 –13 12
Cipro Ca carb/simultaneous with quinolone –38a –41a 13
Cipro Ca carb antacid/simultaneous with quinolone –47a –42a 14
Cipro Ca carb antacid/with meals (PO4 binder) +13 — 15
Cipro Ca carb/2 h prequinolone +22a 0 16
Cipro Ca carb/simultaneous with quinolone — –29a,b 17
Cipro Ca carb/(tid × 11 doses) 2 h after Dose 10 –24a –14 18
Gati Ca carb/simultaneous with quinolone –7 –8 19

2 hours prequinolone –13 –8
2 hours postquinolone +2 0

Levoflox Ca carb/simultaneous with quinolone –23 –3 6
Lomeflox Ca carb/simultaneous with quinolone –14a –2 20
Moxi Ca carb/simultaneous with quinolone –15a –2 21

+12 and 24 hours postquinolone
Gemi Ca carb/simultaneous with quinolone –21a –17a 22

2 hours prequinolone –11 –10
2 hours postquinolone 0 –7

Norflox Ca carb/simultaneous with quinolone –28c –47a,c 8
Norflox Ca carb antacid/simultaneous with quinolone –66a –63a 23
Norflox Ca carb antacid/simultaneous with quinolone –66 –62 22
Oflox Ca carb/simultaneous with quinolone — 0b 17
Oflox Ca carb/simultaneous with quinolone –18 +10 9
Oflox Ca carb antacid/2 hours prequinolone +3 –4 24

24 hours prequinolone +9 –4
2 hours postquinolone +3 –3

Cipro Ca acetate/simultaneous with quinolone –50a –51a 25
Cipro Ca polycarbophil 1200 mg (5.0 mmol Ca)/ –64a –52a 26

Simultaneous with quinolone
Cipro Ca-fortified orange juice/simultaneous with quinolone –41a –38a 27
Gati Ca-fortified orange juice/simultaneous with quinolone –14 –12a 28
Levo Ca-fortified orange juice/ –23a –14a 29

Ca-fortified orange juice + milk/ –24a –16a

(Both simultaneous with ready-to-eat cereal and quinolone)
Moxi Ca lact-gluc + carb/ 21

Immediately before and 12 + 24 hours after quinolone –15a –2
Cipro Didanosine (+ cations)/3 doses 30

(Dose 3 simultaneous with quinolone) –93a –98a

Continued on next page
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Table 1 (Continued)
Effects of Multivalent Cations on Quinolone Absorption

Mean % change in

Quinolone Cation/preparation/schedule Cmax AUC Reference

Cipro Didanosine (+ cations)/6 doses –16 –26a 31
(Quinolone 2 hours predidanosine)

Cipro Didanosine (– cations)/simultaneous with quinolone –8 –9 32
Cipro Fe gluc/600 mg simultaneous with quinolone –57a –64a 33
Cipro FeSO4/300 mg simultaneous with quinolone –33a –42a 33
Cipro FeSO4/325 mg tid × 7 days –75a –63a 34
Cipro FeSO4/simultaneous with quinolone –54a –57a 35
Gati FeSO4/simultaneous with quinolone –52 –28 36
Gati FeSO4/simultaneous with quinolone –54a –35a 19

2 hours prequinolone –12 –10
2 hours postquinolone –3 –5

Levoflox FeSO4/simultaneous with quinolone –45a –19a 6
Lomeflox FeSO4/simultaneous with quinolone –28a –14 20
Moxi FeSO4/simultaneous with quinolone –59a –39a 37
Norflox FeSO4/simultaneous with quinolone –75a –73a 35
Norflox FeSO4/simultaneous with quinolone –97a,c –97a,c 8
Norflox FeSO4/simultaneous with quinolone — –55a,b 7
Oflox FeSO4/simultaneous with quinolone — –10a,b 11
Oflox FeSO4/simultaneous with quinolone –36a –25a 35
Oflox FeSO4/simultaneous with quinolone +9 +35 9
Gemi FeSO4/3 hours before quinolone –20a –11 38

2 hours after quinolone –4 –10
Norflox Mg OH/simultaneous with quinolone — –90a,b 7
Levoflox Mg O/simultaneous with quinolone –38a –22a 6
Norflox Mg trisilicate/simultaneous with quinolone –72a,c –81a,c 8
Oflox Mg trisilicate/simultaneous with quinolone –2 +19 9
Cipro Mg/Al antacid/simultaneous with quinolone –81a –84a 14
Cipro Mg/Al antacid/5–10 minutes prequinolone –80a –85a 39

2 hours prequinolone –74a –77a

4 hours prequinolone –13 –30a

6 hours prequinolone 0 +9
2 hours postquinolone +32a +7

Cipro Mg/Al antacid/10 doses over 24 hours prequinolone –93a –91a 40
Cipro Mg/Al antacid/with meals (PO4 binder) –65 — 15
Cipro Mg/Al antacid/24 hours prequinolone –94a — 4
Enox Mg/Al antacid/0.5 hours prequinolone –70a –73a 41

2 hours prequinolone –38 –48a

8 hours prequinolone –9 –17
Gati Mg/Al antacid/2 hours prequinolone –45a –42a 42

Simultaneous with quinolone –68a –64a

2 hours postquinolone –3 –18a

4 hours postquinolone +3 +1
Lomeflox Mg/Al antacid/simultaneous with quinolone –46a –41a 43
Moxi Mg/Al antacid/simultaneous with quinolone –61a –59a 44

2 hours postquinolone –7 –26a

4 hours prequinolone –1 –23a

Continued on next page
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Table 1 (Continued)
Effects of Multivalent Cations on Quinolone Absorption

Mean % change in

Quinolone Cation/preparation/schedule Cmax AUC Reference

Norflox Mg/Al antacid/simultaneous with quinolone –95a — 23
2 hours postquinolone –24a –20

Norflox Mg/Al antacid/simultaneous with quinolone –95 –98 45
2 hours postquinolone –24 –22

Oflox Mg/Al antacid/10 doses over 24 hours prequinolone –73a –69a 40
Oflox Mg/Al antacid/2 hours prequinolone –30a –21a 24

24 hours prequinolone –5 –5
2 hours postquinolone +3 +5

Oflox Mg/Al antacid/simultaneous with quinolone –24 — 46
Peflox Mg/Al antacid/13 doses; Quinolone 1 hour after Dose 10 –61a –54a 47
Ruflox Mg/Al antacid/Simultaneous with quinolone –43a –38a 48

4 hours postquinolone +6 –15a

Tema Mg/Al antacid/8 doses per day prior to study and 5 doses –59a –61a 49
on study day

Trovaflox Mg/Al antacid/10 PM the night before and 1 and 3 hours –60 –66 50
     after meals and at bedtime on the study
     day and 0.5 hours before quinolone
10 PM the night before and 1 and 3 hours –11 –28
     after meals and at bedtime on the study
     day and 2 hours after the quinolone

Gemi Mg/Al antacid/3 hours before quinolone –17a –15 51
10 minutes after quinolone –87a –85a

2 hours after quinolone +10 +3
Cipro Multivit with Zn/once daily × 7 days –32a –22a 34
Cipro Multivit with Fe/Zn/once simultaneous with quinolone –53a –52a 33
Norflox Na HCO3/simultaneous with quinolone +5c +5c 8
Cipro Sevelamer hydrochloride/seven 403-mg caps 25

Simultaneous with quinolone –34a –48a

Cipro Sucralfate/1 g 6 and 2 hours prequinolone –30a –30a 52
Cipro Sucralfate/1 g qid × 1 day then simultaneous with quinolone –90a –88a 53
Cipro Sucralfate/2 g bid × 5 doses 54

Quinolone simultaneous with Dose 5 –95a –96a

Quinolone 2 hours before Dose 5 +5 –20
Quinolone 6 hours before Dose 5 0 –7

Enox Sucralfate/ 1 g simultaneous with quinolone –91a –88a 55
1 g 2 hours prequinolone –51a –54a

1 g 2 hours postquinolone 0 –8
Flerox Sucralfate/1 g qid × 12 doses –26a –24a 56

Quinolone simultaneous with Dose 5
Levoflox Sucralfate/1 g 2 hours postquinolone +14 –5 57
Lomeflox Sucralfate/1 g 2 hours prequinolone –30a –25a 58
Lomeflox Sucralfate/1 g simultaneous with quinolone –65a –51a 20
Moxi Sucralfate/1 g simultaneous with quinolone –71a –60a 59

+ 5, 10, 15, 24 hours postquinolone
Norflox Sucralfate/ Simultaneous with quinolone –90 –98 45

2 hours prequinolone –28 –42

Continued on next page
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Table 1 (Continued)
Effects of Multivalent Cations on Quinolone Absorption

Mean % change in

Quinolone Cation/preparation/schedule Cmax AUC Reference

Norflox Sucralfate/ 1 g simultaneous with quinolone –92 a –91 a 60
1 g 2 hours postquinolone +9 –5

Norflox Sucralfate/ 1 g simultaneous with quinolone –90 a –98 a 61
1 g 2 hours prequinolone –28 –43

Oflox Sucralfate/ 1 g simultaneous with quinolone –70 a –61 a 60
1 g 2 hours postquinolone +7 –5

Oflox Sucralfate/ Fasting + 1 g simultaneous with quinolone –70 a –61 a 62
Nonfasting + 1 g simultaneous with quinolone –39 a –31 a

Spar Sucralfate/1 g qid × 8 doses; –39 a –47 a 63
Quinolone 0.5 hours post Dose 8

Spar Sucralfate/1.5 g bid × 5 doses/ 64
Quinolone simultaneous with Dose 5 –52 a –50 a

Quinolone 2 hours before Dose 5 –30 a –36 a

Quinolone 4 hours before Dose 5 +3 –8
Gemi Sucralfate/ 2 g 3 hours before quinolone –69 a –53 a 38

2 g 2 hours after quinolone –2 –8
Norflox Tripotassium citrate/simultaneous with quinolone –48 a,b –40 a,c 8
Norflox ZnSO4/simultaneous with quinolone — –56 a,b 7

% change, change from baseline or placebo control; Cmax, peak serum or plasma concentration; AUC,
area under the plasma or serum concentration–time curve; enox, enoxacin; oflox, ofloxacin; cipro, cipro-
floxacin; norflox, norfloxacin; carb, carbonate; PO4, phosphate; lomeflox, lomefloxacin; levoflox, levo-
floxacin; tid, 3 times daily; qid, 4 times daily; bid, twice daily; gluc, gluconate; trovaflox, trovafloxacin;
spar, sparfloxacin; gati, gatifloxacin; moxi, moxifloxacin; gemi, gemifloxacin; lact, lactate; multivit, mul-
tivitamin.

a Statistically significant change from baseline or placebo control.
b Based on urinary excretion data.
c Based on salivary AUC data.

N-Butylscopolamine, another anticholinergic, interacted with oral ciprofloxacin in an
identical manner (76). In contrast, absorption of ciprofloxacin was accelerated by the
gastrointestinal motility stimulant metoclopramide; again, the extent of absorption was
unaltered (76). Similarly, cisapride accelerated the absorption of sparfloxacin, resulting
in a significant increase in peak plasma concentration but no significant effect on the
extent of absorption (63). These quinolone–drug interactions are thought to be of no
clinical importance during usual multiple-dose regimens.

The absorption of temafloxacin and ciprofloxacin has been reported not to be sig-
nificantly altered in the presence of Osmolite enteral feedings (89,90). However, other
studies have found significant interaction potential between the quinolones and enteral
feedings. Concurrent administration of Osmolite and Pulmocare® enteral feedings has
been found to significantly reduce single-dose ciprofloxacin bioavailability as assessed
using Cmax (mean –26 and –31%, respectively) and area under the serum concentra-
tion-vs-time curve (AUC; mean –33 and –42%, respectively) data (91). Concurrent
administration of Sustacal® enteral feeding orally has been found to significantly reduce
single-dose ciprofloxacin bioavailability as assessed using Cmax (mean –43%) and AUC
(mean –27%) data. In the same study, continuous administration of Jevity® enteral
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feeding via gastrostomy and jejunostomy tubes was found to significantly reduce single-
dose ciprofloxacin bioavailability as assessed using Cmax (mean –37 and –59%, respec-
tively) and AUC (mean –53 and –67%, respectively) data (92). Concurrent administration
of Ensure® enteral feeding has been found to significantly reduce single-dose cipro-
floxacin and ofloxacin bioavailability as assessed using Cmax (mean –47 and –36%, re-
spectively) and AUC (mean –27 and –10%, respectively) data. However, the extent of
the interaction was significantly greater for ciprofloxacin than ofloxacin (93).

The interaction potential between quinolones and dairy products appears to be
quinolone specific. Studies have demonstrated no significant interaction between
lomefloxacin, fleroxacin, enoxacin, gatifloxacin, moxifloxacin, and ofloxacin and milk
(240 or 300 mL) or yogurt (250–300 mL) (20,36,94–98). In contrast, ciprofloxacin and
norfloxacin bioavailability is substantially reduced (by 28–58%) by concurrent admin-
istration with milk or yogurt (96,99,100).

Distribution Interactions
The quinolones are plasma protein bound to the extent of only 20–30%. Ciprofloxa-

cin does not displace bilirubin from albumin, which suggests that interactions involv-
ing displacement of other drugs from their carrier proteins are unlikely to occur during
coadministration of quinolones (101). The absence of such an interaction with the
quinolones may be of particular importance to elderly debilitated patients with hypoal-
buminemia who receive multiple drugs.

Metabolism Interactions
The effect of quinolones on the metabolism of antipyrine, a probe drug for hepatic

drug metabolism, has been evaluated. Ofloxacin given 200 mg twice daily for 7 days was
found not to influence antipyrine metabolism significantly (102). Similarly, 125 mg cip-
rofloxacin twice daily for 7 or 8 days was found not to influence antipyrine metabolism
significantly (103). In contrast, a regimen of 500 mg ciprofloxacin twice daily for 8 to 10
days, a clinically relevant dosing regimen, was associated with a significant mean 39%
reduction in antipyrine clearance and mean 58% increase in terminal disposition half-life
(104).

A number of case reports have documented a clinically significant drug–drug interac-
tion between ciprofloxacin and theophylline, in some cases leading to death (105–111).
A number of the quinolones have been found to reduce the hepatic metabolism of
coadministered drugs such as the xanthines theophylline (112–146) and caffeine (147–
156) (Table 2). In contrast to the absorption interactions with multivalent cations, which
appear to be generalizable to the entire quinolone drug class, differences do exist be-
tween individual quinolones in their propensity to inhibit hepatic xanthine metabolism. A
meta-analysis of quinolone–theophylline interaction studies revealed that enoxacin (and,
based on ref. 142, grepafloxacin), ciprofloxacin, and norfloxacin (in descending order)
are clinically significant inhibitors of theophylline metabolism; ofloxacin, lomefloxacin,
and (based on refs. 120, 125, 126, 137–139, 144–146, 157, 158) levofloxacin, temafloxa-
cin, trovafloxacin, sparfloxacin, gatifloxacin, moxifloxacin, gemifloxacin, and rufloxacin
are clinically insignificant inhibitors (159). Using a simple pharmacokinetic model that
allowed cross-comparison between quinolone–caffeine interaction studies, Barnett and
colleagues developed a relative potency index of quinolone interaction as follows:
enoxacin (100), ciprofloxacin (11), norfloxacin (9), and ofloxacin (0) (160).
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Table 2
Effect of Quinolones on Methylxanthine Pharmacokinetics

Mean % change in

Quinolone steady-state concentration CL t1/2 Reference

Theophylline

• Enox 400 bid +109 a 55 a — 112
• Norflox 400 bid — –8 a +9 a 113
• Norflox 400 bid — 10 +26 114
• Cipro 750 bid — –31a — 115
• Oflox 400 bid +9 a –15a — 116
• Norflox 400 bid — –15a +13 a 117

• Lomeflox 400 qd — –7 +4 a 118
• Enox 25 bid — –53 a +35 a 119

100 bid — –66 a +74 a

400 bid — –73 a +83 a

• Enox 400 bid +91 a –65 a +187 120
• Enox 400–600 bid +155 a –42 a — 120
• Tema 400 bid –55 –10 +9 121
• Enox 200 tid +118 a –65 a — 122
• Enox 400 bid +163 a –64 a +159 a 123
• Cipro 500 bid +66 a –30 a +42 a 123
• Oflox 400 bid +2 –5 +2 123
• Oflox 200 tid — 0 +6 124
• Ruflox 200 mg qd — +2 –1 125
• Spar 200 qd — –9 — 126
• Norflox 200 tid — –7 +15 124
• Enox 200 tid — –50 a +53 a 127
• Oflox 200 tid — 0 +6 127
• Norflox 200 tid — –7 +15 127
• Cipro 500 bid — –27 a — 128
• Lomeflox 400 bid — –2 — 128
• Lomeflox 400 × 1 dose +1 –2 +1 129

400 bid +8 –7 +7
• Flerox 400 bid — –6 a +9 130
• Flerox 200 bid — 0 — 131
• Enox 400 bid +243 a –74 a — 132
• Lomeflox 400 bid — +7 +3 133
• Norflox 200 tid — –4 — 134
• Enox 200 tid — –84 a — 134
• Oflox 200 tid — –11 — 134
• Cipro 200 tid — –22 a — 134
• Enox 600 bid +248 a — — 135
• Cipro 750 bid +87 a — — 136
• Levoflox 500 bid — +3 –1 137
• Trovaflox 300 qd — –8 a +13 a 138

Continued on next page
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Few other substrates have been examined. Enoxacin decreased the metabolism of
the less-active enantiomer of warfarin, R-warfarin, without potentiation of anticoagu-
lant effect (161). In addition, levofloxacin, norfloxacin, temafloxacin, trovafloxacin,
grepafloxacin, moxifloxacin, gemifloxacin, sparfloxacin, and ciprofloxacin have been
shown not to potentiate the anticoagulant effect of warfarin in healthy subjects and
patients requiring long-term anticoagulation (142,162–171). However, case reports
have documented quinolone-associated increases in prothrombin time (PT) in patients

Table 2 (Continued)
Effect of Quinolones on Methylxanthine Pharmacokinetics

Mean % change in

Quinolone steady-state concentration CL t1/2 Reference

• Trovaflox 200 qd — –7 — 139
• Oflox 200 bid — –5 +5 140
• Cipro 500 bid — –20 a +25 a 141
• Grepa 600 qd — –52 a — 142
• Gati 400 bid — 0 — 143
• Moxi 200 bid — –4 +4 144
• Moxi 200 bid — +5 +3 145
• Gemi 320 qd — –1 — 146

Caffeine

• Peflox 400 bid — –47 a +96 a 147
• Enox 400 bid — –83 a +492 a 147
• Norflox 800 bid — –35 a +23 148
• Cipro 750 bid — –45 a +58 a 149
• Cipro 750 bid +877a –145 a +116 a 150
• Oflox 200 bid — +2 –3 150
• Norflox 400 bid — –16 +16 a 151
• Cipro 100 bid — –17 +6 151

250 bid — –57 a +15 a

500 bid — –58 a +26
• Enox 100 bid — –138 a +103 a 151

200 bid — –176 a +126 a

400 bid — –346 a +258 a

• Enox 400 bid — –79 a +475 a 152
• Oflox 200 bid — +4 –3 153
• Cipro 250 bid — –33 a +15 a 153
• Enox 400 bid — –78 a +258 a 153
• Pip 400 bid — –65 a –121 a 154
• Lomeflox 400 qd –6 –3 0 155
• Trovaflox 200 mg qd — –17 — 156

% change, change from baseline or placebo control; CL, total body clearance; t1/2, elimination half-life;
enox, enoxacin; norflox, norfloxacin; cipro, ciprofloxacin; lomeflox, lomefloxacin; levoflox, levofloxacin;
tema, temafloxacin; oflox, ofloxacin; pip, pipemidic acid; trovaflox, trovafloxacin; ruflox, rufloxacin; spar,
sparfloxacin; peflox, pefloxacin; grepa, grepafloxacin; gati, gatifloxacin; moxi, moxifloxacin; gemi,
gemifloxacin; qd, once daily; bid, twice daily; tid, three times a day.

a Statistically significant difference from baseline or placebo control.
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receiving warfarin concurrently with ciprofloxacin, ofloxacin, norfloxacin, gatiflox-
acin, levofloxacin, and moxifloxacin (172–184a,184b). Pending additional informa-
tion, patients who are receiving long-term warfarin therapy in whom a quinolone is to
be used should be monitored for changes in PT/international normalized ratio (PT/
INR). Temafloxacin has been shown not to interact with low-dose heparin as measured
by changes in activated factor levels, activated partial thromboplastin time (APTT),
PT, and thrombin time (TT) tests (185).

Case reports have suggested that the quinolones may reduce the metabolism of
cyclosporin A and hence potentiate the nephrotoxicity of this agent (186–189). In
addition, results of one study conducted in pediatric renal transplant recipients sug-
gested that norfloxacin may interfere with cyclosporine disposition, as evidenced by
the difference in mean daily dose of cyclosporine required to maintain trough blood
cyclosporine concentrations of 150–400 ng/mL (4.5 mg/kg/day in norfloxacin recipi-
ents vs 7.4 mg/kg/day in nonrecipients) (190). However, numerous formal in vitro and
pharmacokinetic studies have not found a significant interaction between cyclosporine
and ciprofloxacin, pefloxacin, and levofloxacin (191–199). This suggests that these
agents may be used together with routine monitoring. In contrast, high-dose levo-
floxacin (1 g/day) significantly increases tacrolimus systemic exposure (mean 26%),
and combination therapy would appear to warrant enhanced monitoring (200).

Studies have documented nonsignificant interactions of moxifloxacin, sparfloxacin,
gemifloxacin, levofloxacin, and gatifloxacin with digoxin (201–205). Coadministration
of oral trovafloxacin and intravenous morphine results in 36 and 46% reductions in
trovafloxacin bioavailability (based on AUC and Cmax data, respectively). Morphine
pharmacokinetics and pharmacodynamics are not altered by concurrent administration
(206). Similar findings of reduced quinolone bioavailability have been noted with
coadministration of oral ciprofloxacin and intramuscular papaveretum (207). In con-
trast, oral oxycodone had no significant effect on oral levofloxacin pharmacokinetics
(208a). Ciprofloxacin significantly reduced the total body clearance, renal clearance,
and nonrenal clearance and increased the terminal disposition half-life and urinary
excretion of R(–) and S(+) mexiletine in both smokers and nonsmokers. However,
these changes were modest in degree (�20%) and suggested the absence of a clini-
cally-relevent drug interaction between the two agents (208b).

Ciprofloxacin may impair the elimination of diazepam (209), although this is contro-
versial (210). Gatifloxacin does not significantly alter the pharmacokinetics of intrave-
nous midazolam (211). Waite and coworkers demonstrated that elderly subjects are not
more sensitive than younger subjects to the inhibitory effect of ciprofloxacin on hepatic
metabolism of antipyrine (212). Similarly, Loi and coworkers demonstrated that eld-
erly subjects are not more sensitive to the inhibitory effect of ciprofloxacin on hepatic
metabolism of theophylline (213). In addition, Chandler and colleagues showed that
rifampin does not induce the metabolism of ciprofloxacin, suggesting that the two
agents may be used concomitantly in standard clinical dosing regimens (214).

In contrast, Bernard and colleagues demonstrated that rifampin does induce the
metabolism of grepafloxacin, resulting in a statistically significant 25% decrease in ter-
minal disposition half-life and a 48% increase in apparent oral clearance (215). In
addition, rifampin coadministration significantly enhanced fleroxacin apparent oral clear-
ance (mean 15%) and reduced the terminal disposition half-life (mean 19%) by signifi-
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cantly enhancing metabolic clearance by N-demethylation (no effect on N-oxidation)
(216). Examining the rifampin component of the combination, single-dose ciprofloxacin
significantly increased the terminal disposition half-life and reduced the Cmax but had no
effect on the AUC, volume of distribution, or urinary excretion of single-dose rifampin
(217a,217b). Single-dose pefloxacin significantly increased the terminal disposition
half-life, peak plasma concentration, area under the plasma concentration–time curve
(from 0–24 hours and 0–∞), volume of distribution, absorption half-life, and urinary
excretion of single-dose rifampin (217c,217d).

One case report each has suggested inhibition of clozapine, olanzapine, and metha-
done metabolism by ciprofloxacin (218–220). In a study conducted in seven patients
with schizophrenia, 250 mg ciprofloxacin twice daily caused significant elevations in
serum clozapine and N-desmethylclozapine concentrations (mean 29 and 31%, respec-
tively) after 1 week of concurrent therapy (221).

Two cases of severe methotrexate toxicity caused by concomitant use of ciprofloxa-
cin have been reported. In both cases, elimination of methotrexate after high-dose
therapy for cancer was substantially delayed with resultant dermatological, bone mar-
row, hepatic, and renal toxicity. The mechanism is unclear but may involve alterations
of methotrexate plasma protein binding, reduction in renal function (thus enhancing
drug retention), inhibition of hepatic aldolase (thus reducing drug metabolism), or inhi-
bition of renal tubular secretion (again, enhancing retention). Another issue with combi-
nation quinolone–high-dose methotrexate therapy is the effect of urinary alkalinization
(required for safe high-dose methotrexate use) on the crystalluria risk of the quinolones
(222).

A case report of lithium toxicity caused by concurrent levofloxacin use has also been
reported. It appears that an acute deterioration in renal function occurred, causing reten-
tion of lithium. Whether the deterioration in renal function was caused by the quinolone
or the combination of the two drugs is not known (223).

Ciprofloxacin and moxifloxacin have not been found to interact pharmacokinetically
and pharmacodynamically with low-dose oral contraceptives (containing 30 µg of
ethinyl estradiol and 150 µg desogestrel) (202,224). Levofloxacin does not alter the
pharmacokinetics of zidovudine, efavirenz, or nelfinavir, and ciprofloxacin does not
alter the pharmacokinetics of didanosine (30,225,226). Ciprofloxacin does not interact
pharmacokinetically with metronidazole (80) or isoniazid (227,228).

The effect of quinolones on the pharmacokinetics and pharmacodynamics of etha-
nol are uncertain. One study using healthy volunteers found there was no pharmacoki-
netic or pharmacodynamic interaction with ciprofloxacin (229). However, another
study, again using healthy volunteers, found that 750 mg ciprofloxacin twice daily
significantly reduced the ethanol elimination rate (by mean 9%, range 5–18%) and
increased the AUC (mean 12%) and time to zero blood ethanol concentration (mean
10%). This pharmacokinetic interaction was felt to be caused by the effect of cipro-
floxacin on the ethanol-metabolizing intestinal flora and not its hepatic effects (on en-
zymes and blood flow) (230). Perhaps the discrepancies between results of these two
studies are caused by differences in subject numbers (statistical power), drug doses, or
study design (randomized, parallel group vs crossover).

The effects of multiple-dose oral ciprofloxacin on the single-dose pharmacokinetics
of intravenous ropivacaine have been evaluated in nine healthy volunteers. The clear-
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ance of ropivacaine was significantly reduced (mean 31%) during concurrent therapy,
with considerable intersubject variability (range –52 to +39%). The cytochrome P450
(CYP) 1A2-mediated formation of 3-OH-ropivacaine was significantly reduced; the
AUC and 24-hour urinary excretion of this metabolite fell 38 and 27%, respectively. In
contrast, the CYP3A4-mediated formation of (S)-2′,6′-pipecoloxylidide was signifi-
cantly enhanced, as manifested by mean increases in AUC and 24-hour urinary excre-
tion of 71 and 97%, respectively (231).

A number of case reports have documented substantial reductions in serum pheny-
toin concentrations when ciprofloxacin therapy was initiated, an unexpected finding
for a drug usually associated with enzyme inhibition and reduced drug clearance
(232–237). Indeed, results of a small study revealed that ciprofloxacin cotherapy was
associated with nonsignificant reductions in mean steady-state phenytoin Cmax (4%)
and AUC (6%) (238). The mechanism underlying this interaction is unknown. In any
case, caution is warranted when coadministering phenytoin and quinolones on the
basis of this kinetic interaction as well as the epileptogenic potential of the quinolones
(quinolones and nonsteroidal anti-inflammatory drugs).

The effect of combinations of enzyme inhibitors such as ciprofloxacin plus
clarithromycin and ciprofloxacin plus cimetidine has been evaluated (213,239–241).
Interestingly, clarithromycin (1000 mg twice daily) was not found to significantly aug-
ment the effect of ciprofloxacin (500 mg twice daily) on steady-state theophylline phar-
macokinetics (240). In contrast, coadministration of cimetidine (400 mg twice daily or
600 mg four times daily) plus ciprofloxacin (500 mg twice daily) exerted a greater inhibi-
tory effect on theophylline elimination than each agent alone, although the combined
effect was less than the additive sum produced by the individual drugs (213,239,241).

The mechanism of these metabolic interactions is largely unexplored. It has been
suggested that inhibition of metabolism may be related to the 4-oxo metabolites of the
quinolones, but more recent data suggest that the sequence N* – C = N – C – N – C
(where N* = nitrogen on the piperazine ring) is the entity responsible for metabolic
inhibition (151,242). It appears that metabolic inhibition is dose related, at least for
enoxacin and ciprofloxacin (119,151).

The structure–activity relationships for in vitro inhibition of human CYP1A2 have
been investigated by Fuhr and coworkers. The 31-oxo derivatives had similar or reduced
activity and M1 metabolites (cleavage of piperazinyl substituent) had greater inhibi-
tory activity compared with the parent molecule. Alkylation of the 7-piperazinyl sub-
stituent resulted in reduced inhibitory potency. Naphthyridines with an unsubstituted
piperazinyl group position 7 displayed greater inhibitory potency than did correspond-
ing quinolone derivatives. Molecular modeling studies revealed that the keto group,
carboxylate group, and core nitrogen at position 1 are likely to be the most important
groups for binding to the active site of CYP1A2. These investigators also developed an
equation to estimate a priori using quantitative structure–activity relationship analysis
the potency of a given quinolone to inhibit CYP1A2 (243). These investigators as well
as Sarkar and coworkers also developed in vitro human liver microsome models that
may be useful in qualitatively predicting relevant drug interactions between quinolones
and methylxanthines (244,245).

Clinically, caution is advised when using any quinolone in combination with a xan-
thine compound such as theophylline. Close monitoring of serum theophylline concen-
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trations is recommended in any patient receiving these drugs. The clinical significance
of inhibited metabolism of other drugs remains unclear at present. Until further data
become available, clinicians should be aware of the possibility of reduced drug metabo-
lism resulting in adverse effects whenever the quinolones are coadministered with drugs
that depend on hepatic metabolism for their elimination.

Excretion Interactions

The quinolone antimicrobials are generally excreted into the urine at a rate higher
than creatinine clearance, implying that tubular secretion is a prominent excretory path-
way. Indeed, the administration of probenecid, a blocker of the anionic renal tubular
secretory pathway, substantially reduces the renal elimination of norfloxacin, levo-
floxacin, gatifloxacin, and ciprofloxacin, reflecting competitive blockade of quinolone
tubular secretion (246–250). In contrast, probenecid coadministration does not affect
the pharmacokinetics of moxifloxacin (251). In addition, furosemide and ranitidine
reduce the renal tubular secretion of lomefloxacin, again reflecting competitive block-
ade (252,253). There is thus a possibility that other drugs may interact with the
quinolones at this site to competitively impair their mutual renal elimination, thus el-
evating blood concentrations and perhaps enhancing therapeutic or toxic effects.

This in fact has been noted in a study of the interaction between ofloxacin and
procainamide in healthy volunteers. Ofloxacin coadministration was associated with
22 and 30% falls in procainamide oral total body and renal clearances, respectively.
However, neither the pharmacokinetics of N-acetylprocainamide nor the pharmacody-
namics of the antiarrhythmic, as assessed by standard 12-lead and signal-averaged elec-
trocardiograms, were affected by ofloxacin coadministration (254a). The 14.4%
decrease in garenoxacin clearance in recipients of pseudoephedrine, identified in a
population pharmacokinetic analysis of phase II respiratory tract infection clinical trial
data (N = 721 patients, N = 1908 plasma concentrations), was felt to be done due to
competition for active tubular secretion (254b).

PHARMACODYNAMIC INTERACTIONS

Quinolones and Nonsteroidal Anti-Inflammatory Drugs

Central nervous system toxicity, including tremulousness and seizures, is rare with
quinolones (255–262). In some cases, concurrent use of nonsteroidal anti-inflamma-
tory drugs (NSAIDs) have been noted (258,259,262,263). It was the report of multiple
cases of seizures associated with the concurrent use of enoxacin and fenbufen (an
NSAID unavailable in the United States) to Japanese regulatory authorities that led to
a plethora of investigations into the possible interaction between quinolones and
NSAIDs (262,263).

Some rat studies have suggested that NSAIDs such as fenbufen may enhance central
nervous system uptake of quinolones such as ciprofloxacin, norfloxacin, and ofloxacin
(264,265). However, other studies conducted in the same species have documented an
absence of a pharmacokinetic interaction between fenbufen and sparfloxacin, cipro-
floxacin, enoxacin, and ofloxacin (266–269). In addition, human studies have docu-
mented absence of a pharmacokinetic interaction between ciprofloxacin and fenbufen
and ketoprofen and pefloxacin or ofloxacin (270–272). Any interaction that occurs
between quinolones and NSAIDs is thus probably purely pharmacodynamic.



228 Guay

Numerous in vitro models have been utilized to elucidate the mechanisms underly-
ing the epileptogenic effects of quinolones with or without concurrent NSAID admin-
istration: voltage-clamped rat hippocampal or dorsal root ganglion or frog dorsal root
ganglion neurons in cell culture, (3H)-muscimol or GABA (γ-aminobutyric acid) bind-
ing to rat GABA synaptic receptors, and (3H)-muscimol binding to human GABA
synaptic receptors (273-278). Quinolones function as weak, dose-dependent GABAA
receptor antagonists (273,274,277,279). Quinolones vary in their potencies as recep-
tor antagonists (273–278,280–284), probably at least partly because of differences in
the degree to which their 7-piperazine substituents look like GABA (275). This recep-
tor antagonism is greatly enhanced by concurrent exposure to fenbufen or its active
metabolite, biphenyl acetic acid (274,275,277–279,281,283,285–287). Flurbiprofen,
indomethacin, ketoprofen, naproxen, and ibuprofen are much weaker potentiators
(277,284); diclofenac and piroxicam do not potentiate quinolone GABAA receptor
binding at all (276,284). This receptor antagonism appears to occur principally in the
hippocampus and frontal cortex (278,288). In vivo studies in rats evaluating the epi-
leptogenic potential of quinolones and potentiation by biphenyl acetic acid corrobo-
rated these in vitro data (289,290). The mechanism underlying this interaction is not
established but does not appear to be mediated via benzodiazepine receptor effects
(284). Studies suggested that the mechanism may involve enhanced cerebral glutamate
(an excitatory amino acid neurotransmitter) or nitric acid concentrations (291–293).

Although of theoretical interest, the pharmacodynamic interaction between
quinolones and NSAIDs is probably of little clinical relevance so long as fenbufen is
not concurrently used with a quinolone.

Quinolones and Electrophysiology

Sparfloxacin, grepafloxacin, levofloxacin, gatifloxacin, and moxifloxacin have
been associated with prolongation of the QTc interval on the electrocardiogram,
which in a few cases has been associated with the development of polymorphous
ventricular tachycardia (torsades de pointes), which in turn can degenerate into ven-
tricular fibrillation (294–303b). One case of levofloxacin-associated torsades de
pointes in the absence of QTc interval prolongation has also been reported (304).
Grepafloxacin was removed from the market by its manufacturer in October 1999
because of its electrophysiological adverse event profile.

Almost no data are available regarding the relative risk of cardiac arrhythmias with
various quinolones. In a retrospective analysis utilizing the Food and Drug Adminis-
tration adverse event reporting database from January 1, 1996, through May 2, 2001,
the rates of torsades de pointes with ciprofloxacin, levofloxacin, and gatifloxacin were
0.3, 5.4, and 27 per 10 million prescriptions, respectively (p < 0.05 for all pairwise
comparisons) (300). However, the numerous potential problems with study design pre-
clude generalizability of these results (300,301).

Numerous in vitro models have been utilized to elucidate the mechanism underly-
ing the arrhythmogenic effects of these agents: HERG (human ether-a-go-go-related
gene) potassium channels, mouse atrial tumor cells, guinea pig myocardium, and
canine Purkinje fibers (305–309). The potency of quinolones in inhibiting HERG-
mediated outward potassium currents was sparfloxacin > grepafloxacin >
moxifloxacin = gatifloxacin > levofloxacin = ciprofloxacin > ofloxacin in one study;
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for the other, it was sparfloxacin > moxifloxacin = grepafloxacin >>> ciprofloxacin
(305,309). Similar findings were noted for mouse atrial tumor cell potassium chan-
nels (sparfloxacin > moxifloxacin >> gatifloxacin = grepafloxacin) (306). In guinea
pig ventricular myocardium, prolongation of action potential duration was 41, 25,
24, and 13% for sparfloxacin, moxifloxacin, grepafloxacin, and gatifloxacin, respec-
tively, and the prolongation with levofloxacin, sitafloxacin, trovafloxacin, ciprofloxa-
cin, gemifloxacin, and tosufloxacin was essentially zero (307). Similar findings were
noted with canine cardiac Purkinje fibers (sparfloxacin > grepafloxacin =
moxifloxacin > ciprofloxacin) (308).

In vivo, quinolones again differed in their propensity to alter cardiac electrophysiol-
ogy and cause ventricular arrhythmias. In rabbits, the potency of quinolones in pro-
longing the maximum QT interval was sparfloxacin > moxifloxacin = gatifloxacin =
grepafloxacin, and ventricular tachycardia and torsades de pointes were only induced
in sparfloxacin-treated animals (306). In dogs receiving 3 and 30 mg/kg iv doses of
sparfloxacin, cardiac output and ventricular repolarization and refractory periods rose,
and heart rate fell. Blood pressure fell only after the high-dose administration. The
increase in repolarization exceeded that of refractoriness, enhancing arrhythmia vul-
nerability, and the prolongation in repolarization was of a reverse use-dependent type
(i.e., prolongation was especially enhanced at lower heart rates) (310). In dogs with
complete atrioventricular block and dogs under halothane anesthesia, oral and intra-
venous levofloxacin produced essentially no adverse electrophysiological and
hemodynamic effects, and sparfloxacin had dose-dependent arrhythmogenic, electro-
physiological, and negative chronotropic effects (311).

In summary, the in vitro and in vivo (animal) studies revealed that quinolones cause
a drug-specific, dose-dependent prolongation in QTc interval by inhibiting outward
potassium currents in myocytes. In turn, this prolongation in action potential duration
leads to a drug-specific risk of ventricular tachycardia and torsades de pointes. How-
ever, the lack of full agreement of the results of evaluations of potassium channel inhi-
bition and QT interval prolongation, in terms of relative drug potencies, suggests that
more than potassium channel inhibition may be involved (306).

In healthy volunteers, multiple doses of oral sparfloxacin (200, 400, 800 mg daily
for 3 days) produced a dose-dependent prolongation in QTc interval (mean respective
increases from baseline on day 1 = 9, 16, 28 milliseconds; day 3 = 7, 12, 26 millisec-
onds) (312). The pharmacodynamic interaction of sparfloxacin and terfenadine admin-
istered in usual therapeutic doses to healthy volunteers, in terms of QTc interval
prolongation, was additive in nature (no pharmacokinetic interaction was found) (313).
In a retrospective review of 23 patients receiving 500 mg levofloxacin once daily in
whom pre- and intratherapy electrocardiograms were available, the QTc prolongation
exceeded 30 milliseconds in 4 patients (17%) and 60 milliseconds in 2 patients (9%),
with an absolute QT prolongation to more than 500 milliseconds in 4 patients (314).
Single oral doses of 400 and 800 mg moxifloxacin caused 4.0 ± 5.1 (mean ± SD) and
4.5 ± 3.8% prolongation of the QTc interval at rest (p < 0.05 for both) in healthy volun-
teers. Significant QTc interval prolongation occurred at all heart rates and across the
entire RR interval range (400–1000 milliseconds). The effect was similar in males and
females and did not show dose dependence. No significant reverse rate dependence
was seen. Statistically significant but weak correlations existed between moxifloxacin
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Table 3
Drugs Prolonging the QTc Interval That May Potentially Interact
Pharmacodynamically With Selected Quinolone Antimicrobials

• Cisapride • Macrolides
• Trimethoprim/sulfamethoxazole (erythromycin, clarithromycin, spiramycin)
• Pentamidine • Chloroquine
• Halofantrine • Phenothiazines
• Quinidine • Tricyclic and tetracyclic antidepressants
• Procainamide • Disopyramide
• Ibutilide • Lidocaine, mexiletine (rare)
• β-Blockers (rare) • Amiodarone (rare)
• Bepridil • Lidoflazine
• Sotalol • Dofetilide
• Flecainide • Encainide

Source: From ref. 317.

plasma concentrations and QT interval (r = 0.35) and change in QT interval vs placebo
(r = 0.72) (315a).

In another healthy volunteer study, periodic and continuous ECGs were recorded
before and after administration of single doses of intravenous levofloxacin 500, 1000,
and 1500 mg. Using periodic ECG data, the only significant differences noted were the
mean QTc intervals at 1.5 hours after administration of 1500 mg (Bazett formula:
415.33 vs 399.48 milliseconds with placebo; Fredericia correction: 409.67 vs 400.46
milliseconds with placebo) and 2.0 hours after administration of 1500 mg (correspond-
ing values of 414.10 vs 398.92 and 409.58 vs 400.10 milliseconds) (all p < 0.05). Using
continuous ECG data, significant QTc interval prolongation occurred after administra-
tion of 1000 mg (Bazett correction: in 3/4 baseline correction methods, mean change
ranged from 2.8 to 3.9 milliseconds [p � 0.05]); Fredericia correction: in 1/4 baseline
correction methods, the mean change was 2.8 milliseconds [p � 0.05]) and 1500 mg
(Bazett correction: in 4/4 baseline correction methods, mean change ranged from 6.4 to
7.7 milliseconds [p � 0.001]; Fredericia correction: in 4/4 baseline correction meth-
ods, mean change ranged from 4.9 to 6.9 milliseconds [p � 0.001]) (315b).

Only one comparative study of the effect of quinolones on QTc interval in humans
has been published. Single oral doses of 1000 mg levofloxacin, 1500 mg ciprofloxacin,
and 800 mg moxifloxacin were compared in healthy volunteers. Mean QT and QTc
interval prolongation was significantly greater for moxifloxacin compared to placebo
for all end points, but it was generally not for levofloxacin and ciprofloxacin (the
exception was that the mean postdose QTc and QTc at 1.5, 2, and 2.5 hours postdose,
using the Bazett method, were significantly increased for levofloxacin vs placebo).
The proportion of subjects with prolongation in QTc interval of 30 milliseconds or
greater was higher with moxifloxacin (72–81%) compared to levofloxacin (33–38%)
and ciprofloxacin (34–40%) (316).

Caution is warranted with the use of these agents in patients receiving other drugs
with similar electrophysiological effects (Table 3) (317–319). In addition, caution is
warranted in using these agents in patients with an abnormal pretreatment QT interval,
pretreatment electrolyte abnormalities (e.g., hypokalemia, hypomagnesemia, rarely
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hypocalcemia), starvation/liquid protein fast diets, and a prior or current history of
coronary heart disease, bradyarrhythmias, or atrial fibrillation (317–319).

Quinolones and Immunosupressants

Based on the ability of the quinolones to enhance interleukin 2 production signifi-
cantly, ex vivo studies have been conducted evaluating the effect of quinolones on
lymphocyte proliferation and the ability of tacrolimus and sirolimus to inhibit it.
Quinolones had no significant effect on either human lymphocyte proliferation or the
ability of tacrolimus or sirolimus to inhibit it. Enoxacin, lomefloxacin, norfloxacin,
and ciprofloxacin were the quinolones tested. Thus, no significant pharmacodynamic
interaction between the quinolones and tacrolimus/sirolimus appears to exist (320,321).

Quinolones and Glucose Homeostasis

Case reports have documented pharmacodynamic interactions between quinolones
and oral hypoglycemics in patients with type 2 diabetes mellitus, leading to symptom-
atic, prolonged hypoglycemia. Implicated agents included oral ciprofloxacin with 5 and
2.5 mg glyburide daily (322a,322b); oral gatifloxacin with 0.5 mg repaglinide three
times daily, 5 mg glyburide daily plus 30 mg pioglitazone daily, with 3 mg glimepiride
daily (323a), 5 mg glyburide daily (323b) and insulin plus repaglinide 6 mg/day plus
vogilbose 0.6 mg/day (323c). In the cases involving gatifloxacin, the profound hypogly-
cemia occurred after the first dose of gatifloxacin and persisted until the drug was dis-
continued. After recovery of the blood glucose, oral hypoglycemic therapy was restarted,
and blood glucose values returned to pregatifloxacin baseline levels. Case reports have
also documented gatifloxacin-associated hyperglycemia, including hyperosmolar
nonketotic hyperglycemia, in patients with no history of diabetes (323c,323d).

During the postmarketing period, reports have been made to the US Food and Drug
Administration’s Medwatch® program regarding serious disturbances in glucose
homeostasis in gatifloxacin recipients. Hypoglycemic episodes, some severe, have been
reported in patients with diabetes mellitus treated with either sulfonylurea or nonsul-
fonylurea oral hypoglycemics. These events frequently occurred on day 1 of therapy
and usually within 3 days of initiating gatifloxacin therapy. Hyperglycemic episodes,
in some cases severe and associated with hyperosmolar nonketotic hyperglycemic
coma, have also been reported in patients with diabetes mellitus, mainly between days
4 and 10 of gatifloxacin therapy. Some of these hypo- and hyperglycemic events were
life threatening, and many required hospitalization. Episodes of hyperglycemia, includ-
ing hyperosmolar nonketotic hyperglycemic coma, have also occurred in patients with-
out prior documented diabetes mellitus. Elderly subjects with age-related reductions in
renal function and underlying medical problems or concomitant medications associ-
ated with hyperglycemia may be at particular risk (324a).

Glucose homeostasis abnormalities (GHAs) reported to the FDA in the Spontaneous
Adverse Event (Medwatch) program from November 1997 to September 2003, inclu-
sive, have been reviewed for the agents ciprofloxacin, gatifloxacin, levofloxacin, and
moxifloxacin. These events were identified under 14 unique coding items. Rates were
calculated using US retail pharmacy prescriptions as the denominator. These four
quinolones accounted for 16,868 adverse event reports (10,025 unique US reports). Of
these US reports, 568 were GHA reports and 25 fatal GHA reports. Gatifloxacin was
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associated with 80% of all GHA reports and 68% of fatal GHA reports. Spontaneous
reporting rates were higher for gatifloxacin than the three comparators combined for
total GHA reports (477/10 million prescriptions vs 8, p < 0.0001) and fatal GHA
reports (18 vs 0.6, p < 0.0001). GHA reports constituted 24% of gatifloxacin and 1.4%
of the combined comparator quinolone adverse event reports. For gatifloxacin, sub-
jects involved in GHA reports were older (median 74 vs 61 years old, p < 0.0001) and
were likely to be taking antibiotic medications (69 vs 14%, p < 0.0001) than subjects
with other types of adverse events. Whether or not the true population rate of GHA is
56-fold higher for gatifloxacin compared to the other quinolones can be questioned,
based on the multiple biases and limitations of the database. These data need to be
accessed in the context of other data in order to establish causality (324b).

Studies have been conducted to evaluate the mechanism of this interaction. Altered
pharmacokinetics of oral hypoglycemics do not appear to be the explanation as
gatifloxacin and moxifloxacin do not significantly alter glyburide pharmacokinetics
(202,325).

Most studies have concentrated on a pharmacodynamic etiology for this interaction.
In healthy volunteers treated for 14 days with various doses of once-daily intravenous
gatifloxacin (200, 400, 600, 800 mg), a transient, dose-dependent reduction in fasting
serum glucose concentration at the end of the infusion without corresponding changes
in serum insulin/C-peptide concentrations occurred. No drug-associated effect was
noted on predose fasting serum glucose concentrations throughout therapy or on the
dynamics of the oral glucose tolerance test (OGTT) at the end of therapy (326).

In patients with type 2 diabetes mellitus stabilized on diet and exercise therapy,
multiple oral dose gatifloxacin (400 mg once daily for 10 days) produced no significant
effects on the dynamics of the OGTT, fasting serum insulin, and glucose profiles over
6 hour after dosing on study days 1 and 10 and predose fasting insulin, glucose, and C-
peptide concentrations on study days 2, 4, 6, 8, and 11 compared to placebo. The only
significant drug-associated effect was a significant increase in the 0- to 6-hour postdose
fasting serum insulin concentrations on study day 1. In the same study, 500 mg cipro-
floxacin twice daily produced virtually identical results except that the significant drug-
associated increase in the 0- to 6-hour postdose fasting serum insulin concentrations
occurred on study day 10 (327).

In patients with type 2 diabetes mellitus stabilized on metformin or metformin-
glyburide combination therapy, 400 mg oral gatifloxacin once daily for 14 days pro-
duced an initial hypoglycemia (study days 1 and 2) caused by elevations in serum
insulin concentrations, followed by hyperglycemia (study day 4 onward). In some
cases, the hyperglycemia was symptomatic, requiring single doses of insulin for cor-
rection. Serum glucose concentrations did not always return to baseline, even by 1
month after stopping the drug (324). In a similar patient population treated with
glyburide, 10 days of 400 mg gatifloxacin once daily caused serum insulin concen-
trations to fall by 30 to 40% during OGTT. No significant effect on serum glucose
concentrations was noted (325). Last, moxifloxacin has been reported not to alter
serum insulin dynamics in patients with type 2 diabetes mellitus stabilized on
glyburide therapy. The increases reported in serum glucose 0- to 6-hour postdose
AUC (mean 7%) and Cmax (mean 6%), although statistically significant, were felt to
be clinically insignificant (202).
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At present, gatifloxacin appears to be the quinolone most associated with pertur-
bations in glucose homeostasis, especially in patients diagnosed with diabetes mellitus
and receiving insulin or oral hypoglycemic therapy. It is probably prudent to avoid the
use of gatifloxacin in such patients, considering the variety of alternative antimicrobial
agents available. If use of gatifloxacin is desired, more intensive fingerstick blood glu-
cose monitoring is warranted, with alteration of hypoglycemic dosing regimen(s) made
based on results.

PHYSICOCHEMICAL INTERACTIONS

Physicochemical interactions involve physical incompatibilities between injectable
quinolones and intravenous fluids and admixed medications. Studies of these types of
interactions involve combinations of visual inspection (for precipitation), assessment
of pH changes, and quantitation of drug and breakdown products. Table 4 illustrates
the known incompatibilities of the injectable quinolones (328a). A case report of an

Table 4
Intravenous Fluid and Admixed Drug
Incompatibilities With Injectable Quinolones

Incompatibilities

Quinolone LVP intravenous fluid Admixed drugs

Ciprofloxacin Sodium bicarbonate,a Amoxicillin, amphotericin B, amoxicillin/clavulanate,
sodium phosphate clindamycin, floxacillin, flucloxacillin, furosemide,b

cefepime,b ceftazidime, cefuroxime, heparin,c metronida-
zole, propofol,b hydrocortisone,b potassium phosphates,b

mezlocillin,c ampicillin/sulbactam,c piperacillin, ticarcil-
lin, aminophylline,c teicoplanin, magnesium,b dexameth-
asone,b phenytoin,b warfarin,b methylprednisolone,b TPNb

Gatifloxacin None reported Amphotericin B,b cefoperazone,b cefoxitin,b diazepam,b

furosemide,b heparin,b phenytoin,b piperacillin,b

piperacillin/tazobactam,b potassium phosphates,b

vancomycinb

Levofloxacin Mannitol, Acyclovir,b alprostadil,b furosemide,b heparin,b indometh-
sodium bicarbonate acin,b insulin,b nitroglycerin,b nitroprusside,b propofolb

Moxifloxacin None reported Not assessed

Ofloxacin None reportedd Flucloxacillin, cefepime,b amphotericin B,b doxorubicin,b

heparinb

Trovafloxacin Lactated Ringer’s, Aztreonam,b ceftazidime,b ceftriaxone,b dobutamine,b

(alatrofloxacin) normal saline famotidine,b furosemide,b heparin,b insulin,b magnesium
(with/without sulfate,b midazolam,b morphine,b piperacillin/
 other diluents) tazobactam,b ticarcillin/clavulanateb

Source: From ref. 328.
LVP, large volume parenteral.
a Incompatible on simulated Y-site administration as well as when used as an LVP intravenous fluid.
b Incompatible (evaluated only on simulated Y-site administration).
c Incompatible on simulated Y-site administration as well as when admixed into an LVP intravenous fluid.
d Use caution in light of the issues with mannitol and sodium bicarbonate LVP solutions and levofloxacin.
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interaction between indomethacin and ciprofloxacin, both administered as eyedrops
following phototherapeutic keratectomy, has recently been published. The interaction
appeared to be physicochemical in nature, as a precipitate containing both drugs was
deposited in the cornea (328b).

CASE STUDY 1

HPI: Mrs. Jones is a 57-year-old obese female presenting with a 1 week
history of pain and burning on urination, frequency, and urgency.

PMH: Hypertension
Hyperlipidemia
Type II diabetes
Gastroesophageal reflux disease (GERD)
Nephrolithiasis (struvite (infection) stones)

Meds: Enalapril 10 mg qd po
Simvastatin 20 mg qd po
Glyburide 10 mg qd po
Ranitidine 150 mg bid po
Nitrofurantoin 50 mg hs po

Allergies: Sulfonamides (hives), penicillins (anaphylaxis)
PE: In general, an ill-appearing female in no acute distress

BP (supine) 152/90 mmHg, pulse 104/min, temperature 101.4°F,
respirations 18/min

HEENT: PERRLA, EOM intact, fundi with KW II changes, TM clear,
oropharynx clear, upper dentures

Neck: No JVD; carotids no bruits
Lungs: Clear to A + P
CV: RRR, S1 + S2 with 1/6 SEM at left upper sternal border, no gal-

lops
Abdomen: Soft, normal BS, no bruits, slight abdominal tenderness in supra-

pubic area, no masses or hepatosplenomegaly
GU and rectal: Deferred
Back: CVA tenderness bilaterally
Extremities: Good pulses bilaterally
Neuro: Gross motor, sensory, reflex function intact, cranial nerves nor-

mal
Labs: GlyHgb 6.8% (WNL)

K+ 4.2 mmol/L (WNL)
BUN/Cr 18/1.4 mg/dL (BUN WNL, Cr slightly �)
CBC WBC = 16,400 (slightly �) with 4% bands (slightly �)
UA: packed WBCs, large LE, nitrite positive, pH 8.0

Assessment: Recurrent UTI in patient with a history of struvite stones; pre-
sumed urease-splitting organism based on urine pH

Plan: Begin empiric therapy after obtaining urine for C + S; plan to
begin ofloxacin 200 mg bid po pending C + S results

Follow-up: Culture came back positive for >105 CFU/mL3 P. rettgeri, which
was resistant to all tested agents except gentamicin, tobramycin,
norfloxacin, and ciprofloxacin. Ofloxacin was to be continued for
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a total 14-day course. Patient’s condition did not improve after sev-
eral days despite presumed adequate dosage regimen and sensitiv-
ity of pathogen in vitro. On further questioning, it was determined
that Mrs. Jones had been ingesting Maalox TC® (magnesium/alu-
minum hydroxide) several times per day for a GERD flare. After
adjusting her GERD regimen and counseling the patient to avoid
all antacids for the duration of quinolone use, her symptoms
quickly responded, and a follow-up UC was negative.

DISCUSSION

Absorption drug–drug interactions may contribute to clinical failure of
quinolone therapy. This case illustrates the potential for concurrent cation admin-
istration to reduce quinolone bioavailability sufficiently to cause clinical failure,
even when the microorganism is sensitive to the agent and the agent concentrates
in the infection compartment (i.e., the urinary tract). This list of potential interact-
ing agents is long, and even with spacing of administration of the quinolone with
the interacting agent, interactions may not be eliminated. It is best to avoid poten-
tially interacting agents during the course of quinolone therapy, if at all possible.
It is also important to note that absorption drug–drug interactions appear to be a
class effect, that is, they occur to a reasonably similar extent with all quinolones.

CASE STUDY 2

HPI: Mr. Doe is a 77-year-old male presenting with a 5-day history of
nausea, vomiting, and coarse tremors of the upper extremities.
Patient has a recent history of an acute exacerbation of chronic
bronchitis.

PMH: Chronic obstruction pulmonary disease (COPD)
Hypertension
Benign prostatic hypertrophy
Type II diabetes
Varicose veins
Kyphoscoliosis
Chronic renal insufficiency
Degenerative joint disease

Meds: Ipratropium MDI 2 puffs qid
Albuterol MDI 2 puffs qid
Theophylline SR 300 mg bid po
Prednisone 10 mg q AM po
Terazosin 10 mg qd po
Acetaminophen 1 g qid po
Ciprofloxacin 750 mg bid po

Allergies: Penicillin (rash), sulfonamides (rash)
PE: BP (supine) 160/95 mmHg, pulse 120/min, temperature 98.2°F,

respirations 30/min (labored)
HEENT: PERRLA, horizontal nystagmus, EOM intact, fundi clear, TM

clear, oropharynx clear, edentulous
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Neck: No JVD, right carotid bruit (left clear)
Lungs: Diffuse bilateral rhonchi and decreased breath sounds, egophony
CV: Irregular rate and rhythm, S1 + S2 with 3/6 SEM left lower ster-

nal border, S3 gallop
Abdomen: Normal BS, generalized guarding, no bruists, no masses or

hepatosplenomegaly
GU and rectal: Deferred
Back: Kyphoscoliosis, otherwise WNL
Extremities: Decreased dorsalis pedis and posterior tibial pulses, crepitus and

pain on knee flexion bilaterally
Neuro: Coarse tremor bilaterally in upper extremities, gross motor and

sensory function intact, cranial nerves normal, generalized hy-
perreflexia

Labs: Gly Hgb 7.2% (WNL)
K+ 5.0 mmol/L (WNL)
BUN/Cr 28/1.9 mg/dL (both slightly �)
CBC WNL
Theophylline 38 mg/L (therapeutic range 10–20 mg/L)

Assessment: Theophylline intoxication secondary to a drug–drug interaction.
Plan: Hold theophylline. Follow serial theophylline concentrations.

Stop ciprofloxacin. Substitute cefuroxime axetil 500 mg bid po.
Follow-up: Over the next 72 hours, Mr. Doe’s nausea/vomiting/course tremor

resolved, his serum theophylline concentration fell into the thera-
peutic range, and his AECB symptoms improved substantially.

DISCUSSION

Metabolic drug–drug interactions may contribute to patient morbidity because
of potentiation of pharmacological effects of the interacting drug through inhi-
bition of hepatic drug metabolism by quinolone antimicrobials. In contrast to
absorption drug–drug interactions, quinolones exhibit drug-specific degrees of
inhibition of hepatic drug metabolism. For example, enoxacin, grepafloxacin,
ciprofloxacin, and norfloxacin (in descending order of potency) are clinically
significant inhibitors of xanthine metabolism; ofloxacin, lomefloxacin, levo-
floxacin, temafloxacin, trovafloxacin, sparfloxacin, gatifloxacin, moxifloxacin,
and rufloxacin are clinically insignificant inhibitors. The choice of quinolone
may be predicated on other drugs that the patient is taking. All other things
being equal, the clinician should choose a clinically insignificant inhibitor of
hepatic drug metabolism when the patient is receiving hepatically metabolized
drugs, especially those with a narrow therapeutic margin. Although this is no
guarantee of an absence of drug–drug interaction potential, this should still sub-
stantially reduce such risk.

SUMMARY

The quinolone antimicrobials have proven to be important additions to our therapeu-
tic armamentarium based on their broad spectra of activity, favorable pharmacological
properties, and ease and cost-efficiency of administration. However, with their wide-
spread use comes the realization that drug–drug interactions will occur with these
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agents. It is important that the clinician be aware of clinically significant interactions
with these agents and pay attention to other potential interactions with drugs exhibiting
narrow therapeutic/toxic dose ratios (Table 5).
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β-Lactam Antibiotics

Melinda M. Neuhauser and Larry H. Danziger

INTRODUCTION

The β-lactam antibiotics are a large class of diverse compounds used clinically in
both the oral and parenteral forms. The β-lactam antibiotic agents have become the
most widely used therapeutic class of antimicrobials because of their broad antibacte-
rial spectrum and excellent safety profile. Reports of drug–drug interactions with the
β-lactam antimicrobials are a relatively rare phenomenon, and when interactions do
occur, they are generally minor. This chapter describes the drug–drug interactions of
the β-lactam antibiotics: penicillins, cephalosporins, carbapenems, and monobactams.

As an overview, each β-lactam drug interaction has been categorized as major, mod-
erate, or minor and is presented in Table 1. Interactions classified as major are consid-
ered well documented and have the potential to be life threatening or dangerous.
Moderate interactions are those for which more documentation is needed or potential
harm to the patient is less. Minor interactions are poorly documented, present minimal
potential harm to the patient, or occur with a low incidence.

The clinical significance of drug–drug interactions associated with the β-lactam
antibiotics and understanding of the management of these drug–drug interactions are
presented.

PENICILLIN DRUG INTERACTIONS

Acid-Suppressive Agents

The combination of various penicillins (ampicillin, amoxicillin, bacampicillin, and
amoxicillin/clavulanate) and H2-receptor antagonists (cimetidine and ranitidine) or
omeprazole has been evaluated for effects on the bioavailability of the specific penicil-
lin investigated (1–5). With the exception of bacampicillin, the bioavailability of the
penicillins was unaffected. The area under the curve (AUC) of bacampicillin was
reduced in the presence of food, ranitidine, and sodium bicarbonate (5); however,
another study did not demonstrate a difference in AUC with coadministration of
omeprazole and bacampicillin (2). The concurrent administration of most penicillins
and acid-suppressive agents poses no problems except possibly with bacampicillin.



256
N

euhauser and D
anziger

256

Table 1
Significance of β-Lactam Drug Interactions

Penicillins Cephalosporins Carbapenems Monobactam

Major In vitro aminoglycoside inactivation Contraceptives, oral estrogen
Contraceptives, oral estrogen Methotrexate
Methotrexate

Moderate In vivo aminoglycoside inactivation Acid suppressive agents Probenecid Probenecid
Aminoglycoside inactivation Iron Ganciclovir Inducers of β-lactams

in sampling serum concentrations Ethanol
Neomycin (oral) Probenecid
Probenecid Warfarin
Warfarin

Minor Acid-suppressive agents Aminoglycoside nephrotoxicity Cyclosporine
Allopurinol Calcium channel blocker Theophylline
Aspirin Cholestyramine Valproic acid
β-Adrenergic blockers Colistin
Calcium channel blockers Furosemide
Chloramphenicol Metoclopramide
Chloroquine Nonsteroidal anti-inflammatory drugs
Ciprofloxacin Phenytoin
Cyclosporine Propantheline
Heparin Theophylline
Interferon-γ
Guar gum
Khat
Metformin
Phenytoin
Proguanil
Tetracyclines
Vecuronium
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Allopurinol
An increased incidence of skin rash has been reported in patients receiving either

ampicillin or amoxicillin concomitantly with allopurinol. In an analysis of data col-
lected in 4686 patients receiving ampicillin, 252 of which were also receiving allopu-
rinol, rash was reported in 5.7% of the patients receiving ampicillin compared to 13.9%
of patients receiving both ampicillin and allopurinol (p = 0.0000001) (6). There were
no differences in age, sex, diagnosis, or admission laboratory value of serum urea ni-
trogen (BUN) that could be identified between the two groups. Similar results of an
increased incidence of a rash have also been reported in patients receiving both
amoxicillin and allopurinol (22%) vs amoxicillin alone (5.9%) (6).

Fessel attempted to determine the possible reasons for the higher incidence of rash
in patients receiving allopurinol and ampicillin (7). Fessel compared the history of
allergies to penicillin, allergies to other antibiotics, presence of hay fever, use of anti-
histamine medications, and the prevalence of asthma in 124 asymptomatic hyper-
uricemic individuals compared to 224 matched normouricemic controls. The following
results were considered significant in asymptomatic hyperuricemic subjects vs the con-
trol subjects: history of penicillin allergy (14.1 vs 4.9%), hay fever (18.8 vs 8.0%), and
use of antihistamine medications (9.9 vs 2.7%). The incidence of allergies to antibiot-
ics excluding penicillin and prevalence of asthma were not significant between groups.
The author hypothesized that hyperuricemic individuals tend to have a higher frequency
of allergic reactions; therefore, this altered immunologic state may explain the increased
incidence of ampicillin rashes rather than an ampicillin–allopurinol interaction.

The significance of this pharmacodynamic interaction tends to be minor. Clinicians
may continue to prescribe these agents concomitantly. Patients should be monitored
and counseled regarding this potential increased incidence of skin rashes when these
two agents are prescribed concurrently.

Aminoglycosides
Penicillins and aminoglycosides are commonly used in combination to treat a vari-

ety of infections. However, concomitant use of the extended-spectrum penicillin anti-
microbials may result in inactivation of the aminoglycosides. Although the majority of
interactions are reported in vitro, the potential for in vivo interactions are of concern,
especially in those patients with end-stage renal failure (8–16).

In Vivo Aminoglycoside Inactivation
McLaughlin and Reeves reported a case report of a patient undergoing hemodialysis

and receiving gentamicin for 8 day for the treatment a soft tissue infection (9). Carbe-
nicillin therapy was added on day 8. The authors reported that therapeutic serum con-
centrations for gentamicin could not be achieved despite administration of high doses
following the addition of carbenicillin. Of note, the patient received more frequent
dialysis sessions during this period, which may have also contributed to subtherapeutic
gentamicin concentrations. Uber et al. noted similar pharmacokinetic findings when
tobramycin and piperacillin were administered concomitantly in a chronic hemodialy-
sis patient (10). McLauglin and Reeves also studied this interaction in an animal model
(9). Rabbits that received only gentamicin were reported to have normal gentamicin
concentrations (n = 2); rabbits receiving carbenicillin and gentamicin had undetectable
levels at 30 hours (n = 3).
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Other investigators have described a reduction in aminoglycoside concentration
when coadministered with extended-spectrum penicillins, particularly in patients with
end-stage renal failure (11–16). Davies et al. evaluated gentamicin half-lives in the
presence of therapeutic doses of ticarcillin or carbenicillin in eight patients with end-
stage renal failure (12). In patients receiving gentamicin concomitantly with ticarcillin,
the gentamicin half-life was reduced from 31 to 22 hours, whereas gentamicin half-life
was reduced from 50 to 8 hours in patients receiving carbenicillin and gentamicin.

Halstenson et al. assessed the effect of piperacillin administration on the disposition
of netilmicin and tobramycin in 12 chronic hemodialysis patients (11). The half-life of
netilmicin was not significantly altered when netilmicin was given concurrently with
piperacillin. In comparison, the half-life of tobramycin was considerably reduced in
the presence of piperacillin (59.62 ± 25.18 vs 24.71 ± 5.41 hours). Lau et al. were
unable to document any such drug–drug interaction between piperacillin and
tobramycin in subjects with normal renal function (defined as creatinine clearances of
greater than or equal to 60 mL/minute) (17). Hitt and colleagues reported no differ-
ences in pharmacokinetic parameters of once-daily gentamicin with the
coadministration of several piperacillin/tazobactam regimens in subjects with normal
renal function (18). Similarly, Dowell et al. were unable to demonstrate differences in
the pharmacokinetic parameters of tobramycin when administered alone or with
piperacillin/tazobactam in subjects with moderate renal impairment (creatinine clear-
ance between 40 and 59 mL/minute), mild renal impairment (creatinine clearance be-
tween 20 and 39 mL/minute), or normal renal function (creatinine clearance greater
than 90 mL/minute) (19).

It has been suggested that the extended-spectrum penicillins interact chemically with
the aminoglycosides to form biologically inactive amides. The degree of inactivation is
dependent on the specific aminoglycoside and β-lactam used (12,20). In vivo inactiva-
tion of aminoglycosides occurs at such a slow rate that it appears to be clinically insig-
nificant in patients with normal renal function (17,20). Some investigators have stated
that this interaction could possibly be relevant for patients with renal failure who have
high serum concentrations of penicillins (11,12,21); therefore, close therapeutic moni-
toring of aminoglycosides is warranted in this specific clinical situation.

Neomycin
Concomitant administration of oral neomycin and penicillin V has been reported

to reduce serum concentrations of penicillin (22). In healthy volunteers, penicillin V
concentrations decreased by over 50% following the administration of oral neomy-
cin concomitantly with penicillin V (22). Because of the significant decrease in peni-
cillin exposure, oral neomycin should not be coadministered with penicillin V.

In Vitro Aminoglycoside Inactivation
McLaughlin and Reeves described undetectable gentamicin concentrations and clini-

cal failure in a patient who received an infusion of carbenicillin and gentamicin for
Pseudomonas bacteremia (9). In vitro inactivation of aminoglycosides can be signifi-
cant when these agents are prepared in the same intravenous mixture for administration
(20). Within 2 hours of admixing at room temperature, an intravenous fluid mixture
containing ampicillin (concentration equivalent to 12 g/day) and gentamicin resulted
in a 50% decline in the gentamicin activity. After 24 hours, no measurable gentamicin
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activity was noted (20). An intravenous fluid mixture containing gentamicin and car-
benicillin demonstrated a 50% reduction in activity between 8 and 12 hours after ad-
mixing at room temperature. Aminoglycosides and penicillins should not be mixed
together prior to infusion.

In Vitro Inactivation Aminoglycoside in Sampling Serum Concentrations
If high concentrations of penicillins are present in serum samples that are to be

assayed for aminoglycoside concentrations, inactivation of the aminoglycosides by the
penicillins can result in falsely decreased aminoglycoside concentrations (8). Penicil-
lin concentration, period of time prior to sampling, and storage temperature of the
sample are factors that affect the extent of inactivation (8). When measuring aminogly-
coside serum concentrations through intravenous tubing, one should flush 5–10 mL of
either normal saline or 5% dextrose in water (based on drug compatibilities) through
the tubing before withdrawing blood to minimize the amount of β-lactam present in the
intravenous tubing prior to sampling.

Aminoglycosides—Synergy
The concomitant use of β-lactam and aminoglycoside antimicrobials has been

described as synergistic for several Gram-positive and Gram-negative organisms (23–26).
By inhibiting the cell wall synthesis, β-lactams increase the porosity of the bacterial
cell wall, resulting in greater aminoglycoside penetration and access to target ribo-
somes (27).

The use of penicillin or ampicillin in combination with an aminoglycoside has been
documented to be advantageous in the treatment of enterococcal infections (28).
Moellering et al. also noted that whereas penicillin exhibits only bacteriostatic activity
against enterococci, the combination of penicillin and streptomycin possesses bacteri-
cidal activity (23). As a result, most severe enterococcal infections are routinely treated
with penicillin or ampicillin plus an aminoglycoside.

Despite the well-documented in vitro synergy between β-lactams and amino-
glycosides, limited clinical data are available supporting superior efficacy of synergis-
tic vs nonsynergistic combinations for the treatment of Gram-negative infections.
Anderson et al. retrospectively evaluated Gram-negative bacteremias to determine if
the treatment with one or two antimicrobials effected outcome and whether in vitro
synergy correlated with superior efficacy (29). Of the 173 patients treated with two
drugs, the clinical response rate was 83% in patients who received synergistic vs 64%
with nonsynergistic antimicrobial regimens (p < 0.05). The use of synergistic antimi-
crobial combinations (aminoglycoside plus ampicillin or carbenicillin) was associated
with better clinical response in patients with neutropenia (p < 0.001), shock (p > 0.001),
Pseudomonas aeruginosa bacteremias (p < 0.05), and “rapidly or ultimately fatal” con-
ditions (p < 0.005). In critically ill patients with Gram-negative bacteremia, the combi-
nation of an extended spectrum penicillin and aminoglycoside is a reasonable
therapeutic approach.

Anticoagulants
Heparin

A number of case reports have suggested that parenteral penicillins in combination
with heparin have caused coagulopathies (30–36) and may predispose patients to clini-
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cally significant bleeding (33–35,37). The exact mechanism of this interaction is
unknown but may be a result of a direct effect on platelet function by penicillins, which
may have an additive anticoagulant effect when combined with heparin (31–32,37).

Wisloff et al. evaluated the bleeding time of patients receiving heparin and penicil-
lins compared to heparin alone (36). Fifty patients were placed on heparin (5000 IU sc
for 7 days) following an elective vascular surgery procedure and were also randomly
assigned to receive a combination of ampicillin and cloxacillin or no antibiotics. The
patients who were receiving heparin along with the penicillins had a slightly longer
bleeding time; however, this was still within an acceptable range in most cases.

Because patients receiving heparin are routinely monitored closely for
coagulopathies and clinically significant bleeding, the potential interaction between
these two drugs does not warrant further precautions.

Warfarin
A decreased anticoagulant effect for warfarin has been documented when given con-

comitantly with nafcillin (38–41) or dicloxacillin (38,42,43). Some clinicians have
postulated that these antibiotics induce the cytochrome P450 system and may increase
the metabolism of warfarin (40,44,45). Another possible explanation may involve the
ability of these highly protein-bound agents to displace warfarin. However, Qureshi et
al. performed an in vitro study and demonstrated that nafcillin did not affect the protein
binding of warfarin (40).

Krstenansky et al. studied the effect of dicloxacillin in seven patients stabilized on
warfarin therapy (42). Prothrombin times (PTs) were obtained prior to treatment and
on days 1, 3, 6, and 7 of dicloxacillin administration. A decrease in the PT was observed
in all patients on day 6 or 7 compared to baseline PT values. The decrease in PT ranged
from 0.3 to 5.6 seconds (mean ± SD of –1.9 ± 1.8 seconds) and was statistically signifi-
cant (p < 0.05).

Brown et al. presented a case report of a patient on 2.5 mg warfarin daily who devel-
oped an increased hypoprothrombinemic response after receiving high-dose intrave-
nous penicillin (24 million units/day). On withdrawal of the penicillin, the patient’s PT
subsequently returned to his baseline (46). Davydov et al. reported a case of a 58-year-
old woman with an interaction of warfarin with amoxicillin/clavulanate, resulting in an
elevated international normalized ratio (INR) and hematuria (47). Although the exact
mechanism of this interaction remains unknown, it has been proposed that broad-spec-
trum antibiotic use may lead to a decrease in vitamin K-producing bacteria within the
gastrointestinal tract. This may then result in a vitamin K-deficient state (especially in
patients with low dietary intake of vitamin K), potentially leading to an increased effect
of warfarin. Clinicians should be aware of the potential interaction between penicillins
and oral anticoagulants and monitor the PT and INR in patients receiving these agents
concurrently.

Aspirin

Large doses of aspirin may increase the serum concentrations and half-lives of peni-
cillin, oxacillin, nafcillin, cloxacillin, and dicloxacillin when administered concurrently
(48,49). Eleven patients with arteriosclerotic disorders received penicillin G before
and after high doses of aspirin (3 g/day) (48). During aspirin administration, penicillin
half-life increased from 44.5 ± 15.8 minutes to 72.4 ± 35.9 minutes (p < 0.05) (48). The
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mechanism of this interaction remains unknown. Some have speculated that this inter-
action may occur as a result of aspirin displacing penicillin from protein-binding sites
or of aspirin competing with penicillins for the renal tubular secretory proteins (48–52).
Avoidance of this combination is unnecessary.

β-Adrenergic Blockers

Coadministration of ampicillin and atenolol may lead to a decrease in the serum
concentration of atenolol. In a crossover study, six healthy subjects were orally admin-
istered 100 mg atenolol alone and with 1 g ampicillin. Atenolol pharmacokinetics were
assessed after a single dose and after reaching steady state. These subjects previously
received intravenous atenolol in another study, which was utilized to determine oral
bioavailability in the present study. The bioavailability of atenolol was reduced from
60 (atenolol alone) to 36 (single-dose atenolol and ampicillin, p < 0.01) to 24% (steady-
state concentrations of atenolol and ampicillin, p < 0.01) (53). Other atenolol pharma-
cokinetic parameter values for AUC, Cmax, and mean steady-state concentrations were
also significantly reduced (p < 0.01). Despite the differences in atenolol serum concen-
tration, blood pressure measurements did not differ between the groups over a 4-week
treatment period.

McLean and colleagues also performed a crossover study administering oral atenolol
and ampicillin to six volunteers (54). Unlike the previous study, these investigators
dosed ampicillin at clinically applicable doses of 250 mg four times a day as well as at
higher doses of 1 g. The mean reduction of AUC was lower in the former dosing regi-
men compared to the latter one (18.2 vs 51.5%).

Although the clinical significance of this interaction is questionable, it would seem
reasonable that patients should be monitored for this interaction when higher doses
of ampicillin are used, especially in the presence of renal dysfunction; however, no
empiric dosage alterations are recommended at this time.

Calcium Channel Blockers

Nifedipine appears to increase the bioavailability of amoxicillin by facilitating its
active transport mechanism within the gastrointestinal tract (55). In a randomized cross-
over study conducted in eight healthy volunteers, each subject received 1 g oral
amoxicillin with 20 mg nifedipine or placebo. The absolute bioavailability of
amoxicillin was noted to increase from 65.25 to 79.2% with the addition of nifedipine
(p < 0.01) (55). The AUC also increased from 29.7 ± 5.3 mg · hours/L (amoxicillin
alone) compared to 36.26 ± 6.9 mg · hours/L (amoxicillin and nifedipine) (p < 0.01).
Because no adverse events were associated with the alterations of these pharmacoki-
netic parameters, no dosage adjustments are recommended.

Nafcillin has been postulated to enhance the elimination of agents metabolized
through the cytochrome P450 system (44,45). A crossover study was conducted to
evaluate the induction potential of nafcillin on nifedipine, a substrate of the cytochrome
P450 3A4 enzyme (56). Healthy volunteers were randomly assigned to receive 5 days
of oral nafcillin (500 mg four times daily) or placebo, which was followed by a single
dose of nifedipine. The subjects who received nafcillin along with nifedipine were
found to have a significant reduction in the nifedipine AUC0–∞ (80.9 ± 32.9 vs 216.4 ±
93.2 µg · hours/L; p < 0.001) and enhanced plasma clearance (138.5 ± 42.0 vs 56.5 ±
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32.0 L/hour; p < 0.002) compared to the nifedipine-placebo group. Because of the
limited available data, the clinical significance of this interaction is unknown.

Chloramphenicol
The administration of a bacteriostatic agent such as chloramphenicol may antago-

nize the bactericidal activity of β-lactam antimicrobials (57,58). β-Lactam antimicro-
bials exhibit their bactericidal effect by binding to penicillin-binding proteins and
inhibiting bacterial cell wall synthesis. For β-lactams to exert optimal bactericidal
effects, bacteria should be actively growing and dividing. However, bacteriostatic
agents such as chloramphenicol, which may inhibit protein synthesis, may interfere
with the bactericidal activity of penicillins.

In vitro studies have demonstrated the concomitant use of penicillin and chloram-
phenicol to be antagonistic (57,59). However, human data do not support these find-
ings (60,61). Patients with gonococcal infections who were treated with a combination
of penicillin and chloramphenicol had better clinical outcomes than patients treated
with penicillin alone (60). Superior outcomes were also reported among patients in-
fected with typhoid fever who were treated with chloramphenicol plus ampicillin com-
pared to chloramphenicol alone (61).

Relevant clinical information is limited for this drug–drug interaction. Because the
in vivo and in vitro data concerning this interaction are contradictory, it is unnecessary
to avoid the concurrent use of these antimicrobials.

Chloroquine
Investigators conducted a study in healthy volunteers to evaluate the coadministra-

tion of chloroquine and ampicillin on the pharmacokinetics of ampicillin (62). Ampi-
cillin pharmacokinetics alone or in the presence of chloroquine was determined by
characterizing the drug’s renal elimination. The mean percentage of dose excreted was
29% for ampicillin alone vs 19% for the ampicillin/chloroquine combination (p <
0.005). The coadministration of ampicillin and chloroquine resulted in a significant
reduction in ampicillin bioavailability but not in time of maximal excretion (62). Based
on limited data, coadministration of these agents may lead to a reduction in ampicillin
concentrations. Although the clinical significance of this interaction remains unknown,
concomitant administration of chloroquine and ampicillin should be avoided.

Ciprofloxacin
Interactions between the penicillins and fluoroquinolones have been rarely docu-

mented (63,64). Barriere et al. assessed the effect of the concurrent administration of
ciprofloxacin and azlocillin in a crossover trial (63). Six subjects were administered
single doses of ciprofloxacin and azlocillin alone and in combination. Similar pharma-
cokinetic profiles were noted with azlocillin; however, when coadministered with
azlocillin, a statistically significant reduction in total clearance and renal clearance of
ciprofloxacin was noted. Based on limited data, coadministration of these agents need
not be avoided.

Contraceptives: Oral Estrogen
Several case reports of breakthrough bleeding and pregnancies have been reported

in patients receiving oral contraceptives and antibiotics concomitantly (65–69). It has
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been postulated that antibiotics interfere with the enterohepatic circulation of oral es-
trogens, resulting in subtherapeutic estrogen concentrations (67–69). After oral estro-
gens are absorbed, they undergo hepatic metabolism to glucuronide and sulfate
conjugates and are excreted into the bile. Bacteria residing in the gut hydrolyze the
conjugates to active drug, which is then reabsorbed by the body (67). The proposed
mechanism of this interaction involves the ability of antibiotics to destroy the gut bac-
teria required to hydrolyze the conjugated estrogen to their active form.

Studies in animal models assessing this interaction have shown mixed results
(70,71). One investigation demonstrated no alterations in the pharmacokinetics of
ethinylestradiol when administered with ampicillin (70). Another study found differ-
ences in both AUC and plasma clearance in the group that received antibiotics com-
pared to those that received ethinylestradiol alone (71).

Several studies have been performed in humans to determine if the case reports and
animal data represent significant findings (72–74). Freidman and colleagues prospec-
tively evaluated the serum concentrations of gonadotropins and other hormones in 11
volunteers receiving Demulen® (50 µg ethinylestradiol and 1 mg ethynodiol diacetate)
plus ampicillin or placebo during two consecutive menstrual cycles (73). Progesterone
concentrations were similar between the Demulen-ampicillin and Demulen-placebo
groups. Follicle-stimulating hormone and luteinizing hormone appeared to be similar
between the two groups. None of the 11 patients underwent ovulation. Freidman and
colleagues concluded that ampicillin should not reduce the effectiveness of Dumulen.
Other researchers have criticized the results of this study because of its study design,
which included a small number of subjects, a short duration of antimicrobial therapy,
and a relatively high dose of estrogens (present in Demulin) (68).

Back and colleagues evaluated seven women receiving oral contraceptives (all con-
taining � 30 µg ethinyloestradiol) for at least 3 months who presented to their clinic
with an infection that required the administration of ampicillin for 8 days (72). Blood
samples were taken during concomitant oral estrogen and ampicillin therapy and dur-
ing the next menstrual cycle without ampicillin. Six female volunteers receiving only
oral contraceptives for at least 3 months were similarly evaluated for the potential drug
interaction. Plasma concentrations of ethinyloestradiol, levonorgestrel, follicle-stimu-
lating hormone, and progesterone were not significantly different between the two
groups (oral contraceptive-ampicillin vs oral contraceptive alone). Despite the fact that
a lower concentration of ethinyloestradiol was seen with two women on ampicillin, the
authors concluded that alternative methods of protection are not necessary in most
women (67).

Another study in volunteers analyzed the effect of administering ampicillin or met-
ronidazole with an oral contraceptive preparation (74). This summary is limited to the
group using ampicillin (n = 6). Subjects initially received a low-dose oral contracep-
tive (1 mg norethisterone acetate and 30 µg ethinyl estradiol). On days 6 and 7, plasma
concentrations of ethinylestradiol and norethisterone were obtained. Subsequently, sub-
jects were administered ampicillin (500 mg twice daily orally for 5–7 days) and the
contraceptive steroid. Following antibiotic treatment, serum hormones, ampicillin, and
progesterone concentrations were measured in the subjects. The concentrations of
norethisterone and ethinylestradiol were not altered in the presence of ampicillin, and
progesterone concentrations were in the appropriate range to suppress ovulation (74).
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It is difficult to determine the clinical significance of this interaction because of the
small number of clinical trials, small number of patients, minimal number of case
reports, and the limited number of oral contraceptives studied. A review article sug-
gested that the possibility of a clinically significant interaction between antibiotics and
oral contraceptives is likely less than 1% (75). The author stated that women with a
greater extent of enterohepatic circulation, previous breakthrough bleeding, or contra-
ceptive failure may have a higher risk for this interaction (75). Because of the potential
risk of contraceptive failure, clinicians should still counsel patients on this potential
interaction and suggest alternative method(s) of contraception if antimicrobial therapy
is necessary.

Cyclosporine

Although nafcillin is not well established as an inducer of the cytochrome P450
system, the following case report suggests that nafcillin may reduce the serum concen-
trations of cyclosporine via induction of the cytochrome P450 system (76).

CASE STUDY 1

On two separate occasions, a 34-year-old woman, status postrenal transplant,
experienced a reduction in cyclosporine serum concentration following nafcillin
administration (76). The patient received 2 g nafcillin intravenously every 6 hours
for a positive culture of methicillin-susceptible Staphylococcus aureus from a
perinephric abscess. On admission, the patient was receiving 400 mg cyclosporine
daily with a corresponding trough serum concentration of 229 ng/mL. After ini-
tiation of nafcillin, her cyclosporine concentrations decreased to 119 ng/mL and
68 ng/mL on days 3 and 7 of nafcillin, respectively, despite stable daily doses of
400 mg cyclosporine. On discontinuation of nafcillin, trough serum concentra-
tions of cyclosporine increased to 141 ng/mL and 205 ng/mL on days 2 and 4
without nafcillin therapy, respectively. No change in renal or hepatic function
was noted throughout this entire treatment period. The second cyclosporine–
nafcillin interaction occurred when the patient was later readmitted for drainage
of retroperitoneal fluid collection. The patient experienced a similar decline in
cyclosporine concentrations during concomitant therapy and subsequent increases
in cyclosporine concentrations following discontinuation of nafcillin. Based on
the findings of this case report, cyclosporine concentrations should be closely
monitored during concomitant nafcillin administration.

Erythromycin

The concurrent administration of erythromycin and penicillin may result in antago-
nism, synergy, or no effect (indifference) on the antibacterial activity of penicillin. β-
Lactams exert their cidal effects on bacteria by binding to penicillin-binding proteins
and inhibiting cell wall synthesis. For β-lactams to exercise their optimal bactericidal
activity, bacteria should be actively growing and dividing; therefore, erythromycin can
interfere with the bactericidal activity of penicillin by inhibiting protein synthesis.

In vitro studies have demonstrated the concomitant administration of penicillin and
erythromycin to be synergistic, antagonistic, additive, or indifferent (77–84). These
differences may be caused by such factors as the specific microorganism involved,
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susceptibility patterns to both agents, antibiotic concentrations, the inoculum effect,
and time of incubation (77,79,81,83–86). Similar to the disparate results demonstrated
in vitro, case reports have shown penicillin and erythromycin antagonism in the treat-
ment of scarlatina (87) and Streptococcus bovis septicemia (88), whereas clinical im-
provement has been reported with the concurrent use of ampicillin and erythromycin in
the treatment of pulmonary nocardiosis (89).

Although there has been concern about the use of the combination of β-lactams and
macrolides because of the possibility of antagonism, they have gained favor for the
treatment of community-acquired pneumonia in the hospitalized patient. Several studies
found that patients with bacteremic pneumococcal pneumonia treated with a β-lactam
plus a macrolide had a lower mortality rate compared to those treated with a single
agent (90–92). As such, treatment guidelines for community-acquired pneumonia rec-
ommend a penicillin and macrolide as a preferred treatment option for hospitalized
patients (93). As evident from these clinical reports and in vitro testing, the antagonism
risk between β-lactams and macrolides appears to be minimal.

Guar Gum

Guar gum, which may be utilized as a food additive, has been reported to reduce
serum concentrations of phenoxymethyl penicillin (94). In a double-blind study, 10
healthy volunteers received guar gum or placebo granules along with 3 million units of
phenoxymethyl penicillin. The peak penicillin concentration decreased significantly
from 7560 ± 1720 to 5680 ± 1390 ng/mL (p < 0.01) when administered with placebo
compared to guar gum. The AUC0–6 hours of penicillin decreased significantly from
14,500 ± 1860 to 10,380 ± 2720 ng/mL · hour (p < 0.001) when administered with guar
gum. The time to peak concentration was not altered significantly. As a result of the
significant decrease in the peak serum concentrations and AUC0–6 h, phenoxymethyl
penicillin should not be administered concomitantly with guar gum.

Interferon-γ
Data suggested that penicillin may interact with a variety of cytokines by conjugat-

ing these biological proteins (95,96). Benzylpenicillin has been shown to conjugate
interferon (IFN)-γ, interleukin (IL)-1β, IL-2, IL-5, IL-13, and tumor necrosis factor
(TNF)-α; however, based on a series of in vitro experiments, benzylpenicillin only
appears to alter the biological activity of IFN-γ (95). Using an in vitro bioassay, Brooks
et al. noted that benzylpenicillin inhibited the ability of IFN-γ to induce CD54 expres-
sion on epithelial cells. Additional preclinical studies suggested that other regulatory
functions of IFN-γ may also be modulated by benzylpenicillin (96). Because IFN-γ
promotes Th1 responses and inhibits Th2 and immunoglobulin E-mediated responses,
disruption of IFN-γ activity by benzylpenicillin may result in clinically significant
immunomodulatory effects, which promote allergy. Referred to Chapter 13 for addi-
tional information on drug–cytokine interactions.

Khat

The chewing of khat (a natural substance obtained from shrubs grown in East Africa
and Yemen) may reduce the bioavailability of ampicillin and amoxicillin (97). In a
crossover design, eight healthy adult male Yemeni subjects received ampicillin or
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amoxicillin under various conditions of khat chewing (97). The urinary excretion
method was utilized to determine the bioavailabilities of ampicillin and amoxicillin
under the following conditions: antibiotic alone, 2 hours before khat chewing, immedi-
ately prior to khat chewing, immediately prior to khat chewing with a meal, midway
through khat chewing, and 2 hours after khat chewing. The bioavailability of ampicil-
lin (measured by percentage of ampicillin excreted unchanged in the urine, peak excre-
tion, and time to peak excretion) was significantly decreased during all conditions
except when administered 2 hours after khat chewing. In contrast, amoxicillin’s
bioavailability was only affected when amoxicillin was taken midway through khat
chewing. Considering the limited use of khat in the developed countries, this should
not be considered a clinically relevant drug–drug interaction. However, if ampicillin
and amoxicillin are administered to an individual using khat, these agents should be
taken at least 2 hours following khat chewing.

Metformin

In a crossover study, healthy volunteers were randomly assigned to receive
metformin alone or metformin along with cephalexin (98). The coadministration of
metformin and cephalexin led to an increase in Cmax and AUC of metformin by approx
30%. It appears that cephalexin interferes with renal clearance of metformin, which
may be because of competition for renal transport proteins such as organic anion or
cation transporter (98,99). Limited data are available on the clinical significance of this
interaction. Clinicians should exercise caution when using these two agents together.

Methotrexate

Weak organic acids such as penicillins can compete with methotrexate (MTX) for
renal tubular secretion (100,101) and reduce the renal elimination of MTX. Various
studies in rabbits have demonstrated a reduction in the renal clearance of MTX and 7-
hydroxymethotrexate (100–103). One of the studies demonstrated nearly 50% reduction
in MTX clearance when piperacillin was administered 10 minutes before and 4 hours
after a single dose of MTX (p � 0.05) (101). The AUC of MTX and its 7-hydroxy-
methotrexate metabolite also differed significantly from the control (p � 0.05).

Despite the rather significant results reported from animal studies, few case reports
have documented this potential interaction (104–109). Bloom and colleagues reported
four cases in which the administration of various penicillins concomitantly with MTX
resulted in the decreased clearance of MTX (105). MTX clearance before and after the
addition of the following antimicrobial agents was as follows: penicillin, 2.8 vs 1.8 L/
hour; piperacillin, 11 vs 3.6 L/hour; ticarcillin, 5.8 vs 2.3 L/hour; and dicloxacillin/
indomethacin, 6.4 vs 0.45 L/hour, respectively. Because of reduction in clearance, these
patients required an extended leucovorin rescue. A case report described severe MTX
toxicity following the concomitant administration of high-dose MTX and oxacillin,
which led to a series of complications and ultimately the death of the patient (109). In
contrast, Herrick and colleagues reported no differences in renal clearance of MTX
administered alone or with flucloxacillin in 10 patients (110).

Avoiding the concomitant use of penicillins and MTX is justified to avoid potential
toxicity. If the concomitant administration of penicillins and MTX is necessary, close
monitoring of MTX concentrations and signs of toxicity is warranted.
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Oseltamivir

A pharmacokinetic study conducted in healthy volunteers evaluated the concurrent
administration of oseltamivir (a prodrug) and amoxicillin (111). No differences in the
pharmacokinetic parameters of oseltamivir’s active metabolite, Ro 64-0802, were noted
when administered alone compared to coadministration with amoxicillin. Also, no phar-
macokinetic differences were noted for amoxicillin with or without the administration
of oseltamivir (111). Based on these finding, oseltamivir may be prescribed with
amoxicillin.

Phenytoin

Highly protein-bound antibiotics such as nafcillin and oxacillin (both approx 90%
bound to plasma proteins) (112) have the potential to interact with other highly pro-
tein-bound agents such as phenytoin (113,114). Because of drug displacement from
protein-binding sites, high doses of nafcillin or oxacillin may increase unbound con-
centrations of phenytoin in certain patient populations (113,114).

Dasgupta et al. conducted an in vitro study to determine the potential drug interac-
tion between oxacillin and phenytoin (113). Serum was collected from three separate
patient populations (A, B, and C). Serum for Group A was collected from healthy
patients receiving phenytoin. Sera for Groups B and C were obtained from hypo-
albuminemic and hyperuremic individuals, respectively. Subjects in these last two
groups were not receiving phenytoin; therefore, the sera were supplemented with
phenytoin. Each group was tested for total and unbound phenytoin concentrations with
and without 15 or 50 µg/mL oxacillin, which represented estimated peak oxacillin con-
centrations following a 500-mg oral dose and a 1-g iv dose, respectively. Serum from
Group A showed no statistical difference in unbound phenytoin concentrations with 15
µg/mL oxacillin; however, a significantly higher unbound phenytoin concentration with
50 µg/mL of oxacillin was observed when compared to serum not containing oxacillin
(1.67 vs 1.47 µg/mL) (p < 0.05). Sera from subjects in Groups B and C also demon-
strated a statistically significant increase in unbound phenytoin concentrations for both
oxacillin concentrations compared to the group without oxacillin.

Dasgupta and colleagues performed another study to determine the potential effect
of nafcillin on unbound phenytoin concentrations (114). The study consisted of both
in vitro and in vivo components. The authors observed both in vitro and in vivo dis-
placement of phenytoin with the addition of nafcillin to serum. Although increases in
unbound phenytoin appeared to be minor for the in vitro portion of the experiment, a
significant increase in unbound phenytoin concentrations was noted in all groups com-
pared to the control group (p < 0.05). Unbound phenytoin concentrations were also
measured in four patients receiving phenytoin and nafcillin concurrently (114). The
investigators obtained unbound phenytoin concentrations during and after nafcillin
therapy. Unbound phenytoin concentrations decreased following the discontinuation
of nafcillin, although baseline phenytoin concentrations were not obtained.

Patients receiving antimicrobials with a high percentage of protein binding (90% or
greater) and concomitant phenytoin should be monitored closely for signs of phenytoin
toxicity. Furthermore, patients receiving high doses of any penicillin should have their
unbound and total phenytoin concentrations monitored closely. Phenytoin dosage
adjustments should be made according to extent of the interaction.
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Probenecid

The interaction of probenecid and penicillins (weak organic acids) occurs primarily
as a result of the inhibition of the tubular secretion of penicillin, although other mecha-
nisms may be possible as well (115,116). The decrease in renal elimination results in
increased penicillin serum concentrations. Studies have shown that the AUCs of
amoxicillin, ampicillin, ticarcillin, and nafcillin may increase by approx 50 to 100%
when coadministered with probenecid (48,116–119). Other β-lactams such as penicillin
and dicloxacillin have also demonstrated increased serum concentrations in the pres-
ence of probenecid (48,120–123). Although probenecid significantly affects renal clear-
ance of piperacillin/tazobactam, it does not significantly effect area under the curve or
half-life of piperacillin/tazobactam (124).

This drug–drug interaction may be clinically beneficial in certain situations in which
higher penicillin serum concentrations are necessary (e.g., in the treatment of meningi-
tis or endocarditis). However, careful monitoring or avoidance of this combination
should be considered in certain patient populations in whom drug accumulation may
occur (e.g., elderly patients or patients with impaired renal function).

Proguanil

Babalola et al. conducted a study in healthy volunteers to evaluate the coadmini-
stration of proguanil and cloxacillin on the pharmacokinetics of cloxacillin (125). Dif-
ferences in pharmacokinetic parameter values for cloxacillin alone or in the presence
of proguanil were determined by assaying urinary samples. Both the maximum excre-
tion rate and total amount of excreted unchanged cloxacillin were reduced by approx
50% when taken with proguanil compared to proguanil alone (p < 0.0001). No differ-
ences were noted in cloxacillin half-life or Tmax. The authors suggested that separating
these two agents by 1–2 hours may avoid this potential interaction.

Sulfonamides

The concurrent administration of penicillins and sulfonamides was evaluated in a
pharmacokinetic study (49). The unbound concentrations of penicillin G, penicillin V,
nafcillin, and dicloxacillin were increased with the concurrent administration of sev-
eral sulfonamides. The researcher postulated that this interaction occurred as a result of
the displacement of penicillins from protein-binding sites (49). In a separate study,
Kunin reported that the coadministration of oral oxacillin and sulfonamides caused a
decrease in oxacillin serum concentrations. The author postulated that perhaps the sul-
fonamides may cause reduced absorption of oral oxacillin; however, additional mecha-
nisms cannot be ruled out (49). Based on these limited clinical data, avoidance of
penicillins and sulfonamides is not warranted.

Tetracyclines

As stated in the Chloramphenicol section, the administration of a bacteriostatic agent,
such as tetracycline or related compounds, may antagonize the bactericidal activity of
β-lactams. Nonetheless, both antagonism and synergy between penicillins and tetracy-
clines has been documented in in vitro and in vivo studies (126–130).

Lepper and Dowling reported the outcome of 57 patients diagnosed with pneumo-
coccal meningitis who were treated with high-dose penicillin (n = 43) or high-dose
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penicillin along with the tetracycline antibiotic aureomycin (n = 14) (131). Although
the severity of illness appeared similar between the treatment groups, mortality rates
were significantly higher in the patients who received combination therapy compared
to penicillin alone (79 vs 30%). Olsson and colleagues also noted a trend toward in-
creased mortality in patients with pneumococcal meningitis treated with penicillin in
combination with a tetracycline derivative (85%; n = 7) vs penicillin alone (52%; n =
23) or erythromycin alone (50%; n = 6) (132). Strom noted that treatment of hemolytic
streptococci with penicillin in combination with chlortetracycline compared to penicil-
lin alone had similar initial clinical response, but the penicillin/chlortetracycline group
experienced a higher incidence of reinfection (133).

Unlike the case studies involving meningitis, Ahern and Kirby reported similar clini-
cal outcomes in patients treated with penicillin alone vs penicillin in combination with
aureomycin for pneumococci pneumonia (134). The authors suggested that the role of
rapid, bactericidal activity of penicillin is of more clinical significance in treating men-
ingitis compared to less-severe infections such as pneumonia. Adhern and Kirby
stressed the importance of penicillin’s role in treating meningitis because of the rela-
tively limited phagocytic activity in the subarachnoid space compared to nonmeningeal
infections such as pneumonia.

Avoiding the combination of penicillin and tetracycline derivatives appears appro-
priate in severe infections requiring rapid bactericidal activity such as meningitis. In
less-severe infections, the use of these drugs in combination has not been documented
to affect outcomes adversely.

Vecuronium
The concurrent administration of vecuronium and acylaminopenicillins has been

reported to prolong muscle paralysis in both humans and animals (135–138). Condon
et al. conducted a double-blind clinical trial to determine the ability of piperacillin or
cefoxitin (control agent) to prolong the muscular blockade of vecuronium (139). Patients
were eligible for study enrollment if they were undergoing an elective operation with
general anesthesia that required antibiotic prophylaxis. Patients were subsequently ran-
domly assigned to receive piperacillin or cefoxitin as the prophylactic antibiotic prior to
the operation. All patients received vecuronium for muscle relaxation. Prolongation of
neuromuscular blockade was determined before and after the administration of the anti-
biotic by the electromyographic twitch response. Of the 27 evaluable patients enrolled in
the study, 5 patients (2 on piperacillin and 3 on cefoxitin) exhibited a nonclinically sig-
nificant prolongation of neuromuscular blockade. Otherwise, the rate and extent of neu-
romuscular blockade was similar between groups. It appears that this interaction is
clinically insignificant, although knowledge of this potential prolongation may be useful
in certain surgical settings.

Miscellaneous Agents
The concomitant administration of penicillins and acidic drugs such as phenylbuta-

zone, sulfinpyearazone, indomethacin, and sulfaphenazole may prolong the half-life of
penicillin. This is postulated to occur as a result of competition between the acidic
drugs and penicillin for renal tubular secretory proteins (48). In this investigation, the
half-life of penicillin was not noted to change significantly with concomitant adminis-
tration of chlorothiazide, sulfamethizole, and sulfamethoxypyearidazine (48).
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Potential drug–drug interactions between the penicillins and theophylline have also
been investigated. The coadministration of amoxicillin, ampicillin, ticarcillin/
clavulanic acid, or ampicillin/sulbactam with theophylline was not noted to alter
theophylline’s properties (140–144).

Deppermann et al. assessed the effect of the coadministration of pirenzepine, an
antimuscarinic, with various antibiotics including amoxicillin in a double-blind, ran-
domized crossover study (4). Coadministration of pirenzepine with amoxicillin did not
significantly alter the pharmacokinetics of amoxicillin.

CEPHALOSPORIN DRUG INTERACTIONS

Acid-Suppressive Agents
Ranitidine and Famotidine

Concomitant administration of the prodrugs cefpodoxime proxetil, cefuroxime
axetil, and cefditoren pivoxil with agents that increase gastric pH, such as ranitidine,
results in a reduction of the antibiotic serum concentrations (5,145). The bioavailability
of the cefpodoxime proxetil has been reported to decrease by approx 30–40% with
concurrent administration of an H2-receptor antagonist (145,146). However, no impact
on the bioavailability of cefpodoxime was noted when famotidine administration was
separated from cefpodoxime by 2 hours. Similarly, the AUC of cefuroxime axetil was
reduced by approx 40% with pretreatment of ranitidine and sodium bicarbonate (5).
The Cmax and AUC of cefditoren pivoxil were reduced by approx 25% with the concur-
rent administration of famotidine (147). Other studies have found no significant effect
on the bioavailability of cephalexin and cefaclor AF when administered concomitantly
with H2-receptor antagonists (4,148). Based on the results from these studies, concur-
rent administration of H2-receptor antagonists and cefuroxime axetil, cefpodoxime
proxetil, and cefditoren pivoxil should be avoided. If these agents need to be adminis-
tered concurrently, the cephalosporins should be given at least 2 hours after the H2-
receptor antagonist.

Antacids

The coadministration of antacids and certain cephalosporins, including Cefaclor CD®,
cefdinir, cefpodoxime, and cefditoren may lead to decreased concentrations of the anti-
biotics (145–149). A variety of studies have reported decreases in cephalosporin AUC
and Cmax to be in the range of 20–40% for cefaclor, cefdinir, and cefpodoxime when
administered with an antacid (145,148,149). A minimal reduction in Cmax (14%) and
AUC (11%) was noted with the concurrent administration of cefditoren with an antacid
(147). Other investigators have found no effect with cephalexin (4) or cefixime (150)
when administered concomitantly with antacids. Certain cephalosporins, including
Cefaclor CD, cefdinir, cefpodoxime, and cefditoren, should not be coadministered with
antacids. If antacids are required during therapy, the cephalosporins should be separated
from the antacid administration by at least 2 hours.

Calcium Channel Blockers

Variable data exist regarding the effects of nifedipine on cephalosporin pharmacoki-
netics (151,152). In a randomized crossover study, each healthy volunteer received
cefixime with nifedipine or placebo (152). The absolute bioavailability of cefixime
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was increased from 31 (cefixime alone) to 53% (cefixime and nifedipine) (p < 0.01).
The AUC0–∞ also increased from 16.1 mg · (cefixime alone) compared to 25.4 mg ·
hours/L (cefixime and nifedipine) (p < 0.01) (152). These investigators have also shown
increased cephalexin concentrations with coadministration of nifedipine or diltiazem
in an animal model (153). The authors concluded that nifedipine can increase the
absorption of these cephalosporins by enhancing the active transport mechanism in the
intestine. In contrast, another study demonstrated that the pharmacokinetics of
cefpodoxime did not change when coadministered with nifedipine (151). Because of
differences in specific antimicrobials and lack of adverse events seen with calcium
channel blocker and cephalosporin combinations, no dosage changes are recommended
when these agents are coadministered.

Cholestyramine

The coadministration of cholestyramine with cefadroxil or cephalexin has been
shown to cause a delay in absorption associated with a prolonged Tmax and reduction
in Cmax (154,155). Despite these pharmacokinetic alterations, other important para-
meters such as AUC or amount of drug excreted in the urine were minimally affected.
Although data for this interaction are limited, the clinical significance is doubtful,
particularly considering that cholestyramine does not appear to alter cephalosporin
exposure.

Contraceptives: Oral Estrogen

Refer to this topic in the discussion of penicillin.

Ethanol: Disulfiramlike Reactions

Semisynthetic cephalosporins containing a methyltetrazolethiol (MTT) side chain,
such as cefamandole, cefoperazone, cefmenoxime, cefotetan, and moxalactam, have
been documented to cause disulfiramlike reactions in patients who consume ethanol
during antibiotic treatment (156–158). Cephalosporins with an MTT side chain inhibit
acetaldehyde dehydrogenase, which results in the accumulation of acetaldehyde, a toxic
metabolite of ethanol. Patients should be instructed not to consume alcohol during and
for several days following antibiotic therapy. Refer to Chapter 12 regarding antimicro-
bials and food interactions for a more detailed review of this topic.

Iron

Coadministration of ferrous sulfate appears to cause a chelation complex and reduce
the absorption of cefdinir (159). In a randomized three-way crossover study, six healthy
male subjects received the following regimens: 200 mg cefdinir alone, 200 mg cefdinir
plus 1050 mg ferrous sulfate sustained release, or 200 mg cefdinir followed by 1050
mg ferrous sulfate sustained release 3 hours later (159). The AUC0–12 ± SD (µg · hours/
mL) was significantly lower in the groups that received cefdinir concomitantly with
ferrous sulfate (0.78 ± 0.25 µg · hours/mL) or at 3 hours following the dose of cefdinir
(6.55 ± 1.61 µg · hours/mL) compared to cefdinir alone (10.3 ± 1.35 µg · hours/mL) (p
< 0.05). To avoid the potential for therapeutic failure of cefdinir, it should not be taken
together with ferrous sulfate.
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Metoclopramide

A healthy volunteer, crossover study evaluated the effect of food, metoclopramide,
propantheline, and probenecid on the pharmacokinetics of cefprozil (160). In the
metoclopramide arm of the study, volunteers received cefprozil alone or cefprozil
given 0.5 hours after a dose of metoclopramide. Both isomers of cefprozil, cis and
trans, were assayed in blood and urine. Cefprozil’s isomers demonstrated a statisti-
cally significant reduction in mean residence time when administered after
metoclopramide; however, there was no difference in AUC0–∞ or half-life of cefprozil
among the treatment groups. Administration of metoclopramide prior to cefprozil did
not affect its extent of absorption. Concurrent administration of these agents need not
be avoided.

Methotrexate

Rabbits receiving concomitant infusions of MTX and a cephalosporin (ceftriaxone,
ceftazidime, ceftizoxime, or cefoperazone) have been demonstrated to have an increased
renal elimination of MTX and 7-hydroxymethotrexate (100,101).

In a case report, an 8-year-old boy receiving MTX for non-Hodgkin’s lymphoma
experienced a decrease in MTX clearance when MTX was coadministered with
piperacillin (104). The patient subsequently received MTX along with ceftazidime with-
out any impact on MTX clearance. The differences seen in MTX renal elimination
between cephalosporins and piperacillin may be because of the extent of tubular secre-
tion (penicillins > cephalosporins) (100,161).

Based on the limited data available, there have been no documented interactions
resulting in decreased renal elimination of MTX with the concurrent administration of
cephalosporins. However, because of the documented interaction between some peni-
cillins and MTX, close monitoring of MTX concentrations and signs of toxicity (e.g.,
bone marrow suppression, nephrotoxicity, mucositis) is suggested during concurrent
use of cephalosporins and MTX.

Nonsteroidal Anti-Inflammatory Drugs

Diclofenac has been reported to cause an increase in the biliary excretion of
ceftriaxone (162). A study was conducted in patients in whom a cholecystectomy was
performed and a drain was placed in the common bile duct (162). The subjects who
received ceftriaxone along with diclofenac demonstrated a 320% (p < 0.05) increase in
the amount of ceftriaxone excreted in the bile and a 56% (p < 0.05) reduction in the
amount excreted in the urine. Because of limited data, no therapeutic recommendations
can be made.

Phenytoin

Highly protein-bound antibiotics such as ceftriaxone (approx 90% bound to plasma
proteins) (112) have the potential to interact with other highly protein-bound agents
such as phenytoin (114). Because of protein displacement, high doses of ceftriaxone
may increase unbound concentrations of phenytoin in certain patient populations (114).
Dasgupta and colleagues performed an in vitro study to determine the effect of ceftri-
axone in displacing phenytoin from protein-binding sites (114). Estimated peak
ceftriaxone concentrations (270 and 361 µmol/L) were added to pooled sera from
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patients receiving phenytoin. Three groups with varying albumin concentrations were
evaluated. The greatest ceftriaxone-induced displacement effect was seen the group
with the lowest albumin concentration (25 g/L). In this group, the unbound phenytoin
concentrations (µmol/L) (SD) were 8.12 (0.28) for the control, 9.39 (0.12) for 270
µmol/L ceftriaxone, and 9.93 (0.36) for 361 µmol/L ceftriaxone. Although the increases
appear minor, significant increases in unbound phenytoin concentrations were noted in
all groups compared to the control group (p < 0.05). In patients receiving ceftriaxone
concomitantly with phenytoin, monitoring of unbound and total serum concentrations
of phenytoin in addition to watching for signs of phenytoin toxicity is warranted.

Oral Anticoagulants

Semisynthetic cephalosporins containing an MTT substituent at the 3-position, such
as cefamandole, cefoperazone, cefmenoxime, cefotetan, and moxalactam, have been
associated with the development of a hypoprothrombinemia (163). Several case reports
have implicated these agents in prolonged PT or bleeding episodes in patients (164–
170). Angaran and colleagues retrospectively assessed the effect of prophylactic
administration of cefamandole or vancomycin on the warfarin anticoagulation response
in 60 postsurgical patients (171). Patients who received cefamandole had a higher pro-
portion of elevated PTs compared with those who received vancomycin (14 vs 1, p <
0.05). In another study, these same investigators characterized the effect of cefazolin,
cefamandole, and vancomycin on warfarin anticoagulation in patients after cardiac
valve replacement (172). They noted that the greatest number of patients (n = 6) with
elevated PTs received cefamandole compared to cefazolin (n = 1) and vancomycin (n =
1). In addition, cefamandole therapy was associated with a 15–20% greater change in
PTs compared to the cefazolin and vancomycin (p < 0.01). Patients who are malnour-
ished or who have renal insufficiency may be at higher risk for this interaction (164).
The exact mechanism of the hypoprothrombinemic phenomenon is unknown, although
several mechanisms have been proposed (97,173–176). Clinicians are cautioned to
monitor for signs and symptoms of bleeding, PT, and activated partial thromboplastin
time in patients receiving cephalosporins with an MTT side chain and concomitant
therapy with oral anticoagulants.

Probenecid

Probenecid can increase the serum concentrations of most renally eliminated cepha-
losporins (148,160,177–191). Although other mechanisms may contribute, probenecid
appears to inhibit tubular secretion of cephalosporins, resulting in their decreased renal
elimination (115,116). The AUCs of ceftizoxime, cefoxitin, cefaclor, and cefdinir have
been reported to increase by approx 50–100% with the coadministration of probenecid
(115,179,180). Probenecid has been documented to prolong the half-life and increase
the serum concentration of many other cephalosporins as well (148,149,160,177–192).
Certain cephalosporins, such as ceforanide, ceftazidime, ceftriaxone, and moxalactam,
are eliminated through a different pathway, and their pharmacokinetics are not signifi-
cantly altered by probenecid (177,178,193–198).

Achieving high cephalosporin concentrations may be clinically beneficial in certain
situations (e.g., in the treatment of meningitis or endocarditis); however, caution or
avoidance of this combination should be considered in certain patient populations in
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which drug accumulation may occur (e.g., elderly patients or patients with impaired
renal function).

Propantheline

A healthy volunteer, crossover study evaluated the effect of food, metoclopramide,
propantheline, and probenecid on the pharmacokinetics of cefprozil (160). In the
propantheline arm of the study, volunteers received cefprozil alone or cefprozil given
0.5 hours after a dose of propantheline. Both isomers of cefprozil, cis and trans, were
assayed in blood and urine samples. There was no difference in cefprozil AUC0–∞ or
half-life in either treatment group. The administration of propantheline prior to cefprozil
does not affect the extent of cefprozil absorption. No special precautions seem neces-
sary for this combination.

Theophylline

The coadministration of cephalexin or cefaclor with theophylline has not been docu-
mented to significantly alter any pharmacokinetic parameters of theophylline (199–
201). However, Hammond and Abate reported a case of a possible interaction between
theophylline and cefaclor, which resulted in theophylline toxicity (202). It was unclear
whether this was an actual drug–drug interaction or the effect of an acute viral illness
on theophylline disposition. Based on these limited data, no dosage recommendations
are necessary.

Miscellaneous Agents

Older cephalosporins such as cephalothin and cephaloridine have been reported to
cause nephrotoxicity (203,204). The coadministration of these older cephalosporins
with other potential nephrotoxic agents, including colistin (204,205), various
aminoglycosides (203,206–212), and furosemide (213–216), has been associated with
an increased incidence of nephrotoxicity. The clinical impact of this interaction is lim-
ited because these cephalosporins are rarely used in current clinical practice; however,
careful monitoring of renal function is warranted if such combinations are prescribed.
These drug–drug interactions have not been documented as a clinically significant prob-
lem for any of the newer cephalosporins (217–219).

CARBAPENEMS

Probenecid

Concomitant probenecid can increase the concentration of the carbapenems. It is
proposed that probenecid inhibits tubular secretion of the carbapenems, resulting in
their decreased renal elimination. Meropenem’s half-life and AUC were increased by
33 and 55%, respectively, when coadministered with probenecid (220). Probenecid has
less impact on the renal elimination of ertapenem and imipenem. The combination of
ertapenem and probenecid produced a 20% increase in half-life and a 25% increase in
the AUC of ertapenem compared to ertapenem alone (221). In contrast, imipenem’s
half-life and AUC only increased 6 and 13%, respectively, when coadministered with
probenecid (222).

Achieving high concentrations of carbapenems may be clinically beneficial in infec-
tions in which higher serum concentrations are necessary. However, caution or avoid-
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ance of this combination should be considered in patient populations in which drug
accumulation may occur (such as elderly patients or patients with impaired renal func-
tion). The increased serum concentration noted as a result of this drug–drug interaction
may increase the risk of central nervous system toxicity of these agents.

Valproic Acid

Limited data suggest that the coadministration of carbapenems and valproic acid may
lead to decreased concentrations of valproic acid. DeTurck and colleagues described two
case reports in which valproic acid concentrations were decreased following the adminis-
tration of meropenem and amikacin (223). Both patients were receiving valproic acid for
seizure prophylaxis. The first patient was receiving valproic acid as a continuous infu-
sion following the placement of a ventricular drain to relieve obstructive hydrocephalus
secondary to a subdural hemorrhage. Steady-state valproic acid concentrations were
maintained between 50 and 100 mg/L; however, the addition of meropenem and amikacin
therapy resulted in subtherapeutic valproic acid concentrations within 2 days. In the sec-
ond case report, the authors described a female patient receiving valproic acid following
clipping of multiple cerebral aneurysms. Similar to the previous case, valproic acid con-
centrations decreased suddenly with addition of meropenem. Other authors have reported
data on three cases describing a potential interaction with valproic acid and panipenem/
betamipron, a carbapenem (224). Animal models have also found decreased valproic
acid concentrations with the concurrent administration of imipenem (225), meropenem
(226), or panipenem (227) and valproic acid. Monitoring for alteration in valproic acid
concentrations during concurrent carbapenem therapy seems reasonable to avoid the pos-
sibility of subtherapeutic valproic acid serum concentrations.

IMIPENEM/CILASTATIN

Cyclosporine

Based on case reports, cyclosporine and imipenem/cilastatin may demonstrate addi-
tive central nervous system toxicity when administered concomitantly. Bösmuller and
colleagues reported five transplant patients experiencing central nervous system toxic-
ity during administration of cyclosporine and imipenem/cilastatin (228). None of these
patients reported a history of seizures. Four of the five patients experienced a seizure
despite cyclosporine concentrations within normal therapeutic range. The fifth patient
experienced myclonia; this was associated with an elevated cyclosporine concentration
of 900 ng/mL. Symptoms of central nervous toxicity occurred within 1 day in four
patients, and symptoms resolved in all patients with discontinuation of imipenem/
cilastatin or dose reduction of cyclosporine.

Zazgornik and colleagues published a case report of a 62-year-old female receiving
imipenem/cilastatin and cyclosporine who developed central nervous system toxicity
(229). The patient had recently received a renal transplant secondary to interstitial
nephritis and was receiving imipenem/cilastatin for a urinary tract infection. Following
the second dose of imipenem/cilastatin, the patient experienced confusion, agitation,
and tremors, which resulted in the discontinuation of imipenem/cilastatin. The serum
cyclosporine concentration, which was obtained 4 days after imipenem/cilastatin
therapy, was elevated at 1000 ng/mL compared to a previous level of 400 ng/mL. In
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contrast, an investigation in a rat model demonstrated decreased cyclosporine serum
concentrations when it was coadministered with imipenem/cilastatin (230).

Because both imipenem and cyclosporine administered alone may have the poten-
tial to cause central nervous system side effects, it is difficult to determine what role
the combination of these agents may have played in these reports. Based on these lim-
ited clinical data, avoidance of imipenem and cyclosporine is not warranted.

Theophylline

Semel and Allen reported three cases of seizures occurring in patients receiving
imipenem/cilastatin and theophylline (231). None of the patients had a previous history
of neurological or seizure disorder. The authors concluded that the seizures could be
caused by both drugs’ ability to inhibit γ-aminobutyric acid binding to receptors. It is
difficult to differentiate the potential for seizures between the administration of imipenem/
cilastatin alone and the combination of imipenem/cilastatin and theophylline. Avoiding
coadministration of theophylline and imipenem/cilastatin is not warranted.

Ganciclovir

Patients have experienced generalized seizures during concomitant imipenem/
cilastatin and ganciclovir therapy (232). No additional information is available on these
patients. Because of these limited data, it is difficult to differentiate the potential for
seizures of imipenem/cilastatin alone or the combination of imipenem/cilastatin and
ganciclovir. The manufacturer does not recommend coadministration of imipenem/
cilastatin and ganciclovir unless the benefits outweigh the risks.

MONOBACTAMS

Inducers of β-Lactams

Antimicrobials that can induce the production of β-lactamases, such as cefoxitin and
imipenem, should not be used concurrently with aztreonam in the treatment of certain
infections, depending on the causative microorganism (233). This β-lactamase produc-
tion by certain Gram-negative aerobes, such as Enterobacter and Pseudomonas spe-
cies, may lead to the inactivation of aztreonam. Based on the organism isolated and
susceptibility results, one should consider this potential interaction when choosing an
antimicrobial regimen.

Probenecid

Concomitant probenecid can increase aztreonam concentrations (234). It is proposed
that probenecid inhibits tubular secretion resulting in decreased aztreonam renal elimi-
nation. In a randomized crossover trial, six healthy men received aztreonam alone or
aztreonam along with probenecid (234). Coadministration of probenecid with
aztreonam increased aztreonam concentrations from 81.7 ± 3.4 to 86.0 ± 2.2 µg/mL.
This interaction seems to carry minimal clinical risk. No recommendation to avoid the
concurrent administration of probenecid and aztreonam seems warranted.

CASE STUDY 2

A 72-year-old male with a 10-year history of adult onset diabetes mellitus has
been poorly controlled on rosiglitazone, with complications of diabetic retinopa-
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thy and multiple episodes of lower extremity infections. He also takes 5 mg war-
farin daily status post-pulmonary embolism. Seven days ago, he presented to his
local doctor with an infected left baby toe after “bumping it” on the leg of a chair.
At that time, his doctor started him empirically on 500 mg dicloxacillin twice
daily for 7 days. At his follow-up visit a week later, although his infection was
better, it was noted that his INR had changed from 2.2 to less than 1.0.

A decreased anticoagulant effect for warfarin has been documented when given
concomitantly with semisynthetic penicillins like nafcillin or dicloxacillin. It has
been postulated that, because these antibiotics induce the P450 cytochrome sys-
tem, this may lead to an increased warfarin metabolism.

Avoiding the concomitant use of dicloxacillin and warfarin is justified in this
patient to avert this interaction. Selection of another antimicrobial that does not
interfere with warfarin metabolism would be a more reasonable approach in this
patient.

CASE STUDY 3

A 45-year-old white male complaining of earache, pressure above his eye-
brows, and cough producing thick, white purulent sputum for the last 2 weeks
presented to the outpatient clinic for help. The patient also complained of inabil-
ity to sleep because of feeling hot, having a constant pressure in his ears, and
chest soreness. He stated that he has had a productive cough for several months at
a time over the last 3 years. He routinely takes one 65-mg aspirin daily and one
multivitamin supplemented with extra iron. The clinic doctor prescribed 300 mg
cefdinir twice daily for 10 days. Despite taking the medication as directed, he
returned to the clinic 5 days later with only minimal improvement of his symp-
toms and a temperature of 101.1°F. The clinic doctor discontinued the cefdinir
and started another antibiotic.

The apparent clinical failure in this patient may have been caused by the
coadministration of ferrous sulfate and cefdinir. This combination has been shown
to result in a chelation complex that results in reduced absorption of cefdinir.

To avoid the potential for therapeutic failure with cefdinir therapy in this
instance, the two drugs should not be taken together. Or, if the cefdinir therapy
is considered essential, then the drug should be taken at least 2 hours before
administration of the iron-containing product.
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INTRODUCTION

During the past several decades, fungi have become increasingly common patho-
gens, particularly among critically ill or immunosuppressed patients. Until recently,
advances in antifungal therapy had not kept pace with this trend. Historically, antifun-
gal development significantly lagged behind that of antibacterial therapy. For many
years, there were few choices for the treatment of systemic mycoses. However, the
recent past has seen the development of a new class of antifungal agents (the echino-
candins); safer or more bioavailable formulations of marketed antifungal agents
(itraconazole oral and iv solution, lipid formulations of amphotericin B); and a new
addition to an existing class of agents (voriconazole). Today, antifungal agents differ
sufficiently in terms of activity, toxicity, and drug interaction potential so that clini-
cians now have the luxury of considering these characteristics when tailoring therapy
to treat a specific systemic fungal infection. Systemically acting antifungal agents can
cause drug–drug interactions by a variety of mechanisms. Therefore, they have the
potential to interact with a vast array of medicines. Given the patient populations in
whom systemic mycoses typically occur, the increased use of antifungal therapy, and
the growing but still relatively limited selection of antifungal agents, clinicians must
understand the drug interaction profile of this small but increasingly important class of
drugs.

AMPHOTERICIN B BASIC PHARMACOLOGY

Amphotericin B, a polyene antifungal agent, has been the standard of therapy for
systemic mycoses for many years. Pharmacologically, amphotericin B acts by binding
to membrane-bound sterols, thereby disrupting biological membranes. Amphotericin
B binds nonspecifically to ergosterol in fungal cells and to cholesterol in mammalian
cells, which increases membrane permeability. In addition, amphotericin B stimulates
cytokine release and causes arteriolar vasoconstriction, especially in the renal vascula-
ture (1,2). These pharmacological effects of amphotericin B lead to either infusion-
related toxicities, including hypotension, fever, rigors, and chills, or dose-dependent
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adverse effects, such as renal dysfunction, azotemia, renal tubular acidosis, electrolyte
imbalance, cardiac arrhythmias, and anemia.

Infusion-related adverse effects, although noxious to the patient, rarely affect the
ability to use amphotericin B or other agents. In contrast to the infusion-related adverse
effects, dose-dependent adverse effects often limit the use of amphotericin B and inter-
fere with ability to use other agents. Amphotericin B drug–drug interactions are prima-
rily a consequence of its dose-dependent adverse effects.

Distribution
Following iv administration, amphotericin B is widely distributed. The liver is the

primary repository of amphotericin B in humans, but amphotericin B also distributes to
the spleen, kidneys, and heart (1). Amphotericin B deoxycholate is highly protein bound
(>95%), primarily to albumin and α1-acid glycoprotein (3). This binding is nonlinear
and concentration dependent. That is, the percentage of bound drug increases as the
amphotericin B deoxycholate concentration increases. This unique binding may be
caused by the low solubility of unbound amphotericin B deoxycholate in human plasma
(<1 µg/mL), relative to the large binding capacity of plasma proteins (3). Amphotericin
B deoxycholate has a very large apparent volume of distribution (2–4 L/kg), suggest-
ing that it distributes to tissues (3,4). The formulation of amphotericin B in a lipid
vehicle alters its distribution and reduces its renal toxicity (3–5).

Elimination
Historically, amphotericin B deoxycholate pharmacokinetics have been poorly under-

stood. However, investigators using sensitive analytical methods and sampling for an
extensive time period vastly improved our understanding of how the human body
handles amphotericin B deoxycholate. One week after the administration of 0.6 mg/kg
amphotericin B deoxycholate to healthy volunteers, investigators were able to account
for over 90% of the administered dose (4). Amphotericin B deoxycholate is mostly
excreted as unchanged drug in the urine and feces. In fact, approximately two-thirds of
amphotericin B deoxycholate was recovered in the urine (20.6%) and feces (42.5%)
(4). Urinary and fecal clearances of unchanged drug accounted for 75% of amphoteri-
cin B deoxycholate total clearance. Amphotericin B deoxycholate is apparently cleared
from its distribution sites very slowly and the terminal half-life (t1/2β) of amphotericin
B deoxycholate is approx 127 hours (4). The formulation of amphotericin B in a lipid
vehicle significantly alters its distribution and elimination (4).

Scope of Problem
Amphotericin B drug–drug interactions are primarily a result of its nephrotoxicity.

Amphotericin B causes nephrotoxicity through several mechanisms, including reduc-
ing glomerular filtration and renal blood flow. In addition, it causes direct cellular
damage to the proximal and distal tubules, which interferes with reabsorption of elec-
trolytes. Amphotericin B-induced nephrotoxicity can cause the accumulation of toxic
concentrations of renally eliminated drugs (i.e., 5-fluorocytosine [5-FC]), resulting in
secondary nonrenal adverse effects. More important, amphotericin B-induced nephro-
toxicity can be additive to that of other commonly administered nephrotoxins (i.e.,
aminoglycosides, cyclosporine, cisplatin, foscarnet, and tacrolimus). These additive
toxicities can further complicate drug therapy regimens and increase the risk of severe
renal failure, which may necessitate hemodialysis.
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Certain amphotericin B-associated electrolyte disturbances, such as hypokalemia,
can be compounded by other medications that share this toxicity. The subtle nature of
this interaction can be easily overlooked; however, it may lead to direct cardiac or
skeletal muscle toxicity, increase the risk of digoxin toxicity, or exacerbate the risk of
cardiotoxicity (i.e., torsades de pointes) from medications such as quinidine.

5-FC Basic Pharmacology

5-Fluorocytosine (5-FC) is a fluorinated pyrimidine related to 5-fluorouracil (5-FU).
Absorption of 5-FC is rapid and complete. In the fasting state, 5-FC bioavailability is
approx 90% (6). The apparent volume of distribution of 5-FC approximates total body
water (6). Moreover, 5-FC is minimally bound to plasma proteins. Approximately 90%
of a 5-FC dose is excreted renally as unchanged drug, and renal clearance is highly
correlated with creatinine clearance (CrCL) (6). As CrCL declines and serum creati-
nine concentrations (Scr) increase, t1/2 of 5-FC becomes prolonged. 5-FC undergoes
virtually no metabolism (6). Once thought improbable, the deamination of 5-FC to 5-
FU occurs routinely in humans and is thought to contribute to the primary toxicity of 5-
FC, myelosuppression (6).

Scope of Problem

Because there are few indications for 5-FC use, very few significant drug interac-
tions with 5-FC have been identified. Renal dysfunction produced by nephrotoxic drugs
such as amphotericin B or aminoglycosides prolong 5-FC elimination and increase its
serum concentrations. Therefore, these drug interactions may predispose patients to 5-FC
toxicity.

Azoles Basic Pharmacology

The systemic azoles ketoconazole, itraconazole, fluconazole, and voriconazole exert a
fungistatic effect by inhibiting cytochrome P450 (CYP)-dependent C-14 α-demethylase,
the enzyme necessary for the conversion of lanosterol to ergosterol. This leads to the
depletion of ergosterol, the essential sterol of the fungal cell membrane, and ultimately
compromises cell membrane integrity (7). Chemically, the azoles are all weak bases.
Ketoconazole and itraconazole are very lipophilic and generally water insoluble.
Voriconazole is lipophilic and has limited water solubility. In contrast, fluconazole is
only slightly lipophilic and very water soluble. These physicochemical properties are the
basis for the drug–drug interactions involving this class.

The systemic azoles are substrates and inhibitors of CYP isoforms to varying degrees.
In addition, certain azoles are substrates and inhibitors of the multidrug resistance 1
(MDR1) gene product, P-glycoprotein (P-gp) (8,9). As described in Chapter 3, P-gp is a
large transmembrane efflux protein that shares substrate specificity and is extensively
co-localized with CYP3A in the intestine, liver, and kidney (9,10). In general, P-gp may
limit exposure of a variety of tissues to xenobiotics.

Absorption

When administered orally, ketoconazole exhibits pH-dependent dissolution and
absorption. Food does not consistently alter the absorption and systemic availability
of ketoconazole (7). The relative bioavailability of the ketoconazole tablet is approx
80% (7).
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Itraconazole is marketed as a capsule containing itraconazole-coated sugar pellets
and solubilized in a 40% hydroxpropyl-β-cyclodextrin solution for oral and iv use. The
absorption of itraconazole is incomplete, and the drug is subjected to significant first-
pass metabolism. Absorption from the capsule form is slow, variable, and optimal under
acidic gastric conditions or in the fed state (11). In contrast to the capsule, itraconazole
in the oral solution form requires no dissolution, so its absorption is not influenced by
gastric pH (12). In addition, the absorption of itraconazole from the oral solution is
optimal in the fasted state (13). Under fasting conditions, absorption from the oral solu-
tion is rapid and less variable than from the capsule under fed conditions. However,
even in the presence of food, higher serum concentrations are achieved with the oral
solution compared to the capsule. The absolute bioavailability of the oral solution is
55%, approx 30% higher than that of the capsule formulation (11,14). However, the two
formulations are bioequivalent (14).

Because fluconazole is water soluble and more polar than the other systemic azoles, it
can be formulated as an iv form without the use of a solubilizing agent. This chemical
property also allows fluconazole to circumvent much of the hepatic metabolism required
by the other azoles for elimination. Oral fluconazole formulations are rapidly and nearly
completely absorbed, with a bioavailability in excess of 93% (15). Fluconazole absorp-
tion is not dependent on acidic gastric conditions or the presence of food (15).

Voriconazole is available in both iv and oral formulations. Intravenous voriconazole
is formulated with the solubilizing agent sulfobutyl ether β-cyclodextrin. Following
oral dosing, voriconazole absorption is rapid and nearly complete, with a relative
bioavailability of approx 90% (16). The dissolution of voriconazole is not affected by
increases in gastric pH, but fatty foods decrease its bioavailability to approx 80% (17).

Distribution

Following oral administration, ketoconazole and itraconazole are highly protein
bound (99%) and widely distributed in the body (7,11). Therefore, in body fluids the
unbound concentrations of these compounds are much lower compared to their plasma
concentrations. Voriconazole is moderately bound (58%) to plasma proteins and is
widely distributed throughout the body (12). In contrast to these azoles, fluconazole
minimally binds proteins (11%) and thus circulates mostly as free drug (15). Fluconazole
also distributes extensively into a variety of body fluids and hepatic and renal tissues
(15). Notably, unlike ketoconazole and itraconazole, both fluconazole and voriconazole
distribute into the cerebrospinal fluid and central nervous system tissues (15–18).

Metabolism/Elimination

Ketoconazole exhibits dose-dependent elimination and is hepatically metabolized to
inactive metabolites by CYP isoforms. Less than 5% of an administered dose of
ketoconazole is eliminated unchanged in the urine (7).

Itraconazole also exhibits dose-dependent elimination and is extensively metabo-
lized to many metabolites by CYP3A4. The complete metabolic pathway of itra-
conazole is not fully elucidated, and it may be acted on by additional isoforms. The
drug is somewhat extracted by the liver (hepatic extraction ratio [He] = 0.5) (19). The
principle metabolite, hydroxyitraconazole, is bioactive and is primarily formed via
enteric CYP3A4 (11).
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Fluconazole is distinct among systemic azoles in that approx 91% of an orally admin-
istered dose is excreted in the urine. Most (80%) is excreted as unchanged drug; two
inactive metabolites account for the remaining 11% (20).

Voriconazole undergoes extensive hepatic metabolism by CYP enzymes to eight
metabolites that are inactive (21). Less than 2% of an administered dose is excreted in
the urine unchanged (16,22). The hepatic metabolism of voriconazole is more complex
than other azoles and involves several different CYP enzymes: CYP2C19, CYP3A4,
and CYP2C9 (16,17,22). Voriconazole is primarily metabolized to its principle N-oxide
metabolite by CYP2C19, CYP3A4, and to a lesser extent CYP2C9 (22). Nonetheless,
CYP2C19 metabolism is the primary pathway, and this isoform exhibits genetic poly-
morphism. This polymorphism has eight known variant alleles, which if expressed,
result in deficient or absent enzyme activity and manifest as a poor-metabolizing phe-
notype. This phenotype is an inherited autosomal recessive trait that is present in 2 to
5% of Caucasians, 12 to 23% of Asian populations, and 38 to 79% of Polynesians and
Micronesians (22,23). Populations exhibiting the homozygous poor-metabolizing phe-
notype will have nearly a fourfold increase in drug exposure compared to those exhib-
iting the homozygous efficient-metabolizing phenotype. Furthermore, populations
exhibiting the heterozygous efficient-metabolizing phenotype will have nearly a two-
fold increase in drug exposure compared to the homozygous efficient-metabolizing
phenotype (16).

Voriconazole is also metabolized by CYP2C9, which also exhibits polymorphisms.
This polymorphism has six known variant alleles, of which two are associated with
reduced enzyme activity. The variant alleles are expressed among Caucasians and less
frequently among African Americans, but they are not expressed in Asian populations
(23,24). Last, CYP3A4 is also involved in voriconazole metabolism; however, to date
significant polymorphisms have not been identified with this enzyme. Nonetheless,
variability in CYP3A4 expression is widely documented and may contribute somewhat
to interindividual variability in voriconazole pharmacokinetics.

In healthy volunteers, the CYP2C19 genotype is the most important covariate deter-
mining plasma voriconazole concentrations. However, voriconazole exposure varies
greatly across the genotypes and is confounded by drug–drug and perhaps drug–dis-
ease interactions (22). Therefore, genotyping or genotypic specific dose adjustments
are not clinically indicated. Nonetheless, clinicians should be aware of the complexi-
ties of voriconazole metabolism.

Scope of Problem

As reviewed in Chapter 2, drug interactions occur primarily in the gastrointestinal
(GI) tract, liver, and kidneys by a variety of mechanisms. Drug interactions in the GI
tract can occur as a result of alterations in pH, complexation with ions, or interference
with transport proteins and enzymatic processes involved in enteric (i.e., presystemic)
drug metabolism. Drug interactions in the liver can occur as a result of interference
with transport proteins and Phase I or II drug metabolism. In the kidney, drug interac-
tions can occur through interference with glomerular filtration, active tubular excre-
tion, or other mechanisms. The azoles are one of the few drug classes that can cause or
be involved in drug interactions at all of these sites by one or more of the above mecha-
nisms. Many of the drug–drug interactions involving the azoles occur classwide. There-
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fore, when using the azoles, clinicians must be aware of the many real and potential
drug–drug interactions associated with this class.

In contrast to the treatment of bacterial infections, treatment alternatives for sys-
temic mycoses are more limited. The azoles are the largest and one of the safest class of
systemic antifungals available. Thus, given the few antifungal agents from which to
choose, clinicians must also be able to discern the potential interactions of clinical
significance from those of theoretical significance, so that this therapeutic drug class
can be used optimally.

Echinocandins Basic Pharmacology

The echinocandin class of antifungal agents is the first new systemic antifungal class
introduced in nearly two decades. This class is fungicidal and disrupts cell wall synthe-
sis by inhibiting a novel target, 1,3,-β-D-glucan synthase. This enzyme is present in
most fungal pathogens but is not present in mammalian cells (25). The echinocandins
are large molecular weight semisynthetic lipopeptides and thus cannot be formulated
for oral dosing. Caspofungin, the lone available agent in the United States, is a com-
plex, large (MW = 1093 Da), water-soluble (log p -1.2), cyclic hexapeptide (26). Within
several years, other echinocandins (e.g., micafungin and anidulafungin) will likely be
added to the list of available agents in this class.

Distribution
The distribution of caspofungin in humans has not been adequately studied. How-

ever, animal data reveal that the primary repositories of caspofungin in a murine tissue
penetration model were the liver, kidneys, and large intestines (27). This model also
showed that caspofungin does not readily distribute into the central nervous system.
Caspofungin is apparently highly protein bound (≈96%) (28).

Elimination
Caspofungin exhibits predictable linear pharmacokinetics, and with a half-life of 8–

11 hours it can be dosed once daily (29). In healthy male adults, following iv administra-
tion caspofungin undergoes hydrolysis or N-acetylation to form several inactive
metabolites. Caspofungin also undergoes spontaneous chemical degradation to an open-
ring compound. Caspofungin and its metabolites are then slowly excreted, primarily in
the urine and to a lesser extent in the feces (26). Approximately 1.4% of an administered
caspofungin dose is excreted in the urine as unchanged drug (29). In healthy elderly
subjects, advances in age produced a modest effect on pharmacokinetics when com-
pared to pooled data from younger healthy volunteers (30). However, these differences
were not deemed significant enough to warrant dosage adjustments in the elderly. Simi-
larly, little or no differences in caspofungin pharmacokinetics were observed with gen-
der or race (25,31). In addition, dosage adjustment is not required in patients with
impaired renal function; however, the dose should be reduced by 50% in patients with
significant hepatic impairment (25).

Scope of Problem

Because the echinocandins are a new class of compounds, their propensity to inter-
act with other compounds is still being elucidated. Although early in vitro evidence
indicated agents in this class were poor substrates for CYP enzymes, several human
studies involving tacrolimus and cyclosporine suggested that the class may potentially
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interact with other drugs, and that these interactions may involve CYP. Nonetheless, to
date it appears that, compared to other antifungal classes, these compounds are rela-
tively devoid of significant drug interactions. Further study of the drug interaction po-
tential of this class is likely as agents such as caspofungin gain wider use and additional
agents are introduced into clinical practice.

IMPORTANT DRUG INTERACTIONS
Amphotericin B Formulations
Synergistic/Additive Nephrotoxicity

Amphotericin B-induced nephrotoxicity can be additive to that caused by other
agents that damage the kidneys by similar mechanisms (i.e., cyclosporine, tacrolimus,
aminoglycosides), or it can lead to the accumulation of toxic serum concentrations of
renally eliminated drugs such as 5-FC. Electrolyte disturbances resulting from ampho-
tericin B-induced nephrotoxicity can be additive to those of other medications (i.e.,
thiazide and loop diuretics), or they may augment the pharmacological effects of drugs
such as digoxin, with potentially deleteriously results. Drug interactions caused by
amphotericin B formulations are summarized in Table 1.

MECHANISM

Amphotericin B causes nephrotoxicity via direct toxicity to the proximal and distal
tubule and indirectly via reduced renal blood flow. Directly, it causes renal tubular aci-
dosis and impairs proximal and distal reabsorption of electrolytes. Indirectly, amphot-
ericin B produces afferent arteriolar vasoconstriction, which causes ischemic damage
and reduces glomerular filtration (1). Amphotericin B shares these several mechanisms
of renal injury with cyclosporine, tacrolimus, or aminoglycosides. Therefore, using

Table 1
Drug Interactions Caused by Amphotericin B Formulations

Interaction Drugs Comments

Additive/synergistic effects
 • Direct or indirect nephrotoxicity Cyclosporine Monitor Scr, BUN, electrolytes,

Tacrolimus consider renal-sparing
Aminoglycosides amphotericin B formulations

or other antifungal agents
 • Fluid and electrolyte disturbance Thiazide and loop diuretics, Monitor Scr, BUN, electrolytes;

(i.e., water retention, hypokalemia, aminoglycosides, supplement electrolytes as
 hypomagnesemia) corticosteroids needed

Enhanced pharmacological effect
 • Increase cardiac automaticity and Digoxin Effects secondary to amphoteri-

inhibition of Na+-K+ ATPase cin B-induced hypokalemia
(adenosine triphosphatase) pump

 • Myelosuppression 5-Fluorocytosine (5-FC) Effect caused by diminished
renal clearance of 5-FC
secondary to amphotericin B-
associated nephrotoxicity
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amphotericin B in combination with these agents may produce additive or synergistic
renal toxicity.

CLINICAL IMPORTANCE

Amphotericin B is commonly used in critically ill patients at high risk for renal
dysfunction and electrolyte disturbances as a consequence of their underlying illness
or concomitant nephrotoxic medications. Amphotericin B-associated nephrotoxicity
can make the use of concomitant medications difficult.

MANAGEMENT

When amphotericin B interactions occur, they may be somewhat unavoidable. There-
fore, clinicians should focus on limiting the risk or severity of these interactions. In
patients receiving aminoglycosides, cyclosporine, or tacrolimus who need amphotericin
B, the lipid formulations of amphotericin B should be substituted for amphotericin B
deoxycholate. Increases in Scr and nephrotoxicity may still occur when these formula-
tions are used with cyclosporine, tacrolimus, or the aminoglycosides, but the increases
are generally not clinically significant, or incidence of such toxicity is markedly reduced
(32,33). Depending on the suspected pathogen and the severity of the patient’s under-
lying illness, other iv antifungal agents that can be safely dosed in patients with dimin-
ished renal function (i.e., caspofungin, fluconazole) should also be considered.
Although voriconazole and itraconazole are formulated as an iv dosage form, the poten-
tial accumulation of their solubilizing agents in patients with diminished renal function
is a concern.

Although individually amphotericin B deoxycholate and cyclosporine cause hypo-
magnesemia, this electrolyte disturbance is not additive when the two drugs are given
in combination (34). Nonetheless, judicious laboratory monitoring of renal function
(i.e., Scr, serum urea nitrogen [BUN]), and electrolytes (i.e., K+, Mg, PO4) should be a
standard of care. More important, blood or serum concentrations of the aminoglyco-
sides, cyclosporine, or tacrolimus should be closely monitored. Because amphotericin
B may produce renal vascular effects in the absence of glomerular damage, changes in
the blood or serum concentrations of these agents may precede alterations in Scr and
provide early evidence of impending acute renal damage. Another measure that should
be employed is the use of hydration with normal saline, especially if amphotericin B
deoxycholate is used.

Secondary Nonrenal Toxicities

Amphotericin B can interact with concomitantly administered drugs that are prima-
rily eliminated renally. This interaction leads to the accumulation of the renally elimi-
nated drug and results in elevated serum concentrations and secondary nonrenal
toxicities associated with the agent.

MECHANISM

Flucytosine toxicities such as bone marrow suppression, hepatic necrosis, and diar-
rhea have been associated with elevated plasma 5-FC concentrations and often occur in
the presence of renal dysfunction (6). 5-FC is primarily excreted renally as unchanged
drug, and very little of the parent drug is deaminated to 5-FU (6). However, 5-FU
serum concentrations similar to those that produce hematological toxicity in patients
receiving it as cancer chemotherapy have been observed in noncancer patients follow-
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ing 5-FC administration (6). Therefore, amphotericin B-associated renal dysfunction
prolongs 5-FC elimination, which results in accumulation and elevated serum 5-FC
concentrations. The 5-FC is then deaminated, resulting in elevated concentrations of
5-FU, which can cause bone marrow and GI mucosa toxicity (6).

EFFECT ON PHARMACOKINETICS/DYNAMICS

The incidence of 5-FC toxicity in patients receiving amphotericin B is approx 20 to
40% (35,36). The effects of amphotericin B on the pharmacokinetics of 5-FC have not
been rigorously studied. Rather, most of the effects of amphotericin B on the pharma-
cokinetics of 5-FC have been extrapolated from studies of 5-FC in patients with vary-
ing degrees of renal function. Because renal clearance of 5-FC correlates well with
CrCL, renal dysfunction significantly prolongs t1/2 and decreases plasma clearance. In
one study of the effect of amphotericin B-induced nephrotoxicity, peak 5-FC concen-
trations Cmax increased 14 to 142% (37).

Because 5-FC is administered only in combination with amphotericin B, there are
few direct comparisons of 5-FC toxicity in the presence and absence of amphotericin B
therapy. In a large study of amphotericin B and 5-FC toxicity in patients with crypto-
coccal meningitis, evidence of myelosuppression occurred in 22% (35). Toxicity was
predominantly observed in patients treated with �3 mg/kg normalized for CrCL (mL/
minute) for 2 or more weeks. These doses were not more frequently administered to
patients with renal dysfunction. In fact, no correlation between 5-FC-induced blood
dyscrasias (leukopenia and thrombocytopenia), underlying disease, or concomitant
drug therapy was observed (35).

CLINICAL IMPORTANCE

The importance of this interaction is outweighed by the efficacy of this combination
for the treatment of cryptococcal meningitis. Nonetheless, clinicians should be aware
of this interaction so that this combination can be used optimally.

MANAGEMENT

Because the use of this combination often cannot be avoided, Scr and 5-FC blood con-
centrations should be monitored. The benefits of therapeutic drug monitoring for 5-FC
have been demonstrated (38). Ideally, concentrations should be maintained between 25
and 100 µg/mL to minimize 5-FC toxicity and avoid the emergence of 5-FC resistance
(38). Several nomograms for dosing 5-FC based on CrCL in patients with renal dysfunc-
tion have been published. However, these methods are based on Scr; therefore, they
should not be used unless the renal dysfunction is chronic, and they should be used cau-
tiously in elderly patients. Furthermore, these methods should be used only to make ini-
tial estimates. Thereafter, plasma concentrations should be monitored and the results used
to make any necessary adjustments. The use of lower doses (100 mg/kg/day) of 5-FC has
been recommended (38). Although likely, whether lower doses of 5-FC actually improve
the safety of this combination needs to be further evaluated.

Miscellaneous Electrolyte Disturbances

Amphotericin B-associated electrolyte disturbances may represent an often-over-
looked source of drug–drug interactions. These electrolyte disturbances can be addi-
tive to those of other medications, or they may augment the pharmacological effects of
drugs such as nondepolarizing skeletal muscle relaxants and digoxin (6).
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MECHANISM

Hypokalemia secondary to persistent wasting of urinary potassium is perhaps the most
significant amphotericin B-associated electrolyte disturbance. This adverse effect can
lead to hypokalemic cardiopathy, which can be compounded by concomitant medi-
cations. Amphotericin B-induced hypokalemia can increase cardiac automaticity and
facilitate inhibition of the Na+-K+ ATPase (adenosine triphosphatase) pump by
digoxin. The combination of amphotericin B and drugs that cause hypokalemia and
salt and water retention (i.e., corticosteroids) can further compound the hypokalemic
cardiopathy.

LITERATURE

Corticosteroids potentiate amphotericin B-induced hypokalemia and have contrib-
uted to reversible cardiomegaly and congestive heart failure in several patients treated
with amphotericin B and hydrocortisone. In a series of cases, patients received 25–40
mg/day of hydrocortisone for 13–44 days (39). Laboratory data and clinical findings
suggested the cardiomegaly and congestive heart failure were caused by urinary wast-
ing and salt and water retention, which led to circulatory overload. The authors stated
that the salt and water retention caused by the hydrocortisone was augmented by the
hypokalemia, which was caused primarily by amphotericin B (39). Amphotericin B-
induced hypokalemia reportedly also potentiates digoxin toxicity (6).

CLINICAL IMPORTANCE

Based on few and conflicting data, and often with little concern, hydrocortisone is
frequently added to the amphotericin B admixture to prevent infusion-related toxicity.
These cases illustrate that these medications should be used only after careful consider-
ation of the patient’s clinical condition.

MANAGEMENT

When hydrocortisone or other medications that effect the fluid and electrolyte status
of the patient are used with amphotericin B, fluid status, electrolytes, and cardiac func-
tion should be closely monitored.

5-Fluorocytosine
Secondary Nonrenal Toxicities

As described previously, concomitantly administered drugs (i.e., amphotericin B,
aminoglycosides) that reduce glomerular filtration will prolong 5-FC elimination. With-
out 5-FC dosage adjustment, accumulation of toxic concentrations will likely occur.
Although this same potential exists when 5-FC is administered to patients receiving
either cyclosporine or tacrolimus, there are no reports describing such an interaction
between these drugs (40).

Synergistic/Additive Myelosuppression and Cytotoxicity
5-FC may interact with drugs that are myelosuppressive or cytotoxic, such as

zidovudine and ganciclovir, and increase the risk of blood dyscrasias.

MECHANISM

Approximately 25% of administered 5-FC is deaminated to 5-FU, which contributes
directly to 5-FC-associated myelosuppression. In addition, 5-FU can be further acted
on to form 5-fluordeoxyuridylic acid, which can inhibit thymidylate synthetase and
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interfere with deoxyribonucleic acid (DNA) synthesis. This may also contribute to 5-
FC-associated myelosuppression. Zidovudine is acted on intracellularly by thymidine
kinase and converted to zidovudine monophosphate. The hematological toxicity asso-
ciated with zidovudine has been attributed to intracellular accumulation of zidovudine
monophosphate (41).

LITERATURE

Because of the concern over the potential myelotoxicity, clinicians have been hesi-
tant to use 5-FC in patients with acquired immunodeficiency syndrome (AIDS). There
have been several studies using 5-FC in combination with amphotericin B or the azoles
for the treatment of cryptococcosis in AIDS patients. Although the 5-FC-containing
regimens have demonstrated efficacy in AIDS patients, these reports shed little light on
the safety of this agent in this population (38).

Systemic Azoles
Mechanisms of Interactions

As a result of their physicochemical properties, primarily their lack of aqueous solu-
bility, the systemic azoles, particularly itraconazole and ketoconazole, are prone to
many drug–drug interactions. The systemic azoles can interact, by different mecha-
nisms, with a variety of medications at several sites within the body. These interactions
primarily affect the pharmacokinetic processes of the systemic azoles as well as those
of the interacting drug.

The systemic azoles itraconazole, ketoconazole, and voriconazole are lipophilic.
Therefore, they cannot be formulated as an iv dosage form without the use of a solubi-
lizing agent, or their administration is limited to the oral route. Thus, they may be
prone to interactions within the GI tract that may interfere with absorption. As dis-
cussed below, fluconazole differs physicochemically from other azoles and is therefore
less prone to drug interactions, particularly within the GI tract. As a consequence of
their nonpolar chemical nature, to some extent all systemic azoles undergo oxidative
Phase I metabolism in the liver and perhaps in the intestine via CYP. Enteric metabo-
lism is quite extensive for itraconazole and ketoconazole.

Interactions Affecting Solubility and Absorption
PH INTERACTIONS

Drug dissolution rate determines the intestinal lumen concentration of drug in solution
available for absorption (42). Therefore, intralumen pH can indirectly affect absorption.
Weakly basic drugs such as itraconazole and ketoconazole dissolve more slowly at
higher pH, whereas weakly acidic drugs dissolve faster at higher pH. Itraconazole
and ketoconazole are weak bases with high pKa (3.7 and 2.94–6.51, respectively), and
their dissolution and subsequent absorption in large fluid volumes (i.e., >50 mL) is opti-
mal at pH 1.0–4.0 (43). The absorption of itraconazole and ketoconazole is impaired
above these pH values. Fluconazole and voriconazole are also weak bases, with lower
pKa values (≈2.0 and 1.63, respectively), and thus their dissolution is not affected by
increases in gastric pH.

BINDING INTERACTIONS

Binding interactions (i.e., complexation and chelating interactions) between keto-
conazole, or potentially itraconazole, and metal ion-containing drugs, vitamin supple-
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ments, and antacids can also diminish dissolution and subsequent absorption. Interac-
tions between the azole and metal ions can be a simple interaction by which the azole
may be soluble but, as a result of the ionic binding, unavailable for transport across the
GI epithelium. Conversely, the interactions can be complex. The interacting drug may
also influence the intralumen pH and thereby affect azole dissolution and absorption.
These electrostatic binding interactions can occur between the protonated species of
ketoconazole (ketoconazole2+ or ketoconazole+) and the polyanion of sucralfate (44).
This interaction between either ketoconazole2+ or ketoconazole+ and the sucralfate
polyanion renders ketoconazole unavailable for transport across the GI epithelium (44).
Thus, even though reducing GI pH increases ketoconazole solubility, the interaction
with sucralfate still decreases ketoconazole absorption under acidic conditions (44).
Although there is no reported interaction between itraconazole and sucralfate, given its
chemical similarity to ketoconazole, such an interaction may occur.

Interactions Affecting CYP-Mediated Biotransformation
Ketoconazole, itraconazole, and voriconazole are lipophilic and cannot be excreted

into the urine by the kidney without extensive conversion to hydrophilic metabolites. In
contrast, fluconazole is much less lipophilic and requires less biotransformation. The
azoles are all inhibitors and substrates of CYP, although the affinities of itraconazole and
ketoconazole for specific isoforms differ from that of fluconazole and voriconazole.

As inhibitors of CYP isoforms, the systemic azoles exhibit rapidly reversible bind-
ing (45). As reviewed in Chapter 2, this type of binding to CYP by an inhibitor or its
metabolite results in either competitive or noncompetitive inhibition (45). The extent
of inhibition by a noncompetitive inhibitor is dependent only on the concentration of
the inhibitor relative to its Ki value. Conversely, the extent of inhibition by a competi-
tive inhibitor is dependent on the substrate concentration relative to its Km (46). The
azoles are potent reversible inhibitors that generally exert competitive inhibition (45).
However, ketoconazole and fluconazole have also demonstrated noncompetitive or
mixed-type inhibition, indicating a direct interaction with the heme moiety of CYP
(45,46). There are no published data describing whether voriconazole also exhibits
noncompetitive or mixed-type inhibition. The pharmacokinetic properties of the azoles
also influence azole-drug interactions (41).

The systemic azoles predominantly inhibit CYP3A4, which is extensively expressed
in the liver and GI tract. As a result, at both of these sites the systemic azoles, particu-
larly itraconazole, ketoconazole, and voriconazole, are prone to CYP-mediated inter-
actions, which can affect either their biotransformation or that of many compounds. In
vitro, the inhibitory potential of azoles on other CYP isoforms varies. Ketoconazole
interacts extensively with the heme moiety of CYP3A (i.e., Type 2 binding), resulting
in noncompetitive inhibition of oxidative metabolism of many CYP3A substrates (45).
In addition to being a potent inhibitor of CYP3A4, ketoconazole inhibits other isoforms,
albeit to a lesser extent (41). These isoforms include CYP1A2, CYP2E1, CYP2D6, and
the CYP2C subfamily. Thus, ketoconazole may interact with a wide range of drugs
(41). Unlike ketoconazole, to date itraconazole is only known to inhibit CYP3A4.

Although fluconazole undergoes minimal CYP-mediated metabolism, like the other
azoles, in vitro it inhibits CYP3A4, but much more weakly than other agents in this
class (47). However, unlike itraconazole and ketoconazole, in vitro fluconazole is a
comparatively stronger inhibitor of several other isoforms (i.e., CYP2C9 and perhaps
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CYP2C19) (47). When evaluating in vitro studies of the inhibitory potential, it is impor-
tant to note fluconazole binds noncompetitively to CYP, and in vivo it circulates largely
as free drug. Therefore, determination of the ability of fluconazole to inhibit CYP in
vitro may not accurately predict its potential to inhibit CYP in vivo. Fluconazole also
interacts with phase II enzymes involved in glucuronidation (15). Voriconazole and
perhaps some of its metabolites are inhibitors of CYP2C9, CYP2C19, and to a lesser
extent CYP3A4. Therefore, it has the potential to interact with a wide array of other
medicines (48).

Interactions Affecting P-gp-Mediated Efflux and Other Transporters

Drug transporters are increasingly recognized as key determinants of drug disposi-
tion. These transport proteins are expressed in a variety of tissues and allow for the
efficient directional movement (i.e., uptake or efflux) of many drugs. Although there are
likely many transport proteins involved in drug disposition, most research has focused
on the role of the efflux transporter MDR1 (P-gp). The MDR1 gene product P-gp is
expressed in a variety of tissues and functions as a transmembrane efflux pump/trans-
port system on a broad range of substrates. P-gp is extensively expressed in the apices
of mature enterocytes in the GI tract, bile canicular membrane of hepatocytes in the
liver, cells of the blood–brain barrier, glomerular mesangium and apical membrane of
the proximal tubule epithelia (9). In these tissues, P-gp serves several different func-
tions, all of which limit systemic exposure to many drugs. In the GI tract, P-gp reduces
drug absorption, whereas in the liver and proximal tubules of the kidney, it is involved
in the elimination of endogenous and exogenous compounds from the systemic circu-
lation. In the blood–brain barrier, P-gp limits distribution (45).

Growing evidence suggests that uptake transporters, specifically the members of the
organic anion transporting polypeptide (OATP) family of transport proteins may also
be important to drug disposition. Like the efflux transporter P-gp, members of the
OATP family of transporters are expressed in the GI tract, liver, kidney, and at the
blood–brain barrier. Moreover, these uptakes have been found capable of transporting
a large array of structurally diverse compounds (49).

P-gp is extensively co-localized with CYP3A, and the two proteins exhibit signifi-
cant overlap in substrate specificity (9). Even though many P-gp inhibitors are sub-
strates or inhibitors of CYP3A4, the inhibitory potency of a compound toward the two
proteins can be mutually exclusive. CYP3A4 inhibition is not an intrinsic characteris-
tic of P-gp inhibitor (50).

The systemic azoles vary in their interactions with P-gp. Itraconazole and ketocon-
azole, and perhaps fluconazole, are P-gp substrates (9,51,52). However, itraconazole
and ketoconazole inhibit P-gp, whereas fluconazole apparently does not (8). There are
no published data characterizing the interaction between voriconazole and P-gp. None-
theless, it is likely that voriconazole is neither a substrate nor an inhibitor (53). There-
fore, interactions between itraconazole or ketoconazole and another CYP3A substrate
can result from the inhibition of CYP-mediated metabolism, reduced P-gp-mediated
efflux, or a combination of the two. Consequently, separating the effect of P-gp from
that of CYP3A4 can be difficult. Interactions between itraconazole and digoxin or qui-
nidine demonstrate this complexity.

To date, the interaction between the azoles and OATP transporters has not been
elucidated. Nonetheless, as our understanding of the role of OATP transporters in drug
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disposition evolves, so too will our understanding of the factors governing the absorp-
tion, elimination, and tissue penetration of the azoles and other drugs.

Ketoconazole
Literature

Itraconazole, fluconazole, and voriconazole have largely supplanted ketoconazole
for the treatment of systemic mycoses. Ketoconazole can interact with other medica-
tions through pH and binding mechanisms or by interacting with CYP or P-gp.

pH and Binding Interactions
CLINICAL IMPORTANCE

Given the limited role of ketoconazole in the treatment of superficial or systemic
mycosis, pH and binding interactions involving this azole are generally not important.
However, in patients who, for lack of an alternative, require ketoconazole therapy,
these interactions could compromise therapy and lead to clinical failure.
MANAGEMENT OF PH AND BINDING INTERACTIONS

Clearly, concomitant administration of agents that elevate gastric pH (i.e., antacids,
H2-antagonists, proton pump inhibitors) should be avoided in patients requiring
ketoconazole therapy. If sucralfate or antacids are prescribed with ketoconazole, their
administration should be separated by at least 2 hours (54).

Interactions Affecting CYP-Mediated Biotransformation of Other Drugs
EFFECT ON PHARMACOKINETICS/DYNAMICS

Ketoconazole is a potent inhibitor of CYP3A4 in vitro, and in vivo studies estab-
lished that it can inhibit the enteric or hepatic metabolism of many CYP3A4 substrates
(41,54,55). Most studies of ketoconazole interactions with CYP3A4 substrates attrib-
uted pharmacokinetic changes of the substrate (i.e., increased Cmax, area under the curve
[AUC], and t1/2, or a corresponding decrease in its metabolite:parent drug ratios) to
ketoconazole inhibition of CYP3A4. However, ketoconazole can also inhibit P-gp, so
it is difficult to attribute ketoconazole drug interactions solely to CYP3A4 inhibition
(55). Most data concerning ketoconazole interactions with other CYP3A4 substrates
were gathered before the importance of P-gp, particularly intestinal P-gp, in determin-
ing systemic availability was realized. Therefore, it is possible that P-gp inhibition,
especially in the GI tract, contributes somewhat to ketoconazole drug interactions that
were previously attributed to CYP3A4 inhibition.

Interactions Affecting P-gp-Mediated Efflux
EFFECT ON PHARMACOKINETICS/DYNAMICS

When ketoconazole was administered with oral and iv cyclosporine, investigators
attributed pharmacokinetic changes in cyclosporine (i.e., decreased systemic clearance
CLiv and a significant increase in oral bioavailability) to inhibition of intestinal
CYP3A4 by ketoconazole (56). However, it is now recognized that oral cyclosporine
availability is determined primarily by intestinal P-gp rather than CYP3A4 (55).

CLINICAL IMPORTANCE OF CYP AND P-GP-MEDIATED EFFLUX INTERACTIONS

Because the role of ketoconazole in the treatment of systemic mycoses has dimin-
ished, reports describing drug interactions with this agent have lessened. The clinical
importance of these drug interactions lies in the mechanism behind them (i.e.,
ketoconazole inhibition of CYP3A4 and P-gp). Although CYP3A and P-gp substrates
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overlap substantially, it is likely that the substrates vary in their dependency on either
CYP3A or P-gp for oral availability and systemic clearance. Thus, inhibiting CYP3A
or P-gp may be an important clinical means for improving the oral absorption of drugs
with poor oral availability or reducing the interpatient variability in pharmacokinetic
behavior of certain drugs (55).

MANAGEMENT OF CYP AND P-GP-MEDIATED EFFLUX INTERACTIONS

By exploiting the ketoconazole-cyclosporine interaction, several investigators dem-
onstrated that ketoconazole can be utilized safely in transplant patients to lower the
daily dose of cyclosporine and thereby lower the drug costs associated with transplan-
tation. The use of ketoconazole enabled cyclosporine dosage reductions of approx
80% and reduced drug costs associated with transplantation 50–75% within the first
year posttransplantation (57,58). The use of ketoconazole may produce added benefits,
including reduced rates of rejection and opportunistic fungal infections and a delay in
the first rejection episode (57,58). Ketoconazole also significantly increases methyl-
prednisolone and prednisolone concentrations (54). Although data suggest the keto-
conazole-prednisolone interaction is not clinically significant, there is disagreement
regarding the significance and the management of this interaction (54,58).

Itraconazole
Literature

Drug interactions with itraconazole are summarized in Tables 2 and 3.

Gastric pH Interactions
Itraconazole is an extremely weak base that is highly lipophilic (P = 460,000), virtu-

ally water insoluble (<5 µg/mL), and ionized at low pH (19). Consequently, dissolu-
tion and subsequent absorption of itraconazole capsules are optimal in acidic
intragastric conditions. However, the dissolution and subsequent absorption of
itraconazole capsules are not dependent solely on a low intragastric pH; a long gastric
retention time and a meal high in fat content are also critical for absorption of the
capsules (59). The potential for changes in gastric pH to affect the absorption of the
itraconazole capsule has been demonstrated by studies of its administration with drugs
that increase pH and data demonstrating the effects of food on its absorption. However,
changes in pH do not affect the absorption of the oral solution (12).

Drugs that increase gastric pH, such as H2-receptor antagonists and proton pump
inhibitors, reduce the absorption and oral availability of the itraconazole capsule approx
30–60% following a single dose or multiple doses (60–62). Studies assessing the impact
of pH on the itraconazole capsule are difficult to perform because, in addition to
intragastric pH, many other conditions, including gastric emptying time, dietary caloric
and fat content, and compounds that affect enteric CYP, must be controlled. Often, stud-
ies that demonstrate an effect have not taken into account these conditions (63).

To protect against acid-induced hydrolysis, didanosine (ddI), a nucleoside reverse
transcriptase inhibitor, was previously marketed as several buffered oral formulations.
In a loosely controlled trial, simultaneous administration of the itraconazole capsule
and the ddI buffered oral tablet significantly reduced itraconazole absorption (63).
However, ddI has since been reformulated as nonbuffered enteric-coated encapsulated
beads, and there is no appreciable affect on itraconazole or hydroxyitraconazole phar-
macokinetics when this formulation is administered with the itraconazole capsule (64).
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Table 2
Itraconazole Interactions Effecting Pharmacokinetics/Dynamics of Other Drugs

Drug Effect on drug Suggested mechanism Reference

HMG-CoA reductase inhibitors

• Lovastatin � Cmax, AUC0–24, and t1/2 ≥ 15–20× Inhibition of hepatic CYP3A; perhaps intestine 69, 74
• Simvastatin � Cmax, AUC0-∞ ≥ 10×; � t1/2 Inhibition of hepatic CYP3A; perhaps intestine 70, 73
• Atorvastatin ↔ Cmax, � AUC0–72, t1/2 ≈ 3× Inhibition of hepatic CYP3A; perhaps intestine 71, 72
• Fluvastatin No effect on Cmax, AUC, t1/2 74
• Pravastatin No effect on Cmax, AUC, t1/2 70, 72
• Rosuvastatin No effect on Cmax, AUC, t1/2 75

Benzodiazepines

• Midazolam � Cmax, AUC0-∞, t1/2, F ≈ 2×; � CL ≈ 67% Inhibition of hepatic CYP3A; perhaps intestine 76, 79
• Triazolam � Cmax, Tmax ≈ 2×; � AUC0-∞, t1/2 ≈ 20× Inhibition of hepatic CYP3A; perhaps intestine 77, 78
• Diazepam � AUC0-∞, t1/2 ≈ 35% Inhibition of hepatic CYP3A 80
• Estazolam No clinically significant effect 81
• Bromazepam No clinically significant effect 82
• Temazepam No clinically significant effect 83
• Oxazepam No clinically significant effect 83

Other anxiolytics, sedatives,
and hypnotics

• Buspirone � Cmax 13×, AUC0-∞ 19× Inhibition of hepatic and enteric CYP3A4 84
• Zolpidem No clinically significant effect 85

Antipsychotic agents

• Haloperidol � Concentrations 30% Inhibition of hepatic CYP3A 87
• Clozapine No clinically significant effect 88

Cyclosporine and tacrolimus

• Cyclosporine � Cmin 50% Inhibition of hepatic CYP3A, P-gp in intestine? 89, 90
• Tacrolimus � Cmin ≈ 5× Inhibition of hepatic CYP3A, P-gp in intestine? 91
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Corticosteroids

• Methylprednisolone � Cmax, Tmax, � AUC0-∞, t1/2 ≈ 4× Inhibition of hepatic and enteric CYP3A4 92–94
• Dexamethasone � AUC0-∞ three- to fourfold Inhibition of hepatic and enteric CYP3A4 may involve P-gp 95
• Prednisolone � AUC0-∞, t1/2 13–30% Inhibition of hepatic and enteric CYP3A4? 93, 96
• Budesonide � Cmax, AUC0-∞, and t1/2 1.5- to 4-fold Inhibition of hepatic and enteric CYP3A4 97

Calcium channel blockers

• Felodipine � Cmin, AUC0-∞ 5-7×, t1/2 71% Inhibition of hepatic and enteric CYP3A4 98

Miscellaneous drugs inhibited
by itraconazole

• Oxybutynin � Cmin, AUC0-∞, ≈ 2× Inhibition of hepatic and enteric CYP3A4 99
• Fentanyl No significant effect 100
• Seligiline No significant effect 101
• Busulfan � Css 25%; � CL/F 20% Inhibition of hepatic CYP3A; perhaps intestine 19
• Digoxin �t1/2 38%; AUC0-∞ 68%, � CLR 20% Inhibition of renal P-gp 107
• Quinidine � Cmax, t1/2, AUC0-∞ 1.6-2.4×, � ClR 49–60%, Inhibition of hepatic CYP3A; renal P-gp 108, 109

� partial clearance 3-hydroxyquinidine 84%
and quinidine N-oxide 73%

• Cimetidine � AUC0–240, � CL 25% Inhibition of P-gp-mediated renal tubular secretion 112

Table 3
Pharmacokinetic Drug Interactions That Affect Itraconazole Plasma Concentrations

Drug Effect Suggested mechanism Reference

Famotidine � Cmax, Cmin, and AUC 30–53% � Gastric pH and � absorption 60, 61

Omeprazole � Cmax 66% and AUC0–24 64% (itraconazole capsules) � Gastric pH and � absorption 62

Didanosine (buffered formulation) � Concentrations 100% � Gastric pH and � absorption 63

Phenytoin � Cmax, AUC, t1/2 80–90%; � CL/F 14× Induction of CYP3A in liver; perhaps intestine 104

Phenobarbital � Concentrations to 30 ng/mL Induction of CYP3A 103

Carbamazepine � Concentrations to undetectable Induction of CYP3A 103
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EFFECT OF GASTRIC PH INTERACTIONS ON ITRACONAZOLE PHARMACOKINETICS/DYNAMICS

Generally, pH interactions with itraconazole manifest as a reduction in its Cmax,
AUC, and Tmax. The coadministration of drugs that increase gastric pH with oral
itraconazole will also likely lower serum concentrations of hydroxyitraconazole. How-
ever, pH interactions may change the metabolic ratio (i.e., metabolite: parent com-
pound). Hydroxyitraconazole is formed primarily by the enteric CYP metabolism of
itraconazole; thus, if there is an effect, it would likely manifest as a reduction in the
metabolic ratio.

CLINICAL IMPORTANCE OF GASTRIC PH INTERACTIONS

Drug interactions with the itraconazole capsule resulting from elevated gastric pH
may be unavoidable in patients who require high-dose corticosteroid therapy (i.e., trans-
plant recipients).

MANAGEMENT OF GASTRIC PH INTERACTIONS

In patients receiving drugs that elevate gastric pH and who require itraconazole
therapy, the oral solution rather than the capsule dosage form should be used. How-
ever, the marketed oral solution is somewhat dilute and may not be practical in certain
patients, who will require either itraconazole or drugs that elevate gastric pH for a
prolonged period of time. Consequently, there is still a need for the capsule dosage
form. Therefore, clinicians should understand that the itraconazole capsule form can be
absorbed in patients receiving drugs that elevate gastric pH. However, this absorption
will be reduced and variable. For that reason, itraconazole trough serum concentrations
(Cmin) should be monitored periodically to document adequate oral availability. Sev-
eral studies have tried to establish a threshold concentration in humans that is predic-
tive of response. The results of these studies varied, but in general, for optimal
effectiveness investigators advocate itraconazole plasma trough concentration of at
least 0.25 µg/mL (measured by high-performance liquid chromatography) (19). How-
ever, evidence suggests that 0.5 µg/mL is the minimal desirable target concentration
for the prevention and treatment of invasive fungal infections, especially in neutro-
penic hosts (65). Nonetheless, given the variability of serum itraconazole concentra-
tions observed with the capsule or oral solution, clinical response should guide
judgments on the adequacy of the concentrations achieved.

Interactions Affecting CYP-Mediated Biotransformation of Other Drugs
EFFECT ON PHARMACOKINETICS/DYNAMICS

Itraconazole is a substrate and potent inhibitor of CYP3A4. Therefore, it can inhibit the
intestinal or hepatic biotransformation of other CYP3A4 substrates. Likewise, because
itraconazole is itself a CYP3A4 substrate, inducers of this isoform may augment its
metabolism.

Inhibitory Effects on Pharmacokinetics/Dynamics of Other Drugs
HMG-COA REDUCTASE INHIBITORS

The 3-hydroxy-3 methylglutaryl coenzyme A (HMG-CoA) reductase inhibitors are
primarily CYP or P-gp substrates, and one, pravastatin, is a substrate of hepatic
OATP-C (49,66). Itraconazole is an inhibitor of P-gp and CYP3A4, so it may be
difficult to attribute itraconazole drug interactions solely to CYP3A4 inhibition.
Coadministration of the HMG-CoA reductase inhibitors with itraconazole can pro-
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duce elevated systemic concentrations of these agents, which may result in rare, but
severe, life-threatening toxicities (19). Although the contribution of P-gp inhibition
to this interaction is unclear, CYP3A inhibition is likely involved. All but one of the
HMG-CoA reductase inhibitors undergo significant CYP-mediated metabolism.
Lovastatin, simvastatin, and atorvastatin are all CYP3A substrates, whereas
fluvastatin and rosuvastatin are metabolized by CYP2C9 (66,67). In contrast,
pravastatin is metabolized via several different CYP- and non-CYP-mediated reac-
tions. CYP-dependent metabolism, specifically CYP3A4 and CYP3A5, is involved
only in the formation of two of its minor metabolites (68). Thus, compared to other
HMG-CoA reductase inhibitors, like lovastatin, the CYP-dependent metabolism of
pravastatin is quantitatively negligible (68).

The inhibitory effects of itraconazole on the metabolism of these agents varies.
Itraconazole significantly increases the Cmax and AUC0–∞ of lovastatin or simvastatin,
whereas it affects atorvastatin pharmacokinetics considerably less (69–72). The effect
of this interaction on the exposure of certain HMG-CoA reductase inhibitors is dra-
matic. Itraconazole competitively inhibits CYP3A4-mediated metabolism of simvistatin,
and coadministration of these two agents may increase simvastatin exposure up to 100
times that observed after a single dose of simvastatin administered alone (73). The pre-
dicted maximum effect of the interaction on lovastatin exposure is approx 2.5 times that
observed with simvastatin (73). In contrast, this azole has no significant CYP-mediated
effect on the pharmacokinetics of the HMG-CoA reductase inhibitors that are not metab-
olized by CYP3A4 (fluvastatin, pravastatin, and rosuvastatin) (70,72–75).

BENZODIAZEPINES

Coadministration of itraconazole with triazolam, midazolam, or diazepam can result
in significant pharmacokinetic interactions and subsequently alter the pharmacody-
namics of these agents. The most dramatic effects have been observed with triazolam
and midazolam, which are exclusively metabolized by CYP3A4 in the intestine and
liver (55,76,77). The oral administration of either agent with itraconazole increases
their oral availability and apparently decreases their clearance. This interaction mani-
fests as significant changes in triazolam or midazolam Cmax, tmax, t1/2, and AUC0–∞
(76,77). The effect of itraconazole on the clearance of triazolam cannot be fully deter-
mined without an intravenous formulation. However, following intravenous
midazolam, itraconazole substantially reduces plasma clearance but does not affect the
steady-state volume of distribution Vss of midazolam, which is reflected by a prolon-
gation in its t1/2 (77).

Midazolam (F = 30%) and triazolam (F ≈ 50%) undergo significant first-pass metabo-
lism (55,77). In addition, the significant interaction between itraconazole and triazolam
occurs even when triazolam is administered up to 24 hours after itraconazole (78). The
interaction between itraconazole and midazolam is evident 4 days after the end of a 4-
day course of itraconazole (79). Furthermore, itraconazole significantly reduces the meta-
bolic ratio of midazolam (79). These data indicate the interaction between either of these
agents and itraconazole likely results from inhibition of enteric and hepatic CYP3A4 by
itraconazole.

More important, administration of itraconazole with either agent results in long-
lasting pharmacodynamic effects, including prolonged amnesia, significantly reduced
psychomotor performance tests, and severe sedation (76,77). The effects of itraconazole
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on the pharmacodynamics of iv midazolam were also notable but less marked than
after oral midazolam (76). These effects can occur with a single 200-mg dose of
itraconazole. Itraconazole concentrations at steady state are disproportionately higher
than those following a single dose. Therefore, with repeated itraconazole dosing or
increased doses, the affect on the pharmacokinetics and pharmacodynamics of these
agents will likely be greater (76). In addition, given the prolonged elimination of itra-
conazole, these effects will likely persist for at least several days (76,78).

In contrast to midazolam and triazolam, diazepam does not undergo significant
first-pass metabolism, and it is acted on by an additional isoform, CYP2C19 (80).
Concomitant itraconazole produces a small, yet statistically significant, increase in
diazepam AUC0–∞, and slightly prolongs its t1/2. However, it does not alter the phar-
macodynamic effects of diazepam (80). Estazolam is a short-acting benzodiazepine
that is chemically similar to midazolam and triazolam. Although the CYP-dependent
metabolism of estazolam has not been rigorously studied, it undergoes extensive oxi-
dative metabolism, presumably by CYP3A4/5. However, surprisingly, 100 mg itra-
conazole capsules daily for 3 days does not alter plasma concentrations, other phar-
macokinetic measures, or the pharmacodynamic effect of a single dose of estazolam
(81). Similarly, itraconazole coadministration did not affect the pharmacokinetics
or pharmacodynamics of bromazepam, which suggests CYP3A4 is not significantly
involved in the oxidative metabolism of this benzodiazepine (82). Temazepam is a
pharmacologically active metabolite of diazepam that possesses excellent oral avail-
ability (F > 95%) and is metabolized primarily via Phase II metabolism to temazepam
glucuronide. CYP-mediated conversion to oxazepam represents a minor metabolic
pathway for temazepam (83). Therefore, not surprisingly, temazepam demonstrates
no pharmacokinetic or pharmacodynamic interaction with itraconazole (83).

OTHER ANXIOLYTICS, SEDATIVES, AND HYPNOTICS

Buspirone is a nonbenzodiazepine anxiolytic agent that, like oral midazolam and
triazolam, undergoes extensive first-pass metabolism (F ≈ 5%) (84). Administration of
itraconazole with oral buspirone produces a pharmacokinetic interaction similar in
magnitude (i.e., significant increase in AUC0–∞ and Cmax) to that of oral triazolam and
midazolam (84). However, itraconazole does not effect the t1/2 of buspirone. This sug-
gests that the interaction likely results from inhibition of intestinal CYP3A4 by
itraconazole. Changes in buspirone pharmacokinetics produced by itraconazole also
manifest pharmacodynamically as moderate reductions in several psychomotor perfor-
mance tests (84). In addition, noxious adverse effects may be more common, but they
disappear rapidly.

Zolpidem, a short-acting imidazopyridine hypnotic, is a substrate of CYP3A4 and,
to a lesser extent, CYP1A2. Unlike midazolam, triazolam, and buspirone, it undergoes
minimal first-pass metabolism and possesses good oral availability. Itraconazole mini-
mally affects (i.e., slight increase in AUC0–∞) the pharmacokinetics and pharmacody-
namics of this agent (85).

ANTIPSYCHOTIC AGENTS

Haloperidol, a butyrophenone-derivative antipsychotic agent, is well absorbed from
the GI tract but undergoes first-pass metabolism. The oral availability is approx 60%.
Although the exact metabolic fate of haloperidol is unknown, it is acted on by CYP2D6
and perhaps CYP3A4 (86). Itraconazole significantly increases plasma concentrations
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of haloperidol and its metabolite (reduced haloperidol) (87). Although concomitant
itraconazole does not produce any changes in haloperidol pharmacodynamics, this com-
bination may significantly increase the incidence of haloperidol-associated neurologi-
cal side effects (88). The atypical antipsychotic agent clozapine is primarily metabolized
by CYP1A2, but CYP3A4 and CYP2D6 catalyze secondary metabolic pathways (86).
Because CYP3A4 catalyzes a minor pathway in clozapine metabolism, itraconazole does
not affect the pharmacokinetics or pharmacodynamics of this agent (88).

CYCLOSPORINE AND TACROLIMUS

Pharmacokinetic interactions between tacrolimus or cyclosporine and the azoles are
well known. Itraconazole inhibits intestinal and hepatic CYP-mediated metabolism of
cyclosporine and tacrolimus (40,41,57). The impact of itraconazole on cyclosporine
pharmacokinetics varies among individuals, so elevated cyclosporine concentrations
may not occur in all patients (57). Generally, itraconazole causes a doubling of cyclo-
sporine Cmin, with a subsequent increase in serum creatinine (57,89). Furthermore,
itraconazole causes a 50% reduction in the relationship between cyclosporine oral dose
rate and steady-state Cmin (dose rate-Css-min), compared with cyclosporine alone (90).
Generally, a change in this ratio can be attributed to a change in apparent clearance and
perhaps in distribution (19).

Similar to cyclosporine, tacrolimus is metabolized by intestinal and hepatic
CYP3A4, and therefore it likely possesses a similar drug interaction profile. In one
case report, a hepatopulmonary patient was initially started on 4 mg/kg of tacrolimus,
but shortly thereafter trough concentrations of tacrolimus rose nearly fivefold after
high-dose itraconazole (i.e., 600 mg twice daily) was started (91). This necessitated a
50% reduction in the daily tacrolimus dose. On discontinuation of itraconazole after
nearly 2 months of therapy, a 3.5-fold increase in the daily tacrolimus dose was neces-
sary to maintain adequate target concentrations.

CORTICOSTEROIDS

Corticosteroids are widely used for their anti-inflammatory and immunosuppressive
properties. As a result of their immunosuppressive effects, patients, particularly solid
organ, bone marrow, or peripheral stem cell transplant recipients, are at risk for oppor-
tunistic systemic mycoses such as invasive aspergillosis. Two separate studies have
demonstrated that itraconazole inhibits the metabolism of oral methylprednisolone (i.e.,
two- to threefold increases in Cmax, AUC0–∞, and t1/2) (92,93). In addition, in both stud-
ies itraconazole coadministration reduced morning plasma cortisol concentration by
approx 80% (92,93). The effects of itraconazole on the pharmacokinetics and pharma-
codynamics of iv methylprednisolone were similar. Itraconazole increased the systemic
exposure (AUC0–∞) nearly threefold and more than doubled the t1/2 of methylpredniso-
lone (94). In addition, the systemic clearance of methylprednisolone was reduced 40%,
and morning plasma cortisol concentration was reduced approx 90% (94). The metabo-
lism of methylprenisolone has not been fully elucidated, but collectively these data
suggest CYP3A4 is likely involved.

Dexamethasone is a CYP3A4 substrate, and similar to methylprednisolone,
itraconazole increased the systemic exposure (AUC0–∞) of iv and oral dexamethasone
approximately three- and fourfold, respectively (95). Moreover, morning plasma corti-
sol concentrations were also significantly reduced. Dexamethasone is also a P-gp sub-
strate, and thus this efflux protein could be involved in this reaction. In contrast to
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methylprednisolone and dexamethasone, coadministration of itraconazole affects the
pharmacokinetics and pharmacodynamics of prednisolone to a lesser extent. Itra-
conazole coadministration increases prednisolone AUC0–24 and t1/2 13 to 30%, but pro-
duces only minimal changes in prednisolone Cmax or pharmacodynamics (93,96).

Inhaled corticosteroids are not immune to systemic drug interactions. Depending on
the inhalation device and the skill of the patient, only about one-third of an inhaled
corticosteroid dose is delivered directly to the lungs; the rest is inadvertently swallowed
(97). Drug that is delivered to the lungs is absorbed into the systemic circulation. In
contrast, if the inhaled corticosteroid is a CYP3A4 substrate, prior to reaching the sys-
temic circulation the fraction of a dose that is swallowed undergoes extensive metabo-
lism by enteric and hepatic CYP3A4 to active or inactive metabolites. Budesonide, an
inhaled glucocorticoid, reaches the systemic circulation directly by pulmonary absorp-
tion and indirectly through GI absorption. Oral itraconazole significantly inhibited the
metabolism of inhaled budesonide (i.e., 1.5- to 4-fold increases in Cmax, AUC0-∞, and
t1/2) in a crossover study of 10 healthy adults (97). The extent of this interaction was
quite variable between subjects. However, this study included men and women; thus,
this observation may be a reflection of sex-related differences in the expression or activ-
ity of CYP3A4. Similar to the interaction with oral and iv corticosteroids, the interac-
tion enhanced the adrenal suppressive effects of budesonide, as reflected by a significant
reduction in morning plasma cortisol concentrations (97).

In all of the above studies, coadministration of itraconazole with iv, oral, or inhaled
corticosteroids enhanced their adrenal-suppressant effects, as reflected by reductions in
morning plasma cortisol concentrations. Even though itraconazole can directly inhibit
cortisol synthesis, this effect is associated with high doses administered for a prolonged
period. All these studies were placebo-controlled trials, and subjects received 200 mg
itraconazole daily for only 4 days. In addition, there was no difference in morning plasma
cortisol concentrations between the itraconazole and placebo phases prior to corticoster-
oid administration (92–97). Therefore, the enhanced adrenal-suppressant effects were
attributed to feedback inhibition caused by the increased systemic exposure of the corti-
costeroids (92–97).

CALCIUM CHANNEL BLOCKERS

Felodipine, a dihydropyridine calcium channel blocker, is a CYP3A4 substrate. Fol-
lowing oral administration, felodipine undergoes extensive first-pass metabolism,
which results in low oral availability (F = 15%) (98). Itraconazole coadministration
results in a significant pharmacokinetic interaction and substantially increases the phar-
macodynamic effects of felodipine. Itraconazole increases felodipine Cmax eightfold,
AUC0-∞ approximately sixfold, and t1/2 approximately twofold (98). In one crossover
study, the inhibition in felodipine metabolism was so marked that in most subject’s
felodipine Cmin with itraconazole 32 hours after dosing was higher than felodipine Cmax
without itraconazole.

More important, the changes in felodipine pharmacokinetics reduced systolic and
diastolic blood pressure significantly and were associated with a significant increase in
heart rate (98). Although systemic clearance was not assessed, the observed changes
suggest that the interaction results from inhibition of intestinal and hepatic CYP3A4 by
itraconazole. These interactions likely occur with other dihydropyridine calcium chan-
nel blockers (41).
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MISCELLANEOUS DRUGS

Itraconazole increases the Cmax and AUC0-∞ of oxybutynin (99). However, oral
itraconazole has no significant effect on the pharmacokinetics or pharmacodynamics
of iv fentanyl administered to healthy volunteers in doses similar to that used during
the induction of general anesthesia (3 µg/kg) (100). Itraconazole also has no effect on
the pharmacokinetics of selegiline (101). In bone marrow transplant recipients,
itraconazole increased steady-state busulfan concentrations and lowered plasma clear-
ance. These changes were associated with an increased incidence of toxicity (19). A
case report noted a substantial potentiation of warfarin’s effect with concomitant
itraconazole therapy. This observation is intriguing because the metabolism of the phar-
macologically active S-enantiomer of warfarin is carried out almost exclusively by
CYP2C9, and there is no evidence that itraconazole inhibits the activity of this CYP
isoform. A well-controlled, rigorous pharmacokinetic evaluation of these two drugs
administered in combination has not been reported but is certainly needed (102).

CLINICAL IMPORTANCE OF ITRACONAZOLE INTERACTIONS AFFECTING CYP METABOLISM

Itraconazole has a very broad and extensive drug interaction profile, and many of
these interactions are clinically important. Myopathy (skeletal muscle toxicity), which
is manifested by myalgia and markedly elevated creatinine phosphokinase levels, is a
rare, but potentially severe, side effect of elevated HMG-CoA reductase inhibitor con-
centrations (70). This adverse effect could ultimately progress to rhabdomyolysis and
renal failure (70). In patients treated with lovastatin monotherapy, the incidence of
skeletal muscle toxicity is 0.1 to 0.2% (68). This risk dramatically increases to approx
30% within 1 year when lovastatin is combined with potent CYP3A4 inhibitors like
cyclosporine (68). This toxicity has been reported in a patient receiving lovastatin in
combination with itraconazole and can likely occur with simvastatin and perhaps
atorvastatin (70–72). In addition, concomitant itraconazole therapy with these HMG-
CoA reductase inhibitors may increase the risk of their associated dose-dependent ad-
verse effects (i.e., hepatotoxicity) (67).

The interaction between itraconazole and midazolam, triazolam, and buspirone pro-
duces significant changes in the pharmacodynamic effects of these drugs. Because of
the potency of these agents, the changes in pharmacodynamics are severe and can be
long-lasting. Patients receiving even low doses of these agents (particularly midazolam
and triazolam) may have an impaired capacity to perform intellectual or motor skills
for prolonged periods of time. The interaction with iv midazolam is less significant.
Because the interaction does not change Vss when small bolus doses are used, the effect
should not be increased. However, a high-dose bolus injection or a prolonged infusion
may produce a significant interaction.

The clinical significance of the interaction between itraconazole and cyclosporine is
unclear. The effect of itraconazole on cyclosporine concentrations is less than that pro-
duced by ketoconazole, so nephrotoxicity associated with this interaction is rare (41).
In contrast, the significance of the interaction between itraconazole and tacrolimus is
unknown; nonetheless, the risk of this interaction and subsequent tacrolimus toxicity is
likely high.

Itraconazole interacts significantly with oral, iv, or inhaled corticosteroids that are
apparently metabolized to a significant extent by CYP3A4. This interaction increases
the systemic exposure of these corticosteroids, which results in prolonged suppression
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of endogenous cortisol production. The studies to date have involved healthy volun-
teers administered a 4-day regimen of placebo or itraconazole followed by a single
dose of corticosteroid. Therefore, the clinical significance of this interaction has not
been fully determined. Nonetheless, given the extent and duration of the pharmacody-
namic effect of this interaction in healthy patients, it is likely that the interaction could
be even more problematic in patients administered prolonged courses of these agents
together.

Given the extent of the increase in felodipine pharmacodynamic effects when given
with itraconazole, this interaction is very significant clinically. Despite no evidence
that itraconazole inhibits CYP2C9, and even though the coadministration of itra-
conazole and warfarin has not been rigorously evaluated in a controlled fashion, given
the danger of excessive anticoagulation, the itraconazole-warfarin interaction should
be considered clinically significant.

MANAGEMENT OF INTERACTIONS AFFECTING

CYP-MEDIATED METABOLISM OF OTHER DRUGS

Patients receiving lovastatin, simvastatin, or atorvastatin in combination with
itraconazole should be monitored closely for clinical and laboratory signs of skeletal
muscle toxicity (myalgia, arthralgia, creatinine phosphokinase elevations) and hepato-
toxicity (transaminase elevations). The empiric administration of lower doses of these
agents in the presence of itraconazole may be prudent. However, because pravastatin,
fluvastatin, and rosuvastatin do not interact with itraconazole, they are the preferred
HMG-CoA reductase inhibitors for use in patients receiving concurrent therapy with
itraconazole.

Because of the prolonged elimination of itraconazole, the interaction with triazolam,
and likely midazolam, cannot be avoided (79). The benzodiazepines temazepam, oxaze-
pam, and lorazepam undergo Phase II metabolism, so they should also be considered
alternatives to triazolam and midazolam. Other alternatives include diazepam, estazo-
lam, and the short-acting imidazopyridine zolpidem. Although all are CYP3A4 sub-
strates, none is significantly affected by itraconazole.

In patients receiving itraconazole and either cyclosporine or tacrolimus, the dose of
their immunosuppressive agent should be reduced by at least 50% (19). In addition,
their renal function and serum immunosuppressive concentrations should be closely
monitored.

Patients requiring concomitant itraconazole and oral or iv corticosteroid therapy
should receive prednisolone because of a lack significant pharmacokinetic interaction
or pharmacodynamic effect with this agent. If patients are receiving dexamethasone or
methylprednisolone (dosed chronically or as pulse therapy), corticosteroid dose reduc-
tion and careful follow-up are needed during concomitant itraconazole therapy.

Given the considerable clinical significance of the interaction between itraconazole
and felodipine, this combination should be avoided. Similarly, calcium channel
blockers that are chemically related to felodipine (i.e., amlodipine, isradepine, nifedi-
pine) should also be avoided. If these combinations cannot be avoided, then the dose of
felodipine or related agents should be reduced, and the patient’s heart rate and blood
pressure should be closely monitored until the patient’s condition is stable. Termina-
tion of the interaction between itraconazole and warfarin requires discontinuation of
itraconazole and perhaps infusion of fresh-frozen plasma and packed red blood cells to
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reverse excessive anticoagulation (102). The combination of itraconazole and warfarin
should be avoided. If antifungal therapy is needed, an amphotericin B formulation or
caspofungin should be used.

Interactions With Other Drugs That Accelerate CYP-Mediated Metabolism of Itraconazole
EFFECT ON ITRACONAZOLE PHARMACOKINETICS/DYNAMICS

Phenytoin, phenobarbital, carbamazepine, and rifampin are well-known inducers of
CYP3A4. Coadministration of itraconazole with any of these agents results in a phar-
macokinetic interaction that markedly reduces its serum concentrations (103–105). The
onset of induction varies with each anticonvulsant, so changes in itraconazole serum
concentrations may not be detectable for approximately several days to 2 weeks (103).
Clinically, the effects of induction may not be apparent for several days. After discon-
tinuation of these anticonvulsants, induction can persist for approximately several days
to 2 weeks (103).

Changes in itraconazole pharmacokinetics produced by enzyme induction can be
striking. Phenytoin reduces the AUC and t1/2 of itraconazole and hydroxyitraconazole
approx 90%. Similarly, phenytoin reduces their Cmax approx 20% and their Cmin approx
50- to 100-fold (104). Rifampin also induces metabolism and lowers serum concentra-
tions of itraconazole (105).

CLINICAL SIGNIFICANCE OF INTERACTIONS THAT ACCELERATE

CYP-MEDIATED METABOLISM OF ITRACONAZOLE

The coadministration of CYP3A inducers with itraconazole produces clinically sig-
nificant interactions. Often, induction of itraconazole metabolism leads to undetect-
able or subtherapeutic serum itraconazole concentrations. Therefore, the magnitude of
this interaction is sufficient to compromise therapy in patients with fungal infections
who are being treated with itraconazole.

MANAGEMENT OF INTERACTIONS THAT ACCELERATE

CYP-MEDIATED METABOLISM OF ITRACONAZOLE

The magnitude of induction and the dose-dependent pharmacokinetics make it unlikely
that increasing the dose of itraconazole and monitoring serum concentrations can cir-
cumvent this interaction. Generally, these combinations should be avoided if possible.
However, this is often not possible, especially in patients with human immunodefi-
ciency virus (HIV) receiving rifampin or rifabutin. In these cases, if alternative anti-
fungal therapy (i.e., amphotericin B, caspofungin) cannot be used, then itraconazole
serum concentrations should be closely monitored, and the patient’s clinical condition
should be used as a guide in assessing the adequacy of the achieved concentrations.
Alternative antimycobacterial regimens that do not contain rifampin or rifabutin should
only be considered if alternative antifungal agents cannot be used. In patients receiving
anticonvulsant therapy, gabapentin or levetiracetam may represent an alternative that
is devoid of CYP3A-inducing properties.

Interactions Affecting P-gp-Mediated Efflux
EFFECT ON PHARMACOKINETICS/DYNAMICS OF OTHER DRUGS

As discussed earlier in the chapter, because of the substrate overlap and co-localiza-
tion of CYP3A and P-gp, it is difficult to distinguish the contribution of each to inter-
actions involving itraconazole and other CYP3A4 substrates. This complexity is best
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illustrated by the interaction between quinidine and itraconazole, which apparently
involves both mechanisms. (106–110). On the other hand, in some cases the distinction
can be made. Digoxin represents one of the few drugs that interact with P-gp but not
CYP3A.

DIGOXIN

When first reported, the interaction between itraconazole was somewhat enigmatic,
digoxin was not known to be significantly metabolized, and itraconazole was not
known to have effects on renal transport systems. In the initial case reports, itra-
conazole elevated serum digoxin concentrations, which resulted in symptomatic
digoxin toxicity and necessitated 60 to 75% reductions in digoxin doses to achieve
safe and effective concentrations (111). A rigorous pharmacokinetic analysis revealed
that itraconazole significantly increased digoxin AUC0–72 approx 50% and reduced
renal clearance approx 20%. Although Cmax and t1/2 were also increased, these changes
were not significant (107). Although itraconazole increases serum digoxin concentra-
tions, the hepatic metabolism of digoxin is minimal (≈10%), so this interaction cannot
be attributed to inhibition of CYP-mediated metabolism (41). Thus, these changes
were attributed to a reduction in clearance or competition for tissue-binding sites with
a subsequent reduction in volume of distribution (111). Digoxin is primarily elimi-
nated renally as unchanged drug, predominantly through P-gp-mediated renal tubular
secretion (106). Therefore, the interaction between itraconazole and digoxin can be
attributed to inhibition of P-gp-mediated renal secretion of digoxin by itraconazole.
The reduced P-gp-mediated efflux causes decreased renal clearance and increases se-
rum concentrations of digoxin (107).

QUINIDINE

In contrast, the role of P-gp in the interaction between itraconazole and quinidine is
less clear. Orally administered quinidine undergoes first-pass metabolism (F = 70–
90%), and approx 80% is metabolized via CYP isoforms to form 3-hydroxyquinidine
and quinidine N-oxide (108). Quinidine is also actively secreted by the renal tubules,
which most likely involves P-gp. The formation of the 3-hydroxy metabolite is appar-
ently dependent primarily on CYP3A4, whereas formation of the N-oxide depends on
CYP2C9 and perhaps CYP3A4 (109). The coadministration of itraconazole can sig-
nificantly increase quinidine Cmax and exposure (AUC) nearly 2- and 2.5-fold, respec-
tively, and the metabolic ratio (the metabolite/parent AUC) decreased 20% (108). These
findings suggest that itraconazole decreases first-pass and hepatic CYP3A4 metabo-
lism of quinidine. However, coadministration of itraconazole also prolongs the quini-
dine elimination t1/2 and significantly decreases the renal clearance of quinidine 49 to
60% (108,109). In addition, coadministration of itraconazole significantly reduces the
partial clearances by the 3-hydroxylation and N-oxidation 84 and 73%, respectively
(109). Interestingly peak serum quinidine metabolite concentrations are diminished,
but not significantly, by itraconazole administration. Certainly, the interaction involves
the inhibition of enteric and hepatic CYP3A4 to some degree. Nonetheless, the reduc-
tions observed in renal and partial clearances provide strong evidence that inhibition of
renal P-gp also contributes to the interaction (109). Thus, the changes in quinidine
pharmacokinetics produced by concomitant itraconazole administration may be attrib-
uted to inhibition of enteric and hepatic CYP3A4 metabolism and P-gp-mediated tubu-
lar secretion of quinidine by itraconazole (108–110).
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MISCELLANEOUS DRUGS

As our understanding of the role of efflux proteins on the disposition of the azoles
improves, the number of drugs that interact with itraconazole involving this mecha-
nism will likely grow. Because of the overlapping tissue tropisms of CYP and P-gp, in
vitro and in vivo studies of the renal clearance of P-gp substrates will likely best iden-
tify the contribution of P-gp in drug–drug interactions. This was illustrated using
cimetidine, a P-gp substrate capable of interacting with itraconazole through a variety
of mechanisms. Investigators used a renal cell monolayer expressing P-gp (MDR1-
Madin-Darby canine kidney [MDCK] cells) to establish a model that demonstrated
itraconazole significantly reduced transcellular efflux of cimetidine and then confirmed
these findings in vivo (111,112). In healthy volunteers, systemic cimetidine exposure
AUC0–240 increased 25%, and clearance was reduced to a similar degree following
coadministration with itracona-zole (112).

CLINICAL IMPORTANCE OF INTERACTIONS INVOLVING P-GP-MEDIATED EFFLUX

Because of the narrow therapeutic index of digoxin, the itraconazole-digoxin inter-
action is of considerable clinical significance. Case reports have documented patients
experiencing symptomatic evidence of digoxin toxicity while receiving this combina-
tion (113). Like digoxin, quinidine also has a relatively narrow therapeutic index, and
elevated concentrations can produce life-threatening toxicity. Therefore, the clinical
significance of the interaction is considerable (107).

MANAGEMENT OF INTERACTIONS AFFECTING P-GP-MEDIATED EFFLUX OF OTHER DRUGS

In patients receiving itraconazole and digoxin, it is recommended that serum digoxin
concentrations be closely monitored and that patients be questioned about nonspecific
symptoms of digoxin toxicity (113). Similarly, plasma quinidine concentrations should
be closely monitored in patients receiving itraconazole and quinidine (107).

Fluconazole
Mechanisms of Interactions

Fluconazole differs markedly from ketoconazole and itraconazole in terms of its
physicochemical properties. Therefore, it does not share the drug interaction profiles
of itraconazole and ketoconazole.

Interactions Affecting Solubility and Absorption

PH AND BINDING INTERACTIONS

Fluconazole is water soluble and slightly lipophilic and has a low pKa (2.03), so it
dissolves readily even at elevated pH. The disposition of fluconazole is unaffected by
concomitant therapy with drugs that increase gastric pH, such as H2-receptor antago-
nists and proton pump inhibitors. In addition, fluconazole absorption is unaffected by
aluminum and magnesium hydroxide (15).

Interactions Affecting CYP-Mediated Biotransformation
Fluconazole exerts noncompetitive or mixed-type inhibition of CYP by interacting

directly with the heme moiety of CYP2C9, CYP3A4, and CYP2C19 (42,46). In vitro
fluconazole is a much less potent inhibitor of CYP than ketoconazole (47). Because
fluconazole is a noncompetitive inhibitor, the extent of enzyme inhibition depends only
on its concentration relative to its Ki value (47). In general, inhibition of 10 to 90% occurs
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in the range of noncompetitive inhibitor concentration 0.1–10 Ki (47). The extent of inhi-
bition by fluconazole in vivo may be difficult to predict from in vitro studies (47). For
example, in vitro fluconazole demonstrates less-potent CYP3A4 inhibition than equivo-
cal concentrations of itraconazole; in vivo, however, serum concentrations are approx 30
times higher than itraconazole (76). This demonstrates the limited value of in vitro stud-
ies for predicting in fluconazole drug interactions in vivo. In addition, fluconazole circu-
lates largely as unbound drug and exhibits predictable renal clearance and linear
pharmacokinetics, so greater inhibition may occur with more elevated concentrations
achieved with higher doses.

Literature
Drug interactions with fluconazole are summarized in Table 4.

Interactions Affecting CYP-Mediated Biotransformation of Other Drugs
EFFECT ON PHARMACOKINETICS/DYNAMICS

Fluconazole undergoes CYP-mediated metabolism, and compared to other azoles, it
is a weak CYP3A4 inhibitor. However, it interacts with CYP2C9 and perhaps CYP2C19,
and it circulates largely as free drug. Therefore, it may inhibit the hepatic biotransfor-
mation of CYP2C9 substrates. In addition, with sufficiently high doses, fluconazole
may also inhibit the hepatic biotransformation of certain CYP3A4 substrates. Even
though only a small percentage of fluconazole undergoes CYP-mediated metabolism,
this percentage may greatly increase in the presence of a potent CYP inducer.

Inhibitory Effects on Pharmacokinetics/Dynamics of Other Drugs
BENZODIAZEPINES

Coadministration of fluconazole with triazolam or midazolam results in significant
pharmacokinetic interactions that subsequently alter the pharmacodynamics of these
agents. The oral administration of either agent with fluconazole increases its oral avail-
ability and apparently decreases its Cl (i.e., increases Cmax, t1/2, and AUC0-∞) (76,
114–116). Following iv midazolam, fluconazole substantially reduces plasma clear-
ance but does not affect the steady-state volume of distribution Vss of midazolam, which
is reflected by a prolongation in its t1/2 (76). Fluconazole also significantly reduces the
metabolic ratio of midazolam (114). Although the interaction between these agents
likely results from inhibition of intestinal and hepatic CYP3A4, the data suggest that
the interaction occurs primarily in the liver (76,114–116). This interaction results in
significant increases in pharmacodynamic effects that are long-lasting (76,114–116).
The effects of fluconazole on the pharmacodynamics of iv midazolam were also no-
table but less marked than after oral midazolam (76,114). Fluconazole exhibits linear
pharmacokinetics, so its effects did not increase with repeated dosing (76). However,
with increasing doses, the extent of the interaction between fluconazole and triazolam
increased accordingly (116).

CYCLOSPORINE AND TACROLIMUS

In vitro evidence predicts that fluconazole serum concentrations approximate the Ki
value for inhibition of cyclosporine metabolism, so the extent of cyclosporine inhibi-
tion will be closely correlated to the dose of fluconazole (47). Indeed, this relationship
has been seen in vivo. The initial study of concomitant 100 mg fluconazole daily with
cyclosporine failed to demonstrate a significant interaction (117). However, subse-
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Table 4
Fluconazole Drug–Drug Interactions

Drug Effect on drug Suggested mechanism Reference

Benzodiazepines
• Midazolam � Cmax, AUC0-∞,t1/2, F ≈ 2×; � CL ≈ 51% Inhibition of hepatic and enteric CYP3A 76, 114
• Triazolam � Cmax, AUC0-∞, t1/2 ≈ 1.25-2.5× Inhibition of hepatic CYP3A; perhaps intestine 115, 116

Cyclosporine and tacrolimus
• Cyclosporine � Cmin , Css , AUC ≈ 50%,� CL ≈ 55% Inhibition of hepatic CYP3A; P-gp in intestine? 118, 121
• Tacrolimus No significant effect 121

Anticonvulsants
• Phenytoin � Cmin ≈ 1.25×, AUC0-24 75% Dose-dependent Inhibition of hepatic CYP3A4 122

Anticoagulants
• Warfarin Inhibits primary metabolic pathway ≈ 70% Inhibition of hepatic CYP2C9 42

Miscellaneous drugs
inhibited by fluconazole

• Losartan No significant effect 123
• Alfentanil �AUC0–10, t1/2 ≈ 2×,�CL ≈ 50%, Vss ≈ 20% Inhibition of hepatic CYP3A4 124
• Glyburide � Serum concentrations Dose-dependent inhibition of hepatic CYP3A4 41
• Saquinavir HGC � Cmax 56%, AUC 50%, � CL/F 50% Inhibition of hepatic CYP3A4 125
• Ritonavir No significant effect 125
• Cyclophosphamide � CL; � t1/2 Inhibition of hepatic CYP2C9 and CYP3A4 126

Effects of other drugs on fluconazole
pharmacokinetics/dynamics

• Rifampin � AUC0-∞, t1/2 ≈ 20%;� Kel ≈ 20% Induction of hepatic CYP 128

Effect of fluconazole on drugs
metabolized by Phase II reactions

• Zidovudine � CL/F 43%; � AUC 74%; � Cmax 84%; t1/2 ≈ 1.2× Inhibition of GZDV formation by UDPGT 129
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quent reports using higher doses of fluconazole demonstrated that it causes slow increases
in cyclosporine serum concentrations, although the incidence of subsequent nephro-
toxicity was variable (118,119).

A dose-dependent interaction has also been reported between fluconazole and
tacrolimus (120). However, the potential for fluconazole to interact with either cyclo-
sporine or tacrolimus may also depend on the route of administration. A study of iv
fluconazole (400 mg) and iv cyclosporine demonstrated statistically significant increases
in steady-state cyclosporine concentrations and a significant reduction in steady-state
cyclosporine clearance (121). These differences were not thought to be clinically sig-
nificant. In this same study, there was no significant effect of iv fluconazole on iv
tacrolimus (121). The investigators suggested that the lack of observed significant
interaction with iv cyclosporine may reflect fluconazole’s inhibition of gut metabo-
lism. Whether this is true for tacrolimus is unknown. However, the oral availability of
cyclosporine is determined primarily by intestinal P-gp rather than by CYP3A4, and
fluconazole is not an inhibitor of P-gp (9,10,55).

PHENYTOIN

Coadministration of fluconazole with phenytoin results in a significant increase in
phenytoin AUC0–24 and Cmin (122). Given that fluconazole minimally binds to protein,
this interaction likely results from CYP2C9 inhibition. Oddly, in one study phenytoin
did not affect the pharmacokinetics of fluconazole. The unidirectional nature of this
interaction is unclear; however, in this healthy volunteer study, for safety concerns the
phenytoin dose was limited, and phenytoin exposure may have been inadequate to
induce CYP (122).

WARFARIN

Warfarin is administered as a racemic mixture, and the S-enantiomer is primary
responsible for pharmacological activity. The metabolic pathways of racemic warfarin
are complex and involve several CYP isoforms. However, metabolism of the S-enanti-
omer is carried out almost exclusively by CYP2C9. An interaction between fluconazole
and warfarin can be predicted from in vitro studies (42). Therapeutic plasma concen-
trations of fluconazole exceed its in vitro Ki for inhibition of CYP2C9-mediated war-
farin metabolism by at least twofold (42). Fluconazole inhibits this pathway approx
70% and produces a 38% increase in international normalized ratio in patients previ-
ously stabilized on warfarin therapy (42,102).

MISCELLANEOUS DRUGS

Fluconazole decreases the metabolism of the angiotensin II receptor antagonist
losartan. Although fluconazole significantly reduced the active metabolite’s Cmax and
AUC0-∞, there was no significant change in these parameters for the parent compound
(123). Intravenous and oral fluconazole reduce the clearance of alfentanil more than 50%
and cause doubling of its t1/2 (124). Pharmacodynamic changes were noted as a result of
the increased alfentanil concentrations. The route of fluconazole administration does not
influence the extent of this interaction (124). Increased concentrations of the oral hypo-
glycemic glyburide and hypoglycemic episodes have been reported when this agent is
administered with fluconazole (41). Fluconazole significantly increased the Cmax and
AUC of the hard gel saquinavir capsule (56 and 50%, respectively) and reduced apparent
saquinavir clearance 50%, but it had no effect on ritonavir pharmacokinetics (125).
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Cyclophosphamide is a prodrug that is metabolized by CYP to produce the active
moieties responsible for its cytotoxic effects in treating cancer in children (126). Cyclo-
phosphamide undergoes extensive metabolism and must first be hydroxylated to eventu-
ally produce the cytotoxic alkylating agent. This hydroxylation is catalyzed by several
CYP isoforms; however, CYP2C9, and CYP3A4 are the two most important principal
isoforms in this reaction (127). Fluconazole reduces the clearance and increases the t1/2 of
cyclophosphamide in children (126). Moreover, human liver microsomal studies reveal
that peak free-plasma fluconazole concentrations achieved with routine dosing are suffi-
cient to cause significant inhibition of cyclophosphamide metabolism in vivo (126).

CLINICAL IMPORTANCE OF FLUCONAZOLE INTERACTIONS AFFECTING CYP METABOLISM

The interaction between fluconazole and midazolam or triazolam produces significant
changes in the pharmacodynamic effects of these drugs. Because of the potency of these
agents, the changes in pharmacodynamics are severe and can be long-lasting. Patients
receiving even low doses of these agents (particularly midazolam and triazolam) may
have an impaired capacity to perform intellectual or motor skills for prolonged periods of
time. The interaction with iv midazolam is less significant. Because the interaction does
not change Vss when small bolus doses are used, the effect should not be increased. How-
ever, a high-dose bolus injection or a prolonged infusion may produce a significant inter-
action.

Because of the dose dependency of the fluconazole interaction with cyclosporine
and the variable effects on renal function, the clinical significance of this interaction is
unclear. With daily fluconazole doses of 400 mg or more, this interaction will be more
significant.

Because phenytoin exhibits Michaelis-Menten pharmacokinetics and the interaction
with fluconazole likely increases Km, patients receiving this combination may be pre-
disposed to phenytoin toxicity.

Given the danger of excessive anticoagulation, clinically the fluconazole-warfarin
interaction is considerably significant. Similarly, because of the consequences of ex-
cessive hypoglycemia, the fluconazole-glyburide interaction is also clinically signifi-
cant. The interaction between saquinavir and fluconazole, although notable, is likely
not clinically significant. The increase in saquinavir concentrations generally is less
than the intrinsic interindividual variability normally observed in its pharmacokinetic
variables.

The interaction between fluconazole and cyclophosphamide is potentially clinically
significant in that it may reduce the therapeutic efficacy of cyclophosphamide. Further
study to determine whether fluconazole reduces the formation of 4-hydroxycyclophos-
phamide in vivo is needed. If there is a reduction, such studies will also need to deter-
mine whether the reduction translates into a diminished therapeutic effect of cyclo-
phosphamide before the significance of this interaction can be fully appreciated.
MANAGEMENT OF INTERACTIONS AFFECTING

CYP-MEDIATED METABOLISM OF OTHER DRUGS

Because the interaction between triazolam, and likely midazolam, occurs even with
low doses of fluconazole, these combinations should generally be avoided. The benzo-
diazepines temazepam, oxazepam, and lorazepam undergo Phase II metabolism, so they
may be alternatives to triazolam and midazolam. However, fluconazole also inhibits
certain phase II enzymes, so until the interaction potential of agents with fluconazole is
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known, they should be used cautiously. Other alternatives such as diazepam and the
short-acting imidazopyridine zolpidem also require further study to determine their
potential to interact with fluconazole.

When fluconazole is used with cyclosporine, the lowest effective dose of fluconazole
should be used to minimize the risk of this interaction occurring. Cyclosporine blood
concentrations and serum creatinine monitoring should be performed routinely to detect
any deterioration in renal function.

Phenytoin serum concentrations should be monitored prospectively with the addition
of fluconazole therapy. If the two are used together for prolonged times, the patient
should be monitored for breakthrough fungal infections.

The therapeutic concentrations of fluconazole are generally more than twofold its
Ki; therefore, it is unlikely that lowering the dose of fluconazole 50% will be beneficial
in patients receiving warfarin. Termination of the interaction between fluconazole and
warfarin requires discontinuation of fluconazole and perhaps infusion of fresh-frozen
plasma and packed red blood cells to reverse excessive anticoagulation (102).

When fluconazole is used with glyburide, the lowest effective dose of fluconazole
should be used to minimize the risk of this interaction occurring. Blood glucose con-
centrations should be monitored, and the patient should be aware of signs and symp-
toms of hypoglycemia.

Interactions With Other Drugs That Accelerate
CYP-Mediated Metabolism of Fluconazole
EFFECT ON FLUCONAZOLE PHARMACOKINETICS/DYNAMICS

Even though fluconazole is minimally metabolized, drugs such as rifampin and its
derivatives can accelerate its biotransformation. Coadministration of rifampin with
fluconazole significantly induces the CYP-mediated metabolism of fluconazole,
thereby significantly reducing AUC0-∞ and causing a significant increase in its elimi-
nation rate constant (128).

CLINICAL SIGNIFICANCE OF INTERACTIONS THAT

ACCELERATE CYP-MEDIATED METABOLISM OF FLUCONAZOLE

The coadministration of rifampin with fluconazole produces a clinically significant
interaction. Without a dosage adjustment in fluconazole, the resulting induction of
fluconazole metabolism leads to undetectable or subtherapeutic serum fluconazole con-
centrations. Therefore, the magnitude of this interaction is sufficient to compromise
therapy in patients with fungal infections who are being treated with fluconazole.

MANAGEMENT OF INTERACTIONS THAT ACCELERATE

CYP-MEDIATED METABOLISM OF FLUCONAZOLE

In many instances, the induction of fluconazole CYP-mediated metabolism cannot
be overcome by increasing the fluconazole dose. However, in patients receiving
rifampin, the dose of fluconazole should be doubled.

Effect of Fluconazole on Drugs Metabolized by Phase II Reactions
Fluconazole lowers concentrations of the Phase II enzyme, uridine diphosphate-

glucuronosyl transferase (UDPGT) in rats (15). In humans, this enzyme is responsible
for catalyzing the biotransformation of zidovudine (ZDV) to its major metabolite,
GZDV (129). Coadministration of fluconazole (400 mg daily) significantly decreased
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ZDV oral clearance and formation of GZDV, which subsequently led to increases in
AUC0-∞, Cmax, and t1/2 of ZDV (129). Urinary recovery of GZDV was also signifi-
cantly reduced (129).

CLINICAL SIGNIFICANCE OF FLUCONAZOLE INTERACTIONS INVOLVING PHASE II REACTIONS

Although fluconazole’s effect on UDPGT is implicated in this reaction, the exact
mechanism of ZDV metabolic inhibition by fluconazole is unknown. The clinical sig-
nificance of this interaction is undetermined.

MANAGEMENT OF FLUCONAZOLE INTERACTIONS INVOLVING PHASE II REACTIONS

Patients receiving this combination should be monitored closely for the develop-
ment of ZDV toxicity.

Voriconazole
Mechanism of Interaction

Chemically, voriconazole is a derivative of fluconazole. The chemical modifications
not only broadened and improved the spectrum of activity of the molecule, but also
changed the way it is eliminated from the body. As discussed previously, unlike flucona-
zole, voriconazole is extensively metabolized by CYP to its principle N-oxide metabo-
lite by CYP2C19, CYP3A4, and to a lesser extent CYP2C9 (22). Because CYP2C19
and CYP2C9 exhibit genetic polymorphisms, when assessing the effect of voriconazole
on other drugs and vice-versa, genotype status for CYP2C19 and perhaps CYP2C9, the
coadministration of other substrates or inhibitors of CYP2C19, CYP3A4, or CYP2C9,
and voriconazole’s inhibitory effects on these isoforms all must be considered. There-
fore, the potential for voriconazole to interact with other medicines is greater than that
of fluconazole. Voriconazole is likely neither a substrate nor an inhibitor of P-gp; thus,
induction or inhibition of CYP-mediated drug metabolism are the primary mechanisms
by which voriconazole participates in drug–drug interactions (53).

Interactions Affecting Solubility and Absorption
PH AND BINDING INTERACTIONS

Voriconazole is soluble in dilute acid and has a low pKa (1.63); it dissolves readily
even at elevated pH. Voriconazole’s disposition is unaffected by concomitant therapy
with drugs that increase gastric pH, such as H2-receptor antagonists and proton pump
inhibitors.

Literature

Drug interactions with voriconazole are summarized in Tables 5 and 6.

Interactions Affecting CYP-Mediated Biotransformation of Other Drugs
VORICONAZOLE INHIBITORY EFFECTS ON PHARMACOKINETICS/DYNAMICS OF OTHER DRUGS

WARFARIN

The pharmacologically active S-enantiomer of warfarin is primarily metabolized by
CYP2C9. Although CYP2C9 is only minimally involved in the CYP-mediated metabo-
lism of voriconazole, the azole apparently inhibits it to an extent similar to that of
fluconazole. In the only study to date, 300 mg voriconazole administered twice daily by
mouth significantly potentiated warfarin-induced prolongation of prothrombin time (130).
Voriconazole increased the pharmacodynamic effect of warfarin 41%, which resulted in
a 100% increase from the baseline prothrombin time. The effects of the interaction lasted
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Table 5
Voriconazole Interactions Affecting Pharmacokinetics/Dynamics of Other Drugsa

Drug Effect on drug Suggested mechanism Reference

Warfarin Inhibits primary metabolic pathway; increases warfarin Inhibition of hepatic CYP2C9 130
pharmacodynamic effect 41%; � partial thromboplastin
time 100%

Cyclosporine and tacrolimus

• Cyclosporine � Cmin 248%, AUC0–12 70% Inhibition of hepatic CYP3A4 131
• Tacrolimus � Cmin Inhibition of hepatic CYP3A4 132, 133

Miscellaneous drugs

• Phenytoin � Cmax 70%, AUC 80% Inhibition of hepatic CYP2C9 and CYP3A4 134
• Omeprazole � Cmax 2.4-fold, AUC0–24 3.8-fold, � t1/2 1.15 hour Inhibition of hepatic CYP2C19 and CYP3A4 136
• Prednisolone � AUC0-∞ 13–30% Inhibition of hepatic CYP3A4? 137
• Rifabutin � Cmax, AUC twofold Inhibition of hepatic CYP 17, 48
• Digoxin No significant effect 53
• Indinavir No significant effect 138
• Mycophenolic acid No significant effect 139

a Voriconazole may also increase the plasma concentrations of several drugs, including benzodiazepines, calcium channel blockers, HMG-CoA reductase inhibi-
tors, vinca alkaloids, sulfonylureas, nonnucleoside reverse transcriptase inhibitors, protease inhibitors, sirolimus, quinidine, and pimozide. However, published data
describing these possible interactions are lacking.

322
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6 days (130). Therapeutic doses of warfarin normally exhibit large intersubject variabil-
ity, which may be partly because of the genotype status for CYP2C19 and CYP2C9
(130). However, in this study the incidence of homozygous poor metabolizer CYP2C19
phenotype was approx 6% (1 of 17 healthy volunteers), which is consistent with general
population estimates. The subject who exhibited this phenotype had the highest
voriconazole concentrations, but the maximum increase in prothrombin time was compa-
rable to others.

CYCLOSPORINE/TACROLIMUS

In a controlled study, voriconazole significantly increased cyclosporine exposure
(AUC0–12) and trough concentrations (Cmin) (70 and 248%, respectively) in renal trans-
plant recipients (131). A corresponding increase in nonserious cyclosporine-associated
toxicities was observed. The magnitude of this interaction is greater than that seen with
either ketoconazole or fluconazole. Similarly, tacrolimus trough concentrations fol-
lowing single or repeated dosing are significantly increased with repeated voriconazole
coadministration (132,133). Human liver microsomal studies qualitatively predicted
the in vivo interaction. However, the magnitude of inhibition observed in vivo was
much greater. Moreover, the in vitro studies suggested that voriconazole inhibits tacro-
limus metabolism (presumably via CYP3A4 inhibition) by competitive and noncom-
petitive means (132).

PHENYTOIN

Steady-state plasma phenytoin concentrations increase dramatically following repeated
oral administration of 400 mg voriconazole twice daily for 10 days (134). Steady-state
phenytoin Cmax and AUC increased approx 70 and 80%, respectively, with coadminis-
tration of voriconazole (134).

Table 6
Drug Interactions That Affect Voriconazole Plasma Concentrationsa

Drug Effect Suggested Mechanism Reference

Drugs that accelerate
voriconazole metabolism

• Phenytoin � Cmax 53%, AUC 72% Induction of hepatic CYP 134
• Rifampin � Cmax, AUC 95% Induction of hepatic CYP 140
• Rifabutin � Cmax, AUC 60–80% Induction of hepatic CYP 140

H2-receptor antagonists
• Cimetidine No significant effect 141
• Ranitidine No significant effect 141

Macrolide antibiotics
• Erythromycin No significant effect 142
• Azithromycin No significant effect 142

Miscellaneous drugs
• Omeprazole No significant effect 143
• Indinavir No significant effect 138

a Other agents such as saquinavir, amprenavir, and nelfinavir, delavirdine, or efavirenz may inhibit
voriconazole metabolism, however, published data describing these possible interactions are lacking.
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OMEPRAZOLE

Omeprazole, a proton pump inhibitor, is completely metabolized by CYP2C19 and
CYP3A4 to 5-hydroxy-omeprazole and omeprazole-sulfone, respectively (135). The
latter metabolite is ultimately metabolized to the 5-hydroxy metabolite (135). Steady-
state omeprazole concentrations increased dramatically following repeated oral admin-
istration of 400 mg voriconazole twice daily for 1 day followed by 200 mg twice daily
for 6 days (136). Steady-state omeprazole Cmax and AUC0–24 increased approx 2.2-fold
and 3.8-fold, respectively, with coadministration of voriconazole. In addition, omepra-
zole t1/2 increased by approx 1.15 hours with voriconazole administration (136).

MISCELLANEOUS DRUGS

Oral prednisolone exposure is increased 13 and 30% by steady-state voriconazole
dosing of 250 mg daily or 200 mg twice daily, respectively. These changes are similar in
magnitude to those observed with itraconazole coadministration (137). Voriconazole
may also increase the plasma concentrations of several drugs, including benzodiaz-
epines, calcium channel blockers, HMG-COA reductase inhibitors, vinca alkaloids, sul-
fonylureas, nonnucleoside reverse transcriptase inhibitors, protease inhibitors, sirolimus,
quinidine, and pimozide, but no data from large, well-controlled studies describing these
interactions are available (16,17,48). In addition, voriconazole increases steady-state
plasma rifabutin Cmax and AUC approximately twofold (17,48). Voriconazole may also
inhibit the metabolism of select protease inhibitors and nonnucleoside reverse tran-
scriptase inhibitors (16).

DRUGS THAT ARE NOT INHIBITED BY VORICONAZOLE

Voriconazole produces no clinically significant effects on the pharmacokinetics and
pharmacodynamics of digoxin, indinavir, or mycophenolic acid (16,48,53,138,139).
The lack of interaction with digoxin is consistent with the belief that voriconazole
interacts very little, if at all, with P-gp.
CLINICAL IMPORTANCE OF VORICONAZOLE INTERACTIONS AFFECTING CYP METABOLISM

Given the danger of prolonged and excessive anticoagulation, the voriconazole-war-
farin interaction is clinically significant. In the lone study of this interaction, subjects
were withdrawn from the study when the investigators deemed it was no longer in their
best interest to continue. As a result, two (12%) of enrolled subjects were withdrawn
because of increased prothrombin time during the drug coadministration phase and
were excluded from analysis. Thus, the actual magnitude of this interaction could have
been underestimated.

The magnitude of the interaction between cyclosporine and voriconazole is greater
than that observed with other azoles. Although no serious adverse events occurred in the
study of this interaction, patients receiving this combination had a high rate of nonserious
adverse events, particularly during voriconazole administration. These adverse events
were likely caused by elevated cyclosporine blood concentrations. Similarly, clinically
achievable concentrations of voriconazole significantly inhibit tacrolimus metabolism
by up to 50%. In doing so, tacrolimus trough concentrations rise rapidly in the presence
of voriconazole.

As described below, phenytoin can significantly lower voriconazole concentrations.
This induction can be overcome by doubling the voriconazole dose (i.e., from 200 to
400 mg). However, increasing the voriconazole dose too much can in turn lead to inhi-
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bition of phenytoin CYP-mediated metabolism and an increased risk of phenytoin tox-
icity.

Given the magnitude of the interaction between voriconazole and omeprazole, patients
receiving this combination can be predisposed to an increase risk of experiencing
omeprazole-related adverse effects. Although there are few published data, interactions
between voriconazole and sirolimus (significant increase in sirolimus concentrations);
quinidine (potential QT prolongation and possible occurrence of torsade de pointes); or
ergot alkaloids (ergotism) are so significant that these combinations are contraindi-
cated.

MANAGEMENT OF INTERACTIONS AFFECTING

CYP-MEDIATED METABOLISM OF OTHER DRUGS

In patients receiving warfarin who require voriconazole therapy, the dose of warfarin
should be reduced according to international normalized ratio and prothrombin time val-
ues. In addition, these markers should be monitored closely if this combination is used.

When voriconazole is initiated in patients receiving cyclosporine, the cyclosporine
dose should be halved. In addition, cyclosporine blood concentrations should be care-
fully monitored and the cyclosporine dose adjusted accordingly. Furthermore, on dis-
continuation of voriconazole, cyclosporine blood concentrations should continue to be
monitored carefully and the cyclosporine dose adjusted accordingly. Similar to
cyclosporine, tacrolimus blood concentrations should be closely monitored and the
dose adjusted accordingly.

Using higher voriconazole doses in patients also receiving phenytoin can overcome
the induction of CYP by phenytoin. However, because of the increased risk of pheny-
toin toxicity in patients receiving high-dose voriconazole (400 mg twice daily) plasma
phenytoin concentrations should be closely monitored. The dose of omeprazole should
be reduced 50% in patients receiving or starting on voriconazole therapy. Sirolimus,
quinidine, and ergot alkaloids should be avoided in patients receiving or starting on
voriconazole therapy.

Interactions With Other Drugs That Accelerate
CYP-Mediated Metabolism of Voriconazole

Coadministration of voriconazole with drugs that are well-known inducers of CYP
(i.e., phenytoin, phenobarbital, carbamazepine, and rifampin) can result in a pharma-
cokinetic interaction that markedly reduces its serum concentrations (17,18,48). In
some cases, the reduction in voriconazole concentrations can be overcome by adjust-
ing its dose.

PHENYTOIN

Voriconazole 200 mg per day for 7 days produced plasma concentrations similar to
control values. However, steady-state voriconazole plasma concentrations following
coadministration of phenytoin (300 mg/day) for 2 weeks were significantly reduced for
up to 12 hours postdose. Peak (Cmax) steady-state plasma voriconazole concentrations
and systemic exposure were reduced approx 53 and 72%, respectively. Increasing the
dose of voriconazole from 200 mg twice daily to 400 mg twice daily compensated
for the effect of phenytoin on plasma voriconazole concentrations (134). As described
above, increasing dosages of voriconazole subsequently led to inhibition of CYP-
mediated metabolism of phenytoin.
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MISCELLANEOUS DRUGS

Voriconazole serum concentrations are significantly reduced by rifampin and rifabutin.
Both of these known CYP inducers reduce the Cmax and exposure of voriconazole (140).
Rifampin reduced these values approx 95%, whereas rifabutin reduced these values
approx 60–80% (140). Doubling the voriconazole dose up to 400 mg twice daily partially
overcame the induction of rifampin, and increasing the voriconazole dose 1.75 times
fully compensated for the induction caused by rifabutin (140). However, similar to pheny-
toin, the interaction between voriconazole and rifabutin is bidirectional. Voriconazole
significantly increased steady-state rifabutin concentrations (Cmax and AUC) to toxic con-
centrations (48). Although there are no published studies, the nonnucleoside reverse tran-
scriptase inhibitors efavirenz and nevirapine may also induce the metabolism of
voriconazole (16).

CLINICAL SIGNIFICANCE OF INTERACTIONS THAT

ACCELERATE CYP-MEDIATED METABOLISM OF VORICONAZOLE

Clinically, interactions that reduce voriconazole serum concentrations are signifi-
cant. Reductions in voriconazole serum concentrations can lead to therapeutic failure.
Voriconazole possesses a broad spectrum of activity, including resistant strains of Can-
dida species; therefore, if it fails there is a choice of only a few suitable alternative
therapeutic agents (i.e., caspofungin, lipid amphotericin B).

MANAGEMENT OF INTERACTIONS THAT ACCELERATE

CYP-MEDIATED METABOLISM OF VORICONAZOLE

Generally, given the magnitude of the interaction, induction of voriconazole cannot
be completely overcome by increasing the dose of voriconazole; therefore some of
these combinations (rifabutin, rifampin, phenobarbital, and carbamazepine) are con-
traindicated. In contrast, the induction effects of phenytoin on voriconazole can be
overcome by doubling the voriconazole dose. However, this dosage adjustment should
be done cautiously because high-dose voriconazole (i.e., 400 mg twice daily) can in-
hibit phenytoin and predispose the patient to phenytoin toxicity. Therefore, if this com-
bination is used, phenytoin concentrations should be strictly monitored.

Interactions With Other Drugs That Inhibit CYP-Mediated Metabolism of Voriconazole
Few drugs have demonstrated the capability to inhibit the metabolism of voriconazole.

Protease inhibitors such as saquinavir, amprenavir, and nelfinavir may inhibit voricon-
azole metabolism (16). Moreover, selected nonnucleoside reverse transcriptase inhibi-
tors such as delavirdine or efavirenz may also inhibit voriconazole metabolism (16).

Drugs That Do Not Interact With Voriconazole
Little or no clinically relevant effects on the steady-state pharmacokinetics of

voriconazole have been observed when it has been coadministered with indinavir, H2-
receptor antagonists (cimetidine or ranitidine), macrolide antibiotics (erythromycin or
azithromycin), or omeprazole (138,141–143).

CASE STUDY:
AZOLE DRUG INTERACTIONS (144)

C. B. was an 8-year-old boy with a history of seizure disorder managed with
valproic acid and primidone. Primidone therapy had been started approx 1 month
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before his illness, and he was on an escalating dose schedule. Three weeks before
presentation, C. B. developed a cough and an intermittent fever (40.0°C). He was
treated for community-acquired pneumonia but continued to be febrile, with a pro-
ductive cough, daily chills that were not responsive to antipyretics, and anorexia.
He was referred to a children’s hospital in April 1995, where an extensive workup
established the diagnosis of presumed blastomycosis. Itraconazole, 100 mg cap-
sules once daily (3.3 mg/kg/day), was started. After 4 days of therapy, the patient’s
condition had worsened. At this time, an exploratory right thoracotomy and open
lung biopsy revealed multiple necrotic areas of the lung, and examination of the
tissue produced findings consistent with Blastomyces dermatitidis. Therapy with
oral itraconazole capsules was continued at an increased dosage, 100 mg twice
daily (6.6 mg/kg/day). After 10 days, his cough had become more productive, and
he had remained febrile (40.0°C). Serum itraconazole and hydroxyitraconazole con-
centrations were measured by high-performance liquid chromatography and found
to be undetectable (lower limit of quantitation [LLQ] = 25 ng/mL). Intravenous
amphotericin B, 1 mg/kg/day, was initiated. After 9 days, C. B.’s condition had
begun to improve. The patient received a total of 35 mg/kg of amphotericin B. A
desire to shorten the course of amphotericin B therapy prompted a second attempt
at therapy with itraconazole in conjunction with amphotericin B 1 month after dis-
charge. After 9 days of oral itraconazole capsules, 100 mg twice daily (6.6 mg/kg/
day), serum itraconazole and hydroxyitraconazole concentrations were again unde-
tectable despite directly observed itraconazole administration. Throughout therapy,
the patient remained on valproic acid and primidone, and antiepileptic drug con-
centrations were within normal limits. Six months following the end of amphoteri-
cin B therapy, C. B.’s pneumonia was cured and without relapse.

Echinocandins
Mechanisms of Interactions

Caspofungin undergoes spontaneous chemical degradation and metabolism via hydro-
lysis and N-acetylation (26). These metabolic pathways are not thought to involve CYP.
However, whether CYP is involved in caspofungin metabolism has not been fully
determined. Nonetheless, to date there is no published evidence that caspofungin is
either a substrate or inhibitor of CYP or P-gp. Thus, some believe that the potential of
caspofungin to interact with other drugs through these mechanisms is very low (31).
However, interaction studies suggest that caspofungin does mildly inhibit the metabo-
lism of CYP substrates, and that its concentrations are reduced by concomitant admin-
istration of CYP inducers.

Caspofungin Inhibitory Effects on Pharmacokinetics/Dynamics of Other Drugs
CYCLOSPORINE AND TACROLIMUS

In a Phase I study, caspofungin produced no significant change in cyclosporine phar-
macokinetics (145,146). However, in this study coadministration with cyclosporine pro-
duced transient elevations (two to three times upper limit of normal) in alanine
transaminase in 5 of 12 health subjects. Subjects had received 35 or 70 mg of caspofungin
for 3 or 10 days, respectively, and experienced the elevations within a day of the con-
comitant cyclosporine (145). Similar, albeit smaller, increases in aspartate transaminase
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were also seen in these 5 subjects (145). Interestingly, in a Phase I study evaluating
the potential for drug interactions between caspofungin and tacrolimus, caspofungin
produced a modest reduction (approx 20%) in tacrolimus exposure (AUC0–12) and
Cmax (147).

DRUGS THAT ARE NOT INHIBITED BY CASPOFUNGIN

In addition to cyclosporine, clinical studies have shown that caspofungin produces
no significant change in the pharmacokinetics of amphotericin B, itraconazole, myco-
phenolate, or rifampin (31,145,146,148).

CLINICAL IMPORTANCE OF CASPOFUNGIN INTERACTIONS

THAT AFFECT BIOTRANSFORMATION OF OTHER DRUGS

Although the mechanism(s) involved with the pharmacodynamic interaction between
caspofungin and cyclosporine are unknown, the increases in transaminases that occurred
fueled product labeling that recommends the coadministration of these agents only when
the benefit of the combination outweighs the risk. The mechanism underlying the inter-
action between caspofungin and tacrolimus is unknown; nonetheless, clinically the inter-
action is moderately significant.

MANAGEMENT OF INTERACTIONS THAT AFFECT

THE BIOTRANSFORMATION OF OTHER DRUGS

Until there is additional study of the mechanism responsible for the interaction
between caspofungin and cyclosporine, the concomitant administration of these agents
is contraindicated. When caspofungin is administered with tacrolimus, standard moni-
toring of tacrolimus blood concentrations and appropriate tacrolimus dosage adjust-
ment is recommended (147).

Interactions With Other Drugs That Affect Biotransformation of Caspofungin

DRUGS THAT INCREASE CASPOFUNGIN EXPOSURE:

Cyclosporine

In the Phase I study just described previously, concomitant cyclosporine administra-
tion elevated caspofungin plasma concentrations and increased caspofungin exposure
approx 35% (146). The exact mechanism of this apparent inhibition is unknown. More-
over, whether cyclosporine affects the caspofungin distribution, or elimination, or both
is also unknown. Given the slow metabolism and excretion of caspofungin and the
uncertainty surrounding its interaction with CYP, this interaction may reflect an alter-
ation in the distribution of caspofungin to tissues. Clearly, more study of this interac-
tion is needed to fully elucidate the mechanism.

CLINICAL IMPORTANCE OF INTERACTIONS

THAT INCREASE CASPOFUNGIN EXPOSURE

Although the mechanism(s) involved with the pharmacokinetic interaction between
cyclosporine and caspofungin are unknown, increases in transaminases were noted in
this study. Whether the increase in caspofungin exposure was primarily or partially
responsible for the changes is unknown. Nonetheless, until there are additional data
regarding this interaction, coadministration of these agents should only occur when the
benefit of the combination outweighs the risk.
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DRUGS THAT DECREASE CASPOFUNGIN EXPOSURE:
Rifampin and Other CYP Inducers

Although there is no evidence that caspofungin interacts significantly with CYP,
data suggest that coadministration of caspofungin with drugs that are known to induce
CYP results in reduced caspofungin concentrations. These drugs include efavirenz,
nevirapine, phenytoin, and carbamazepine (145). In addition, coadministration of dex-
amethasone may also decrease caspofungin concentrations (145). On the other hand,
nelfinavir has no clinically significant effect on caspofungin concentrations (148).

Two placebo-controlled studies demonstrated that rifampin both inhibits and induces
caspofungin disposition, with the net effect resulting in a slight induction at steady-
state. Both studies assessed the effect of 600 mg rifampin per day on caspofungin 50
mg iv daily. In the first study, both drugs were started on the same day and continued
for 14 days. Surprisingly, in patients who received caspofungin and rifampin,
caspofungin exposure and trough concentrations were nearly double those of subjects
who received only caspofungin. This apparent inhibition occurred in the initial days of
concomitant administration, and by day 14, the pharmacokinetics of caspofungin in
patients receiving the combination were similar to those of subjects who received only
caspofungin. In the second study, in patients randomly assigned to receive the combi-
nation, rifampin was administered for 14 days, and then caspofungin was coadminis-
tered for the final 14 days. Caspofungin pharmacokinetics in these patients were
compared to a group of subjects who received caspofungin alone for 14 days. In this
study, pretreatment with 14 days of rifampin produced no significant change in
caspofungin exposure. However, rifampin pretreatment reduced caspofungin trough
concentrations approx 30% (148). The investigators surmised that initially rifampin
may inhibit uptake of caspofungin into its tissue compartment, and then with continued
administration, rifampin induces the disposition of caspofungin (148).

CLINICAL SIGNIFICANCE OF INTERACTIONS THAT REDUCE CASPOFUNGIN EXPOSURE

Interactions that reduce caspofungin serum concentrations may be clinically sig-
nificant. Reductions in caspofungin serum concentrations could lead to therapeutic
failure. Caspofungin possesses activity against Aspergillus species and Candida spe-
cies, including species with reduced susceptibility to other antifungal agents (i.e.,
Candida glabrata and Candida krusei); therefore, if it fails there is a choice of only a
few suitable alternative therapeutic agents (i.e., voriconazole, lipid amphotericin B).

MANAGEMENT OF INTERACTIONS THAT REDUCE CASPOFUNGIN EXPOSURE

If patients receiving caspofungin require rifampin therapy, a caspofungin dose of at
least 70 mg daily should be considered (148). There are no data to guide dosing should
patients receiving caspofungin require therapy with other drugs known to induce CYP.
In these cases, alternatives to those agents should be considered; caspofungin could be
switched to an amphotericin B formulation; or the caspofungin dose should be increased
based on clinical response and patient tolerance.

SUMMARY

Antifungal drug–drug interactions occur through a variety of mechanisms with a wide
array of agents. Interactions involving amphotericin B occur predictably as a result of its
toxicities. In contrast, interactions involving the azoles result as a consequence of their
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physiochemical properties. Itraconazole is subject to pH-based and metabolic interac-
tions. Drugs that will likely interact with itraconazole include agents that increase gas-
tric pH or lipophilic CYP3A4 substrates with poor oral availability. Because itraconazole
also interacts with P-gp, identifying the principal cause of itraconazole drug interactions
is complicated. In addition, because of itraconazole’s complex pharmacokinetic proper-
ties, predicting the extent or duration of effects of the interaction is difficult. Fluconazole
is not affected by agents that increase gastric pH, but its potential to cause CYP-mediated
interactions is more than that suggested by in vitro studies. CYP-mediated interactions
involving fluconazole are often dose dependent. Because of its linear and predictable
pharmacokinetic properties, these interactions may sometimes be avoided or managed
by using the lowest effective fluconazole dosage. Fluconazole is not affected by agents
that interact with P-gp.

Like fluconazole, voriconazole is not affected by drugs that increase gastric pH inter-
actions or by those that interact with P-gp. However, unlike fluconazole, voriconazole
is extensively metabolized by multiple CYP pathways. Moreover, voriconazole exhib-
its unpredictable nonlinear pharmacokinetics, and it inhibits multiple CYP isoforms. In
addition, the CYP pathways that affect voriconazole exhibit genetic polymorphisms.
Therefore, the propensity for voriconazole to be involved in CYP-mediated drug inter-
actions is greater than that of fluconazole. Furthermore, in addition to whether a com-
pound is a CYP substrate or inhibitor, a person’s CYP phenotype may also be important
when evaluating the risk of a drug interaction involving voriconazole.

The echinocandin class is the newest among the antifungals. Clinical experience
with this class is growing, yet to date this class is relatively devoid of significant drug–
drug interactions. However, more study is needed to elucidate the mechanisms of the
modest interactions noted to date.
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Miscellaneous Antibiotics

Gregory M. Susla

INTRODUCTION

This chapter discusses the interactions of antibiotics that may be the only available
agents from a class of antibiotics that is used clinically today. Chloramphenicol and tetra-
cycline are older agents that are less frequently prescribed; so many clinicians may not be
familiar with their interactions with other medications. Many of the interacting agents
also are less frequently prescribed, such as first-generation oral hypoglycemic agents.
Because many of the interactions in this chapter are based on single case reports, it is
difficult to determine the mechanism of the interaction and if a true interaction exists.
The existence of some interactions may be questioned because of other potential causes
that may have been present when the interaction was discovered.

The interactions described in this chapter are summarized in Table 1.

CHLORAMPHENICOL

Chloramphenicol is a broad-spectrum antibiotic that has been shown to interact with
a number of medications, including analgesics-antipyretics, other antibiotics, oral hypo-
glycemic agents, anticoagulants, and anticonvulsants. Most of these interactions are
limited to case reports with small numbers of patients. The mechanism of the interac-
tion for several of the interactions is unknown or is limited to speculation.

Acetaminophen
Chloramphenicol has been reported to increase, decrease, and have no effect on the

half-life of acetaminophen. Spika and colleagues evaluated the effect of multiple doses
of acetaminophen on chloramphenicol metabolism in patients with bacterial meningi-
tis (1). Significant differences in chloramphenicol peak serum concentration, volume
of distribution, half-life, and clearance occurred between samples obtained before and
during treatment with acetaminophen. Peak serum concentrations fell, volume of dis-
tribution and clearance increased, and half-life shortened. The greatest change was in
clearance, which increased by more than 300% from baseline values. During treatment
with acetaminophen, the percentage of chloramphenicol excreted unchanged in the
urine decreased; its succinate metabolite remained unchanged; the glucuronide metab-
olite increased by approx 300%.
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Table 1
Antibiotics Interactions

Primary drug Interacting drug Mechanism Effects Comments/management

Chloramphenicol Acetaminophen Increased chloramphenicol Reduced chloramphenicol con- Monitor chloramphenicol concentrations
clearance centrations and adjust dose as needed

Potential for therapeutic failure Use alternative agent for antipyresis or
analgesia

Anticonvulsants Increased chloramphenicol Reduced chloramphenicol con- Monitor chloramphenicol concentrations
clearance centrations and adjust dose as needed

Potential for therapeutic failure Patients should be monitored for clinical
and microbiological response to therapy

Anticonvulsants Decreased metabolism of Increased serum concentrations Monitor phenytoin and phenobarbital concen-
phenytoin and phenobarbital of these anticonvulsants with trations and adjust dose as needed

increased CNS toxicity

Oral hypogly- Decreased metabolism of tolbut- Increased half-life of tolbuta- Monitor blood glucose and adjust dose of oral
cemic agents amide and excretion of chlorpro- mide and chlorpropamide hypoglycemic agents as needed

pamide with increased risk of hypo- Monitor for clinical signs and symptoms of
glycemia hypoglycemia

Penicillins Antagonism of bacteriocidal Potential risk of therapeutic Monitor clinical and microbiological response
agents failure when both agents are to therapy

administered concurrently Monitor MIC and MBC of antibiotic combina-
tion and each antibiotic alone

Use alternative class of antibiotic

Rifampin Increased chloramphenicol Reduced chloramphenicol con- Monitor chloramphenicol concentrations and
clearance centrations adjust dose as needed

Potential for therapeutic failure Patients should be monitored for clinical and
microbiological response to therapy

Oral anticoagulants Enhanced metabolism of warfarin Increased risk of major and Monitor PT/INR when beginning or discon-
Decreased gut production of minor bleeding tinuing chloramphenicol therapy

vitamin K Monitor for clinical signs of bleeding
Altered production of prothrom-

bin by hepatic cells
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Immunosuppres- Decreased cyclosporine and Increased cyclosporine and Monitor cyclosporine and tacrolimus concen-
sive agents tacrolimus clearance tacrolimus concentrations trations and adjust dose as needed

Potential for cyclosporine and
tacrolimus toxicity

Clindamycin Nondepolarizing Local anesthetic effect on Prolonged duration of neuromus- Patients receiving this combination of medica-
neuromuscular myelinated muscle cular blockade tions should have their neuromuscular
blocking agents Stimulates nerve terminal and function monitored with peripheral nerve

blocks postsynaptic choliner- stimulation to access the degree of paralysis
gic receptor induced by these agents

Direct depressant action on Patients should be monitored for the potential
muscle development of respiratory failure

Aminoglycosides No clear evidence to support the
hypothesis that clindamycin
leads to an increased risk of
nephrotoxicity when pre-
scribed concurrently with
aminoglycoside antibiotics

Vancomycin Indomethacin Nonsteroidal antiinflammatory Increased concentrations of Serum concentrations of medications should
agents may cause renal failure renally eliminated medications be monitored when possible and dosage

regimens adjusted to maintain serum con-
centrations within the accepted therapeutic
ranges

Nondepolarizing It is unclear regarding the exact High vancomycin concentrations  Vancomycin dose should be adjusted for
neuromuscular mechanism of this interaction may be associated with pro- body weight and infused over recommended
blocking agents longed paralysis following a times to prevent excessively high peak

dose of nondepolarizing block- concentrations
ing agent

Heparin Inactivation of vancomycin Reduced vancomycin activity Infuse the two drugs through the same intrave-
nous line serially, with a 0.9% sodium
chloride solution flushing the line between
the two drugs to prevent mixing at high
concentrations

Continued on next page
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Table 1 (Continued)
Antibiotics Interactions

Primary drug Interacting drug Mechanism Effects Comments/management

Sulfonamides Oral anticoagulants Some sulfonamides appear to An enhanced hypoprothrom- Monitor PT/INR when beginning or discon-
impair the hepatic metab- binemic response to warfarin tinuing sulfonamide therapy
olism of oral anticoagulants with an increased risk of Monitor for clinical signs of bleeding

Competition for plasma protein- minor and major bleeding
binding sites may play an
additional role

Tetracycline Heavy metals, Chelate tetracycline products in Impair their absorption and Tetracycline products should be administered
trivalent cations the gastrointestinal tract decrease bioavailability 2 hours before or 6 hours after an antacid

Potential for therapeutic failure H2-receptor antagonists and proton pump
inhibitors may be prescribed in place of
antacids

Alternative antibiotics may be prescribed in
place of a tetracycline

Patients should be monitored for clinical and
microbiological response to therapy

Colestipol Bind tetracycline products in Impair their absorption and Tetracycline products should be administered
the gastrointestinal tract decrease bioavailability 2 hours before or 3 hours after colestipol

Potential for therapeutic failure Alternative antibiotics may be prescribed in
place of a tetracycline

Patients should be monitored for clinical and
microbiological response to therapy

Digoxin Tetracycline can suppress the Increased digoxin absorption Serum digoxin concentrations should be moni-
gut flora responsible for and bioavailability may result tored and the dose adjusted with initiating
metabolizing digoxin in the in toxicity or discontinuing antibiotic therapy
gastrointestinal tract

Anticonvulsants Anticonvulsants increase the Increased potential for thera- Patients should be monitored for clinical and
hepatic metabolism of doxy- peutic failure microbiological response to therapy
cycline, reducing its serum Renally eliminated tetracycline or other
concentration classes of antibiotics should be prescribed

to avoid this interaction
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Doxycycline should be administered twice a
day in patients on chronic anticonvulsant
therapy

Warfarin Doxycycline enhances the anti- An enhanced hypoprothrombine- Patients should be monitored for clinical signs
coagulation response to oral mic response to warfarin with and symptoms of bleeding when these drugs
anticoagulants an increase risk of minor and are used concurrently

major bleeding PT and/or INR should be monitored when
these drugs are used concurrently

Alternative antibiotics should be prescribed
for patients on oral anticoagulants

Lithium It is unclear if there is a direct Potential for increased serum Patients should be monitored for signs and
interaction between lithium lithium concentrations and symptoms of lithium toxicity when receiv-
and tetracycline lithium toxicity ing lithium and tetracycline concurrently

Monitor serum lithium concentrations when
receiving lithium and tetracycline

Theophylline A reduction in theophylline The reduction in clearance Patients should be monitored clinically for
metabolism appears to be quite variable signs and symptoms of theophylline toxicity

so that it may be difficult to Serum theophylline concentration should be
predict how much the theo- closely monitored in patients at high risk for
phylline concentration will developing theophylline toxicity
increase following the addi-
tion of tetracycline to the
medication regimen

Oral Prospective trials have failed to Unexpected pregnancies It is not known if noncompliance played a role
contraceptives documented a consistent effect in some of these unplanned pregnancies

Women should be counseled to use other
methods of birth control during tetracycline
therapy

Psychotropic In is unclear as to the exact Possible potential for acute psy- Monitor for signs and symptoms of acute
agents mechanism of the interaction chotic behavior psychotic behavior

Use alternative class of antibiotic

Continued on next page
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Table 1 (Continued)
Antibiotics Interactions

Primary drug Interacting drug Mechanism Effects Comments/management

Tetracycline Methotrexate Decreased methotrexate Increased methotrexate concen- Monitor methotrexate concentrations
(Continued) clearance tration Maintain leucovorin rescue until methotrexate

Potential for methotrexate toxicity concentrations are below the desired range

Rifampin Increased doxycycline clearance Increased potential for therapeu- Monitor clinical and microbiological response
tic failures in patients with to therapy
Brucellosis infections Use alternative class of antibiotic

Aminoglycosides Amphotericin B Additive direct nephrotoxicity The concurrent administration of Aminoglycoside concentrations should be
effects on kidney aminoglycoside antibiotics monitored and the dosage regimen adjusted

and amphotericin B may to maintain serum concentrations within the
increase the risk of developing desired therapeutic range
renal failure Attempts should be made to avoid other con-

ditions that increase the risk for developing
nephrotoxicity (i.e., hypotension, intrave-
nous contrast media)

Avoid prescribing other agents that cause
nephrotoxicity

Neuromuscular Aminoglycosides have been These drugs may cause post- Patient should be monitored for prolonged
blocking agents shown to interfere with operative respiratory depres- postoperative paralysis if they received

acetylcholine release and sion when administered neuromuscular blocking agents and
exert a postsynaptic curare- before or during operations aminoglycoside antibiotics during the
like action and may also cause a tran- perioperative or immediate postoperative

These agents have membrane- sient deterioration in patents period
stabilizing properties and with myas thenia gravis
exert their effect on acetyl-
choline release by interfer-
ing with calcium ion fluxes
at the nerve terminal, an
action similar to magne-
sium ions
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Aminoglycosides also possess
a smaller but significant
decrease in postjunct-
ional receptor sensitivity
and spontaneous
release

Indomethacin Nonsteroidal anti-inflammatory Increased concentrations of Serum concentrations of medications should
agents may cause renal failure renally eliminated medications be monitored when possible and dosage

regimens adjusted to maintain serum con-
centrations within the accepted therapeutic
ranges

Cyclosporine Additive direct nephrotoxicity Concurrent administration of Aminoglycoside and cyclosporine concentra-
effects on kidney aminoglycoside antibiotics and tions should be monitored and the dosage

cyclosporine may increase the regimen adjusted to maintain serum concen-
risk of developing renal failure trations within the desired therapeutic range

Attempts should be made to avoid other con-
ditions that increase the risk for developing
nephrotoxicity (i.e., hypotension, intrave-
nous contrast media)

Avoid prescribing other agents that cause
nephrotoxicity

Cisplatin Additive direct nephrotoxicity Concurrent administration of Aminoglycoside concentrations should be
effects on kidney aminoglycoside antibiotics monitored and the dosage regimen adjusted

and cisplatin-based chemo- to maintain serum concentrations within the
therapy regimens may desired therapeutic range
increase the risk of develop- Attempts should be made to avoid other con-
ing renal failure ditions that increase the risk for developing

nephrotoxicity (i.e., hypotension, intrave-
nous contrast media)

Avoid prescribing other agents that cause
nephrotoxicity

Continued on next page
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Table 1 (Continued)
Antibiotics Interactions

Primary drug Interacting drug Mechanism Effects Comments/management

Aminoglycosides Loop diuretics Ethacrynic acid may cause direct When ethacrynic acid is used Aminoglycoside concentrations should be
(Continued) additive ototoxic effects on alone or in combination with monitored and the dosage regimens adjusted

the ear aminoglycosides, it should be to maintain concentrations within the thera-
used in low doses and titrated peutic range
to maintain adequate urine Furosemide should be used with caution in
output or fluid balance patients receiving aminoglycoside antibiot-

It is unclear whether furosemide ics; careful attention should be paid to the
directly increases the nephro- patient’s weight, urine output, fluid balance,
toxicity and ototoxicity of and indices of renal function
aminoglycosides

Vancomycin Unclear if vancomycin increases The development of nephro- Aminoglycoside and vancomycin concentra-
the nephrotoxicity of amino- toxicity trations should be monitored and the dosage
glycosides regimen adjusted to maintain serum concen-

trations within the desired therapeutic range
Attempts should be made to avoid other con-

ditions that increase the risk for developing
nephrotoxicity (i.e., hypotension, intrave-
nous contrast media)

Avoid prescribing other agents that cause
nephrotoxicity

Anti- Penicillins combine with amino- Unexpected low serum amino- Blood samples for aminoglycosides concen-
Pseudomonas glycoside antibiotics in equal glycoside concentrations for trations should be sent to the laboratory
penicillins molar concentrations at a rate a given dose within 1–2 hours so that the sample can be

dependent on the concentration, spun down and frozen if not assayed imme-
temperature, and medium com- diately
position The two antibiotics should never to be given

The greater the concentration of at the same time; schedule administration
the penicillin, the greater the time of the antibiotic so that the adminis-
inactivation of the aminogly- tration of the aminoglycoside occurs toward
coside the end of the penicillin dosing interval
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The inactivation is thought to If a patient is receiving this antibiotic combi-
occur by way of a nucleophilic nation and unusually low aminoglycoside
opening of the β-lactam ring, concentrations occur, the above factors
which then combines with an should be checked
amino group of the aminogly-
coside, leading to the forma-
tion of a microbiologically
inactive amide

Linezolid Selective serotonin Decreased serotonin metabolism Development of the serotonin Review patient profile before prescribing
reuptake inhibitors by inhibition of monoamine syndrome linezolid

oxidase Use alternative class of antibiotic
If necessary, treat serotonin syndrome with

serotonin antagonist cyproheptadine

Systemic Decreased metabolism by Increased blood pressure Review patient profile before prescribing
decongestants inhibition of monoamine linezolid

oxidase Use alternative class of antibiotic
Consider using topical nasal decongestants

Quinupristin- Medications Decreased metabolism of medi- Prolonged therapeutic effects or Review patient profile before prescribing
dalfopristin metabolized by cations by cytochrome P450 increased adverse reactions quinupristin-dalfopristin

cytochrome 3A4 enzyme Use alternative class of antibiotic
P450 3A4 enzyme Monitor patients closely for signs of

adverse effects

Telithromycin Azole antifungal Decreased telithromycin Increased telithromycin Use alternative class of antibiotic
agents metabolism concentrations

Cisapride Decreased cisapride metabolism Increased cisapride concentra- Avoid concomitant use of telithromycin and
tions resulting in QTc interval cisapride
prolongation Use alternative class of antibiotic

Simvastatin Decreased simvastatin Increased simvastatin and Similar interaction possible with atorvastatin
metabolism metabolite concentrations and lovastatin

Increased the risk of developing Use alternative class of antibiotic
myopathy

Continued on next page
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Table 1 (Continued)
Antibiotics Interactions

Primary drug Interacting drug Mechanism Effects Comments/management

Midazolam Decreased midazolam Increased midazolam Reduce midazolam dose
metabolism concentrations Monitor patient’s level of consciousness and

Increased risk for CNS and respiratory status
respiratory depression

Warfarin Enhanced metabolism of Increased risk of major and Monitor PT/INR when beginning or discon-
warfarin minor bleeding tinuing telithromycin therapy

Decreased gut production of Monitor for clinical signs of bleeding
vitamin K Alternative antibiotics should be prescribed in

Altered production of pro- patients on oral anticoagulants
thrombin by hepatic cell

Verapamil Decreased metabolism of Increased risk of cardiac Monitor cardiac function and ECG
verapamil decompensation, heart block, Use alternative class of antibiotic

or bradycardia

Rifampin Increased telithromycin Reduced telithromycin Patients should be monitored for clinical and
clearance concentrations microbiologic response to therapy

Potential for therapeutic failure

Anticonvulsants Increased telithromycin Reduced telithromycin concen- Patients should be monitored for clinical and
clearance trations microbiologic response to therapy

Potential for therapeutic failure

Metoprolol Decreased metoprolol Increase metoprolol concentra- Monitor patient’s cardiac status
metabolism tions potentially precipitating Use alternative class of antibiotic

acute decompensated heart
failure

Digoxin Unknown Increased digoxin absorption Serum digoxin concentrations should be moni-
and bioavailability may tored and the dose adjusted with initiating
result in toxicity or discontinuing antibiotic therapy
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Theophylline A reduction in theophylline The reduction in clearance Patients should be monitored clinically for
metabolism appears to be quite variable signs and symptoms of theophylline toxicity

so that it may be difficult to Serum theophylline concentration should be
predict how much the theo- closely monitored in patients at high risk for
phyline concentration will developing theophylline toxicity
increase following the addi- Alternative antibiotics should be prescribed in
tion of tetracycline to the patients on theophylline
medication regimen

Sotalol Decreased sotalol absorption Decreased sotalol concentration Monitor patient’s ECG
Loss of antiarrhythmic effects Use alternative class of antibiotic

Oral contraceptives Prospective trials have failed to Unexpected pregnancies It is not know if noncompliance played a role
documented a consistent effect in some of these unplanned pregnancies

Women should be counseled to use other meth-
ods of birth control during tetracycline therapy

MBC, minimum bactericidal concentration; MIC, minimum inhibitory concentration.
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Kearns et al. evaluated the effect of acetaminophen in acutely ill pediatric patients
(2). Chloramphenicol pharmacokinetic parameters were compared between a group of
patients receiving acetaminophen and a group not receiving acetaminophen. There was
no statistical difference in the chloramphenicol pharmacokinetic parameters between
the two groups. However, there was a clinically significant increase in chlorampheni-
col clearance and decrease in half-life between the initial dose and final dose in the
patients receiving acetaminophen. Following acetaminophen therapy, the chloram-
phenicol half-life decreased by approx 33%, from 3.4 to 2.2 hours, and its clearance
increased by more than 50%, from 5.5 to 8.9 mL/minute/kg. The peak chloramphenicol
serum concentrations were lower after the final dose than at steady state, 15.7 vs 22.7
mg/L, respectively.

Stein et al. were unable to document any effect of acetaminophen on chlorampheni-
col metabolism in hospitalized adult patients (3). In a randomized crossover design,
patients received either chloramphenicol or chloramphenicol with acetaminophen for
48 hours. There was no significant difference in peak and trough chloramphenicol con-
centrations, half-life, or area under the concentration–time curve (AUC) between the
two treatment periods.

Although the mechanism of this interaction is unclear, it appears to be an alteration
in clearance. This interaction may take several days to manifest its full effect, and in
some studies patients may not have been studied for a long enough period of time to
evaluate fully the effects of acetaminophen on chloramphenicol pharmacokinetic
parameters. Although Spika et al. (1) suggested that the increase in chloramphenicol
clearance was caused by an increased in glucuronidation, this has not been confirmed
by other investigators.

This interaction may be important in patients receiving chloramphenicol for the treat-
ment of central nervous system (CNS) infections or infections caused by organisms
resistant to more traditional antibiotics. Reduced peak concentrations or increases in
clearance without appropriate adjustments in dosage regimens to account for these
changes may result in therapeutic failures. Patients receiving chloramphenicol and
acetaminophen should have chloramphenicol serum concentrations monitored every
2–3 days during a course of therapy, especially during the later part of therapy when it
appears that chloramphenicol levels may begin to decline. Dosage regimens should be
adjusted to maintain chloramphenicol concentrations within the desired therapeutic
range. Other agents such as aspirin or ibuprofen may be used as alternatives to acetami-
nophen for antipyresis and analgesia.

Anticonvulsants

Anticonvulsants have been shown to increase the metabolism of chloramphenicol by
increasing its hepatic metabolism. Phenobarbital has been shown to stimulate the me-
tabolism of chloramphenicol in several case reports (4,5). In addition, chloramphenicol
has been shown to reduce the metabolism of phenytoin and phenobarbital when both
agents are administered concurrently (6–10). The onset of these interactions appears to
be rapid and may persist for several days after chloramphenicol is discontinued.

The reduction in phenytoin and phenobarbital metabolism is mostly likely because of
a competition for metabolic enzymes. The clinical significance of the interaction is the
potential for patients to develop phenytoin or phenobarbital toxicity after beginning
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chloramphenicol therapy. Patients may show signs of lethargy, excessive sedation, nys-
tagmus, hallucinations, or other mental status changes. Because phenytoin undergoes
nonlinear metabolism, toxic serum concentrations may not occur for several days after
starting chloramphenicol. After the maximum rate of phenytoin metabolism is exceeded,
serum concentrations will rise rapidly and may remain elevated for a period of time after
the chloramphenicol is discontinued. Because of phenobarbital’s long half-life, its seda-
tive effects can be expected to resolve slowly as the serum concentration falls.

Patients receiving chloramphenicol with either phenytoin or phenobarbital must have
their anticonvulsant serum concentrations monitored frequently, preferably every 3–5
days if possible, to detect increases in the concentrations. Patients also should be moni-
tored clinically for the development of signs and symptoms of phenytoin or phenobar-
bital toxicity.

Phenobarbital has been shown to increase the metabolism of chloramphenicol, result-
ing in a reduction in its peak serum concentrations. Bloxham reported two patients who
received chloramphenicol and phenobarbital for the treatment of meningitis (4). In one
patient, peak chloramphenicol serum concentrations fell from 31 mg/L on days 2 and 3
to less than 5 mg/L on day 5. Patients receiving concurrent therapy with chlorampheni-
col and phenobarbital should have chloramphenicol concentrations monitored daily for
reductions in the serum concentration. The chloramphenicol dosage regimen needs to
be adjusted to maintain therapeutic concentrations and prevent therapeutic failures.

Oral Hypoglycemic Agents

Several investigators have documented chloramphenicol’s ability to decrease the
hepatic metabolism of tolbutamide, resulting in increases in its half-life and serum
concentrations (10,11). Patients receiving tolbutamide and chloramphenicol concur-
rently may experience greater reductions in their serum glucose values and hypoglyce-
mia with its associated complications. However, frank hypoglycemia has not been
reported when this combination has been given together.

Petitpierre and Fabre reported the ability of chloramphenicol to inhibit the renal
excretion of chlorpropamide (12). They reported that five patients taking these agents
together experienced an increase in their chlorpropamide half-lives from 30–36 hours
to up to 40–146 hours. Hypoglycemia was not documented in these patients.

Patients taking oral hypoglycemic agents should monitor their blood glucose fre-
quently when taking chloramphenicol. The oral hypoglycemic dosage regimen may
need to be adjusted to maintain the blood glucose within a desirable range. Patients
should also be instructed to monitor for signs of hypoglycemia and to carry glucose-
containing products to reverse any episodes of hypoglycemia that may develop. If pos-
sible, alternative antibiotics should be selected to avoid this interaction. Because a
patient’s blood glucose may be controlled on a stable oral hypoglycemic dose, switch-
ing oral hypoglycemic agents to avoid this interaction is not recommended.

Antibiotics
Penicillins

Chloramphenicol has been reported to antagonize the effect of β-lactam antibiot-
ics. A number of reports have been published suggesting that bacteriostatic and bac-
tericidal antibiotics may antagonize each other in vitro (13,14) and in vivo (15,16).
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Despite this information, many authorities do not believe that this is a clinically sig-
nificant interaction and have used this combination of antibiotics as a standard of
practice for many years for the treatment of bacterial meningitis.

French and colleagues described a case in which chloramphenicol and ceftazidime
were used together to treat an infant with Salmonella meningitis (16). The combination
failed to eradicate the infection, but subsequent treatment with ceftazidime alone was
successful. In vitro tests of serum and cerebrospinal fluid taken at that time showed that
the serum could inhibit the growth of an inoculum of the salmonella at a dilution of 1:2
and the cerebrospinal fluid at a dilution of 1:16, but neither fluid could kill the organ-
ism at any dilution. A specimen of cerebrospinal fluid taken during treatment with
ceftazidime alone inhibited and killed the standard inoculum of salmonella in vitro at a
dilution of 1:32.

Minor degrees of antagonism have been demonstrated in occasional laboratory experi-
ments between almost any pair of drugs, but generally the most consistent
interfering drugs are bacteriostatic agents such as chloramphenicol, tetracyclines, and
macrolides (14). All these agents appear to act predominantly as inhibitors of protein
synthesis in microorganisms. They actively antagonize agents such as the penicillins,
which primarily block the synthesis of cell wall mucopeptides. It is believed that pro-
tein synthesis must proceed actively to permit active mucopeptide synthesis; therefore,
inhibitors of protein synthesis can antagonize inhibitors of cell wall synthesis.

Rifampin

Prober (17) and Kelly et al. (18) each reported two cases in which the coad-
ministration of rifampin and chloramphenicol resulted in significantly lower chloram-
phenicol serum concentrations. Two patients were treated with chloramphenicol for
Haemophilus influenzae. During the last 4 days of treatment, the patients received 20
mg/kg/day of rifampin. After 12 doses of chloramphenicol, the peak serum concentra-
tions of chloramphenicol in these two patients were 21.5 and 38.5 mg/L, respectively,
and trough concentrations were 13.7 and 28.8 mg/L. After the administration of
rifampin, peak chloramphenicol concentrations progressively declined. By day 3 of
rifampin coadministration, the peak concentration of chloramphenicol was reduced by
85.5% to 3.1 mg/L in one patient and by 63.8% to 8 mg/L in the second patient. Serum
concentrations increased back into the therapeutic range after the daily dose of chloram-
phenicol was increased to 125 mg/kg/day. The reduction in serum concentrations was
most likely caused by rifampin stimulating the hepatic metabolism of chlorampheni-
col, increasing its clearance and decreasing its serum concentrations.

Patients should have chloramphenicol concentrations monitored daily while they
are receiving rifampin. The chloramphenicol dosage regimen may need to be adjusted
to maintain concentrations within the therapeutic range because subtherapeutic con-
centrations may result in therapeutic failure. Patients also should be monitored clini-
cally for their response to therapy.

Anticoagulants

Chloramphenicol may enhance the hypoprothrombinemic response to oral antico-
agulants. Christensen and Skovsted documented a two- to fourfold increase in dicuma-
rol half-life when coadministered with chloramphenicol (10).
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Several potential mechanisms may be responsible for this interaction. Chlorampheni-
col has been shown to inhibit the metabolism of dicumarol, probably by inhibiting
hepatic microsomal enzymes (10). Some investigators have proposed that chloram-
phenicol decreases vitamin K production by gastrointestinal bacteria (19,20); however,
bacterial production of vitamin K appears to be less important than dietary intake.
Moreover, chloramphenicol does not usually have much effect on bowel flora (21).
Vitamin K depletion by chloramphenicol may affect the production of vitamin K-de-
pendent clotting factors in the hepatocyte (22).

The clinical consequences of an increased prothrombin time (PT) or international
normalized ratio (INR) would be increased risk of bleeding. This includes not only
minor bleeding such as nosebleeds and bleeding from the gums, but also major bleed-
ing into the gastrointestinal tract, CNS, or retroperitoneal space. The PT/INR should be
monitored daily when chloramphenicol is started or discontinued in patients taking
oral anticoagulants. There may be an increase in clot formation and thromboembolic
complications if the warfarin dose is not increased after the chloramphenicol is stopped.

Immunosuppressive Agents Cyclosporine and Tacrolimus

Several reports have appeared in the literature describing an interaction between
chloramphenicol and immunosuppressive agents, specifically cyclosporine and
tacrolimus. Bui and Huang reported the interaction in a renal transplant patient receiv-
ing cyclosporine (23). The patient required cyclosporine 50–75 mg twice daily to main-
tain trough concentrations in the 100–150 mg/L prior to hospital admission. The
patient’s cyclosporine dose required increasing to 300 mg twice daily during her hospi-
tal admission to maintain similar trough concentrations because of rifampin therapy for
the treatment of line sepsis. Ten days after the rifampin was stopped, 875 mg chloram-
phenicol every 6 hours was started for the treatment of an Enterococcus sinusitis. The
trough cyclosporine concentration on the following day increased to 280 mg/L. De-
spite stepwise lowering of the cyclosporine dose to 50–100 mg daily, the concentra-
tions continued to rise for the next 2 weeks, reaching a plateau of 600 mg/L. After
stopping the chloramphenicol, the cyclosporine concentration stabilized between 100
and 150 mg/L on a dose of 50 mg twice daily. Steinfort and McConachy reported a
similar experience in a heart transplant patient receiving chloramphenicol and
cyclosporine (24).

Two reports have documented a similar interaction between chloramphenicol and
tacrolimus in transplant patients (25,26). Schulman and colleagues reported a 7.5-fold
increase in tacrolimus dose-adjusted AUC, 22.7 vs 171 mg·h/L and an increased in
tacrolimus half-life from 9.1 to 14.7 hours following the addition of chloramphenicol
to a stable tacrolimus regimen (25). Taber and colleagues documented the chloram-
phenicol–tacrolimus interaction in a liver transplant patient. The patient was stabilized
on an outpatient tacrolimus dose of 5 mg twice daily with trough concentrations rang-
ing between 9 and 11 ng/mL. The tacrolimus 12-hour trough concentration increased
to more than 60 ng/mL after 3 days of 1850 mg chloramphenicol every 6 hours. The
patient complained of lethargy, fatigue, headaches, and tremors. The tacrolimus con-
centration decreased to 8.2 ng/mL 7 days after the chloramphenicol was stopped. The
tacrolimus regimen was restarted at 5 mg twice daily, resulting in stable trough con-
centrations between 6.7 and 11.0 ng/mL (26).
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The mechanism of the interaction is most likely caused by chloramphenicol’s inhi-
bition of the cyctochrome P450 3A4 enzyme, which is responsible for the metabolism
of cyclosporine and tacrolimus. If chloramphenicol has to be used in a patient receiv-
ing cyclosporine or tacrolimus, a prospective decrease in dose may be warranted.
Cyclosporine and tacrolimus concentrations should be closely monitored with appro-
priate dose adjustments while patients are receiving chloramphenicol. Cyclosporine
and tacrolimus administration should be stopped in patients with elevated trough con-
centrations, especially in patients slowing signs of cyclosporine or tacrolimus toxicity
until the concentrations returned to the normal therapeutic range. The agents may be
restarted at appropriately adjusted doses to maintain the trough concentrations within
the therapeutic range.

CLINDAMYCIN
Nondepolarizing Neuromuscular Blocking Agents

Clindamycin has been shown to interact with nondepolarizing neuromuscular block-
ing agents and aminoglycoside antibiotics. Becker and Miller investigated the neuro-
muscular blockade induced by clindamycin alone and when mixed with d-tubocurarine
or pancuronium in an in vitro guinea pig lumbrical nerve-muscle preparation (27).
Clindamycin initially increased twitch tension, but with higher concentrations twitch
tensions subsequently decreased. With 15–20% twitch depression induced by
clindamycin, neostigmine or calcium slightly but not completely antagonized the block-
ade. Clindamycin at a dose that did not depress twitch tension potentiated d-tub-
ocurarine- and pancuronium-induced neuromuscular blockade.

Several clinical reports documented clindamycin’s ability to prolong neuromuscular
blockade following depolarizing and nondepolarizing neuromuscular blocking agents
(28–30). Best and colleagues reported on a patient who received 300 mg clindamycin
intravenously 30 minutes before surgery to repair a nasal fracture (28). To facilitate
intubation, 120 mg succinylcholine was administered, with no additional nondepolar-
izing neuromuscular blocking agents administered during the surgery. Approximately
5 hours after surgery and 20 minutes after receiving 600 mg clindamycin intravenously,
the patient complained of profound overall body weakness and was noted to have bilat-
eral ptosis, difficulty speaking, and rapid shallow respirations. After several minutes,
her weakness rapidly became more profound, with one-fifth muscle strength noted in
all extremities. Nerve stimulation showed marked neuromuscular blockade with the
train-of-four (TOF) stimulation noted to be 0/4. The patient was treated with 4 mg
neostigmine iv and 0.8 mg glycopyrrolate iv, enabling the patient to move all extremi-
ties and develop a more normal respiratory pattern. Follow-up nerve stimulation
showed a TOF of 4/4, and within 20 minutes of the reversal agent, the patient returned
to baseline muscle strength (5/5) in all extremities.

Clindamycin-induced neuromuscular blockade is difficult to reverse. No reversal
could be obtained by using either calcium or neostigmine (31). The mode of action of
clindamycin on neuromuscular function is complex. Although it has a local anesthetic
effect on myelinated nerves, it also stimulates the nerve terminal and simultaneously
blocks the postsynaptic cholinergic receptor. It appears that its major neuromuscular
blocking effect is a direct depressant action on the muscle by the un-ionized form of
clindamycin (32). Clindamycin also has been shown to decrease the quantal content of
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acetylcholine released with presynaptic stimulation in vitro (33), possibly the result of
effects on presynaptic voltage-gated Ca2+ channels (34).

This pharmacodynamic interaction may be of clinical significance in patients receiv-
ing clindamycin and depolarizing or nondepolarizing neuromuscular blocking agent dur-
ing the perioperative period or in an intensive care unit. This interaction may result in a
prolonged period of neuromuscular blockade, resulting in recurarization with respiratory
failure and an extended period of mechanical ventilation.

Patients receiving this combination of agents should be monitored clinically with
peripheral nerve stimulation using TOF or other mode of nerve stimulation to assess
neuromuscular function and degree of neuromuscular blockade.

Aminoglycosides
One report suggested that clindamycin may increase the risk of nephrotoxicity when

administered concurrently with aminoglycoside antibiotics. Butkus and colleagues
reported three patients who developed acute renal failure when gentamicin and
clindamycin were administered concurrently (35). The evidence for combined nephro-
toxicity consisted of the temporal relationship between administration of the antibiot-
ics and the development of acute renal failure with rapid recovery after the antibiotics
were stopped.

This interaction is supported by circumstantial evidence. Although both agents were
administered concurrently, none of the patients had gentamicin concentrations moni-
tored during therapy. The reversible renal failure is consistent with that seen with
aminoglycosides. It occurs during the course of therapy and resolves rapidly once the
aminoglycoside antibiotic is stopped. There is no evidence to suggest that the adminis-
tration of clindamycin in the setting of appropriately dosed aminoglycoside antibiotics
leads to an increased risk of nephrotoxicity.

VANCOMYCIN

Nonsteroidal Anti-Inflammatory Agents

Spivey and Gal compared the vancomycin pharmacokinetic parameters in six neo-
nates with patent ductus arteriosus treated with indomethacin and vancomycin to five
patients receiving vancomycin alone (36). The vancomycin half-life (24.6 vs 7.0 hours)
and volume of distribution (0.71 vs 0.48 L/kg) increased, and the clearance decreased
(23 vs 54 mL/kg/hour) in the indomethacin-treated group compared to the control
group. This may have been because of the ability of nonsteroidal anti-inflammatory
agents to cause reversible renal failure, impairing the elimination of all renally elimi-
nated medications.

Renal function should be closely monitored in patients receiving nonsteroidal anti-
inflammatory agents. If renal failure develops, the doses of all renally eliminated medi-
cations should be adjusted to the level of residual renal function. Serum concentrations
of medications should be monitored and dosage regimens adjusted to maintain serum
concentrations within the accepted therapeutic ranges.

Vecuronium
Huang and colleagues described the depression of neuromuscular function that

developed after the intravenous administration of vancomycin (37). Tracheal intuba-
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tion was facilitated with vecuronium. Twenty minutes after induction of anesthesia,
T1 had returned to 35% of the preinduction baseline, but T4 was barely perceptible.
An infusion of 1 g vancomycin was administered, and the T1 decreased immediately
after the start of the infusion to less than 10% of the preinduction level; T4 was totally
absent. The infusion lasted 35 minutes. A blood sample was drawn 25 minutes after
stopping the infusion to determine the vancomycin concentration; it was 70 mg/L.
Within 3 minutes after stopping the vancomycin infusion, the electromyogram (EMG)
began to recover. Twenty minutes later, the operation was completed, and the
vecuronium was reversed with atropine and edrophonium. Initially, the EMG response
demonstrated the recovery of the neuromuscular function to near-preinduction levels,
but the responses decreased approx 5 minutes later to the same level they were before
the edrophonium was given. The patient was awake and breathing spontaneously but
was unable to sustain a headlift. Twenty minutes after the injection of edrophonium,
the patient’s muscle tone was judged to be adequate by both clinical assessment and
EMG.

The exact mechanism of this pharmacodynamic interaction is unclear. The patient
was administered a rather large dose of vancomycin for her body size, and the infusion
was infused over 35 minutes rather than the usual recommended infusion time of 60
minutes. Both of these factors resulted in the high postinfusion peak serum concentra-
tion. The neuromuscular depression seen in this patient may have been because of the
high serum concentration of vancomycin, but this level can occur during treatment of
patients with vancomycin.

Vancomycin should be administered cautiously to patients undergoing surgery with
neuromuscular blocking agents and patients in the intensive care unit receiving chemi-
cal paralysis. The doses should be adjusted for body weight and infused over recom-
mended times.

Heparin

Barg and colleagues described the inactivation of vancomycin by heparin when the
substances were infused simultaneously through the same intravenous line, resulting in
a reduction in vancomycin activity (38). Mixtures of heparin and vancomycin in vari-
ous concentrations were made and tested against a clinical isolate of methicillin-resis-
tant Staphylococcus aureus. A precipitate formed at the concentrations achieved in the
intravenous line, and when the vancomycin concentrations were measured by bioas-
say, a 50–60% reduction in vancomycin activity was noted. When these two solutions
were prepared and mixed at microgram concentrations, concentrations typically seen
in patients, a precipitate was no longer observed, and vancomycin activity was not
reduced. Heparin appeared to inactivate vancomycin at the concentrations typically
achieved when these two agents are administered simultaneously though the same
intravenous catheter. The authors concluded that infusions of the two drugs through the
same intravenous line could be done serially, with a 0.9% sodium chloride solution
flushing the line between the two drugs to prevent mixing at high concentrations.

The interaction between vancomycin and aminoglycosides is discussed in the
section Aminoglycosides. Angaran and colleagues determined that vancomycin had
no effect on the PT response to warfarin in patients undergoing prosthetic value sur-
gery (39).
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SULFONAMIDES

Warfarin

Several reports have described an enhanced hypoprothrombinemic response to war-
farin when sulfamethoxazole (SMX), usually in combination with trimethoprim (TMP),
was added to a patient’s therapy (40–43). Two pharmacokinetic studies in healthy
adults confirmed that SMX enhances the hypoprothrombinemic response to warfarin
in most people (43,44). Although the SMX seems more likely to have been responsible
than the TMP, a TMP effect cannot be ruled out.

O’Reilly conducted two studies evaluating the stereoselective interaction between
TMP-SMX and warfarin. In one study, patients received 1.5 mg/kg of racemic war-
farin with and without 320 mg TMP-1600 mg SMX beginning 7 days before warfarin
and continuing daily throughout the period of hypoprothrombinemia (44). There was a
significant increase in the areas of the one-stage PT, from 53 to 83 units, during the
administration of TMP-SMX. In a follow-up study, O’Reilly studied the effects of
TMP-SMX on each of the warfarin enantiomers (45). Subjects received each enanti-
omer alone and in combination with 80 mg TMP-400 mg SMX. TMP-SMX had no
effect on the R-isomer. The areas of the one-stage PT increased by approx 70%, from
40 to 67 units, when the S-isomer and TMP-SMX were given together. Additional case
reports described the prolongation in PT following the addition of TMP-SMX to medi-
cation regimens containing warfarin (40–43).

Some sulfonamides appear to impair the hepatic metabolism of oral anticoagulants.
Competition for plasma protein-binding sites may play an additional role. Although
sulfonamides reportedly decrease vitamin K production by the gastrointestinal bacte-
ria, evidence for such an effect is lacking.

Patients should be monitored closely for an increase in PT/INR when SMX-contain-
ing products are coadministered with warfarin. Patients should be monitored clinically
for signs of bleeding with initiating and decreased effects on discontinuing TMP-SMX.
Other antibiotics may be prescribed to avoid this interaction, or other forms of antico-
agulation such as unfractionated or low molecular weight heparin may be used as alter-
natives to warfarin.

TETRACYCLINES

Tetracyclines have been documented to interact with a number of medications. The
most common interaction is with heavy metals, which chelate tetracyclines and impair
their absorption from the gastrointestinal tract. More important interactions may occur
with oral contraceptives, for which tetracycline may reduce effectiveness and increase
the risk of pregnancy.

Heavy Metals

Numerous studies have documented the ability of heavy metals to chelate tetracy-
cline products and impair their absorption (46–48). These products contain divalent
and trivalent cations such as aluminum, magnesium, and calcium. Antacids also may
impair the dissolution of tetracyclines. Bismuth subsalicylate, a common ingredient in
antidiarrheal medications, also has been shown to impair the absorption of tetracy-
clines through a similar chelation mechanism (49,50).
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This is a pharmacokinetic interaction because it impairs absorption and reduces oral
bioavailability. The clinical consequences of this interaction could be potential thera-
peutic failure because of inadequate tetracycline serum and tissue concentrations.

Oral tetracycline products should be taken 2 hours before or 6 hours after antacids.
This may not completely avoid the interaction but should minimize it. Because this
interaction is not based on an alteration in pH, H2-receptor antagonists and proton pump
inhibitors may be alternative medications. In addition, other antibiotics may be pre-
scribed to avoid the interaction.

Bismuth can reduce the bioavailability of tetracycline, similar to heavy metals.
Ericsson and colleagues evaluated the influence of a 60-mL dose of bismuth
subsalicylate on the absorption of doxycycline (49). Doxycycline bioavailability was
reduced by 37 and 51% when given simultaneously and as a multiple-dose regimen,
respectively, before doxycycline. Peak serum concentrations of doxycycline were sig-
nificantly decreased when bismuth subsalicylate was given 2 hours before doxycycline
but not when given 2 hours after doxycycline. Albert and coworkers documented a
34% reduction in doxycycline bioavailability when the two products were adminis-
tered simultaneously (50). A further discussion on the effect of various foods contain-
ing divalent cations is given in Chapter 12.

Colestipol

Colestipol reduces the bioavailability of tetracycline by impairing its absorption in
the gastrointestinal tract. Friedman et al. showed that when colestipol and tetracycline
were given together, there was a 50% reduction in tetracycline bioavailability (51). In
a single dose, three-way crossover study, subjects ingested 500 mg tetracycline with
180 mL water, 180 mL water and 30 g colestipol, and 180 mL orange juice and 30 g
colestipol. There were significant differences in the 48-hour urinary excretion of tetra-
cycline. More than 50% of the dose was recovered in the urine when the tetracycline
was administered with water. Only 23–24% was recovered in the urine when it was
administered with colestipol. There was no significant difference among the three
groups in the mean value excretion half-life.

This is a pharmacokinetic interaction because it impairs absorption and reduces oral
bioavailability as a result of tetracycline adsorbing onto colestipol-binding sites. The
clinical consequences of this interaction could be potential therapeutic failure because
of inadequate tetracycline serum and tissue concentrations.

Oral tetracycline should be taken 2 hours before or at least 3 hours after a dose of
colestipol. In addition, other antibiotics may be prescribed to avoid the interaction.

Digoxin

Tetracycline can reduce the gastrointestinal bacterial flora responsible for metabo-
lizing digoxin in the gastrointestinal tract and increase digoxin absorption and
bioavailability in some patients. Lindenbaum and colleagues administered digoxin to
healthy volunteers for 22–29 days. After 10 days, 500 mg tetracycline every 6 hours
for 5 days was started (52). During the period of antibiotic administration, digoxin
reduction products fell, urine digoxin output rose, and digoxin steady-state serum con-
centrations increased by as much as twofold in some subjects. Preantibiotic serum
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digoxin serum concentrations ranged between 0.37 and 0.76 µg/L and increased to
0.8–1.33 µg/L following antibiotic therapy. It also was noted that these effects per-
sisted for several months after the antibiotics were stopped. There were no reports of
digoxin toxicity in the patients who experienced an increase in their digoxin concen-
trations.

The mechanism of this pharmacokinetic interaction appears to be the inhibition of
digoxin metabolism by suppression of gut bacteria. The clinical implications of this
interaction are the possibility that therapy with antibiotics in subjects producing large
amounts of digoxin reduction products may precipitate toxicity. Unrecognized changes
in gut flora might result in variability in digoxin response in the direction of either drug
toxicity or therapeutic failure.

Anticonvulsants

Phenobarbital and phenytoin have been shown to reduce the serum concentrations
of doxycycline (53–55). Penttilla and colleagues conducted three trials to evaluate the
effect of anticonvulsants on doxycycline metabolism (53). In one study, they com-
pared the half-life of doxycycline in patients taking long-term phenytoin or carbam-
azepine therapy to a control group of patients not receiving anticonvulsants. The
doxycycline half-life in the patients receiving chronic anticonvulsants ranged between
7 and 7.5 hours compared to 15 hours in the control subjects. In a second crossover
trial, they determined the half-life of doxycycline in five patients after 10 days of
phenobarbital therapy and in another five patients taking phenobarbital chronically
(54). The half-life of doxycycline was 15 hours in the control patients before phe-
nobarbital therapy began. After 10 days of therapy, the half-life was reduced to 11
hours. The doxycycline half-life was 7 hours in the patients taking phenobarbital
chronically. In a third trial, they evaluated the effect of chronic anticonvulsant therapy
on a variety of tetracycline products and compared this to results in control patients
(55). The doxycycline half-life averaged 7 hours, and the peak concentrations were
lower in the patients on chronic anticonvulsant therapy compared to the control group.
There was no difference in the half-lives of oxytetracycline, methacycline, chlortetra-
cycline, and demethylchlortetracycline between the patients on anticonvulsants and
control patients.

The enhanced hepatic metabolism of doxycycline is the mechanism of this pharma-
cokinetic interaction. The clinical consequences of this interaction could be a reduction
in serum doxycycline concentrations and the potential for therapeutic failure. An alter-
native class of antibiotics should be selected for these patients because they may be
receiving anticonvulsants for the control of a seizure disorder, and it would not be wise
to switch anticonvulsants to avoid this interaction.

Warfarin

Tetracyclines may be associated with an increased hypoprothrombinemic response
in patients taking oral anticoagulants. Several case reports described patients stabilized
on chronic warfarin therapy who experienced increases in PT after the addition of doxy-
cycline to their medication regimens (56,57). Westfall and coworkers described a
patient maintained on warfarin therapy with stable PT values approximately two times
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the control value (56). After the initiation of 100 mg doxycycline twice a day, the
patient’s PT increased to 51 s and was associated with unusually heavy menstrual flow.
On medical evaluation, her hemoglobin and hematocrit had dropped to 5.7 g/dL and
18.9%, respectively.

Caraco and Rubinow described two patients taking chronic oral anticoagulation who
presented with severe hemorrhage and disturbed anticoagulation tests after the addi-
tion of doxycycline to their medication regimens (57). In the first patient, the PT ratio
increased from 1.49 to 3.82 following the addition of 100 mg doxycycline daily. In the
second patient, the PT ratio increased from between 1.5 and 2.5–4.09 following the
addition of 100 mg doxycycline twice daily.

The mechanism of this pharmacodynamic interaction is unclear but may involve a
reduction in the plasma prothrombin activity by impairing prothrombin utilization or
decreasing vitamin K production by the gastrointestinal tract.

The clinical significance of this interaction is the increased anticoagulant effect,
which may result in an increased risk of bleeding. Patients should be closely monitored
for clinical signs of bleeding, such as nosebleeds or bleeding from the gums, and the
PT monitored and warfarin dose adjusted to maintain the PT/INR in the therapeutic
range. Other antibiotics may be prescribed to avoid this interaction, or other forms of
anticoagulation such as unfractionated or low molecular weight heparin may be used as
alternatives to warfarin.

Lithium

One case report described the increase in lithium concentrations following a course
of tetracycline (58). However, a prospective trial documented small decreases in the
serum lithium concentration when both agents were administered concurrently (59).

McGennis reported a patient taking lithium chronically for a history of manic
depression (58). Two days after starting tetracycline, it was noted that her serum lithium
level increased from 0.81 to 1.7 mmol/L. The patient exhibited slight drowsiness,
slurred speech, and a fine tremor of both hands consistent with lithium toxicity. At the
time lithium and tetracycline were stopped, the serum lithium concentration was 2.74
mmol/L. The concentration declined to within the therapeutic range 5 days after stop-
ping both agents.

Fankhauser and coworkers evaluated the effect of tetracycline on steady-state serum
lithium concentrations in healthy volunteers and compared the frequency and severity
of adverse effects in the lithium and lithium-tetracycline treatment phases (59). There
was a significant decrease in the serum lithium concentration between the control and
treatment phases (0.51 vs 0.47 mEq/L, p = 0.01). It is unclear whether this is a clini-
cally significant decrease in the serum lithium concentration. There was no difference
in adverse effects between the control and treatment phases of the trial.

The mechanism of this interaction is not known. One possibility may be that tetra-
cycline-induced renal failure may reduce urinary lithium excretion. Although it is
unlikely that a significant interaction exists, patients should be monitored for signs
of lithium toxicity when this combination is prescribed. Renal function should also
be monitored to prevent increases in the serum lithium concentrations secondary to
reductions in renal function. Another class of antibiotics should be prescribed to avoid
this interaction.
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Psychotropic Agents
Steele and Couturier reported the possible interaction between tetracycline and

respiradone and/or sertraline in a 15-year-old male with Asperger’s disorder, Tourette’s
disorder, and obsessive-compulsive disorder (60). Tetracycline was added to a
respiradone-sertraline treatment regimen, resulting in an acute exacerbation of motor
and vocal tics. The authors postulated that the increase in tics may have resulted from
a tetracycline-respiradone interaction leading to a reduction in respiradone levels, a
tetracycline-sertraline interaction leading to increased levels of sertraline, or the natu-
ral course of Tourette’s disorder. The sertraline dose was increased with no concomi-
tant increase in tics, and subsequent discontinuation of tetracycline resulted in an
improvement in tics, which suggests the possibility of an interaction between tetracy-
cline and respiradone. The mechanism of this potential interaction is unknown, but the
authors recommended that the addition of antibiotics to psychotropic medications
requires close monitoring because of the potential for the interaction.

Theophylline
Several case reports described increases in theophylline serum concentrations dur-

ing a course of tetracycline administration (61,62). However, prospective trials have
failed to document a consistent effect (63–66).

Four prospective studies have evaluated the interaction between theophylline and tet-
racycline. Pfeifer et al. gave nine patients tetracycline for 48 hours and did not observe a
statistically significant interaction (63). However, six subjects had a decrease in theo-
phylline clearance during the combined tetracycline-theophylline period, and in four of
the subjects, the decrease was greater than 15%. Mathis and colleagues studied eight
healthy volunteers by giving them a single intravenous injection of aminophylline before
and after 7 days of tetracycline (64). Theophylline clearance decreased by an average of
9%, but four patients had greater than 15% decrease in clearance; one patient had a 32%
decrease in clearance. Gotz and Ryerson evaluated the interaction between tetracycline
and theophylline in five patients with chronic obstructive airways disease (65). Theo-
phylline clearance decreased by an average of 11% following the 5-day course of tetra-
cycline. Jonkman et al. evaluated the effects of doxycycline on theophylline pharma-
cokinetic parameters in healthy volunteers during a 9-day course of theophylline alone
and with the coadministration of doxycycline (66). There was no influence of doxycy-
cline on absorption, elimination, and volume of distribution of theophylline. Mean
steady-state plasma concentrations were not significantly different between the two treat-
ment periods.

The mechanism for the interaction is unknown but appears to be a reduction in the
hepatic metabolism of theophylline. The reduction in metabolism appears to be quite
variable. It may take several days for the interaction to occur, so increases in serum
theophylline may not be clinically significant after short courses of tetracycline.
Patients taking longer courses of tetracycline may be at risk for developing theophyl-
line toxicity.

Patients should be closely monitored when tetracycline is added to a medication
regimen containing theophylline. Although short courses may not result in clinically
significant increases in the serum theophylline concentration, patients maintained in
the upper end of the therapeutic range may be at risk of developing theophylline toxic-
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ity even with modest increases in the serum theophylline concentration. Also, the
reduction in clearance appears to be quite variable, so it may be difficult to predict how
much the theophylline will increase following the addition of tetracycline to the medi-
cation regimen. All patients should be monitored clinically for signs and symptoms of
theophylline toxicity. Serum theophylline concentration should be monitored every
2–3 days in patients at high risk for developing theophylline toxicity.

Oral Contraceptives

Several case reports suggest that tetracycline can reduce the effectiveness of oral
contraceptives (67,68). One retrospective study showed that the oral contraceptive fail-
ure rate was within the expected range associated with the typical pattern of use (69).
However, prospective trials have failed to document a consistent effect (70,71). These
case reports of unintended pregnancies have occurred following the concurrent admin-
istration of tetracycline and other antibiotics with oral contraceptives. Two small con-
trolled studies evaluated the effect of tetracycline on the serum levels of ingredients
contained in commonly prescribed oral contraceptives. Neely et al. compared the serum
concentrations of ethinyl estradiol, norethindrone, and endogenous progesterone dur-
ing a control period and after a 7-day course of doxycycline starting on day 14 of their
cycle (70). There were no statistically significant differences in serum concentrations
of ethinyl estradiol, norethindrone, and endogenous progesterone between the control
and treatment phases. Murphy et al. studied the effect of tetracycline on ethinyl estra-
diol and norethindrone after 24 hours and 5–10 days of therapy with tetracycline (71).
There was no significant decrease in ethinyl estradiol or norethindrone concentrations
after 24 hours or after 5–10 days of therapy.

The mechanism for the interaction is unknown but may be because of interference
with the enterohepatic circulation of estrogens in the intestines, making this a pharma-
cokinetic interaction. Other antibiotics have also been reported to reduce the effective-
ness of oral contraceptives when administered concurrently. It is not known if
noncompliance played a role in some of these unplanned pregnancies.

Although the evidence of the interaction between tetracycline and oral contracep-
tives is limited to case reports, women should be counseled to use other methods of
birth control during tetracycline therapy.

Methotrexate

Tortajada-Ituren and colleagues reported an interaction between doxycycline and
high-dose methotrexate (72). A 17-year-old female was receiving high-dose metho-
trexate as part of a chemotherapy regimen. The patient had undergone 10 cycles of the
regimen without complications. Her mean methotrexate pharmacokinetic parameters
following the 10 cycles were a methotrexate clearance of 2.95 L/hour; 2.96-hours half-
life; 4.27-hour mean residence time; and 12.53-L volume of distribution. On admission
to the hospital for the 11th cycle of chemotherapy, the patient was noted to have a
palprebal abscess in her left eye, which was treated with 100 mg doxycycline twice
daily. The high-dose (18 g) methotrexate was administered according to her usual pro-
tocol. During the first 24 hours after the methotrexate infusion, the patient developed
facial erythema, malaise, and vomiting, which had not occurred during the first 10
cycles. The doxycycline was stopped 48 hours after chemotherapy. The pharmacoki-
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netic monitoring was prolonged for 168 hours, revealing a significant decrease in meth-
otrexate clearance (1.29 L/hour) and significant increase in half-life (6.26 hours) and
mean residence time (9.03 hours) compared to the values obtained during the first 10
cycles. Her hospital stay was prolonged to 11 days compared to an average of 7.7 days
during the first 10 cycles.

Although the mechanism of the interaction is unknown, one proposed theory sug-
gests that tetracyclines may displace methotrexate from plasma protein-binding sites
(73). In an attempt to validate this mechanism in their patient, the authors determined
the degree of methotrexate plasma protein binding in two plasma samples with similar
methotrexate concentrations from the 7th and 11th cycles. The unbound methotrexate
concentrations were determined with an ultrafiltration process. The unbound metho-
trexate fractions during the 7th and 11th cycles were 53 and 41%, respectively.

Although case reports of a tetracycline–methotrexate interaction are limited, tetra-
cyclines should be avoided in patients receiving high-dose methotrexate therapy. If
therapy with a tetracycline is required, pharmacokinetic monitoring should be contin-
ued until the methotrexate concentrations are below the desired range, and the leucov-
orin rescue should be continued, if necessary, until all signs and symptoms of
methotrexate toxicity disappear.

Rifampin

Colmenero and colleagues studied the possible interaction between rifampin and
doxycycline in 20 patients with brucellosis (74). Patients were treated with either
doxycyline and streptomycin or doxycyline and rifampin. The doxycycline levels in
the patients treated with rifampin were significantly lower than in those patients treated
with doxycycline and streptomycin. The doxycycline clearance in patients treated with
rifampin was significantly higher than in the patients treated with doxycycline and
streptomycin, 3.59 and 1.55 L/hours, respectively. The elimination half-life (4.32 vs
10.59 hours) and AUC were significantly lower in patients in the rifampin-treated
patients (30.4 vs 72.6 mg*hours/mL). In addition, there were lower doxycycline levels
in the rifampin treatment group, which had rapid acetylaters. There were no treatment
failures in the patients receiving doxycyline and streptomycin; there were two treat-
ment failures in the doxycyline-rifampin group.

Rifampin is a potent inducer of hepatic microsomal enzymes. Although doxycyline
is only partially metabolized, the effect of rifampin may be significant enough to lower
doxycyline concentrations to subtherapeutic levels. Caution should be used when treat-
ing patients with combined rifampin and doxycycline therapy. If possible, an alterna-
tive antibiotic should be prescribed to avoid potential treatment failures.

AMINOGLYCOSIDES

Aminoglycoside antibiotics are involved in a number of drug interactions, many of
which result in an increased risk of nephrotoxicity.

Amphotericin B

The concurrent use of aminoglycoside antibiotics Amphotericin B may lead to an
increased risk of developing nephrotoxicity. Churchill and Seely reported four patients
who developed nephrotoxicity when both agents were administered together (75). All
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of the patients received amphotericin B at an approximate dose of 0.5 mg/kg/day. Two
of the four patients had documented gentamicin trough concentrations of 5 mg/L. All
patients developed progressive renal failure during the first several days of combined
therapy. In the patients who survived, renal function returned to baseline values after
both agents were discontinued.

The mechanism of this is the potential of additive nephrotoxicity from both agents.
Amphotericin B is associated with a predictable rise in creatinine within the first sev-
eral days of therapy. Aminoglycoside antibiotics are associated with acute tubular
necrosis, especially in the setting of elevated serum concentrations. In the case report,
three patients had documented gentamicin concentrations significantly higher than the
desired 2 mg/L. This mostly likely contributed to the development of nephrotoxicity in
these patients.

Patients receiving aminoglycoside antibiotics and amphotericin B should be closely
monitored for the development of renal failure. The aminoglycoside serum concentra-
tions should be monitored every 2–3 days and the dosage regimen adjusted to maintain
peak and trough concentrations within the desired therapeutic range. Every attempt
should be made to avoid other conditions (i.e., hypotension) that might increase the
risk of developing renal failure and to avoid administering other medications (i.e.,
intravenous contrast media, loop diuretics) that might increase the risk of developing
renal failure.

Neuromuscular Blocking Agents

Aminoglycoside agents are known to potentiate paralysis from neuromuscular
blocking agents (76–79). Often, this has occurred in the setting of the instillation of
aminoglycoside-containing irrigation solutions into the intra-abdominal cavity dur-
ing surgery. Dupuis et al. evaluated prospectively the interaction between
aminoglycosides and atracurium and vecuronium in 44 patients (80). Twenty-two
patients had therapeutic concentrations of gentamicin or tobramycin, and 22 patients
served as controls. Onset time, clinical duration, and time to spontaneous recovery
T1/T4 ratio of 0.7 after atracurium or vecuronium injection were measured. Although
no statistically significant differences were found in onset time, clinical duration was
longer in patients receiving tobramycin or gentamicin and paralyzed with vecuronium
than in controls. The neuromuscular blockade produced by atracurium was not sig-
nificantly influenced by the presence of therapeutic serum concentrations of
tobramycin or gentamicin. The clinical duration of patients receiving atracurium
alone or in the presence of an aminoglycoside was approx 40 minutes in each group,
and the time to recovery of a T1/T4 ratio >0.7 approx 60–70 minutes. The clinical
duration was significantly longer in the vecuronium patients receiving
aminoglycosides than in the vecuronium control patients, 30 vs 55 minutes, respec-
tively. The time to recovery of a T1/T4 ratio >0.7 in the patients receiving vecuronium
with aminoglycosides also was longer in the patients receiving an aminoglycoside,
55 vs 105 minutes, respectively.

Aminoglycosides have been shown to interfere with acetylcholine release and exert
a postsynaptic curare-like action (81). These agents have membrane-stabilizing prop-
erties and exert their effect on acetylcholine release by interfering with calcium ion
fluxes at the nerve terminal, an action similar to magnesium ions. Aminoglycosides
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also possess a smaller but significant decrease in postjunctional receptor sensitivity
and spontaneous release.

These drugs may cause postoperative respiratory depression when administered
before or during operations and may also cause a transient deterioration in patients
with myasthenia gravis. Patients should be monitored for prolonged postoperative
paralysis if they received neuromuscular blocking agents and aminoglycoside antibiot-
ics during the perioperative or immediate postoperative period.

Indomethacin

Zarfin et al. evaluated the effect of indomethacin on gentamicin and amikacin serum
concentration in 22 neonates with patent ductus arteriosus treated with indomethacin
and aminoglycosides (82). The aminoglycoside doses were held stable before the ini-
tiation of indomethacin therapy. After the addition of indomethacin, there was a sig-
nificant rise in aminoglycoside trough and peak concentrations, a reduction in urine
output, and a significant rise in serum creatinine. This may have been because of the
ability of nonsteroidal anti-inflammatory agents to cause reversible renal failure. In
this setting, the elimination of all renally eliminated medications would be expected to
be reduced with elevation in serum concentrations.

Renal function should be closely monitored in patients receiving nonsteroidal anti-
inflammatory agents. If renal failure develops, the doses of all renally eliminated medi-
cations should be adjusted to the level of remaining renal function. Serum
concentrations of medications should be monitored when possible and dosage regi-
mens adjusted to maintain serum concentrations within the accepted therapeutic ranges.

Cyclosporine

Cyclosporine and aminoglycosides are both nephrotoxic and produce additive renal
damage when administered together. Termeer et al. reported that the combined use of
gentamicin and cyclosporine in renal transplant patients increased the incidence of
acute tubular necrosis to 67%, compared with 5–10% when gentamicin was used alone
or when cyclosporine was used with other, nonnephrotoxic antibiotics (83). Animal
studies have also documented the additive nephrotoxicity of aminoglycosides when
administered with cyclosporine.

The mechanism appears to be additive injury to the renal tubule. Aminoglycosides
induce renal failure by inhibiting the intracellular phospholipases in lysosomes of
tubular cells in the proximal tubule. Cyclosporine-induced acute renal failure is related
primarily to its effects on the renal blood vessels. Cyclosporine acutely reduces renal
blood flow, with a corresponding increase in renal vascular resistance and a reduction
in glomerular filtration rate.

Patients receiving aminoglycoside antibiotics and cyclosporine should be closely
monitored for the development of renal failure. The aminoglycoside and cyclosporine
serum concentrations should be monitored every 2–3 days and the dosage regimen
adjusted to maintain peak and trough concentrations within the desired therapeutic
range. Every attempt should be made to avoid other conditions (i.e., hypotension) that
might increase the risk of developing renal failure and to avoid administering other
medications (i.e., intravenous contrast media, loop diuretics) that might increase the
risk of developing renal failure.
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Chemotherapeutic Agents
Numerous reports have documented the additive nephrotoxicity when

aminoglycosides are administered to patients receiving cisplatin-type chemotherapeu-
tic agents (84–90). Cisplatin-type chemotherapeutic agents have been associated with
a reduction in renal function. Patients who received aminoglycoside antibiotics during
or after a course of cisplatin-based chemotherapy regimens have demonstrated addi-
tional reductions in renal function.

The mechanism appears to be direct injury to the renal tubule. Aminoglycosides
induce renal failure by inhibiting the intracellular phospholipases in lysosomes of
tubular cells in the proximal tubule. Cisplatin-induced renal failure is mediated by a
toxic effect on the renal tubular cells, resulting in acute tubular necrosis.

Prior administration of cisplatin is not an absolute contraindication to the use of
aminoglycoside antibiotics. When clinically indicated, patients who have previously
received cisplatin and have apparently normal renal function should be treated cau-
tiously with standard doses of aminoglycoside antibiotics, and pharmacokinetic moni-
toring should be performed routinely, with the dosage regimens adjusted to maintain
serum concentrations within the normal therapeutic range.

Loop Diuretics

Several reports described the increased risk of nephro- and ototoxicity when
aminoglycosides and loop diuretics are administered together (91,92). Some case
reports suggested there is increased ototoxicity when ethacrynic acid is given in com-
bination with aminoglycosides (92). The data supporting the association between furo-
semide and aminoglycosides are controversial (93).

Ethacrynic Acid

High doses of ethacrynic given alone have been shown to produce hearing loss in
patients with renal failure (94,95). Hearing loss can range between partial and full
deafness and is usually irreversible. When patients receiving ethacrynic acid have been
given an aminoglycoside such as kanamycin or streptomycin, hearing loss has been
reported to occur within 15 minutes after an injection of the diuretic and to last for
several hours. Some patients had reduced hearing loss; others remained deaf (94).

The mechanism of this pharmacodynamic interaction is not known. Ethacrynic is
thought to produce hearing loss by an alteration in the formation of perilymph in the
cochlea. This may be disputed because not all patients experience vertigo or nausea.
Other possible causes of deafness may be the cysteine adduct of ethacrynic acid, a
substance known to be ototoxic, or a direct toxicity to the auditory nerves by ethacrynic
acid. Aminoglycosides produce ototoxicity by destroying the sensory hair cells in the
cochlea and vestibular labyrinth.

Ethacrynic acid and the older-generation aminoglycosides are rarely used in clinical
practice. However, some patients may be unable to take loop diuretics such as furo-
semide or bumetanide, so ethacrynic acid may be their only available option. When
ethacrynic acid is used alone or in combination with aminoglycosides, it should be
used in the lowest dose that maintains adequate urine output or fluid balance.
Aminoglycoside concentrations should be monitored and the dosage regimens adjusted
to maintain concentrations within the therapeutic range. Patients should be monitored
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with audiograms if therapy is to be continued for an extended duration, and audio-
grams should be performed in patients who complain of hearing loss.

Furosemide

Kaka et al. reported a suspected case of furosemide increasing the peak and trough
concentrations of tobramycin in a 72-year-old woman (91). The patient received inter-
mittent doses of furosemide for the management of congestive heart failure. The patient
developed a Gram-negative aspiration pneumonia. Tobramycin was started, with serum
concentrations drawn after the loading dose followed by a maintenance dose of 180 mg
iv every 8 hours. Twelve hours after an intravenous dose of 120 mg furosemide, the
tobramycin trough and peak concentrations around the fourth dose were 5.3 and 16.2
mg/L, respectively. The authors concluded that moderate doses of furosemide can in-
crease tobramycin concentrations, thus increasing the risk of ototoxicity and nephro-
toxicity in some patients.

It is unclear whether furosemide was the cause of the increased tobramycin concen-
trations in this patient. Although furosemide has been reported to both increase and
decrease the clearance of gentamicin, there are other possible explanations for the
elevated tobramycin concentrations in this patients. The authors determined the
patient’s tobramycin pharmacokinetic parameters after the initial dose and used
these parameters to determine the patient’s maintenance dosage regimen. The mainte-
nance regimen may have been overly aggressive for the patient’s age, weight, and
underlying renal function. There was extreme variability in the tobramycin pharmaco-
kinetic parameters between the first and fourth doses, suggesting errors in drug admin-
istration or sampling technique rather than changes in the patient’s clinical status or the
administration of furosemide.

Smith and Lietman analyzed the data from three prospective, controlled, random-
ized, double-blind clinical trials to determine whether furosemide increased the neph-
rotoxicity and ototoxicity of aminoglycosides. There was no difference in the incidence
of nephrotoxicity or ototoxicity between the groups receiving aminoglycosides alone
and the group receiving aminoglycosides and furosemide (93).

It is unclear whether furosemide directly increases the nephrotoxicity and ototoxic-
ity of aminoglycosides. Furosemide may increase the risk of developing nephrotoxic-
ity by causing excessive diuresis, hypovolemia, and a reduction in renal blood flow.
Furosemide should be used with caution in patients receiving aminoglycoside antibiot-
ics. Careful attention should be paid to the patient’s weight, urine output, fluid balance,
and indices of renal function. Aminoglycoside concentrations should be monitored and
the dosage regimen adjusted to maintain concentrations within the therapeutic range.

Vancomycin

Several reports have been published evaluating the potential of vancomycin to
increase the nephrotoxicity of aminoglycoside antibiotics. Two studies were retrospec-
tive reviews and two studies were prospective evaluations. Cimino et al. retrospec-
tively evaluated 229 courses of therapy in 229 oncology patients (96). Forty patients
received vancomycin alone, 148 patients received aminoglycosides alone, and 40
patients received vancomycin and an aminoglycoside antibiotic. The incidence of neph-
rotoxicity in patients administered an aminoglycoside was 18%; for vancomycin, it
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was 15%, and for an aminoglycoside and vancomycin, 15%. They could not show that
the concurrent administration of vancomycin had an additive effect on the incidence of
nephrotoxicity.

Pauly et al. retrospectively evaluated the incidence of nephrotoxicity in 105 patients
who received at least 5 days of combined therapy (97). Twenty-eight (27%) patients
developed nephrotoxicity during combined vancomycin-aminoglycoside therapy.
However, 22 patients had other insults, such as amphotericin B, sepsis, or liver disease
that could account for the increase in nephrotoxicity. There were no control groups of
patients receiving vancomycin or aminoglycosides alone to provide a comparative
incidence of nephrotoxicity between these groups. The results of these two studies are
limited by their retrospective design, the small number of patients who received vanco-
mycin and an aminoglycoside, and the patients who had other potential causes for
developing nephrotoxicity.

Mellor et al. prospectively evaluated 39 courses of vancomycin therapy in 34 patients
(98). Twenty-seven courses were associated with aminoglycoside administration either
concurrently or within 2 weeks of the first dose of vancomycin. A reduction in renal
function was seen during (7%) and after (9%) vancomycin therapy. There was no evi-
dence of synergistic toxicity between vancomycin and aminoglycosides. One feature
of the patients with renal dysfunction was the severity of their underlying disease. Each
case of nephrotoxicity occurred in association with either sepsis or gastrointestinal
hemorrhage.

Ryback and colleagues prospectively evaluated the incidence of nephrotoxicity in
patients receiving vancomycin alone or in combination with an aminoglycoside, fol-
lowing 224 patients receiving 231 courses of therapy (99). One hundred and sixty-
eight patients received vancomycin alone, 63 patients received vancomycin with an
aminoglycoside, and 103 patients received an aminoglycoside alone. Eight patients
(5%) receiving vancomycin alone, 14 patients (22%) receiving vancomycin with an
aminoglycoside, and 11 patients (11%) receiving an aminoglycoside alone were found
to have nephrotoxicity. Factors thought to be associated with an increased risk of neph-
rotoxicity in patients receiving vancomycin were concurrent therapy with an aminogly-
coside, length of treatment with vancomycin (>21 days), and vancomycin trough
concentrations (>10 mg/L).

Both of these studies were small prospective studies. Although they had control
groups, it is unclear how well matched the control groups were to the group of patients
receiving vancomycin and an aminoglycoside for underlying disease states and renal
function. The increased risk of nephrotoxicity when vancomycin is administered with
an aminoglycoside antibiotic is controversial. The clinical studies published to date did
not show a clear association between the combination use of these agents and an
increased risk of nephrotoxicity. Patients receiving vancomycin and aminoglycoside
antibiotics should be closely monitored for the development of renal failure. The aminogly-
coside and vancomycin serum concentrations should be monitored and the dosage regi-
men adjusted to maintain peak and trough concentrations within the desired therapeutic
range. Every attempt should be made to avoid other conditions (i.e., hypotension) that
might increase the risk of developing renal failure and to avoid administering other
medications (i.e., intravenous contrast media, loop diuretics) that might increase the
risk of developing renal failure.
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LINEZOLID

Linezolid is a synthetic oxazolidinone antibiotic that selectively inhibits bacterial
protein synthesis. As a class, oxazolidinones are known to inhibit monoamine oxi-
dase (MAO). Two forms of MAO exit in humans: Type A and Type B. MAO-A
preferentially deaminates noradrenaline, adrenaline, and seratonin, and Type B
deaminates dopamine. Linezolid has been shown to be a weak, competitive inhibitor
of MAO-A.

Selective Serotonin Reuptake Inhibitors

Several reports have been published describing the development of the serotonin
syndrome in patients who were prescribed linezolid while they were taking selective
serotonin reuptake inhibitors (SSRIs). Wigen and Goetz described the serotonin syn-
drome developing in a patient who was prescribed linezolid shortly after discontinuing
therapy with paroxetine (100). The patient developed delirium, hypertension, hostility,
anger, and tremors 24 hours after starting on linezolid. The patient returned to her
baseline mental status within 48 hours after stopping linezolid. Hachem et al. described
two patients taking SSRIs who developed the seratonin syndrome following the initia-
tion of linezolid therapy (101). Both patients developed hypertension requiring medi-
cal therapy and an altered mental status manifested by confusion, delirium, tremors,
and fatigue. One patient developed cardiac palpitations. One patient’s symptoms abated
within 1 day after stopping linezolid and sertraline; the second patient required 9 days
for the normalization of blood pressure after discontinuing linezolid and citalopram.
Lavery described the development of the seratonin syndrome after linezolid was pre-
scribed in a patient taking sertraline, bupropion, and trazodone (102). The patient’s
symptoms began to improve within an hour after starting cyproheptadine, a seratonin
antagonist, and normalized completely after 48 hours of cyproheptadine therapy. Two
reports suggested that mirtazapine (103) and venlafaxine (104) may be safe to admin-
ister in patients receiving linezolid.

Serotonin is removed from the nerve synapse by reuptake into the nerve terminal or
degradation by MAO. Linezolid’s ability to inhibit MAO degradation of serotonin
results in increased serotonin levels and the development of the serotonin syndrome.
Patient medication profiles should be reviewed for medications that are metabolized
by MAO before linezolid is prescribed. When possible, alternative antibiotics should
be prescribed to avoid the risk of the development of the serotonin syndrome in sus-
ceptible individuals. Because of the long half-lives of some of the SSRIs, the seroto-
nin syndrome may develop in patients whose SSRI was discontinued several days
before initiating linezolid therapy. Management of the serotonin syndrome is prima-
rily supportive, with removal of the offending agent, with symptoms resolving within
24–36 hours. If necessary, cyproheptadine appears to be an effective antiserotonin
agent. It usually relieves symptoms after the first dose but may be administered every
1–4 hours until a therapeutic response is obtained.

Cough and Cold Preparations

Many over-the-counter cough and cold preparations contain ingredients that are
metabolized by MAO or are SSRIs. Decongestants such as pseudoephedrine and phe-
nylpropanolamine are metabolized by MAO. The cough suppressant dextromethor-
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phan has been shown to block serotonin reuptake and has been implicated in precipi-
tating the serotonin syndrome when coingested with MAO inhibitors.

Hendershot and colleagues reviewed the data from three linezolid clinical trials to
evaluate the pharmacokinetic and pharmacodynamic responses to the coadministration
of linezolid with pseudoephedrine, phenylpropanolamine, and dextromethorphan (105).
Significant increases in systolic blood pressure (SBP) were observed following the
coadministration of linezolid with either pseudoephedrine or phenylpropanolamine.
The mean maximum increase from baseline in SBP was 32 and 38 mmHg with the
coadministration with pseudoephedrine and phenylpropanolamine, respectively. Treat-
ment emergent SBP greater than 160 mmHg was observed following the coadminis-
tration of linezolid with pseudoephedrine in five subjects and in two patients in the
linezolid-phenylpropanolamine-treated group. Dizziness was the most frequent adverse
event when linezolid and pseudoephedrine were given concomitantly, and headache was
the most frequent adverse event when linezolid and phenylpropanolamine were given
together. There were no statistically or clinically significant effects on heart rate in
either treatment group. There were no statistically or clinically significant changes
in blood pressure, heart rate, or temperature and no abnormal neurological examina-
tion results in the dextromethorphan-linezolid treatment group.

Linezolid’s ability to inhibit the MAO degradation of pseudoephedrine and phenyl-
propanolamine resulted in the significant increases in blood pressure that was seen
when linezolid was coadministered with the decongestants. Patients should be coun-
seled to consult with their pharmacist or physician before taking systemic deconges-
tants while taking linezolid. Topical nasal decongestants such as sodium chloride or
oxymetazoline may be alternative agents for patients requiring decongestants while
receiving linezolid.

DAPTOMYCIN

Aminoglycosides

Daptomycin is a recently approved lipopeptide with activity limited to Gram-posi-
tive bacteria. Daptomycin is renally excreted, with approx 50–60% of a dose appearing
in the urine of healthy volunteers. Woodworth and colleagues evaluated the disposition
of daptomycin and tobramycin on each other because both drugs have the potential to
induce nephrotoxicity (106) Neither drug affected the disposition of the other agent.
There were no changes in the pharmacokinetic parameters when daptomycin and
tobramycin were given alone or when they were given in combination. The mean
baseline renal tubular enzyme excretion values were 12.2 U/day for alanine aminopep-
tidase and 2.6 U/day for N-acetyl-β-glucosaminidase. Excretion of alanine aminopep-
tidase increased to 16.9, 18.8, and 17.8 U/day after daptomycin, tobramycin, and the
combination, respectively. N-Acetyl-β-glucosaminidase excretion increased to 4.4, 4.2,
and 3.9 U/day after the same respective treatments. The results suggest that there is no
need to alter either aminoglycoside or daptomycin dosages if the agents are
coadministered, and the two drugs can be administered together without additional
precautions. Although minor renal damage may occur following the coadministration
of the antibiotics, the nephrotoxicity sustained should be no more than from the
aminoglycoside itself.
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QUINUPRISTIN-DALFOPRISTIN

Cytochrome P450 3A4-Metabolized Drugs

In vitro drug interaction studies have demonstrated that quinupristin-dalfopristin
significantly inhibits cyctochrome P450 3A4 metabolism. There are no published drug
interaction studies in normal volunteers and only limited reports of interactions in
patients receiving quinupristin-dalfopristin for therapeutic indications. The manu-
facturer’s package insert indicates that it is reasonable to expect that the concomitant
administration of quinupristin-dalfopristin and other drugs primarily metabolized by
the cytochrome P450 3A4 enzyme system may likely result in increased plasma con-
centrations of these drugs, which could increase or prolong their therapeutic effect or
increase adverse reactions (107).

In healthy volunteers, the coadministration of quinupristin-dalfopristin with
midazolam increased midazolam Cmax and AUC by 14 and 33%, respectively. Also, in
healthy volunteers the Cmax and AUC of nifedipine were increased by 18 and 44%,
respectively, when the two agents were coadministered. Additional studies in trans-
plant patients indicated that quinupristin-dalfopristin can inhibit the metabolism of
cyclosporine and tacrolimus. Stamatakis and Richards reported an interaction between
cyclosporine and quinupristin-dalfopristin in a renal transplant patient (108). The
patient’s baseline cyclosporine levels ranged from 80 to 105 ng/mL. At 2 and 3 days
after the initiation of quinupristin-dalfopristin therapy, trough cyclosporine concentra-
tions increased to 261 and 291 ng/mL, respectively. Following the discontinuation of
quinupristin-dalfopristin, the cyclosporine blood concentrations decreased, and the
dosage was increased to the previous regimen.

Medications known to be metabolized through the cytochrome P450 3A4 pathway,
especially those with a narrow therapeutic index, should be administered with caution
and closely monitored for adverse effects.

ANTI-PSEUDOMONAS PENICILLINS

Aminoglycosides and penicillins are often administered in combination for their
additive or synergistic effects in the treatment of serious Gram-negative infections.
Numerous reports have been published documenting the ability of commonly used anti-
pseudomonal penicillins to inactivate aminoglycoside antibiotics in vivo (109–116)
and in vitro (117–123). These have usually documented unusually low aminoglycoside
concentrations in patients receiving this combination, despite high doses of amino-
glycosides. Carbenicillin inactivates all aminoglycosides at faster rates and to a greater
extent than ticarcillin, mezlocillin, and piperacillin. Tobramycin is the least stable, and
amikacin is the most stable aminoglycoside. Gentamicin has intermediate stability.

Pickering and Gearhart evaluated the effect of time on the in vitro interaction
between mixtures of four aminoglycosides at two concentrations with carbenicillin,
piperacillin, mezlocillin, azlocillin, and mecillinam at three concentrations (119). The
inactivation of the aminoglycoside was shown to be directly proportional to the con-
centration of the penicillin. Aminoglycoside inactivation was greater at 72 hours of
incubation with the penicillins than after 24 hours of incubation. Inactivation by each
penicillin was greater for tobramycin and gentamicin than for netilmicin and amikacin,
especially at higher penicillin concentrations. At concentrations of 500 µg/mL, signifi-



372 Susla

cantly less inactivation of amikacin occurred compared to netilmicin. No significant
change in aminoglycoside activity occurred when the aminoglycosides were stored
with the penicillins at –70°C for 30 days.

There are several reports of in vivo inactivation of aminoglycosides by ticarcillin
and carbenicillin. These have occurred in patients with renal failure, for whom the
penicillin concentrations would be expected to be high. Thompson and colleagues stud-
ied the inactivation of gentamicin by piperacillin and carbenicillin in patients with end-
stage renal disease (115). Patients received a single dose of gentamicin, 4 g piperacillin
every 12 hours for four doses, or 2 g carbenicillin every 8 hours for six doses and
gentamicin plus piperacillin or carbenicillin. Subjects were studied on off-dialysis days.
Gentamicin was inactivated to a greater extent by carbenicillin than by piperacillin. In
the subjects in the carbenicillin group, the terminal elimination half-life of gentamicin
was 61.6 hours when gentamicin was administered alone and 19.4 hours when gen-
tamicin was administered with carbenicillin. In the subjects in the piperacillin group,
the mean gentamicin half-life when gentamicin was given alone was 53.9 hours, and it
was 37.7 hours when it was administered with piperacillin. Control samples verified
that no in vitro inactivation occurred.

Penicillins combine with aminoglycoside antibiotics in equal molar concentrations
at a rate dependent on the concentration, temperature, and medium composition. The
greater the concentration of the penicillin, the greater is the inactivation of the
aminoglycoside. The inactivation is thought to occur by way of a nucleophilic opening
of the β-lactam ring, which then combines with an amino group of the aminoglycoside,
leading to the formation of a microbiologically inactive amide. The inactivation occurs
less in pooled human sera than in other media, including whole blood. Spinning down
whole blood can help slow the inactivation. Significant serum inactivation occurs at
room temperature and under refrigeration. Only when the blood sample is centrifuged
and frozen is the inactivation arrested.

Rich reviewed the procedure for handling aminoglycoside concentrations in patients
receiving this combination of antibiotics (124). Blood samples for aminoglycoside con-
centrations drawn from patients receiving the combination should be sent on ice to the
laboratory within 1–2 hours so that the sample can be spun down and frozen to arrest
any inactivation. Samples left exposed at room temperature will decay 10% in 1 hour.
The two antibiotics should not be given at the same time. The administration times
should be scheduled so that the administration of the aminoglycoside occurs at the end
of the penicillin dosing interval, when its concentrations are the lowest. If a patient is
receiving this antibiotic combination and unusually low aminoglycoside concentra-
tions occur, the above factors should be checked. Inactivation with β-lactam antibiotics
is further described in Chapter 9.

TELITHROMYCIN

Telithromycin is a semisynthetic antibacterial in the ketolide class of antibiotics that
selectively inhibits bacterial protein synthesis. Telithromycin is known to inhibit medi-
cations metabolized Cytochrome (CYP) P450 isoenzymes 3A4 and 2D6, as well as
other concomitantly prescribed medications. The information on telithromycin drug
interactions is limited to information published in the manufacturer’s package insert
(125).
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CYP 3A4 Inhibitors

Azole antifungal agents inhibit the metabolism of telithromycin. Itraconazole in-
creased the Cmax and AUC of telithromycin by 22 and 54%, respectively, while
ketoconazole increased these parameters by 51 and 95%, respectively. Other classes of
antibiotics should be considered in patients these agents.

Grapefruit juice had no affect on the pharmacokinetic parameters of telithromycin
in healthy subjects.

CYP 3A4 Substrates

Telithromycin is a potent inhibitor of the CYP P450 3A4 system. Co-administration
of telithromycin with drugs metabolized by the CYP 3A4 system may result in in-
creased concentrations of the substrate drug resulting in increased or prolonged thera-
peutic or adverse effects.

Cisapride

Telithromycin increased the steady-state peak plasma concentrations of cisapride by
95% resulting in significant prolongation of the QTc interval. Cisapride is a restricted
drug with limited clinical use. Other classes of antibiotics should be considered to avoid
this potentially fatal interaction.

Statins

There appears to be a time dependent effect on the magnitude of the interaction
between telithromycin and simvastatin. There were a 5.3- and 8.9-fold increase in the
simvastatin Cmax and AUC, respectively, accompanied by a 15- and 12-fold increase in
the Cmax and AUC of the simvastatin metabolite when the two agents were co-adminis-
tered. However, there only was a 3.4- and 4.0-fold increase in the simvastatin Cmax and
AUC and a 3.2- and 4.3-fold increase in the Cmax and AUC of the simvastatin metabo-
lite when the two agents are administered 12 hours apart. A similar interaction is pos-
sible with atorvastatin and lovastatin. Increased statin concentrations resulting from
this interaction may increase the risk of myopathy. Patients being treated chronically
with these statins and requiring antibiotic therapy should be treated with antibiotics
shown not to interact with these statins.

Midazolam

Coadministering telithromycin with intravenous or oral midazolam resulted in two-
and sixfold increases, respectively, in the midazolam AUC. A reduction in midazolam
dose should be considered in patients taking telithromycin and requiring midazolam
(i.e., peri-procedure). The patient’s level of consciousness and airway status should be
aggressively monitored while the patient is under the influence of midazolam.

Warfarin

Telithromycin has been shown to elevate the International Normalized Ratio (INR)
several days after starting therapy in a patient on chronic warfarin therapy. The INR
increased form 3.1 before telithromycin was started to 11 after 5 days of telithromycin
therapy. The INR returned to the therapeutic range 4 days after telithromycin was dis-
continued. Although the mechanism of the interaction is unknown, it is suspected that
it is a result of the inhibition of the metabolism of the R-isomer, which is metabolized
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predominantly by CYP 1A2 and to a lesser extent CYP 3A4. The INR level should be
measured in patients on warfarin who receive telithromycin in an effort to prevent
bleeding complications (126).

Verapamil

A women receiving taking verapamil 180 mg daily for the treatment of hypertension
experienced a sudden onset of shortness of breath, weakness, hypotension and brady-
cardia after taking telithromycin for 2 days (127). The patient required treatment with
crystalloids, vasopressors, and transvenous pacing. Approximately 72 hours after dis-
continuing telithromycin therapy that patient’s heart rate and blood pressure returned to
normal. It was suspected that the acute cardiac decompensation resulted from elevated
verapamil secondary to the inhibition of its metabolism through the CYP 3A4 pathway
by telethromycin. The cardiac status of susceptible patients should be monitored when
telithromycin is added to a medication regimen containing verapamil.

CYP3A4 Inducers
Rifampin

Rifampin has been shown to reduce the Cmax and AUC of telithromycin by 79 and
86%, respectively when both agents were co-administered in repeated doses.

Co-administration with other 3A4 inducers phenytoin, carbamazepine, or phenobar-
bital may result in subtherapeutic levels of telithromycin and therapeutic failure. Other
classes of antibiotics should be considered in patients these agents.

CYP 2D6 Substrates
Metoprolol

There was a 38% increase in metoprolol Cmax and AUC when both agents were co-
administered without any effect on metoprolol half-life. The increased metoprolol ex-
posure in heart failure may have the potential to worsen heart failure. Other classes of
antibiotics should be considered in patients these agents to avoid precipitating an epi-
sode of acute decompensated heart failure.

Digoxin

The co-administration of telithromycin and digoxin in healthy volunteers resulted in
an increase in the peak and trough concentrations by 73 and 21%, respectively. Trough
plasma digoxin concentrations ranged between 0.74#-#2.17 ng/mL without significant
changes in ECG parameters and no signs of digoxin toxicity. Monitoring for digoxin
side effects or digoxin levels should be considered when both agents are co-adminis-
tered in patients.

Theophylline

When theophylline was administered with repeated doses of theophylline, there was
a 16 and 17% increase in theophylline Cmax and AUC, respectively.

Sotalol

Telithromycin has been shown to decrease the Cmax and AUC of sotalol by 34 and
20%, respectively by decreasing the absorption of sotalol from the gastrointestinal tract.
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Oral Contraceptives

When telithromycin was coadministered with oral contraceptives containing ethinyl
estradiol and levonorgestrel there was a 50% increase in the levonorgestrel AUC with
no effect on ethinyl estradiol. Telithromycin did not interfere with the antiovulatory
effects of oral contraceptives containing ethinyl estradiol and levonorgestrel.

CASE STUDY 1

C.S. is a 76-year-old white female admitted to the hospital for periods of dis-
orientation, confusion, hallucinations, and the inability to care for herself. On
hospital day 2, the patient became tachypneic and tachycardiac. Anticoagulation
with heparin and warfarin was initiated following a lung scan consistent with
pulmonary embolism. On hospital day 4, TMP-SMX was started following a urine
culture that was positive for Escherichia coli. Warfarin’s hypoprothrombinemic
effect was minimal after two 15-mg doses, with the PT 1.6 times the control value
on hospital day 4. After administration of two doses of TMP-SMX and 10 mg
warfarin on hospital day 4, the patient’s PT/control value increased to 5.5 at 8 am
the following morning. The PT remained consistently elevated over the next 5
days despite the fact that no further warfarin was administered. The last dose of
TMP-SMX was administered on hospital day 7. The PT drawn on hospital day 7
was 6.1 times control. Later that afternoon, 10 mg of phytonadione was adminis-
tered, and the patient’s PT/control fell rapidly. The patient received 10 mg war-
farin on hospital days 8 and 9. The PT again rose sharply but not to the same
extent or for the same duration as it had when TMP-SMX was given simulta-
neously. The patient’s condition eventually stabilized, and a maintenance dose of
2.5 mg every other day resulted in adequate anticoagulation. This case describes
the rapid effect standard doses of TMP-SMX can have on warfarin metabolism.

CASE STUDY 2

A 45-year-old male with a long history of probable schizoaffective disorder
was admitted to the hospital after a suicide attempt. The most recent suicide
attempt involved jumping out of a window, resulting in a T-6 spinal cord injury
and paraplegia. While in the hospital, therapy was started with sertraline and
risperidone and titrated to 200 mg daily and 1 mg twice daily, respectively. The
patient’s refractory depression necessitated the addition of 75 mg bupropion
twice daily, 50 mg trazodone at bedtime, and 300 mg lithium carbonate twice
daily. The patient developed a deep sacral decubitus ulcer requiring closure
with a sacral flap and bilateral gluteal myocutaneous flaps. Postoperatively, the
patient developed a fever and elevated white count. Serosanguinous drainage
from his myocutaneous flap grew vancomycin-resistant Enterococcus fecalis.
Linezolid 600 mg iv every 12 hours and 500 mg oral metronidazole every 6
hours were started. Lithium carbonate was stopped secondary to suspected tox-
icity. One week after stopping lithium and 10 days after starting linezolid, the
patient complained of increasing tremor, nausea, and vomiting. At that time,
the seratraline, bupropion, and trazodone were stopped. Twenty-four hours later,
the patient became delirious, marked by acute confusion, visual hallucinations,
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and delusions. Temperature increased to 100.1°F, pulse was 101 beats/minute,
respirations were 20/minute, and blood pressure was 100/71 mmHg. He exhib-
ited coarse tremor and myoclonus. His pupils were dilated to 6 mm and mini-
mally reactive. The patient was started on 8 mg cyproheptadine every 8 hours
for 72 hours. Within 60 minutes of the first dose, the pupil size decreased to 4
mm. After 48 hours of treatment with cyproheptadine, the patient’s altered men-
tal status, tremor, gastrointestinal symptoms, myoclonus, pupil dilation, and
fever resolved (102). This case points out the rapid development of the serotonin
syndrome when linezolid is added to a medication regimen taking a selective
serotonin reuptake inhibitor.
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Drug–Food Interactions

Kelly A. Harris, Kevin W. Garey, and Keith A. Rodvold

INTRODUCTION

Drug–food interactions can be a major source of patient inconvenience and nonad-
herence through disruptions in a patient’s daily schedule. Unless advised to the con-
trary, patients often take drugs with meals as a suitable adherence reminder and to
lessen gastrointestinal (GI) side effects. Lack of knowledge of potentially significant
drug–food interactions can lead to poor clinical outcomes. This chapter describes
mechanisms of drug–food interactions and US Food and Drug Administration (FDA)
guidelines for drug–food interaction studies. Antimicrobial drug–food interactions
based on drug classes and pharmacokinetics are described, as are the recommended
dosing guidelines. In addition, anti-infectives and the disulfiramlike reaction and two
case studies are included.

MECHANISMS OF DRUG–FOOD INTERACTIONS

Physiological Effects of Food

The majority of medications are absorbed in the small intestine, with very little
absorption occurring directly from the stomach. However, changes in GI secretions
and gastric pH can have an affect on subsequent absorption (1). GI secretions increase
in response to food ingestion, which increases hydrochloric acid in the stomach, thus
lowering stomach pH. This acidic environment will accelerate the dissolution and
absorption of basic drugs but will cause increased degradation of acid-labile drugs (1).

The volume of a meal may also affect the subsequent absorption of the drug. Large
fluid volumes tend to increase stomach-emptying rates, whereas large solid-food con-
sumption tends to have the opposite effect (1). Delayed stomach emptying can increase
the degradation of drugs that are unstable at low pH and increase absorption time. On
the other hand, for drugs that take more time to dissolve, longer transit time may actu-
ally increase absorption by increasing the percentage of the drug in solution. Thus, the
physiological effect of food may have variable affects on drug absorption, depending
on the characteristics of each individual drug.
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Food Composition
The components of food may interact directly with medications in a number of

ways. Examples include chelation of the drug by polyvalent metal ions or action as a
mechanical barrier to inhibit the absorption of food across the mucosal surface of the
intestines. The formulation of the drug will likely also affect the magnitude of drug–
food interactions. Solutions and suspensions are generally less likely to be affected by
foods because they pass rapidly through the stomach and become absorbed. Sustained-
release formulations such as enteric-coated tablets are much more likely to be affected
because the presence of food may delay absorption of the drug by several hours (1).

Effects of Food on Drug Absorption
Drug–food interactions can be divided into three possible outcomes. Drug absorp-

tion may be increased, decreased, or not affected. Decreased absorption can be further
subclassified into reduced vs delayed absorption. Reduced absorption is reflected by a
decrease in the area under the concentration-time curve (AUC) of the drug. Delayed
absorption is reflected by an increase in the time to reach maximum concentration tmax)
of the drug. Alterations in the rate of drug absorption caused by the ingestion of food
are generally not considered clinically significant as changes in the extent of drug ab-
sorption (2).

Effects of Food on Drug Metabolism
A number of dietary factors are known to have potential for altering the metabolism

of drugs (3). Examples include dietary protein, cruciferous vegetables, and charcoal-
broiled beef. In addition, malnutrition has been shown to alter the metabolism of cer-
tain drugs (4). The effects of diet and nutrition have been described in a number of
review articles (3,4). Grapefruit juice has been demonstrated to increase the
bioavailability of drugs known to be metabolized by cytochrome P450 (CYP) 3A4
enzymes (5–7). It appears that grapefruit juice interactions are mediated by inhibition
of gut wall metabolism, which results in reduced presystemic drug metabolism and
therefore an increase in drug bioavailability, particularly for drugs with poor
bioavailability. Although this field is still in its infancy, studies have shown an effect
with grapefruit juice on protease inhibitors and macrolides, among others. The effect
of grapefruit juice on P-glycoprotein-mediated drug transport is controversial (8,9). A
study reported that grapefruit juice, Seville orange juice, and apple juice were more
potent inhibitors of the organic anion transporting polypeptides than of P-glycoprotein
(7). Although it appears that both drug-metabolizing enzymes and transporters deter-
mine drug disposition, further research in this field is necessary. A more complete
review of transport proteins is provided in Chapter 3.

DRUG–FOOD INTERACTION STUDIES

The Food-Effect Working Group of the Biopharmaceutics Coordinating Committee
in the Center for Drug Evaluation and Research (CDER) at the FDA has published draft
guidelines for food-effect bioavailability and bioequivalence studies for oral immedi-
ate-release or modified-release dosage forms. The guidance paper provides recommen-
dations for study design, data analysis, and labeling, as well as specifying areas in which
food-effect studies may not be important. These guidelines can be accessed at
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www.fda.gov. Using the FDA search engine on the Internet, limit the search to Center
for Drug Evaluation and Research sites and type in “Food-effect working group” to
access the document.

Test Meal

The FDA guidance paper recommends that a food-effect study should be conducted
under conditions expected to provide maximal effect with the presence of food in the
GI tract. For this effect, they recommend a high-fat (50% of caloric value from the
meal), high-calorie (approx 1000 cal) breakfast as the test meal. An example of such a
meal would be two eggs fried in butter, two strips of bacon, two slices of toast with
butter, 4 oz hash brown potatoes, with 8 oz whole milk. This would provide 150 protein
calories, 250 carbohydrate calories, and 500–600 fat calories. Details of the meal should
be provided in the protocol and final report.

Study Design
A randomized, balanced, single-dose, two-treatment, two-period, two-sequence

crossover study is recommended for food-effect studies. These studies are normally
performed in healthy volunteers, with the formulation tested under fasted conditions in
one treatment arm and immediately following the test meal in the other arm.

Treatment Arms
Following an overnight fast of at least 10 hours, subjects should take the drug for-

mulation with a full glass of water (180 mL or 6 fl oz). No food should be allowed for
the following 4 hours, after which scheduled meals should be permitted. For fed sub-
jects, following an overnight fast of at least 10 hours, subjects should be fed the test
meal over not more than 30 minutes. The drug formulation should be given with a full
glass of water no later than 5 minutes after finishing the test meal. As before, no other
meals should be allowed for the following 4 hours, after which scheduled meals are
permitted.

Data and Statistical Analysis
A food effect will be concluded when the 90% confidence interval for the ratio of

mean AUC or maximum concentration Cmax of fed vs fasted treatments falls outside 80
to 125% for AUC and 70 to 143% for Cmax. Clinical relevance of the observed magni-
tude should be indicated by the sponsor of the study.

ANTI-INFECTIVES AND DRUG–FOOD INTERACTION STUDIES

The following sections detail drug–food interaction studies of anti-infective agents
by drug class. In the fluoroquinolones section, the effects of milk, yogurt, caffeine, and
enteral feeds are also detailed. It is important to recognize that many of the earlier
studies were completed prior to the FDA guidance paper. In addition, data have fre-
quently been obtained in only one or two clinical studies, and observations made under
these particular situations may not be relevant to the current clinical care of patients.
However, more recently, well-controlled drug–food interaction studies have used the
standardized test meals as recommended by the FDA.

A summary of selected studies reporting the effect of food on the Cmax, tmax, and
AUC of oral anti-infective agents is shown in Table 1 (10–74).
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Table 1
Effect of Food on the Pharmacokinetics of Oral Anti-Infectives

Cmax AUC tmax

Single Oral
Dosage or  steady n and dose Fasting Fed Fasting Fed Fasting Fed

Ref. form state Status  gender   (mg)  (µg/mL) (µg/mL) (µg·h/mL) (µg·h/mL) (h)  (h)

Penicillins

Amoxicillin 10 Capsules Single Healthy 16 M 500 8.9 8.8 26.9/70 kg 22.2/70 kg 1.86 2.4
Amoxicillin/ 11 Powder Single Healthy 9 M, 9 F 750 8.48 8.57 21.92 21.03 NR NR

clavulanate
Ampicillin 10 Capsules Single Healthy 16 M 500 5.4 4 17.4/70 kg 12.0/70 kg 1.49 2.48
Bacampacillin 12 Tablets Single Healthy 4 M, 2 F 1600 12.188 6.138 29.912 22.043 0.923 1.667

Cephalosporins

Cefadroxil 13 Capsules Single Healthy 6 NR 1000 32.1 32.7 NR NR NR NR
Cephalexin 13 Suspension Single Healthy 6 NR 1000 38.8 23.1 93 70 0.925 1.87
Cefaclor 14 Tablets Single Healthy 12 M 250 8.7 4.3 8.6 7.6 0.6 1.3
Cefprozil 15 Suspension Single Healthy 12 M 250 6.13 5.27 15 14.9 1.2 2
Cefuroxime 16 Suspension Single Healthy 6 M, 6 F 500 8 10.4 19 26.7 1.75 2

axetil
Loracarbef 17 Capsules Single Healthy 12 M 400 19.21 13.64 33.04 35.38 1.125 2.35
Cefixime 18 Tablets Single Healthy 40 M 100 NR NR NR NR 2.6 3.2
Cefditoren 19 Tablets Single Healthy 8 M 200 2.46 2.72 7.93 10.82 1.46 1.78
Cefpodoxime 20 Suspension Single Healthy 17 M 200 2.62 3.02 13.5 16.3 2.75 3.22
Ceftibuten 21 Capsules Single Healthy 18 M 200 9.85 6.6 42.07 33.7 1.6 3.8

Macrolides and combinations

Erythromycin 22 Suspension Single Healthy 12 M 400 1.26 0.98 2.8441 2.3677 0.33 0.66
ethylsuccinate

Erythromycin 23 Tablets Single Healthy 4 M, 2 F 500 3 1.4 13.2 5.2 2.7 2.3
stearate

Erythromycin 24 Tablets Single Healthy 9 M, 6 F 500 1.2 1 4.6 2.14 4 4.6
base

Erythromycin 22 Tablets Single Healthy 25 M 250 0.86 1.59 5.5706 8.8291 3 5
estolate

Azithromycin 25 Suspension Single Healthy 28 NR 500 0.294 0.474 3.19 3.6 NR NR
Azithromycin 25 Tablets Single Healthy 12 NR 500 0.336 0.412 2.49 2.4 NR NR
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Azithromycin 25 Sachet Single Healthy 12 NR 1000 0.749 1.052 6.49 7.37 NR NR
Clarithromycin 26 Tablets Single Healthy 26 M 500 2.51 1.65 15.67 12.62 2 2.8
Clarithromycin 27 Tablets SS Healthy 36 NR 1000 2.33 3.91 35.9 49.2 5.5 5.6

extended
release

Tetracyclines

Tetracycline 28 Capsules Single Healthy 4 M, 2 F 500 4.5 2.7 55.7 31.7 3.8 4.7
Doxycycline 28 Capsules Single Healthy 4 M, 2 F 200 5.1 4 85.3 78.6 3.2 5
Minocycline 29 Capsules Single Healthy 8 NR 100 1.75 1.38 22.4 19.8 1.87 3.12

Quinolones

Ciprofloxacin 30 Tablets Single Healthy 12 M 750 2.23 2.74 12.71 13.68 1.42 1.79
Enoxacin 31 Tablets Single Healthy 6 M, 2 F 400 2.01 2.54 14.31 14.91 1 1
Gatifloxacin 32 Tablets Single Healthy 5 M, 7 F 400 3.44 3.1 32.2 29.8 0.75 2
Gatifloxacin 33 Tablets Single Healthy 18 M 400 3.5 3.2 32.8 30.5 2 2
Gemifloxacin 34 Tablets Single Healthy 13 M, 7 F 320 1.21 1.07 7.57 7.38 1.5 2
Levofloxacin 35 Tablets Single Healthy 12 M, 12 F 500 5.9 5.1 50.5 45.6 1 2
Lomefloxacin 36 Tablets Single Healthy 8 M, 4 F 400 3.76 3.28 36.58 34.35 1.45 2.5
Moxifloxacin 37 Tablets Single Healthy 16 M 400 2.8 2.5 38.5 37.7 1 2.5
Ofloxacin 38 Tablets Single Healthy 12 M 200 2.24 1.56 13.18 11.26 0.83 1.85
Sparfloxacin 39 Tablets Single Healthy 10 M 400 1.48 1.46 41.6 40.8 4.7 3.1

Miscellaneous anti-infective

Trimethoprim 40 Suspension Single Healthy 9 M, 3 F 3 mg/kg 2.35 1.84 37.1 28.9 2.68 2.76
Albendazole 41 Capsules Single Healthy 6 M 10 mg/kg 0.24 1.55 2.08 19.64 2.5 5.3
Ivermectin 42 Tablets Single Healthy 12 NR 30 0.085 0.26 1.72 4.56 4.3 4.6
Praziquantel 43 Tablets Single Healthy 9 NR 600 0.32 1.1 0.88 2.47 1.39 1.94
Atovaquone 44 Suspension SS HIV positive 21 M, 1 F 750 12.4 15 238 301 6.5 8.9
Linezolid 45 Tablets Single Healthy 7 M, 5 F 375 7.6 6.2 51.7 50 1.5 2.2
Metronidazole 46 Capsules Single Healthy 5 M, 5 F 400 9.12 7.95 5587 5765 1.19 2.31

Antituberculosis agents

Ethambutol 47 Tablets Single Healthy 8 M, 6 F 25 mg/kg 4.55 3.83 29.8 27.5 2.48 3.21
Isoniazid 48 Tablets Single Healthy 8 M, 6 F 300 5.53 2.73 20.16 17.72 1.02 1.93
Pyrazinamide 49 Tablets Single Healthy 8 M, 6 F 30 mg/kg 53.4 45.6 673 687 1.43 3.09
Rifabutin 50 Capsules Single Healthy 12 M 150 0.1879 0.156 2.516 2.64 3 5.4
Rifampin 51 Capsules Single Healthy 8 M, 6 F 600 10.93 7.27 57.15 55.2 2.305 4.43

Continued on next page
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Table 1 (Continuted)
Effect of Food on the Pharmacokinetics of Oral Anti-Infectives

Cmax AUC tmax

Single Oral
Dosage or  steady n and dose Fasting Fed Fasting Fed Fasting Fed

Ref. form state Status  gender   (mg)  (µg/mL) (µg/mL) (µg·h/mL) (µg·h/mL) (h)  (h)

Antifungals

Griseofulvin 52 Microsize Single Healthy 5 M, 1 F 250 NR 0.6815 NR 14.14 NR 2.515
Griseofulvin 52 Ultra-microsize Single Healthy 5 M, 1 F 250 NR 0.8043 NR 16.25 NR 2.44
Itraconazole 53 solution Single Healthy 30 M 200 0.5457 0.3069 4.5199 3.1617 2.2 4.8
Fluconazole 54 Tablets Single Healthy 7 M, 5 F 100 2.34 2.22 113 106 3.08 3.08
Ketoconazole 55 Tablets Single Healthy 8 M, 4 F 200 4.37 4.42 15.25 20.47 1.21 2.33
Voriconazole 56 Tablets SS Healthy 12 M 200 2.038 1.332 19.258 13.065 1.5 2.6

Nonnucleoside reverse transcriptase inhibitors

Delavirdine 57 Tablets SS HIV positive 11 M, 2 F 400 30 µM 23 µM NR NR NR
Efavirenz 58 Capsules SS Healthy 5 NR 1200 NR NR  50% increase  NR NR NR
Nevirapine 58 Tablets Single Healthy 12 M, 12 F 200 2 No change NR NR NR NR

Nucleoside reverse transcriptase inhibitors

Abacavir 59 Tablets Single HIV positive 11 M, 7 F 300 2.58 1.91 5.48 5.31 0.63 1.39
Didanosine 60 Tablets Single HIV positive 8 M 375 2.789 1.291 3.902 2.083 0.5 0.5
Didanosine 61 Capsules Single Healthy 20 NR 400 1.204 0.653 3.196 2.599 2 3

enteric
coated

Lamivudine 62 Tablets Single Healthy 12 M, 12 F 150 1.6203 1.3676 6.1376 6.0354 0.91 1.86
(as Com-
bivir)

Stavudine 63 Capsules Single HIV positive 13 M, 4 F 70 1.439 0.756 2.527 2.359 0.65 1.73
Zalcitabine 64 Tablets Single HIV positive 18 M, 2 F 1500 0.0252 0.0155 0.072 0.062 0.8 1.6
Zidovudine 65 Capsules Single HIV positive 12 M, 6 F 100 0.806 0.341 0.884 0.817 0.681 1.72

Protease inhibitors

46% 23% 2.5×
Amprenavir 66 Capsules Single Healthy NR 600 decrease decrease increase
Fosamprenavir 67 Tablets Single Healthy 40 M 1200 4.58 3.93 20.2 17.6 1.25 2.5
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Indinavir 68 Capsules Single Healthy 11 M 400   4.48 µM 0.62   6.86 µM × h 1.54 µM × h 0.7 2
Indinavir 68 Capsules Single Healthy 11 M 800 11.68 µM 9.37 23.15 µM × h 22.71 0.77 1.44

27–50%
Nelfinavir 69 Tablets Single Healthy 6 NR 800 NR NR higher NR NR
Ritonavir 58 Capsules Single NR 57 NR 600 NR NR 105.9 121.7 NR NR

23%
Ritonavir 58 Solution Single NR 18 NR 600 NR decrease 120 129 2 4
Saquinavir 70 Capsules Single Healthy 8 NR 600 0.003 0.051 0.024 0.161 2.4 3.8
Saquinavir 70 Capsules Single Healthy NR 800 NR NR 0.167 1.12 NR NR

soft gel cap

Non-HIV antivirals

Famciclovir 71 Tablets Single Healthy 12 M 500 3.46 1.89 9.53 9.8 0.75 3
Ganciclovir 72 Capsules SS HIV positive 18 M, 2 F 1000 0.85 0.96 4.7 5.6 1.8 3
Rimantadine 73 Tablets Single Healthy 11 M, 1 F 100 0.109 0.115 4.14 4.07 4.3 3.4
Valganciclovir 74 Tablets SS HIV positive 37 M, 2 F 875 5.33 6.07 19 24.8 1.5 1.5

SS, steady state; M, male; F, female; NR, not reported.
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PENICILLINS

The absorption of penicillin V and potassium penicillin are both decreased with the
coadministration of food (75). In a study performed in the late 1950s, six groups of 10
volunteers were given a standard meal served 60, 30, or 15 minutes before dosing,
with the dose, or 1 or 2 hours after the dose of antibiotic. Blood concentrations of
penicillin V or potassium penicillin were obtained at 0.5, 1, and 2 hours after dosing.
Lower concentrations were observed with both drugs when given with food, although
the effect was greater for potassium penicillin. In another study, healthy nurses were
given 150-mg doses of penicillin V (K), potassium V (Ca), and potassium V (acid),
with or without a standard meal (1). Reported Cmax was markedly reduced with all
formulations of penicillin V when given with a meal. However, in an earlier study, the
absorption of penicillin V (acid) was unaffected by food, possibly because of its greater
acid stability and its relatively slow dissolution (1). Thus, penicillin V should be taken
on an empty stomach; however, penicillin V (acid) can probably be safely taken with
food if clinically indicated.

The AUC of penicillin G suspension decreased by approx 40% when given with
milk or children’s formula as compared to fasting and thus should be taken without
food, if possible (76).

Last, a study assessing the effect of food on nafcillin absorption also showed
decreased and more erratic absorption when given with food (77). Serum concentra-
tions of nafcillin were below minimum inhibitory concentration values for common
pathogens regardless of coadministration with food, and the authors did not recom-
mend the use of oral nafcillin.

The AUC of ampicillin is decreased by approx 50% when given with food (1). This
effect was evident when volunteers were given ampicillin with a high-carbohydrate,
-protein, or -fat meal; a standard breakfast; or a Sudanese diet (10,78,79). Early research
with amoxicillin demonstrated no effect on the absorption of amoxicillin when given
with food (80). In two follow-up studies, one showed decreased absorption when
amoxicillin was given with food in 6 healthy volunteers, and another showed no effect
in a crossover study of 16 healthy volunteers (10,79). In both studies, the authors con-
cluded that the effect was not clinically significant, and it was suggested that
amoxicillin could be administered without regard to meals. Interestingly, the absorp-
tion of amoxicillin was decreased when given with 25 mL of water as compared to 250
mL. Thus, it is recommended that amoxicillin be taken with a full glass (250 mL) of
water or other suitable liquid.

GI side effects appear to be reduced when the combination of amoxicillin and
clavulanate potassium (Augmentin®) is administered with food (11). In one study,
after the administration of two 500-mg Augmentin tablets, no significant difference
was seen in the AUC, peak concentration, or time to reach peak concentration for
either amoxicillin or clavulanate when administered in the fed vs fasted state (11).
According to the manufacturer, Augmentin tablets, powder, and chewable tablets may
be administered without regard to meals. There does not appear to be a difference in
the pharmacokinetics of amoxicillin when administered in the fed vs fasted state. The
absorption of clavulanate potassium is greater when Augmentin is administered at the
start of a meal but reduced when it is given 30 and 150 minutes after the start of a high-
fat breakfast (1,81,82). The effect of food on the oral absorption of Augmentin-ES has
not been evaluated (83).
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Table 2
Penicillins

Generic Brand Company Manufacturer recommendations

Amoxicillin Amoxil capsules, GlaxoSmithKline Can be given without regard to meals
powder, and
chewable tablets

Amoxil pediatric drops GlaxoSmithKline Can be given without regard to meals

Amoxicillin/ Augmentin powder, GlaxoSmithKline May be given without regard to meals;
clavulanate chewable tablets should be taken at the start of meals to

minimize GI upset
Augmentin tablets GlaxoSmithKline May be given without regard to meals;

should be taken at the start of meals to
minimize GI upset

Augmentin ES-600 GlaxoSmithKline Should be taken at the start of meals to
powder  minimize GI upset

Augmentin XR GlaxoSmithKline Should be taken at the start of a meal to
tablets enhance absorption of amoxicillin and

to minimize GI upset
Carbenicillin Geocillin tablets Pfizer May be given without regard to meals;

should be taken at the start of meals to
minimize GI upset

Ampicillin Omnipen capsules Wyeth-Ayerst Administer 0.5 hour before or 2 hours after
meals for maximal absorption

Omnipen for oral Wyeth-Ayerst Administer 0.5 hour before or 2 hours after
suspension  meals for maximal absorption

Penicillin V Pen-Vee K for oral Wyeth-Ayerst May be given with meals; however, blood
solution levels are slightly higher when given

on an empty stomach
Pen-Vee K tablets Wyeth-Ayerst May be given with meals; however, blood

levels are slightly higher when given
on an empty stomach

Bacampacillin Spectrobid tablets Pfizer Can be given without regard to meals

The pharmacokinetics of Augmentin XR®, an extended-release formulation, were
evaluated in healthy volunteers when administered in the fasted state, at the start of a
standardized meal, and 30 minutes after a high-fat meal. The absorption of amoxicillin
is decreased in the fasted state. Clavulante potassium absorption is decreased after the
administration of a high-fat meal. As a result, the manufacturer suggests that
Augmentin XR is optimally administered at the start of a meal and should not be taken
with a high-fat meal (84). However, to minimize the potential for GI side effects, all
amoxicillin-clavulanate potassium formulations should be given at the start of a meal.
The manufacturers’ dosing recommendations for penicillin antibiotics are shown in
Table 2.

CEPHALOSPORINS

First-Generation Oral Cephalosporins

The administration of food with cephadrine delayed the tmax but had minimal effects
on the Cmax or the AUC (85). Interestingly, the concomitant administration of cephal-
exin and food resulted in not only a delay in the tmax, but also a slower rate of drug
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clearance. This delay was minor, however, and not considered clinically significant
(86,87). The rate and extent of absorption of cefadroxil, another first-generation cepha-
losporin, was not affected by the administration of a standard breakfast (13).

Second-Generation Oral Cephalosporins

A number of studies have examined the effect of food on the absorption of cefaclor
(15,88,89). The maximum achieved concentration of cefaclor pulvules is reduced by
approx 50% and the tmax is prolonged when given with food, whereas the AUC of the
controlled-release formulation is enhanced with food (15,90). The AUC of cefaclor is
also decreased by 10–20% when it is given concomitantly with food, but in clinical
studies these results did not reach statistical significance (15,91). The administration of
a standard breakfast did not affect the Cmax or the AUC for cefprozil but delayed the
tmax by approx 50 minutes (15,92). This delay in absorption was not statistically sig-
nificant (15).

The absorption of cefuroxime axetil, an ester cephalosporin, is increased with food
or milk (12,93,94). Administration with a standard breakfast caused an almost 100%
increase in the Cmax and the AUC for cefuroxime. However, trough concentrations of
cefuroxime were similar in both groups (12). Likewise, administration of cefuroxime
with milk caused a 25–88% increase in the AUC and Cmax (93). Thus, it is recom-
mended that cefuroxime axetil be taken ideally with food.

Loracarbef is a carbacephem antibiotic that is structurally similar to cefaclor (95).
The effect of food on the pharmacokinetics of loracarbef capsules was evaluated in a
crossover study of 12 healthy subjects. The ingestion of food delayed the tmax and
decreased the Cmax when compared to the fasting state. However, the AUC was similar
between the fed and fasted states (17,96,97). The effect of food on the rate and extent
of absorption of the oral suspension has not been studied to date.

Extended-Spectrum Oral Cephalosporins

The food requirements with third-generation cephalosporins can be summarized by
dividing this generation into the ester formulations and the nonester formulations. The
bioavailability of the ester cephalosporins is enhanced by the presence of food (98).
This effect is not caused by changes in the gastric pH but is probably secondary to
increased contact time between the drug and the esterases of the intestinal mucosa
secondary to delayed gastric emptying. The nonester cephalosporins, on the other hand,
display a decrease in the AUC and Cmax when given with food.

The absorption of cefpodoxime proxetil, an ester cephalosporin, is higher when given
with food (20,99). A four-way crossover study assessed a high- or low-fat and high- or
low-protein meal vs a lead-in study assessing absorption under fasting conditions. In
all cases, giving cefpodoxime with any meal increased the Cmax and the AUC by approx
22 and 34%, respectively (20). Absorption of cefixime, a nonester cephalosporin, is
unaffected by food despite a slight delay in the time to reach peak concentration
(100,101).

When cefdinir capsules were administered with a high-fat meal, the Cmax was
reduced by 16%, and the AUC was reduced by 10%. However, the magnitude of these
changes is not considered clinically significant, and cefdinir may be administered
without regard to meals (102,103). The administration of cefdinir with 60 mg ferrous
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sulfate or a vitamin with 10 mg elemental iron reduced the extent of absorption by 80
and 31%, respectively. Another study evaluated the effect of a sustained-release fer-
rous sulfate preparation on the absorption of cefdinir (104). The authors found that the
AUC of cefdinir was significantly lower than when cefdinir was administered alone.
The effect of foods fortified with elemental iron on the absorption of cefdinir has not
been studied. The manufacturer recommends administering cefdinir at least 2 hours
before or after iron supplements (102).

Cefditoren is a prodrug ester cephalosporin. The Cmax and AUC values have been
reported to increase when cefditoren is administered after a meal (19). The estimated
bioavailability of cefditoren, under fasting conditions, is approx 14%. When adminis-
tered with a low-fat meal (693 cal), the bioavailability is increased to approx 16%. A
moderate (648 cal) or high-fat meal (858 cal) resulted in a 70% increase in mean AUC
and a 50% increase in mean Cmax compared with the fasted state. Thus, the manufac-
turer recommends taking cefditoren with food to enhance absorption (105).

The administration of a standard meal (530 kcal) had no effect on the pharmacoki-
netics of ceftibuten except for a slight increase in the time to reach Cmax (18,106).
However, the administration of a high-fat breakfast contrasted these results by approx
20 and 33% decreases in the AUC and Cmax, respectively (21). However, the official
labeling for ceftibuten recommends that the drug be taken 1 hour before or 2 hours
after a meal. The manufacturers’ dosing recommendations for cephalosporin antibiot-
ics are shown in Table 3.

MACROLIDES

Erythromycin

A variety of dosage forms of erythromycin have been developed to improve stability
and absorption of erythromycin when given with food. In general, two formulations
were developed to improve the bioavailability of erythromycin (1). The first was to
develop erythromycin as an enteric-coated formulation, thus resisting acid degradation
in the stomach. The second was to develop relatively acid-fast esters of erythromycin.
The majority of these studies were performed in the 1950s and 1960s, making interpre-
tation of results difficult because of the lack of standardization during this time period.
However, for the most part, trends can be established for the various dosing forms of
erythromycin.

Food decreases the total absorption of erythromycin base capsules and tablets
(1,107). This was improved by the development of erythromycin base coated tablets,
which tended to improve the overall absorption of the erythromycin, and food tended
simply to delay the time to peak absorption (1,22,107). A small study did document
decreased absorption with the coadministration of enteric-coated erythromycin with
food (1). The absorption of enteric-coated pellets of erythromycin base was delayed,
but not reduced, when taken with a standard breakfast (1).

The absorption of erythromycin stearate was reduced when given after meals in
single- and multiple-dose studies (1,23,108,109). However, the opposite effect was
observed when erythromycin stearate was given before meals (24). Significant
increases in erythromycin concentrations occurred in healthy volunteers given eryth-
romycin stearate-coated tablets immediately prior to a standard meal. This was hypoth-
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Table 3
Cephalosporins

Generic Brand Company Manufacturer recommendations

First generation

• Cephradrine Anspor capsules, GlaxoSmithKline Can be given without regard
oral suspension to meals

Velosef capsules, Bristol-Myers Can be given without regard
oral suspension Squibb to meals

• Cefadroxil Duricef capsules, Bristol-Myers Can be given without regard
suspension, tablets Squibb to meals

• Cephalexin Keflex oral Dista Can be given without regard
suspension, to meals
capsules

Keftab tablets Biovail, Eli Lilly Absorption may be delayed
by food, but the amount
absorbed is not affected

Second generation

• Cefaclor Ceclor CD tablets Dura Should be administered with
meals

Ceclor pulvules, Lilly Can be given without regard
suspension to meals

• Cefprozil Cefzil for oral Bristol-Myers Can be given without regard
suspension Squibb to meals

Cefzil tablets Bristol-Myers Absorption may be delayed
Squibb by food, but the amount

absorbed is not affected
• Cefuroxime Ceftin for oral GlaxoSmithKline Must be administered with

axetil suspension food
Ceftin tablets GlaxoSmithKline Can be given without regard

to meals
• Loracarbef Lorabid pulvules, Monarch Should be taken at least 1 hour

oral suspension before or 2 hours after a meal

Extended spectrum

• Cefixime Suprax for oral Lederle labs Can be given without regard
suspension, tablets to meals

• Cefdinir Omnicef capsules, Abbott Can be given without regard
oral suspension to meals

• Cefditoren Spectracef tablets TAP Should be administered with
meals

• Cefpodoxime Vantin oral Pharmacia and Can be given without regard
suspension Upjohn to meals

Vantin tablets Pharmacia and Should be administered with
Upjohn food

• Ceftibuten Cedax capsules Biovail Absorption may be delayed
by  food, but the amount
absorbed is not affected

Cedax oral Biovail Suspension must be adminis-
suspension tered at least 2 hours before

or 1 hour after a meal
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esized to be caused by a rapid discharge of the dosage form from the stomach or the
enteric coating of the formulation.

Erythromycin estolate, ethylcarbonate, and ethylsuccinate are esters of the erythro-
mycin base and were developed for their improved absorption when coadministered
with food. These esters are less water soluble and more resistant to acid degradation
(1). Consequently, studies have demonstrated no effect or increased absorption when
these erythromycin esters are given with food (22,110–112). Grapefruit juice has been
reported to inhibit first-pass metabolism on CYP3A in the small intestine (113) and as
a result can cause a significant increase in oral bioavailability of drugs that are CYP3A
substrates (114).

Although erythromycin is a potent inhibitor of CYP3A in the liver, less is known
about its effect on CYP3A in the small intestine or if the metabolism of erythromycin is
affected by inhibition of CYP3A in the small intestine. Therefore, six healthy male
subjects were pretreated with 300 mL water or grapefruit juice 30 minutes before the
single-dose administration of 400 mg erythromycin enteric-coated tablets in a cross-
over fashion to evaluate the effect of grapefruit juice on the pharmacokinetics of eryth-
romycin (114). The Cmax and AUC were significantly increased when erythromycin
was administered with grapefruit juice compared with water. The tmax and half-life
values were not significantly different between the two phases. The authors concluded
that the bioavailability of erythromycin was increased after the administration of grape-
fruit juice as a result of inhibition of CYP3A metabolism in the small intestine.

Advanced-Generation Macrolides/Azalides

The bioavailability of clarithromycin is unaffected or increased in the presence of
food (26). In a study of healthy volunteers given a single dose of 500 mg clarithromycin,
food increased the absorption of clarithromycin by 25%. The authors speculated that
this would offer little clinical benefit and suggested that clarithromycin could be given
without regard to food. The effect of grapefruit juice on the pharmacokinetics of
clarithromycin and its active metabolite, 14-OH clarithromycin, has been evaluated in
12 healthy subjects (115). After an overnight fast of at least 8 hours, subjects received
a single 500-mg dose of clarithromycin with 240 mL of either water or freshly squeezed
white grapefruit juice at times 0 and 2 hours after administration in a randomized,
crossover fashion. Although administration of grapefruit juice significantly delayed
the tmax of both the parent and active metabolite, it did not affect the extent of absorp-
tion of clarithromycin (115).

In contrast to the immediate-release formulation, the manufacturer recommends
that clarithromycin extended-release tablets be taken with food (116). Thirty-six
healthy subjects were administered two 500-mg clarithromycin extended-release tab-
lets once daily for 5 days in the fasting state and 30 minutes after starting a high-fat
breakfast (1000 kcal) (27). Although the absorption of 14-OH clarithromycin was not
affected by food, absorption of the parent compound was 30% lower under fasting
conditions.

Confusion has existed regarding the absorption of azithromycin with food. Early
studies with azithromycin capsules demonstrated a 50% decrease in the overall absorp-
tion of azithromycin (117). However, research with the currently marketed tablet,
sachet, and suspension has shown little effect on the absorption when coadministered
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with a high-fat meal (25). As well, an abstract also reported no interaction with food
and an oral suspension of azithromycin when given to pediatric patients (118).

Absorption of dirithromycin is decreased by up to 30% when taken on an empty
stomach, and it should therefore be taken with a meal or within 1 hour of eating
(119,120). The manufacturers’ dosing recommendations for macrolide and azalide
antibiotics are shown in Table 4.

TETRACYCLINES

In general, the tetracyclines are affected to various degrees by food, milk, and iron
products. Tetracycline, the prototype antibiotic for this class, has amassed a substantial
body of literature concerning its food and supplement interactions. Studies involving
doxycycline and minocycline are plentiful as well, comparing their food, milk, and
iron interactions with that of tetracycline. The reduced bioavailability of the tetracy-
clines is most likely because of chelation of the antibiotic with heavy metals such as
iron and calcium and binding to macromolecules found in food (1). Iron preparations
and antacids containing calcium, magnesium, and aluminum cations form poorly
soluble complexes that inhibit, to varying degrees, all of the tetracyclines (121,122). It
has been hypothesized that the tetracyclines with higher degrees of lipophilicity may
display the least interaction with food or milk because of increased absorption and a
decreased tendency to form complexes (123). Of the three main tetracyclines,
minocycline is most lipophilic, followed by doxycycline and then tetracycline (121,
124).

The effect of food on the absorption of tetracycline was assessed in a number of
healthy volunteer studies (28,29,125–127). Test meals using high-carbohydrate, -fat,
or -protein diets uniformly caused an approx 50% decrease in the absorption of tetracy-
cline (29,127,128). Likewise, the coadministration of tetracycline with 6 oz milk caused
an even greater 65% decrease in tetracycline absorption, and 300 mg ferrous sulfate
produced a 77% decrease in absorption (29). Thus, it is always recommended that tet-
racycline be taken on an empty stomach with a full glass of water (1 hour before or 2
hours after food). Likewise, any patients who have failed tetracycline therapy should
be questioned concerning how they administered the drug and whether the drug was
coadministered with milk, multivitamins, or other supplements that might complex
with the drug.

Doxycycline is less affected than tetracycline by coadministration with food or milk
(129). The coadministration of doxycycline with meals high in fat, carbohydrates, and
protein or 6 oz homogenized milk produced approximately a 20% decrease in the over-
all absorption of the drug (28). Another study reported a 30% decrease in AUC and a
24% decrease in the Cmax of doxycycline after it was administered with 300 mL milk
compared to water (130). The authors concluded that, similar to tetracycline, doxycy-
cline should not be administered with milk. Minocycline also is minimally affected
when given with food or milk, but coadministration with antacids or other divalent
cations caused significantly decreased absorption and is contraindicated (29,121,131).

A double-blind crossover study of seven volunteers given concomitantly with fer-
rous sulfate showed decreased doxycycline concentrations of 20–45% and a shortened
half-life from 17 to 11 hours. The authors hypothesized that the half-life change was
owing to enterohepatic recirculation of the drug leading to extended chelation with the
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Table 4
Macrolides/Azalides

Generic Brand Company Manufacturer recommendations

Erythromycin E.E.S. 200 and Abbott Can be given without regard to meals
ethylsuccinate 400 liquid

E.E.S. 400 filmtab Abbott Can be given without regard to meals
tablets

E.E.S. granules Abbott Can be given without regard to meals
EryPed 200 and Abbott Can be given without regard to meals

400 granules
EryPed drops and Abbott Can be given without regard to meals

chewable tablets

Erythromycin Ery-Tab tablets Abbott Well absorbed and may be given
delayed-release without regard to meals
tablets

Erythromycin Erythrocin stearate Abbott Optimal serum levels of erythromycin
stearate filmtab tablets are reached when taken in the

fasting state or immediately
before meals

Erythromycin base Erythromycin base Abbott Optimum blood levels are obtained
filmtab tablets when doses are given on an empty

stomach

Enteric-coated Erythromycin Abbott Optimum blood levels are obtained
pellets of ery- delayed-release on a fasting stomach (administer
thromycin  USP base capsules at least 0.5 hours and preferably 2

hours before or after a meal)

Erythromycin Ilosone liquid, oral Dista Plasma concentrations are com-
estolate suspension parable whether the estolate is

taken in the fasting state or after
food

Ilosone pulvules, Dista Plasma concentrations are com-
tablets parable whether the estolate is

taken in the fasting state or after
food

Ethylsuccinate and Pediazole suspension Ross Can be given without regard to meals
sulfisoxazole

Troleandomycin Tao capsules Pfizer Soluble and stable in the presence of
gastric juice

Azithromycin Zithromax capsules Pfizer Capsules should be given at least 1
hour before or 2 hours after a meal

Zithromax for oral Pfizer Give at least 1 hour before or 2 hours
suspension after a meal

Zithromax tablets, Pfizer Can be given without regard to meals
sachet

Clarithromycin Biaxin filmtab tablets, Abbott Can be given without regard to meals
granules

Biaxin XL filmtab Abbott Should be taken with food

Dirithromycin Dynabac tablets Sanofi Should be administered with food or
within 1 hour of eating
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iron salts remaining in the GI tract (132). Although not as well documented, this inter-
action probably occurs to the same extent with tetracycline and minocycline as well
because these drugs also undergo enterohepatic recirculation.

The inhibitory effects of various iron salts on the absorption of tetracycline was
investigated in six healthy volunteers (133). The iron salt types (each corresponding to
40 mg of elemental iron) all caused varying degrees of decreased absorption of tetracy-
cline. Ferrous sulfate caused the most significant decrease in absorption (80–90%),
followed by ferrous fumarate, ferrous succinate, ferrous gluconate (70–80%), ferrous
tartrate (50%), and ferrous sodium edetate (30%).

Thus, it is recommended that minocycline and doxycline be given with food to
decrease incidence of GI upset, but that the administration of all tetracyclines be spaced
by at least 2 hours with antacids (29,121,124). Because of the significant GI transit
time of iron preparations, it is not advisable to prescribe tetracyclines for patients who
are taking iron supplementation (29). The interactions of tetracyclines with food, milk,
and antacids is presented in Table 5, and the manufacturers’ dosing recommendations
for tetracycline antibiotics are shown in Table 6.

FLUOROQUINOLONES

In general, food has little clinical effect on the pharmacokinetics of the quinolones.
However, quinolones are affected by divalent and trivalent cations and thus are affected,
to different extents, by calcium-containing foods, iron supplements, and antacids. As
well, the effect of enteral feeds, which can contain significant amounts of di- and triva-
lent cations, on the pharmacokinetics of quinolones has been investigated in a number
of published studies. Quinolones, to various extents, also inhibit the liver enzymes
responsible for caffeine metabolism, creating another potential interaction.

Sparfloxacin is well absorbed after oral administration, with a bioavailability of
greater than 80% (134). Absorption of sparfloxacin is somewhat unusual in that it
occurs via a passive and carrier-mediated process extending from the duodenum to the
colon (135). This corresponds to a longer tmax and may increase the potential for inter-
actions with foods that chelate fluoroquinolones. This has not been seen clinically,
however, as food intake and high-fat meals do not affect the pharmacokinetics of
sparfloxacin (39).

Food (standard or high-fat meals) has minimal effects on the absorption of
ciprofloxacin suspension, immediate-release tablets, or extended-release tablets

Table 5
Decreased Absorption
of Tetracyclines With Food and Milk

Percentage decreased AUC

Antibiotic Food Milk

Tetracycline 50 65
Minocycline 13 27
Doxycycline 20 20
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(30,136–138). The effect of a fat- and calcium-rich breakfast on the pharmacokinetics
of fleroxacin was studied in 20 healthy volunteers (139). Administration with this
breakfast reduced Cmax by approx 25%; however, no significant change was observed
in the AUC. The clinical significance of the decreased Cmax was questionable, and the
authors concluded that fleroxacin could be given without regard to meals. Food pro-
longs the tmax of lomefloxacin by approx 1 hour but has no effect on the Cmax or AUC
(36). Likewise, food has minimal impact on enoxacin acid except for a somewhat lower
Cmax and prolonged tmax.

Levofloxacin is well absorbed after oral administration, with a bioavailability of
greater than 90% (134). Administration with food decreases the Cmax by approx 14%
and lengthens the tmax by approx 1 hour. This is not considered clinically significant,
and levofloxacin can be administered without regard to meals. Gatifloxacin has an
absolute bioavailability of greater than 95% (32,140). Concomitant administration of a
high-fat or light breakfast had no effect on the absorption of gatifloxacin when com-

Table 6
Tetracylines

Generic Brand Company Manufacturer recommendations

Tetracyclines Achromycin V Lederly Labs Give 1 hour before or 2 hours
capsules after meals

Demeclocycline Declomycin tablets Lederly Labs Give 1 hour before or 2 hours
after meals

Minocycline Dynacin capsules Medicis Can be given without regard
to meals

Minocin oral Lederle Labs Can be given without regard
suspension to meals

Minocin pellet- Lederle Labs Can be given without regard
filled capsules to meals

Doxycycline Monodox capsules Oclassen May be given with food if GI
upset occurs; administration
with adequate amounts of
fluid is recommended

Minocycline Vectrin capsules Warner Chilcott Can be given without regard
Professional to meals
Products

Doxycycline Vibra-tabs film Pfizer May be given with food if GI
coated upset occurs; administration

with adequate amounts of
fluid is recommended

Vibramycin calcium Pfizer May be given with food if GI
oral suspension upset occurs; administration

with adequate amounts of
fluid is recommended

Vibramycin Pfizer May be given with food if GI
monohydrate for upset occurs; administration
oral suspension with adequate amounts of

fluid is recommended
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Table 7
Quinolones

Generic Brand Company Manufacturer recommendations

Ciprofloxacin Cipro tablets Bayer Can be given without regard to meals
Cipro XR tablets Bayer Can be given without regard to meals

Ofloxacin Floxin tablets Ortho-McNeil Can be given without regard to meals
Levofloxacin Levaquin tablets Ortho-McNeil Can be given without regard to meals
Lomefloxacin Maxaquin tablets Searle Can be given without regard to meals

Maxaquin tablets Unimed Can be given without regard to meals
Norfloxacin Noroxin tablets Merck Administer 1 hour before or 2 hours after

meals; patients should be well hydrated
Noroxin tablets Roberts Administer 1 hour before or 2 hours after

meals; patients should be well hydrated
Enoxacin Penetrex tablets Rhone-Poulen Administer 1 hour before or 2 hours after

Rorer meals
Sparfloxacin Zagam tablets Rhone-Poulenc Can be given without regard to meals

Rorer
Trovafloxacin Trovan tablets Pfizer Can be given without regard to meals
Moxifloxacin Avelox tablets Bayer Can be given without regard to meals
Gatifloxacin Tequin tablets Bristol-Myers Can be given without regard to meals

Squibb
Gemifloxacin Factive tablets Genesoft Can be given without regard to meals

pared to fasting conditions (32,33,140,141). Similar to levofloxacin and gatifloxacin,
moxifloxacin has excellent oral absorption, with an absolute bioavailability of approx
90% (142). After the administration of a high-fat breakfast, the absorption of
moxifloxacin is slightly delayed. The median tmax values were 1.0 hour under fasting
conditions and 2.5 hours in the fed state. The Cmax and AUC of moxifloxacin were
decreased by approx 12 and 3%, respectively, after the administration of a high-fat
meal. However, the magnitude of these effects is not considered clinically significant
(37). The absolute bioavailability of gemifloxacin is approx 71% and does not appear
to be significantly altered by the administration of a high-fat meal (34,143). The manu-
facturers’ dosing recommendations for quinolone antibiotics are shown in Table 7.

Quinolones and Milk or Yogurt

Coadministration with milk and yogurt significantly decreased the Cmax and AUC of
ciprofloxacin in two healthy volunteer studies (144,145). The effect of milk and yogurt
on the absorption of norfloxacin was investigated in two other healthy volunteer trials
(146,147). The administration of milk caused more than a 50% decrease in the Cmax
and AUC norfloxacin concentrations.

Coadministration with milk did not significantly decrease the Cmax and AUC of
fleroxacin in 12 healthy volunteers (144). Similarly, dairy products did not signifi-
cantly affect the pharmacokinetics of enoxacin, lomefloxacin, moxifloxacin, or
ofloxacin in other healthy volunteer studies (31,147–149). Thus, it appears that pa-
tients should be counseled to avoid coadministration of milk with ciprofloxacin and
norfloxacin and perhaps all the fluoroquinolones generally.
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Quinolones and Vitamin- or Mineral-Fortified Foods

Except for norfloxacin, the fluoroquinolones are labeled as able to be administered
without regard to meals because of studies conducted with the standard FDA-man-
dated food-drug bioequivalency study meal of a high-fat, high-calorie, low-mineral
breakfast (150,151). The bioavailability of fluoroquinolones is reduced during the con-
comitant administration with multivalent cations (i.e., calcium, magnesium, iron, and
aluminum). Thus, to minimize this drug interaction, it is recommended to administer
the interacting agent at least 2–4 hours apart from the dosing of the fluoroquinolone
(152). There are an increasing number of food products available that have been forti-
fied with essential vitamins and minerals. As a result, new drug–food interactions could
exist that were not seen prior to the food products’ fortification.

Most calcium-fortified food products have more calcium per serving than seen in
the dietary calcium interaction studies conducted with milk or yogurt (153). Several
studies have evaluated the effect of calcium fortification on the bioavailability of
fluoroquinolones using calcium-fortified orange juice (151,153–155). In a random-
ized, three-way crossover study, 15 healthy subjects received a single dose of cipro-
floxacin with 12 oz water, orange juice, and calcium-fortified orange juice. The Cmax

and AUC decreased by 41 and 38%, respectively, when ciprofloxacin was adminis-
tered with calcium-fortified orange juice compared to water. The authors concluded
that administering ciprofloxacin with water was not bioequivalent to administering it
with calcium-fortified orange juice (153).

After administering a single 500-mg dose of levofloxacin to 16 healthy subjects, no
significant difference in AUC was seen between the intake of either water or calcium-
fortified orange juice. The Cmax was reduced by 18% and the tmax increased by 58%
when levofloxacin was coadministered with calcium-fortified orange juice compared
to water. However, the degree of change in the Cmax and tmax was about the same with
both plain and calcium-fortified orange juices. The authors suggested that the interac-
tion with levofloxacin and the orange juices seems less likely to be a chelation interac-
tion like the one observed in the ciprofloxacin study (153). Because levofloxacin is a
P-glycoprotein substrate (156) and orange juice is a potential inhibitor of intestinal
transport mechanisms (7,157), one potential explanation includes inhibition of P-gly-
coprotein or organic anion transporting polypeptide in the GI tract by the orange juice
in combination with minor chelation. No matter what the actual mechanism of the
interaction, the Cmax of levofloxacin was significantly decreased with the administra-
tion of orange juice. The bioavailability of levofloxacin when taken with water alone,
subject-measured portions of fortified orange juice and cereal, and subject-measured
portions of fortified orange juice and cereal with milk was also studied (155). Both
phases of food intake were not considered bioequivalent to the water-alone phase in
terms of the Cmax.

When gatifloxacin was administered with fortified orange juice, the bioavailability
was not bioequivalent to the administration with water according to FDA guidelines
(154). The AUC decreased by 12%, and volume of distribution and clearance increased
by 13 and 15%, respectively, when administered with fortified orange juice. Although
not statistically significant, the Cmax decreased by 13.5%, and the tmax increased by
38% (154).
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Although a limited number of studies have evaluated the effect of foods fortified
with vitamin or minerals on fluoroquinolone absorption, it may be prudent to instruct
patients to avoid the concomitant administration of fluoroquinolones with fortified food
products.

Quinolones and Caffeine

Inhibition of CYP1A2 activity by certain quinolones results in prolonged half-life,
increased AUC, and decreased clearance of caffeine (158). Coadministration of
enoxacin and clinafloxacin caused more than 75% decrease in the clearance and 300%
increase in the AUC of caffeine (159,160). Likewise, norfloxacin significantly altered
the pharmacokinetics of caffeine, causing similar changes in the clearance and AUC
(161). Ciprofloxacin caused approx 50% increase and decrease in the AUC and clear-
ance of caffeine, respectively (162). In vitro tests with human liver microsomes
assessed the inhibitory potency of various quinolone against CYP1A2. Enoxacin,
ciprofloxacin, nalidixic acid, and norfloxacin were the strongest inhibitors of CYP1A2,
followed by lomefloxacin and ofloxacin (158). Thus, caffeine should be avoided in
patients with liver disorders, cardiac arrhythmias, or latent epilepsy or in intensive care
units while individuals are undergoing treatment with quinolones known to interact
with caffeine (163).

Quinolones and Enteral Feeds

The effects of enteral feeds on the absorption of fluoroquinolones have produced
controversial results. An enteral feeding product (Ensure®) reduced the relative oral
bioavailability of ciprofloxacin by 28% in 13 healthy volunteers and decreased the
Cmax and AUC (164). Another investigator showed no effect or increased ciprofloxacin
absorption with concomitant enteral feeds (Pulmocare® or Osmolite®) through a
nasogastric tube in six healthy volunteers (165). In another study, a jejunostomy tube,
as opposed to a gastrostomy tube, produced a larger reduction in the bioavailability of
ciprofloxacin (166).

The effect of gastric tube feeding on the bioavailability of gatifloxacin was evalu-
ated in 16 critically ill patients (167). Both continuous and interrupted (held 2 hours
before and after) tube feeding with Promote®, Jevity®, Glucerna®, Pulmocare®, or
Impact® had no affect on gatifloxacin bioavailability; however, there was significant
variability between patients.

Enteral feeds contain various cations that may affect the quinolones to different
extents. Although not contraindicated, it is prudent to avoid the combination of enteral
feeds and quinolones to ensure adequate absorption of the quinolones. It is recom-
mended to hold enteral feeding for 2 hours before and after administration of
quinolones (4 hours for sparfloxacin) (168).

MISCELLANEOUS ANTIBIOTICS

Nitrofurantoin

Food tends to enhance the absorption of nitrofurantoin (169–171). The increased
dissolution time resulting from coadministration of food with nitrofurantoin has been
hypothesized as the mechanism behind this increased absorption. Interestingly, food
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tends to have more of an effect on the urinary levels of nitrofurantoin than on the
corresponding serum levels.

Atovaquone
Food, especially fatty food, enhances the bioavailability of atovaquone two- to three-

fold. Atovaquone has very poor bioavailability, and therapeutic concentrations may
not be achieved when it is taken while fasting. Thus, it is recommended that atovaquone
always be taken with a meal (44,172).

Metronidazole
The absorption of metronidazole is delayed but not reduced by the presence of food

(46). In a study of 10 healthy volunteers given a single dose of metronidazole with or
without food, only slight interindividual variation in absorption was observed. Metron-
idazole has also been implicated with a disulfiramlike reaction when given with alco-
hol. A separate section of this chapter provides a full description of disulfiramlike
reactions with anti-infectives.

Antihelmintics
A fatty meal significantly enhances absorption of albendazole compared to the

fasted state (41,173,174). The mean Cmax was increased 6.5-fold and the AUC
increased 9.5-fold in six healthy male subjects after the administration of a fatty meal
(41). Therefore, albendazole tablets are recommended to be administered with meals to
enhance absorption.

Administration of ivermectin to healthy volunteers caused the absorption to be 2.5
times higher following a high-fat meal compared to the fasted state (42). The manufac-
turer recommends that ivermectin be administered with water (175).

Food has also been reported to increase the bioavailability of praziquantel (43);
therefore, it should be administered with meals (176).

Compared to the fasting state, the administration of grapefruit juice enhanced the
Cmax and AUC of albendazole 3.2-fold and 3.1-fold, respectively (41). Praziquantel
mean Cmax and AUC were also increased 1.62-fold and 1.9-fold, respectively, but with
a large amount of interindividual variability (177).

Clindamycin

Food does not affect the absorption of clindamycin granules or capsules (178,179).

Linezolid

Linezolid is a novel oxazolidinone antibiotic that has activity against a variety of
Gram-positive bacteria. The absolute bioavailability of linezolid is approx 100%
(45,180). When administered with a high-fat meal (850 cal), linezolid required a
slightly longer time to reach peak plasma concentrations than when given under fast-
ing conditions. Cmax was significantly lower following a high-fat meal compared to
fasting. However, no difference was seen in mean AUC values under fasted and fed
conditions. The effect of food on the bioavailability is considered minimal (45).
Linezolid is a weak, competitive (reversible) inhibitor of human monoamine oxidase
A (181). When linezolid is administered at a clinically approved dose (600 mg twice
daily), dietary restriction of tyramine-containing foods is generally not necessary.
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Table 8
Miscellaneous Antibiotics

Generic Brand Company Manufacturer recommendations

Sulfonamides
and combinations

• Trimethoprim and Bactrim DS Roche Not stated
sulfamethoxazole tablets Laboratories

Bactrim pediatric Roche
suspension Laboratories

Bactrim tablets Roche
Laboratories

• Ethylsuccinate and Pediazole Ross Can be given without regard
sulfisoxazole suspension to meals

• Trimethoprim and Septra DS tablets GlaxoSmithKline Not stated
sulfamethoxazole

Septra grape GlaxoSmithKline
suspension

Septra GlaxoSmithKline
suspension

Septra tablets GlaxoSmithKline

Urinary anti-infectives
and combinations

• Nitrofurantoin Furadantin oral Dura Should be taken with food to
suspension improve absorption and

tolerance
Macrobid Proctor and Should be taken with food to

capsules Gamble improve absorption and
tolerance

Macrodantin Proctor and Should be taken with food to
capsules Gamble improve absorption and

tolerance
• Fosfomycin Monurol sachet Forest Can be given without regard

to meals
• Nalidixic acid NegGram caplets Sanofi Not stated

NegGram Sanofi Not stated
suspension

• Methenamine Urised tablets PolyMedica Not stated
combination

• Oxytetracycline Urobiotic-250 Pfizer To aid absorption of the drug,
capsules it should be given at least 1

hour before or 2 hours after
eating

Antihelmintics

• Albendazole Albenza tablets GlaxoSmithKline Should be taken with food
• Ivermectin Stromectol Merck Should be taken with water

tablets
• Praziquantel Biltricide tablets Bayer Should be taken with food

Continued on next page
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However, patients should be advised to avoid consuming large amounts of foods
with a high tyramine content (i.e., aged cheeses, fermented meats, sauerkraut, soy
sauce, draught beers, and red wines) (182).

The manufacturers’ dosing recommendations for miscellaneous antibiotics are
shown in Table 8.

ANTIMYCOBACTERIALS

Peak concentrations and the relative bioavailability of isoniazid decreased by 70 and
40% with the addition of food, respectively, which suggests that isoniazid always be
given on an empty stomach (183). However, the manufacturer claims that isoniazid can
be given with food if stomach upset occurs. A more recent study in 14 healthy volun-
teers investigated the effect of a high-fat breakfast on the absorption of isoniazid (48).
Relative to fasting, the high-fat meal reduced Cmax by 51%, doubled tmax, and reduced
AUC by 12% (48).

Because isoniazid is a weak monoamine oxidase inhibitor, several case reports have
described adverse reactions in patients taking isoniazid who have ingested foods high
in monoamines (e.g., tyramine) (184). Flushing of the arms, face, and upper body were
observed in patients after ingestion of cheese or red wine during isoniazid therapy
(185–187). Other possible symptoms include palpitatations, headache, and mild
increases in systolic blood pressure. Isoniazid is also an inhibitor of histaminase, and at

Table 8 (Continued))
Miscellaneous Antibiotics

Generic Brand Company Manufacturer recommendations

Other
• Clindamycin Cleocin HCL Pharmacia and To avoid the possibility of

capsules Upjohn esophageal irritation, should
be taken with a full glass
of water

• Cycloserine Seromycin Dura Not stated
capules

• Vancomycin Vancocin HCL, Lilly Not stated
oral solution
and pulvules

• Dapsone Dapsone tablets acobus Not stated
USP J

• Furazolidone Furoxone liquid Roberts Can be given without regard
to meals

Furoxone tablets Roberts Can be given without regard
to meals

• Atovaquone Mepron GlaxoSmithKline Administer with meals
suspension

• Atovaquone and Malarone tablets, GlaxoSmithKline Take with food or a milky drink
proguanil pediatric

tablets
• Linezolid Zyvoxx tablets, Pharmacia and Can be given without regard

suspension Upjohn to meals
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Table 9
Antimycobacterials

Generic Brand Company Manufacturer recommendations

Ethambutol Myambutol tablets Lederle Labs Can be given without regard to meals

Rifabutin Mycobutin capsules Pharmacia and May be taken with meals if GI upset
Upjohn occurs

Aminosalicylic Paser granules Jacobus Sprinkle on applesauce or yogurt or
acid by swirling in the glass to suspend

the granules in an acidic drink
such as tomato or orange juice

Pyrazinamide Pyrazinamide Lederle Labs Not stated
tablets

Rifampin Rifadin capsules Hoechst Marion Absorption reduced by 30% with food
Roussell

Rifampin- Rifamate capsules Hoechst Marion Administer 1 hour before or 1 hour
isoniazid Roussell after meals

Cycloserine Seromycin capules Dura Not stated

Ethionamide Trecator-SC tablets Wyeth-Ayerst Administer at mealtimes to avoid GI
upset

Isoniazid Generic only Can be given without regard to food

least 30 cases of adverse reactions after ingestion of fish with high histamine contents
(e.g., tuna, mackerel, salmon, skipjack) have been reported in patients taking isoniazid
(184). Patients should be cautioned about the potential for adverse reactions with cer-
tain cheeses, red wine, and fish with high histamine content while taking isoniazid.

In a normal healthy volunteer study performed in the 1970s, the coadministration
with food caused a 25% reduction in the Cmax and urinary excretion of rifampicin (188).
In a more recent analysis with 14 normal healthy volunteers, the addition of a high-fat
meal reduced the Cmax of rifampin by 36% and the overall AUC by 6% (51). An alumi-
num-magnesium antacid had no effect on the bioavailability of rifampin. Thus, rifampin
should be taken on an empty stomach whenever possible but may be taken with food if
stomach upset occurs.

The effect of a high-fat meal on the pharmacokinetics of rifabutin was studied in 12
healthy male volunteers (50). Although a delay was seen in the tmax (5.4 vs 3.0 hours),
little effect was seen with the addition of food.

A standardized breakfast produced little to no effect on the mean AUC of ethambu-
tol in 11 normal healthy volunteers (189). A subsequent study in 14 male and female
volunteers showed similar results with the coadministration of a high-fat meal with
ethambutol (47). However, the coadministration with an aluminum-magnesium ant-
acid caused a 29% decrease in the Cmax and a 10% decrease in AUC. The authors of this
article suggested that antacids should be avoided near the time of ethambutol dosing.

The effect of a high-fat meal on the pharmacokinetics of pyrazinamide was studied
in 14 healthy volunteers (49). A high-fat meal or an aluminum-magnesium antacid had
minimal effect on the absorption of pyrazinamide. The manufacturers’ dosing recom-
mendations for antimycobacterial antibiotics are shown in Table 9.
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ANTIFUNGALS

Azole Antifungals

A number of healthy volunteer studies have investigated the influence of food on the
pharmacokinetics of ketoconazole, with conflicting results (55,190–192).

A crossover study of 10 volunteers showed a 55–60% decrease in Cmax and AUC as
well as a lengthened tmax when 200 mg ketoconazole were given immediately after a
low-fat breakfast (55). Another study in 18 volunteers investigated the influence of a
high-fat breakfast on the pharmacokinetics of ketoconazole over a wider dosing range
(200–800 mg) (190). This study determined that food did not reduce AUC or Cmax but
did tend to lengthen tmax. At the 400- and 600-mg dosing regimens, there was a trend
toward increased absorption that was not apparent at the 200- or 800-mg dosing regi-
mens. Finally, a third study of 12 volunteers showed that a high-fat meal significantly
prolonged tmax, and a high-carbohydrate meal significantly decreased Cmax (191). There
was a nonstatistically significant trend toward increased AUC values with the high-fat
meal and decreased AUC values with the high-carbohydrate meals. The manufacturer
recommends that ketoconazole be given with food, which appears reasonable given the
conflicting results from pharmacokinetic studies.

The influence of a low-fat (1000-kJ) and a high-fat (3600-kJ) meal on the pharmaco-
kinetics of 100 mg fluconazole and 100 mg itraconazole was investigated in 24 healthy
volunteers (54). The Cmax, AUC, and tmax of fluconazole were not significantly affected
between test meals or compared to fasting. In contrast, the plasma AUC and Cmax of
itraconazole were significantly increased with the two test meals vs fasting. The AUC
of itraconazole when given on an empty stomach was approx 40% lower than when
given with a high-fat meal. Similar results were seen when itraconazole was given to
patients with superficial fungal infections (193). The effect of food on a 200-mg oral
solution of itraconazole was studied in 30 healthy male volunteers (53). Unlike studies
with itraconazole capsules, the Cmax and AUC decreased by 44 and 30%, respectively,
when given with a high-fat meal. Thus, itraconazole capsules should be given with
food; the oral solution should be given on an empty stomach.

The effect of cola beverages on the absorption of 100- and 200-mg doses of
itraconazole has been assessed in two separate healthy volunteer studies (194,195).
Results from these studies showed that the addition of a cola product could increase the
AUC and Cmax of itraconazole by approx 100%. Thus, the addition of an acidic bever-
age may be an option to increase absorption of itraconazole, especially in patients who
are hypochlorhydric or who are taking gastric acid suppressants.

The effect of a high-fat breakfast on the pharmacokinetics of voriconazole was evalu-
ated in 12 healthy male subjects (56). At steady state (day 7), the bioavailability of
voriconazole was reduced by approx 22% when taken with food compared to fasting.
The rate of absorption was also significantly delayed by administering voriconazole
with food. Therefore, voriconazole tablets should be taken at least 1 hour before or 1
hour after a meal.

Griseofulvin

The effect of food on the pharmacokinetics of microsize and ultra-microsize griseoful-
vin was studied in nonfasting volunteers (52). There were similar results between the two
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Table 10
Antifungals

Generic Brand Company Manufacturer recommendations

Fluconazole Diflucan tablets Pfizer Not stated

Ketoconazole Nizoral tablets Janssen Administration with a meal may
decrease absorption

Itraconazole Sporanox capsules Janssen Should be taken with a full meal
to ensure maximal  absorption

Itraconazole Sporanox oral  Janssen If possible, do not take with food
solution

Ultra-microsize Fulvicin P/G tablets Schering Not stated
crystals of Fulvicin P/G 165 and 330 Schering Not stated
griseofulvin

Griseofulvin Grifulvin V Ortho Better blood levels can probably be
microsize attained in most patients if the

tablets are administered after a
meal with a high-fat content

Ultramicrosize Gris-PEG tablets Allergan Not stated
crystals of
griseofulvin

Terbinafine Lamisil tablets Novartis An increase in the AUC of less than
20% is observed when adminis-
tered with food

Voriconazole Vfend tablets Pfizer Should be taken at least 1 hour before
or 1 hour after a meal

products when given with food. A study from the early 1960s showed that increased
serum griseofulvin concentrations were higher when given with a high-fat meal, and thus
it is recommended that griseofulvin be given with food (especially a high-fat meal) (196).

The manufacturers’ dosing recommendations for antifungal agents are shown in
Table 10.

HUMAN IMMUNODEFICIENCY VIRUS MEDICATIONS

Nucleoside Reverse Transcriptase Inhibitors

Didanosine is variably absorbed after oral administration because of its poor solubil-
ity at low pH, with bioavailability ranging from 25 to 43% (197,198). Acid-catalyzed
hydrolysis results in significant degradation of the drug, which was slightly overcome
by the buffered didanosine formulation (199). Food alters the absolute bioavailability
of didanosine by approx 50%, most likely because of increased hydrolysis at lower
pH and delayed gastric emptying (60). The effect of time of food administration on
the bioavailability of didanosine using a chewable tablet formulation was studied in
10 human immunodeficiency virus (HIV)-positive patients. This study showed that
the effect of food could be minimized if given 30–60 minutes before or 2 hours after a
meal (200). Based on these results, it is recommended that didanosine be administered
30 minutes to 1 hour before meals or at least 2 hours after a meal.
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To eliminate the need for concurrent administration with antacids, an encapsulated
enteric-coated bead formulation of didanosine was developed (Videx® EC). In healthy
volunteers and in subjects infected with HIV, the AUC is equivalent for didanosine
administered as the enteric-coated formulation relative to a buffered tablet formula-
tion (201).

The effect of food and timing of meals on the bioavailability of didanosine from
encapsulated enteric-coated beads was evaluated in healthy subjects (61). Concomitant
administration with a high-fat (757 cal) or light meal (373 cal) decreased the rate of
absorption. Regardless of the caloric content of the meal, the extent of the absorption
of didanosine was reduced to a similar degree with a high-fat meal, light meal, yogurt,
and applesauce. Administering the encapsulated enteric-coated beads 1.5, 2, or 3 hours
before a meal resulted in similar absorption to that seen under fasting conditions. The
overall reduction in AUC is approx 20 to 25% when didanosine is administered with
food. Although this appears to be a moderate reduction, it is recommended to adminis-
ter this formulation on an empty stomach (202).

Zidovudine (ZDV) is fairly well absorbed after oral administration, with a
bioavailability average of between 60 and 70% (203). Several studies have examined
the effect of certain types of food on ZDV absorption. Overall, food consumption
(especially high-fat meals) tends to decrease the rate but not the extent of absorption
of ZDV (204,205). Another study investigated the pharmacokinetics of ZDV in 13
patients with acquired immunodeficiency syndrome (AIDS) who were either fasting
or taking a standard breakfast. The mean AUC in the fed state was 24% lower than the
fasted AUC and demonstrated more interpatient variability (206). In a study by Shelton
et al. (65), a high-fat breakfast significantly reduced the Cmax of ZDV but did not
significantly affect the extent of absorption (AUC). Previous studies sampled blood
for ZDV concentrations for 4–6 hours postdose (204,206). Shelton et al. (65) con-
cluded that sample collection less than 10 hours may not have been adequate to deter-
mine the full effect of food on ZDV pharmacokinetics.

The administration of lamivudine with a standard breakfast (55% fat, 20% carbohy-
drates, 13% proteins) significantly increased tmax and lowered Cmax but had no signifi-
cant affect on the extent of absorption (AUC) (207). Thus, lamivudine can be taken
without regard to meals. Administration with meals, however, may decrease the likeli-
hood of GI upset. Administration of a high-fat breakfast (1000 kcal) did not affect the
extent of absorption of lamivudine or ZDV from the combined tablet, Combivir® (62).
Food slowed the rate of absorption, delaying the tmax and decreasing the Cmax of
lamivudine and ZDV, but these changes were not considered clinically significant.

Likewise, administration of zalcitabine with food tended to lengthen tmax and
decreased the AUC by approx 14% (208). This is not considered clinically significant,
and it is recommended that zalcitabine can be taken without regard to meals.

The absorption of stavudine is not affected by food, and therefore it can be taken
without regard to meals (209,210). As well, after single doses of abacavir taken with
food, the Cmax was reduced by 35% and the AUC by 5% (211). This was not considered
clinically significant, and abacavir can be taken without regard to meals. Ethanol
decreases the elimination of abacavir. Coadministration of ethanol and abacavir
resulted in a 41% increase in abacavir AUC and a 26% increase in abacavir half-life
(58). The extent of absorption of Trizivir® tablets (abacavir, lamivudine, and ZDV) is
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not affected by the administration of a meal, and this formulation can be given with or
without food (212).

Emtricitabine systemic exposure (AUC) was not affected by the administration of a
high-fat meal (1000 kcal), and the Cmax was reduced by 29% compared to the fasting
state (213). Following a high-fat meal (700–1000 kcal), the AUC of tenofovir increased
by approx 40%, and the Cmax increased approx 14%. Administration with a light meal
does not appear to significantly affect the pharmacokinetics of tenofovir (214,215).
Thus, emtricitabine and tenofovir can both be administered with or without food. When
tenofovir is administered with didanosine, the Cmax and AUC of didanosine are sig-
nificantly increased (216,217). As a result, the manufacturers recommend reducing
the didanosine dose when it is coadministered with tenofovir (202,214,218). The exact
mechanism of this interaction is unknown, but one hypothesis is that tenofovir inhibits
an enzyme responsible for the degradation of didanosine (219). Regardless of the
mechanism, when tenofovir and didanosine enteric-coated capsules are
coadministered, they should be taken under fasted conditions or with a light meal (less
than 400 kcal). The didanosine buffered tablet formulation and tenofovir should be
administered under fasting conditions (214). Safety data on the combination of these
two medications is limited.

Nonnucleoside Reverse Transcriptase Inhibitors

A single-dose study of delavirdine showed an approx 30% reduction in AUC when
delavirdine was given with food (57). During steady-state dosing, delavirdine was not
significantly affected by the presence of food, although the tmax was delayed. Impor-
tantly, trough concentrations of the drug were similar in fasted vs nonfasted individu-
als (57,220). Thus, delavirdine can be taken without regard to meals.

When efavirenz capsules were administered with a high-fat meal (894 kcal) or a
reduced-fat/normal caloric meal (440 kcal), the AUC was increased by 22 and 17%
and the Cmax was increased by 39 and 51%, respectively, when compared to fasting.
Administration of a 600-mg efavirenz tablet with a high-fat meal (1000 kcal) caused a
28% increase in AUC and a 79% increase in Cmax relative to fasting conditions. To
avoid an increase in the frequency of adverse events, it is recommended that efavirenz
be administered on an empty stomach, preferably at bedtime (221).

Absorption of nevirapine is not affected by food, and thus the drug can be taken
without regard to meals (210).

Protease Inhibitors

Indinavir is known to be well absorbed after oral administration (222), and the abso-
lute bioavailability is approx 65% (223). Eight healthy volunteers received indinavir
with or without a high-fat meal consisting of eggs, toast, butter, bacon, whole milk, and
hash browns (68). The high-fat meal caused a reduction in the Cmax and AUC by 84 and
77%, respectively. A similar study in 12 healthy volunteers investigated the influence
of various low-fat meals on the pharmacokinetics of indinavir. In this study, the meal
consisted of toast, jelly, apple juice, coffee, skim milk, and sugar or cornflakes, sugar,
and skim milk. These low-fat meals caused no significant reduction in the Cmax or AUC.

When indinavir is administered every 8 hours, it should be taken on an empty stom-
ach (1 hour before or 2 hours after meals). Alternatively, administration with liquids
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such as skim milk, juice, coffee, tea, or a low-fat meal should not affect absorption.
Indinavir should not be taken with or immediately after a heavy, high-fat meal (>2 g
fat) (210). Indinavir is metabolized by CYP3A4 enzymes in the liver and GI tract (224).
The addition of ritonavir, a known inhibitor of CYP3A4, at doses of 100–200 mg twice
daily increases the AUC of indinivir by two- to threefold, respectively, and is not af-
fected by the administration of food (225). This pharmacokinetic interaction is advan-
tageous because it eliminates the indinavir food restrictions and allows twice-daily
dosing (225). The manufacturer reports a decrease in the indinavir AUC by 26 ± 18%
after a single 400-mg dose was administered to healthy volunteers with 8 oz single-
strength grapefruit juice (226).

Grapefruit juice and Seville orange juice have been used to evaluate the influence
of intestinal CYP3A4 metabolism of CYP3A4 substrates (227). Grapefruit juice
seems to have the greatest effect on CYP3A4 substrates that undergo significant first-
pass metabolism, particularly when bioavailability is less than 20% (6). This is in
contrast to two other studies in which the administration of grapefruit juice and Seville
orange juice had no effect on the bioavailability of 800-mg doses of indinavir in HIV-
infected patients and healthy volunteers (227,228). Although double-strength grape-
fruit juice and Seville orange juice significantly delayed the tmax, no other significant
differences in pharmacokinetic parameters were observed. These results are consis-
tent with findings that, although indinavir undergoes extensive first-pass metabo-
lism, intestinal metabolism accounts for less than 10% (223). Grapefruit juice and
Seville orange juice administration does not result in clinically significant changes in
indinavir exposure (227,228). To reduce the chance of nephrolithiasis, indinavir
should be administered with plenty of liquids, thus increasing the solubility of the
drug in urine (68). Anecdotally, up to four large glasses of water or other liquid per
day are recommended.

Saquinavir hard-gel capsule (Invirase®) has historically been poorly absorbed
because of high first-pass metabolism and poor absorption, with an oral bioavailability
of approx 4% (229). Its bioavailability is improved with concomitant food consump-
tion, particularly if given with high-fat meals. Administration of saquinavir with a high-
fat meal can increase the bioavailability by approx 30% and increase the Cmax and
AUC twofold (229,230). Also, grapefruit juice increased the bioavailability and AUC
by approximately twofold in eight healthy volunteers, which the authors attributed to
inhibition of intestinal CYP3A4 (231).

A saquinavir soft-gel capsule (Fortovase®) has also been approved for clinical use.
This formulation, which utilizes the free base of saquinavir, as opposed to the mesylate
salt, has improved the bioavailability by more than 300% (232). As with the older
formulation, the bioavailability of the newer formulation also improves with
coadministration of food (232). Thus, it is recommended that the older formulation of
saquinavir be administered with a fatty snack; the newer, soft-gel formulation should
be taken with food. When administered with a meal in ritonavir-boosted regimens, the
plasma exposure with the hard-gel capsule formulation is similar to that observed with
soft-gel capsules (233,234). Because saquinavir is a substrate of CYP3A4 (235), the
effect of grapefruit juice on its bioavailability was evaluated. The administration of
grapefruit juice to healthy volunteers increased the mean AUC of saquinavir hard-gel
capsules by 50%, with large interindividual variability (231).
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Table 11
HIV Antiretrovirals

Generic Brand Company Manufacturer recommendations

Nonnucleoside reverse transcriptase inhibitors
• Delavirdine Rescriptor tablets Agouron Can be given without regard

to meals
• Nevirapine Viramune tablets Roxane Can be given without regard

to meals
• Efavirenz Sustiva capsules, Bristol-Myers Should be taken on an empty

tablets Squibb stomach, preferably
at bedtime

Nucleoside reverse transcriptase inhibitors
• Didanosine Videx powder for Bristol-Myers Should be taken on an empty

oral solutions, Squibb stomach, at least 30
buffered tablets minutes before or 2 hours

after eating
Videx EC capsules Bristol-Myers Should be taken on an empty

Squibb stomach
• Zidovudine Retrovir capsules, GlaxoSmithKline May take with meals if GI

syrup upset occurs
Retrovir tablets GlaxoSmithKline Not stated

• Lamivudine Epivir oral solution, GlaxoSmithKline Can be given without regard
tablets to meals

• Lamivudine/ Combivir tablets GlaxoSmithKline Can be given without regard
Zidovudine to meals

• Zalcitabine Hivid tablets Roche Can be given without regard
Laboratories to meals

• Stavudine Zerit capsules, Bristol-Myers Can be given without regard
suspension Squibb to meals

• Abacavir Ziagen GlaxoSmithKline Can be given without regard
to meals

• Abacavir/ Trizivir tablets GlaxoSmithKline Can be given without regard
lamivudine/ to meals
zidovudine

• Emtricitabine Emtriva capsules Gilead Can be given without regard
to meals

• Tenofovir Viread tablets Gilead Can be given without regard
to meals

Protease inhibitors
• Indinavir Crixivan capsules Merck For optimal absorption, should

be administered without
food but with water 1 hour
before or 2 hours after
a meal

• Saquinavir Invirase capsules Roche Take within 2 hours after a
full meal

• Saquinavir Fortovase capsules Roche Should be taken with a meal
soft gel cap or up to 2 hours after a meal

• Ritonavir Norvir capsules, Abbott Take with meals if possible
oral solution

• Nelfinavir Viracept tablets Agouron Should be taken with a meal

Continued on next page
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Nelfinavir appears to be well absorbed after oral administration, with a mean oral
bioavailability ranging from 14 to 47% in various animal models (232,236).
Bioavailability in humans has not been studied, but increased drug concentrations were
noted when the drug was taken concurrently with food. Nelfinavir AUC values in six
fasted volunteers were 27 to 59% of those achieved in fed volunteers after administra-
tion of single 400- and 800-mg doses (69). Thus, it is recommended that nelfinavir be
administered with food.

Interestingly, administration of ritonavir with food appears to increase the absorp-
tion of the capsule while decreasing the absorption of the liquid formulation (210).
However, neither change is considered significant, and therefore it is recommended
that ritonavir be given without regard to meals. However, it is most commonly admin-
istered with meals to improve GI tolerability.

The soft-gel capsule of amprenavir can be taken without regard to meals; however,
it should not be taken with a high-fat meal (237). To reduce the pill burden associated
with amprenavir, a phosphate ester prodrug, fosamprenavir, has been approved. The
administration of a high-fat meal had no influence on the AUC of fosamprenavir tab-
lets compared to the fasting state. The Cmax was decreased by 12%. These changes are
not considered clinically significant; fosamprenavir tablets can be taken without regard
to meals (67). In a randomized, crossover study of 12 healthy subjects, the coad-
ministration of grapefruit juice did not significantly affect the pharmacokinetics of a
single dose of amprenavir (238).

The bioavailability of lopinavir/ritonavir capsules or liquid is increased with the
administration of a meal moderate to high in fat (239,240). There is also a clinically
significant increase in the absorption of atazanavir when it is administered with food.
After a single 400-mg dose, the AUC of atazanavir was increased by 35% with a light
meal and by 70% with a high-fat meal (241,242). The manufacturers’ dosing recom-
mendations for HIV antiretroviral antibiotics are shown in Table 11.

NON-HUMAN IMMUNODEFICIENCY VIRUS ANTIVIRALS

The effect of a high-fat breakfast on the relative bioavailability of 1000 mg oral
ganciclovir every 8 hours was assessed in 20 HIV-positive patients who were seroposi-

Table 11 (Continued)
HIV Antiretrovirals

Generic Brand Company Manufacturer recommendations

• Amprenavir Agenerase capsules GlaxoSmithKline Can be taken without regard
to meals, but should not be
taken with a high-fat meal

• Fosamprenavir Lexiva tablets GlaxoSmithKline Can be taken without regard
to meals

• Lopinavir/ Kaletra capsules Abbott Should be taken with food
ritonavir

• Atazanavir Reyataz capsules Bristol-Myers Should be taken with food
Squibb
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Table 12
Non-HIV Antivirals

Generic Brand Company Manufacturer recommendations

Ganciclovir Cytovene capsules Roche Administer with meals
Valgancicolovir Valcyte tablets Roche Should be administered with food
Famciclovir Famvir tablets GlaxoSmithKline Can be given without regard

to meals
Valacyclovir Valtrex caplets Glaxo Wellcome Can be given without regard

to meals
Acyclovir Zovirax capsules Glaxo Wellcome Can be given without regard

to meals
Zovirax sterile Glaxo Wellcome Can be given without regard

powder to meals
Zovirax suspension Glaxo Wellcome Can be given without regard

to meals
Zovirax tablets Glaxo Wellcome Can be given without regard

to meals
Rimantadine Flumadine syrup Forest Not stated

Flumadine tablets Forest Not stated
Amantadine Symmetrel capsules Endo Labs Not stated

Symmetrel syrup Endo Labs Not stated

tive for cytomegalovirus. Cmax and AUC were significantly increased, by 15 and 22%,
respectively, with the presence of food, and it is recommended that ganciclovir be
taken with food (72). Because of the low bioavailability of ganciclovir, a prodrug has
been developed, valganciclovir. The absolute bioavailability of oral valganciclovir is
approx 10-fold higher than with oral ganciclovir (243,244). Compared to the fasted
state, the administration of valganciclovir with a standard breakfast increased the AUC
by 23–57% depending on the dose administered (74). Similar to oral ganciclovir,
valganciclovir should be taken with food.

The effect of food was evaluated in two separate studies involving healthy volun-
teers given 250 or 500 mg famciclovir (245,246). Administration with food decreased
the Cmax by approx 53% and lengthened the tmax by approx 2 hours. However, the AUC
was unchanged in the fed-vs-fasting group, and the authors hypothesized that
famciclovir could be given without regard to meals. Likewise, valacyclovir and the
prototype, acyclovir, can be given without regard to meals (247,248).

Amantadine and rimantadine can be taken without regard to meals (73,249).
The manufacturers’ dosing recommendations for non-HIV antiviral antibiotics are

shown in Table 12.

ANTI-INFECTIVES AND DISULFIRAMLIKE REACTIONS

The drug disulfiram (Antabuse®) is a therapeutic option in the treatment of alcohol-
ism that acts to deter further ingestion of alcohol (250). It works by inhibition of the
enzyme aldehyde (251,252). Disulfiram is a remarkably effective agent for inhibiting
aldehyde dehydrogenase. Anecdotal reports have indicated local reactions in patients
treated with disulfiram after using a beer-containing shampoo or contact lens solution
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(253,254). Indeed, a case report described a case of a women undergoing disulfiram
therapy having a local vaginal reaction after engaging in sexual intercourse with her
husband, who had ingested a large amount of alcohol (255).

By the same mechanism, other compounds have been linked with causing a disulfi-
ramlike reaction, and antibiotics are no exception. Cephalosporins, chloramphenicol,
metronidazole, and other antibiotics have been associated with this reaction. In gen-
eral, these reactions are rare and spontaneously occurring (256). Although all patients
should be counseled and warned of this potential interaction, it appears that patients
who chronically consume large amounts of alcohol may be at higher risk of developing
these reactions because of greater accumulation of acetaldehyde (256). The likelihood
of a reaction exists while the drug is still present in the body, and reactions have oc-
curred with minimal amounts of alcohol up to a day after the last dose of an antibiotic
(257). Thus, generally it is recommended that patients abstain from alcohol during and
for 2–3 days after therapy with any agents implicated in causing a disulfiramlike reac-
tion.

Signs and Symptoms

Patients experiencing a disulfiram reaction usually develop symptoms 5-10 minutes
after consuming ethanol, and the reaction, assuming that no further alcohol is con-
sumed, usually lasts from 30 minutes to several hours. In the majority of cases, symp-
toms are unpleasant but not life-threatening. However, a death has been reported that
was attributed to a disulfiramlike reaction between alcohol and metronidazole (258).

Reactions caused by the coingestion of alcohol and the drug disulfiram are mani-
fested clinically by nausea, facial flushing, headache, tachycardia, and hypotension
(259,260). Disulfiramlike reactions caused by antibiotics present similarly (261).
Symptoms common to case reports describing a disulfiramlike reaction to antibiotics
include tachycardia (up to 180 beats/minute), pronounced flushing of face and torso,
and hypo- or hypertension. Headache, nausea, dizziness, and a feeling of enhanced
intoxication are also common. Hypertension, as opposed to hypotension, which is nor-
mally seen with disulfiram reactions, is described in reactions with cephalosporins,
especially moxalactam and cefoperazone, but this effect is not universal (262,263). It
has been hypothesized that this dichotomy is caused by inhibition of norepinephrine
production by a metabolite of disulfiram, an effect that is not produced by cephalospor-
ins (264). However, this hypothesis is challenged by the fact that the hypotensive effect
is also seen with other antialcohol drugs, such as cyanamide and coprine, which do not
have an effect on norepinephrine.

Metronidazole

Disulfiramlike reactions and a decreased desire to consume alcoholic beverages have
been described with metronidazole (265–267). In fact, it was suggested at one time that
metronidazole may have a place in therapy as a preventative agent in the treatment of
alcoholism (268,269). However, studies using metronidazole in the treatment of alco-
holism showed only minor beneficial effects, and metronidazole is not considered a
therapeutic option in this area. Studies investigating the mechanism of the alcohol-
metronidazole interaction published during the 1960s suggested that metronidazole
noncompetitively inhibited liver alcohol dehydrogenase (270). However, other studies
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in rats demonstrated that metronidazole did not act as an inhibitor for alcohol dehydro-
genase. Authors have speculated that the disulfiramlike reaction with metronidazole
might be mediated by the central nervous system (271). Although rare, patients should
still be informed about the possible disulfiramlike reaction when metronidazole is com-
bined with alcohol.

Cephalosporins

The majority of case reports and research involving disulfiramlike reactions and
antimicrobials have focused on the cephalosporins and other β-lactams. Anecdotal
reports have described a disulfiram reaction with cefmenoxime, cefotetan, cefopera-
zone, cefamandole, and moxalactam after the ingestion of an alcoholic beverage
(257,270,272–274). Other reactions have occurred in patients prescribed alcohol-con-
taining medicinals and antibiotics. A case report described a hospitalized patient who
was receiving moxalactam for presumed sepsis who had theophylline additionally pre-
scribed for bronchospasm (275). He received his dose of theophylline elixir (20% alco-
hol) and 30 minutes later became flushed and tremulous, hypotensive, and tachycardic.
This reaction abated; however, the reaction reappeared when the patient was
rechallenged with the theophylline elixir. His elixir was changed to tablets, and he
continued to receive moxalactam without further incidents. Another case report
described a similar incident in which the patient was receiving cefmenoxime and an
alcohol-containing acetaminophen elixir (257).

A number of studies in animal models and healthy volunteers have attempted to
elucidate the mechanism and magnitude of disulfiramlike reactions with the cepha-
losporins (259,261,276,277). In general, cephalosporins that have been implicated in
causing a disulfiramlike reaction have in common a methyltetrazolethiol (MTT) side
chain. Rats pretreated with β-lactams containing the MTT side chain experienced
decreased alcohol elimination rates as well as increased acetaldehyde concentrations
(259,276). Those given β-lactams without the MTT side chain showed no such effect.

Volunteer trials have studied the potential of moxalactam, cefpirome, cefonicid,
cefizoxime, and cefotetan to cause a disulfiramlike reaction when given with alcohol
(260,277–280). Patients given cefpirome or ceftizoxime, which do not contain a MTT
side chain, and cefonicid, which contains methylsulfonic acid rather than a methyl
group, displayed no signs or symptoms of a disulfiramlike reaction. No change in blood
alcohol or aldehyde concentrations were observed in patients receiving cefpirome,
ceftizoxime, or cefonicid. On the other hand, 5 of 8 and 2 of 10 volunteers given
cefotetan or moxalactam, respectively, experienced a disulfiramlike reaction when
combined with alcohol. Both these antibiotics contain the MTT side chain.

A hypothesis for the mechanism of this effect is that the MTT side chain becomes
liberated from the rest of the cephalosporin molecule in vivo and is oxidized to a mol-
ecule that is structurally similar to disulfiram (261). A study supporting this hypothesis
demonstrated that the MTT side chain had no effect on the metabolizing capabilities of
sheep liver cytoplasmic aldehyde dehydrogenase, but that a metabolite of the side chain
was a potent inactivator (261).

Thus, it appears that cephalosporins that contain the MTT side chain are at higher
risk of precipitating a disulfiramlike reaction. Most case reports have involved patients
receiving moxalactam, cefoperazone, and cefamondole; however, all cephalosporins
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with this side chain are likely to provide an increased risk (281). All patients receiving
these medications should be advised of the possibility of a disulfiramlike reaction.
Chronic abusers of alcohol appear to be at the most risk of displaying a disulfiramlike
reaction to these antibiotics, and an alternative agent may be prudent unless the patient
can abstain from alcohol during therapy.

Other Antibiotics

Isolated case reports have described disulfiramlike reactions with trimethoprim/
sulfamethoxazole, chloramphenicol, griseofulvin, or furazolidone when combined with
alcohol (256,282–284). Although most of these reports hypothesized that the reaction
was secondary to an accumulation of acetaldehyde, the exact mechanism is unknown.

Ritonavir Oral Solution

Ritonavir oral solution contains alcohol, and thus a potential interaction is possible
when the solution is combined with disulfiram or anti-infectives associated with a
disulfiramlike reaction (285). It is advisable to avoid coadministration of disulfiram with
ritonavir solution and to be aware of the potential interaction when ritonavir oral solution
is coprescribed with metronidazole or cephalosporins containing the MTT side chain.

CASE STUDY 1

K.R. is a 50-year-old male postal worker with a past medical history signifi-
cant for hypertension and diabetes mellitus. He presents to his family physician
with a 1-week history of a productive cough and decreased appetite. Chest X-ray
and physical exam are consistent with community-acquired pneumonia. Sputum
culture is positive for Streptococcus pneumoniae, which is sensitive to clari-
thromycin (among other agents). His physician prescribes Biaxin XL once daily
for 2 weeks. After Day 3 of therapy, he returns to his physician’s office without
improvement in his symptoms. On speaking with the patient, his physician learns
that he has not eaten a substantial amount of food for 2 days; he has primarily
been drinking water. What is a likely cause of his therapeutic failure?

Although immediate-release clarithromycin can be taken without regard to
meals, the extended-release formulation should be administered with food to
enhance absorption (26,116). Absorption of clarithromycin from the extended-
release product was reduced by up to 30% when administered to healthy volun-
teers. Because this patient has not been eating, it is likely that he has been taking
his Biaxin XL on an empty stomach, which may have reduced his exposure (AUC)
of the medication to the causative organism(s).

CASE STUDY 2

L.T. is a 34-year-old HIV-positive actor (CD4 = 39, undetectable viral load)
currently prescribed 600 mg efavirenz at hour of sleep, 400 mg didanosine every
morning, and 300 mg ZDV twice daily. His Pneumocystis carinii pneumonia pro-
phylaxis of trimethoprim/sulfamethoxazole was changed to atovaquone second-
ary to development of a rash. He was counseled on the proper use of atovaquone
and told to take it at the same time he takes his ZDV while continuing to take his
didanosine 1 hour before breakfast on an empty stomach. Three months later,
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L.T. was admitted to the hospital with PCP pneumonia. What is the likely reason
for the failure of atovaquone?

Atovaquone has very poor bioavailability, and therapeutic concentrations may
not be achieved when it is taken while fasting (34). Food, especially fatty food,
enhances the bioavailability of atovaquone three- to fourfold. On further ques-
tioning in the hospital, it was discovered that L.T. was taking his atovaquone with
his evening dose of efavirenz and ZDV on an empty stomach, likely leading to
subtherapeutic concentrations of atovaquone and clinical failure. Patients receiv-
ing atovaquone or other anti-infectives requiring food for optimal absorption
should be specifically counseled concerning this interaction.
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Drug–Cytokine Interactions

Curtis E. Haas and Jamie L. Nelsen

INTRODUCTION

The term drug–cytokine interaction was proposed to describe the interactions
between the mediators of the acute-phase response (APR) and drug metabolism (1).
This potential for drug–cytokine interactions has been appreciated in the laboratory
since at least 1966 (2) and in clinical practice since the late 1970s (3,4). The APR (5)
to infection or injury, with its complex cascade of cytokines, endocrine hormones,
free oxygen radicals, arachidonic acid metabolites, catecholamines, reactive oxygen
species, and nitric oxide, can have multiple effects on the pharmacokinetic and phar-
macodynamic properties of many drugs. Disturbances in drug disposition and action
can be caused by many physiological changes, including alterations in protein binding,
expansion of extracellular fluid volume, end-organ dysfunction (liver and kidney),
changes in organ perfusion, hemodynamic compromise, hypoxia, and alterations in
receptor availability or responsiveness (6). A report put a novel twist on the drug–
cytokine interaction definition. Brooks et al. (7) reported that the β-lactam antibiotic
benzylpenicillin conjugated with interferon-γ and reduced the cytokine’s immune
responses.

Theoretically, all of these changes could fall under a broad description of drug–
cytokine interactions. However, this chapter addresses the more commonly accepted,
narrower focus of potentially important changes in hepatic drug metabolism (8–10)
and limited data on changes in drug transporter activity (11–13) caused by cytokines,
with an emphasis on the management of patients with infectious diseases.

Extensive research involving in vivo (14–35) and in vitro animal models (36–50),
and limited data from humans (3,4,51–66), leave no doubt that the acute inflammatory
response to infection and tissue injury can cause significant reductions in hepatic drug
metabolism by the cytochrome P450 (CYP) system. Of the inflammatory mediators, the
proinflammatory cytokines interleukin (IL)-lα and -lβ, IL-6, and tumor necrosis factor
(TNF)-α, and the interferons (IFN)-α, -β, and -γ appear to play the most important role
in the downregulation of CYP gene expression and activity. The task for the clinician is
determining the potential impact of this interaction on the individual patient, which
may be influenced by the nature and extent of injury or infection, time since injury,
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therapeutic index and metabolic pathway of the drug in question, concomitant drug
therapy, and the baseline physiological status of the patient. To date, the evidence
defining the clinical importance of drug–cytokine interactions and useful predictors of
the magnitude and time-course of the changes in drug metabolism remains very limited.

Traditional discussions of drug–cytokine interactions have focused primarily on the
potential impact of the acute inflammatory response on hepatic drug metabolism
(8,10,67); however, with the evolving role of cytokine-based therapeutic agents in the
treatment of cancer, viral infections, sepsis, and chronic inflammatory diseases, the
importance of these interactions is expanding. The administration of exogenous cyto-
kines has been associated with significant reductions in CYP enzyme activity or clini-
cally important changes in hepatic drug clearance. These reports have included the
administration of IFN preparations for chronic hepatitis B and C virus (HBV and HCV,
respectively) (68–71), IFN-α for metastatic cancer (72), and infusions of IL-2 for renal
cell carcinoma, human immunodeficency virus (HIV) infection, and hepatic metasta-
ses (73–75). Although not yet reported, it is reasonable to suspect that anticytokine
therapies currently approved for the treatment of chronic and refractory inflammatory
conditions (e.g., severe rheumatoid arthritis and Crohn’s disease) and acute inflamma-
tory states may have the opposite effect of increasing the oxidative metabolism of some
drugs.

There are several potential scenarios (Table 1) for how drug–cytokine interactions
may result in clinically important changes in drug metabolism in patients presenting
with or undergoing treatment for an infectious disease. Clinical presentations that could
be associated with decreased drug metabolism may be infectious processes that affect
concomitant drugs with a narrow therapeutic range (e.g., phenytoin) or may be nonin-
fectious events (e.g., multiple trauma) that may affect the metabolism of concomitant
anti-infective therapy (e.g., protease inhibitors). Proposed mechanisms and examples
for these scenarios are presented in this chapter.

CYTOKINES AND THE ACUTE-PHASE RESPONSE

For the purposes of this discussion, the definition of cytokines offered by Nicola
(76) is used: “Cytokines are defined as secreted regulatory proteins that control the
survival, growth, differentiation, and effector function of tissue cells. Cytokines
encompass those families of regulators variously known as growth factors, colony-
stimulating factors, interleukins, lymphokines, monokines, and interferons.” Cytokines
represent a broad array of proteins serving the role of signal transducers, from cells
serving as biological sensors to responsive cells representing the means of affecting a
biological response.

Cytokine expression is primarily a result of infection or injury indicating the pres-
ence of cellular “stress” and generally has a minimal role in homeostasis (77). Cyto-
kines mediate a complex, interacting, and often-confusing spectrum of biological
responses, with considerable overlap of cytokine effects. Two key terms describing
cytokine effects are pleiotropy and redundancy (76). These properties of pleiotropy
and redundancy appear to apply to drug–cytokine interactions as well (8,10,32,35).
There is considerable overlap in the effects of multiple cytokines on the gene expres-
sion and activity of an individual CYP enzyme, and individual cytokines appear to
affect the activity of a broad spectrum of CYP enzymes.
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Table 1
Clinical Scenarios for Potential Drug–Cytokine Interactions in Infectious Diseases

Decreased hepatic drug metabolism

• Acute inflammatory response: infections (viral, bacterial, fungal, and parasitic), trauma,
major surgery

• Chronic viral infections: chronic active hepatitis, HIV
• Exogenous cytokine therapy: Interferons for hepatitis B and C

Increased hepatic drug metabolism

• Treatment/resolution of infectious diseases (acute or chronic)
• Recovery from trauma or tissue injury
• Anticytokine therapy for acute or chronic inflammatory conditionsa

a Theoretical.

Tissue injury from a number of events, including infection, trauma, burns, and sur-
gery, can precipitate the APR, leading to both local inflammation and a complex sys-
temic response. Regardless of the triggering event, the first wave of the APR is
mediated by the tissue macrophage or blood monocyte. Activated mononuclear cells
release numerous inflammatory mediators, of which the IL-l and TNF families are of
greatest importance for the progression of the inflammatory response. This first wave
of cytokines has both local and systemic effects. At the site of injury, IL-l and TNF
activate stromal cells, including fibroblasts and endothelial cells, to produce a second
wave of cytokines that amplifies and propagates the inflammatory response. This sec-
ond wave of cytokines includes potent chemotactic proteins (IL-8, monocyte
chemoattractant protein, and other chemokines) that attract neutrophils and mono-
cytes to the site of injury and the proinflammatory cytokines IL-6, TNF, and IL-l.
Activated endothelial cells express surface integrin and adhesion molecules, which
further encourage the migration of inflammatory cells to the site of injury. Other vas-
cular effects include vasodilation and decreased endothelial adhesion, which contrib-
ute to vascular leak, local tissue edema, and systemic hemodynamic changes. These
vascular effects are mediated by the release of low molecular weight substances such
as reactive oxygen species, nitric oxide, and arachidonic acid metabolites. Platelet
activation results in the release of other mediators, including platelet-activating fac-
tor, transforming growth factor-β, and serotonin (5).

Systemic effects mediated by IL-l, IL-6, and TNF include fever and the generation
of adrenocorticotropic hormone from the anterior pituitary with subsequent increases
in circulating cortisol. The liver is thought to be the principal target of the systemic
inflammatory mediators and is the organ responsible for regulating the availability of
essential metabolites and functions needed for tissue defense, limitation of tissue
destruction, removal of harmful substances, and support of tissue repair.

The regulation of the positive and negative acute-phase plasma proteins (APPs) is
one of the hepatic responses to a systemic inflammatory response. The inflammatory
mediators responsible for regulating APP gene expression in the hepatocyte fall into
four major categories as defined by Baumann and Gauldie (5): (1) IL-6-type cytokines
(IL-6, IL-11, leukemia inhibitory factor, oncostatin m, and ciliary neurotrophic factor);
(2) IL-l-type cytokines (IL-lα, IL-lβ, TNF-α, and TNF-β); (3) glucocorticoids; and (4)
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growth factors (insulin, hepatocyte growth factor, fibroblast growth factor, and TGF-β).
The two categories of cytokines appear to serve as the primary mediators of APP gene
expression; the glucocorticoids and growth factors serve to modulate cytokine responses.
Similar to the regulation of APP gene expression, data from an in vitro animal model
suggested that many factors from these four major categories affect downregulation of
CYP activity in an additive and time-dependent manner (45). Although the physiologi-
cal rationale is unclear, the downregulation of CYP activity in the liver appears to be as
integral a part of the hepatic APR as the regulation of the APP response.

THE CYTOCHROME P450 ENZYMES

The CYP enzymes are a large and diverse group of heme-containing enzymes located
on the endoplasmic reticulum of cells present in many tissues of the body. These
enzymes are responsible for the metabolism of many endogenous compounds (steroid
hormones, biliary salts, fatty acids, etc.) and the detoxification of exogenous com-
pounds (e.g., environmental pollutants, dietary contaminants, fungal and plant toxins,
and xenobiotics). The highest concentrations of CYP enzymes are found in the liver
and small intestines, with smaller amounts present in the kidneys, lung, and brain (78).

A classification system for CYP nomenclature that groups CYP enzymes into fami-
lies and subfamilies based on deoxyribonucleic acid (DNA) homology has been widely
adapted (79). The prefix CYP is used to designate all CYP enzymes, with families
designated by an Arabic number (e.g., CYP3). All members of a CYP family have a
greater than 40% identity in amino acid sequence. Subfamilies consist of enzymes with
greater than 55% DNA homology and are designated by a capital letter (e.g., CYP2C
and CYP2D are subfamilies of the CYP2 family). Last, an Arabic numeral (e.g.,
CYP3A4) designates individual enzymes. The gene associated with the individual
enzyme is designated by italics (e.g., CYP3A4).

Although at least 14 mammalian CYP families and 26 subfamilies have been iden-
tified, a small number of CYP enzymes (1A2, 2A6, 2C8/9, 2C19, 2D6, and 3A4)
account for more than 70% of the CYP content of the liver and are responsible for the
metabolism of more than 90% of clinically important drugs in humans (8,78). The
content and activity of the major CYP enzymes is highly variable in humans and is
regulated by a number of factors, including physiological, genetic, pathologic, and
environmental factors (78). CYP genes can be divided into two groups: those with
expression that is mainly inducible and those with expression that is primarily consti-
tutive. The CYP1 and CYP3 families are highly inducible, and their activity is greatly
influenced by environmental factors known to induce or inhibit their gene expression,
whereas the CYP2 family is constitutively expressed and more influenced by genetic
factors. CYP2D6 and the CYP2C subfamilies are subject to genetic polymorphism
with a bimodal distribution of extensive and poor metabolizers of enzyme substrates.
The activities of these constitutively expressed CYPs are less influenced by epige-
netic factors than the primarily inducible CYPs (78,80).

Anti-infective agents that are substrates for the CYP enzymes, and therefore subject
to pharmacokinetic alterations caused by drug–cytokine interactions, are very limited
(Table 2) (78,81,82). The majority of commonly used agents, including β-lactam anti-
biotics, aminoglycosides, fluoroquinolones, azole antifungals, and some antiviral drugs
(e.g., acyclovir), are cleared predominantly by the kidney. Many of the agents metabo-
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lized by the CYP enzymes are also potent inhibitors (protease inhibitors, delaviridine,
and macrolide antibiotics) or inducers (rifamycin derivatives and nevirapine) of these
enzymes (81), which serves to further confound the ability to predict the overall impor-
tance of drug–cytokine interactions in the setting of an acute inflammatory response. It
is likely that the most important aspect of drug–cytokine interactions in the manage-
ment of patients with infectious diseases is the effect of the acute or chronic infection,
or its treatment, on the pharmacokinetics of concomitant therapies that may have nar-
row therapeutic indices.

DRUG–CYTOKINE INTERACTION MECHANISMS

The use of in vivo experiments on animals and humans demonstrated that various
inflammatory stimuli, including bacterial and viral infections, tissue injury by turpen-
tine injection, and the administration of bacterial lipopolysaccharide (LPS), exogenous
cytokines, and interferon-inducing agents, can significantly decrease the expression
and activity of many CYP enzymes important in drug metabolism (1,8–10). However,
in vivo experiments do not permit the effects of individual inflammatory mediators on
CYP activities and expressions to be studied because of the complex interplay of direct
and indirect effects of any given stimulus on the synthesis and release of the inflamma-
tory mediators of the APR. Several in vitro models using primary cultures of animal
and human hepatocytes, as well as hepatoma cell lines, have been developed to explore
the effects of specific cytokines. Although these in vitro models have provided consid-
erable information concerning the effects of individual inflammatory mediators and
the mechanisms underlying these effects, the models have several limitations that may
decrease the ability to extrapolate the results to human hepatocyte function in situ.

Primary hepatocyte cultures demonstrate significant decay of CYP expression dur-
ing the first 24–48 hours of growth (42), requiring the manipulation of the culture
environment to support the expression of CYP proteins. Some models show an initial
decay followed by recovery of the expression of specific CYP proteins to stable levels
at 4–5 days after initiation of growth (40), indicating that the timing of experiments
may have an important impact on the results. In addition, the inclusion of growth fac-
tors (e.g., growth hormone and insulin) and medium additives (e.g., bovine serum)
may also affect the expression of CYP proteins. In summary, in vitro hepatocyte prepa-
rations cannot reproduce the stable expression of the full spectrum of hepatic P450s at
levels consistent with the intact liver in vivo (8).

Table 2
Anti-Infective Substrates for the CYP Enzymes

Protease inhibitors Macrolides Rifamycins NNRTIs a Miscellaneous

Amprenavir Erythromycin Rifabutin Delaviridine Caspofungin
Atazanavir Clarithromycin Rifampin Efavirenz Clindamycin
Fosamprenavir Nevirapine Dapsone
Indinavir Miconazole
Lopinavir/ritonavir Quinine
Nelfinavir
Ritonavir
Saquinavir

a Nonnucleoside reverse transcriptase inhibitors.
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Despite measures to remove contaminating cells, primary hepatocyte cultures do
contain other cells, including Kupffer cells, fibroblasts, and endothelial cells (39,48).
Therefore, the addition of individual cytokines to these primary cultures may have both
direct and indirect effects. The use of hepatoma cell lines, which are not contaminated
by other cell types, avoids some of these indirect effects; however, hepatoma cells have
different phenotypic expression than normal hepatocytes (83). Hepatoma cultures also
may not respond like hepatocytes to known inducers and inhibitors of CYP activity. In
addition, hepatocytes are capable of synthesizing and releasing cytokines in response
to inflammatory mediators, which may further confound any understanding of the effect
of individual cytokines (8).

Other limitations that may contribute to variability in the results from in vitro
experiments include the use of heterologous vs homologous cytokines (84), the use of
variable concentrations of cytokines and incubation times (39,85,86), and investiga-
tions involving induced vs constitutive expression or activity of the CYP proteins (46).

A detailed discussion of the effects of individual cytokines on CYP activity is beyond
the scope of this chapter, and the reader is referred to several reviews (8–10). This
literature indicates that the cytokines of greatest importance in drug–cytokine interac-
tions appear to be IL-l (α and β), IL-6, and TNF-α, with the interferons (α, β, and γ)
having less effect. The growth factors (TGF-β1, TGF-α, epidermal growth factor, and
hepatocyte growth factor) may also have important effects on basal and induced expres-
sion of the CYP enzymes (41,45,87).

Although the majority of investigations have focused on the effects of cytokines on
oxidative hepatic drug metabolism by CYP enzymes, there is limited evidence that
cytokines may also affect conjugative or Type II metabolic pathways. The addition of
IL-1α, TNF-α, IL-6, IFN-γ, or a combination of IL-1α, TNF-α, and IFN-γ all caused a
significant decrease in uridine diphosphate (UDP) glucuronosyl transferase (UGT)
activity in primary cultures of pig hepatocytes (85). However, the same authors reported
no effect of LPS administration on the glucuronidation of 1-naphthol using an in vivo
pig model, despite significant negative effects on CYP enzyme activity and antipyrine
clearance (22).

The inconsistent effects on glucuronidation between in vitro and in vivo models
may be because of the depletion of UDP glucuronic acid in vitro that is available at
rather high concentrations in vivo (85). Strasser and coworkers (26) evaluated the
effects of inflammation on the expression of UGT1 and UGT2 isoforms using a turpen-
tine-injected rat model and studied the influence of IL-1 and IL-6 on UGT expression
in primary cultures of rat hepatocytes. The aseptic inflammatory response following
turpentine injection resulted in a reduction of hepatic UGT2B3 and UGT1*1 messen-
ger ribonucleic acid (mRNA) and a reduction in the glucuronidation of testosterone (a
UGT2 substrate). The conjugation of p-nitrophenol, a UGT1 substrate, was unaffected
by the inflammatory response, suggesting that some, but not all, UGT isoenzymes are
downregulated during the acute inflammatory response. In vitro, IL-6 resulted in a
dose-dependent suppression of UGT1*1 and UGT2B3 mRNA expression, consistent
with the observation in vivo. IL-1 exposure did not affect expression of UGT1*1 or
UGT2B3 in vitro (26).

Contrary to effects on UGT expression, inflammation may induce N-acetyl-
transferase 2 gene expression. Using an in vivo rat model, Walter et al. (88) reported
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that the administration of streptolysin O, a toxin of streptococcal bacteria, or INF-γ
inhibited microsomal drug oxidation but significantly increased the activity of
procainamide N-acetyltransferase by 35 and 20%, respectively. These studies suggest
that mediators of the inflammatory response have the potential to affect drug-metabo-
lizing enzymes involved in conjugative metabolism, but considerably more research is
needed to understand more completely the magnitude and direction of effect on the
relevant systems.

Although several mechanisms by which cytokines decrease drug-metabolizing
activity have been proposed, a decrease in gene expression, at the transcriptional or
posttranscriptional level, appears to be the dominant mechanism (8–10). Alternative or
complementary mechanisms, which may affect CYP activity, include the induction of
nitric oxide synthase (89), xanthine oxidase (XO) (37), and heme oxygenase (HO) (90)
activities by cytokines.

Regulation of Gene Transcription and Translation

Multiple in vitro and in vivo studies have shown that inflammatory stimuli (13,17–
19,28,30,31,33–35) or the administration of proinflammatory cytokines (12,25,29,31,
35,36,38,40,42,46,48,80,86,87,91–96) cause a downregulation of various CYP mRNA
with concomitant decreases in the corresponding CYP protein, supporting a regulation
of gene transcription as a major mechanism in the decline of CYP activity. However,
these studies do not provide direct evidence that the change in CYP mRNA content was
caused by transcriptional regulation.

Wright and Morgan (18), using a nuclear run-on assay, demonstrated that LPS or
turpentine injection markedly decreased CYP2C11 mRNA transcription, and that the
magnitude of the effects was sufficient to explain the decreased mRNA content. How-
ever, turpentine injection in female rats caused a decrease in CYP2C12 mRNA tran-
scription that was of inadequate magnitude to explain the decline in CYP2C12 mRNA,
suggesting that posttranscriptional mechanisms were also important.

Delaporte and Renton (21) demonstrated that administration of the IFN-inducer
polyinosinic acid-polycytidylic acid (pIC) to rats decreased the transcription rate of
CYP1A1 and CYP1A2 genes using a nuclear run-on assay. When de novo transcription
was inhibited by the addition of actinomycin D, IFN significantly augmented the rate
of degradation of CYP1A1 and CYP1A2 mRNAs.

Cheng et al. (32) reported that the primary mechanism for downregulation of CYP
following inflammatory stimuli was inhibition of transcription; however, increased
rates of mRNA degradation must also contribute to explain the rapid achievement of
the nadir CYP mRNA. These results support the involvement of both transcriptional
and posttranscriptional events in cytokine-mediated downregulation of CYP mRNA
expression.

The understanding of the molecular mechanisms involved in CYP gene regulation
following acute injury or inflammation has increased over the past few years. The
accumulating evidence suggests that individual cytokines may affect distinct regula-
tory mechanisms, and that the expression of individual CYP genes may be influ-
enced by different and multiple regulatory pathways, which could explain the diverse
response of the multiple CYP enzymes in various inflammatory models. The regula-
tory pathways are also likely to be species dependent, limiting the potential extrapola-
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tion from animal models to humans. An in-depth discussion of these molecular regula-
tory pathways is beyond the scope or intent of this chapter; however, a few examples
are provided.

Tinel et al. (97) reported that the downregulation of CYP2C11 and CYP3A by IL-2 in
cultured rat hepatocytes was related to induction of the proto-oncogene transcription fac-
tor c-myc. The addition of an antisense oligonucleotide to c-myc or inhibitors of c-myc
transcription to the cultures blocked the IL-2-mediated suppression of CYP2C11 and
CYP3A. Utilizing rat hepatocytes exposed to IL-1 or nuclear extracts of rat liver follow-
ing in vivo LPS exposure, Iber and coworkers (27) demonstrated that the inflammatory
cytokine-regulated transcription factor, nuclear factor-κB, bound to a low-affinity bind-
ing site, negative κB  response element 1, in the promoter region of the CYP2C11 gene.
Mutations that inhibited binding of nuclear factor-κB at this site significantly decreased
the ability of IL-1 and LPS to suppress CYP2C11 transcription. These authors also dem-
onstrated, however, that IL-6-mediated suppression of CYP2C11 transcription was inde-
pendent of negative κB response element 1 (27), and the suppression of CYP2C11
transcription by IL-1 and LPS may also be regulated by other mechanisms (32), indicat-
ing that multiple and additive or redundant molecular mechanisms may contribute to
decreased CYP2C11 gene expression. The inflammatory response also appears to decrease
hepatic nuclear factor (HNF-1α, HNF-3β, and HNF-4α)-mediated activation of the tran-
scription of multiple rat CYP genes (32,50).

Evidence indicates that IL-6 can downregulate in a dose-dependent manner the
expression of the nuclear orphan receptors, constitutive androstane receptor (CAR) and
pregnane X receptor (PXR), which are known to be important mediators of CYP2 and
CYP3 induction following exposure to enzyme inducers (13,98). IL-6 did not inhibit
the transcriptional activity of CAR and PXR (98) but rather downregulated mRNA
expression of the CAR and PXR genes (13,98). IL-6 also decreased the expression of
the retinoid X receptor, which is the obligatory heterodimeric partner of PXR and CAR
necessary for high-affinity binding to DNA (13). The depressive effects of systemic
IL-1 administration on CYP2D activity and mRNA expression in rat hepatocytes is
offset by the administration of rifampin, a potent transactivator of PXR (25), providing
indirect evidence that this may be an important mechanism. This evidence supports
that the downregulation of the expression of members of the steroid/retinoid/thyroid
hormone receptor superfamily of ligand-activated transcription factors (PXR, CAR,
retinoid X receptor) play a role in attenuating CYP enzyme transcription; however, the
mechanism responsible for this gene suppression by IL-6 is unknown.

Jover et al. (99) provided the most detailed study of the molecular mechanisms of
IL-6-mediated downregulation of CYP3A4 utilizing a human hepatoma cell line, which
they confirmed in primary human hepatocyte cultures. They demonstrated that IL-6
binding to the transmembrane gp130, the common receptor for IL-6-type cytokines, is
essential to the subsequent downregulation of CYP3A4 by IL-6. They also demon-
strated that CYP3A4 downregulation was independent of the JAK/STAT and SHP-2/
Ras/MAPK signal transduction pathways, which are well-described pathways for the
APR following IL-6 exposure. IL-6 caused induction of mRNA expression of the tran-
scription factor CCAAT-enhancer binding protein β (C/EBPβ) gene and a translational
induction of C/EBPβ-LIP (liver-enriched transcriptional inhibitory protein). C/EBPβ-LIP,
devoid of the N-terminal activation domain, competes with the constitutively expressed



Drug–Cytokine Interactions 439

C/EBPβ liver-enriched transcriptional activating protein and C/EBPα, producing an
inhibition of CYP3A4 expression. These experiments demonstrated that an increased
expression of C/EBPβ-LIP was the determining event in the downregulation of human
CYP3A4. In another study, however, expression of C/EBPβ-LIP did not contribute to
the early suppression of CYP transcription in the rat liver (32). These studies demon-
strated the complex molecular mechanisms that may be important in drug–cytokine
interactions and that individual or multiple mechanisms may affect the cytokine and
CYP gene combination under study.

CYP Protein Synthesis or Degradation

Decreased CYP protein content and activity following exposure to cytokines could
be explained by decreased protein synthesis (translational effect) or increased protein
degradation, although there is considerably less evidence supporting these potential
mechanisms. The treatment of female mice with endotoxin resulted in a rapid decline
in hepatic CYP2C12 mRNA and protein content. The decline in protein content could
not be completely explained by pretranslational events, indicating that a posttransla-
tional component must have contributed (17). Calleja et al. (46) reported that IFN-γ
significantly decreased constitutive and induced CYP3A6 enzyme content and activity
without affecting the rate of mRNA transcription. This finding is consistent with a
posttranscriptional mechanism such as enzyme degradation by XO induction (37) or
reduction in mRNA translation.

The only study to evaluate the effects of a cytokine on CYP protein degradation
directly did not support the enzyme degradation mechanism. Clark et al. (100) demon-
strated that IL-6 inhibited phenobarbital-mediated induction of CYP2B1/2 activity in
primary cultures of rat hepatocytes. To examine the possibility that IL-6 was affecting
the degradation of CYP2B1/2, the effect of IL-6 on the loss of enzyme activity and
content was measured in the presence of cycloheximide (a protein synthesis inhibitor).
Cycloheximide led to loss of enzyme activity and content following phenobarbital-
mediated induction, which was not further degraded by the addition of IL-6, support-
ing the conclusion that IL-6 did not promote the degradation of CYP2B1/2. See
Induction of HO and Induction of XO sections for further discussion of cytokine effect
on CYP protein degradation.

CYP Enzyme Inhibition

Most studies that have measured CYP protein immunoreactivity and enzyme activ-
ity using “probe” compounds, which are specific for a given enzyme, have shown
excellent correlation between the two (16,20,22,23,36,39,43,44,48,87,93,100). This
supports the argument that the loss of enzyme activity following cytokine exposure is
caused by a loss of the corresponding immunoreactive protein; however, several
exceptions (43,44,46,89,30) suggested that inhibition of enzyme catalysis may also be
a contributing mechanism.

Khatsenko et al. (89) demonstrated that LPS exposure significantly decreased
CYP2B1/2 activity in rats, which was correlated with nitric oxide synthase (NOS)
induction, and was inhibited by the coadministration of an NOS inhibitor (L-NAME).
In an in vitro experiment reported in the same publication, the authors demonstrated
that the introduction of an NO-generating compound rapidly decreased CYP2B1/2
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activity, consistent with direct inhibition of catalyzing activity (see the following sec-
tion for more discussion of NOS induction).

Calleja and coworkers (43) evaluated the effects of IL-lβ, IL-2, and IFN-γ on the
inducible expression of CYP1A1 and CYP1A2 activity and protein content in primary
cultures of rabbit hepatocytes. IL-1β addition produced a more marked decrease in
CYP1A1 activity compared to the decrease in protein content. Similarly, IL-1β had
negligible effect on CYP1A2 protein content while producing a significant reduction in
CYP1A2 activity. For the other cytokine/CYP combinations, changes in activity corre-
lated with changes in immunoreactive protein content. These results suggest that IL-1β
was capable of causing not only transcriptional effects, but also possibly a functional
inhibition of catalytic activity. The same authors reported that IL-1β also decreased
rifampin-induced CYP3A6 activity to a greater extent than the protein content, consis-
tent with functional inhibition of enzyme activity (46).

Paton and Renton (44) studied the effects of LPS and TNF-α on the downregulation
of CYP1A1 activity and content using a unique coculture protocol utilizing murine
hepatoma (Hepa 1) cells and murine-derived macrophage cells (IC-21). This methodol-
ogy allowed the investigators to separate the direct and indirect effects of the inflamma-
tory mediators. When TNF-α was added directly to the Hepa 1 cell cultures, CYP1A1
activity was decreased in a dose-dependent manner, but the cytokine had no effect on
immunoreactive CYP1A1 protein content. These results support that TNF-α has post-
translational effects that inhibit CYP1A1 enzyme activity, but the protein is still recog-
nized by the immunoassay.

The incubation of hepatocytes from turpentine-induced rabbits with serum from
rabbits with an inflammatory reaction or serum from humans with a viral infection
decreased CYP1A1 and CYP1A2 catalytic activity without a reduction in protein con-
tent. This decrease in catalytic activity was primarily mediated by IL-6 in rabbit serum
and IL-6, IL-1β, and IFN-γ in human serum (30).

Induction of Nitric Oxide Synthase

Inflammatory mediators, particularly IL-1β, TNF-α, and LPS, are known to induce
NOS with subsequent increases in cellular NO release by hepatocytes and other tis-
sues (89,92,101,102). Several in vitro studies have demonstrated that increased lev-
els of NO, caused by either the induction of NOS by cytokines or the addition of
NOS inducers, is correlated with a decrease in CYP activity and content, and that the
inclusion of an NOS inhibitor reverses these effects (89,103–105). However, the find-
ings of other studies have not been consistent (33,85,92). NO is proposed to have
multiple potential effects on CYP-catalyzed metabolism, including both
pretranscriptional and posttranscriptional mechanisms. NO may bind directly to the
heme moiety of CYP enzymes, inhibiting their catalytic activity; it may accelerate
the degradation of the protein by nitrosylation of heme or thiol groups on CYPs; or it
may decrease transcription through nitrosylation of the thiol groups on nuclear tran-
scriptional factors (89).

Carlson and Billings (104) evaluated the effects of multiple cytokines on indi-
vidual CYP protein content in primary rat hepatocyte cultures. The combination of
IL-1β, TNF-α, and INF-γ depressed CYP1A2, CYP2C11, CYP2B1/2, and CYP3A2
content, with the greatest decrease seen for CYP2B1/2 (33 ± 9% of control). The
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addition of the NOS inhibitor (L-NMA) significantly prevented the cytokine-medi-
ated decrease in the content of each CYP protein. When the hepatocyte cultures were
treated with an NO donor (DETA/NONOate) in the absence of cytokines, there was a
dose-dependent decrease in each of the CYP proteins, with the greatest decrease seen
for CYP2B1/2 (33 ± 8% of control). The treatment of cell cultures with individual
cytokines caused increases in NO concentration and decreases in CYP content, which
were also reversible by the inclusion of the NOS inhibitor. These data provide strong
evidence that NO plays a role in the downregulation of CYP content following expo-
sure to cytokines; however, the study did not evaluate any potential mechanism or
measure enzyme activities.

In contrast to the findings in the previous paragraph, Sewer and Morgan (92) evalu-
ated the effects of LPS, IL-1β, IL-6, TNF-α, and IFN-γ on the expression of CYP2C11
mRNA in primary rat hepatocyte cultures. All of the cytokines except IFN-γ inhibited
the expression of CYP2C11 mRNA. IL-1β and LPS were potent inducers of NO
release and iNOS mRNA expression; IL-6 and IFN-γ had no effect. The combination
of IL-1β and LPS were additive on NO release but did not have additive effects on
CYP2C11 mRNA expression. In addition, the addition of L-NMA reduced NO release
to control levels, but IL-1β and LPS downregulation of CYP2C11 mRNA and protein
expression were unaffected. The authors concluded that induction of NO release was
not required for the cytokine-mediated downregulation of CYP gene expression.

The same group investigated the role of NO by comparing the effects of LPS admin-
istration to wild-type and NOS2-null mice. LPS significantly decreased phenobarbital-
induced CYP2B enzymes by a pretranslantional mechanism in both wild-type and null
mice. CYP2B protein was not rapidly suppressed. These results indicate that CYP2B
expression was not dependent on NO production by NOS2 (33). Monshouwer et al.
(85) also reported that inhibition of NOS induction did not influence the effects of
cytokines on decreasing CYP activity in primary pig hepatocyte cultures despite the
complete suppression of NO release.

The differences in results concerning the role of NOS induction may be because of
differences in culture conditions, duration of the studies, and cytokine/CYP combina-
tions studied. For example, the results of Carlson and Billings (104) were short-term
studies in which posttranslational effects would predominate, whereas the results of
Sewer and Morgan (92) involved longer incubation times for which the responses are
primarily transcriptional. This is consistent with the results reported by Paton and
Renton (44), in which decreases in CYP enzyme activity appeared to be at least par-
tially caused by posttranslational effects and may have been mediated by the known
effects of TNF on NOS induction. It is clear that NO may have an important effect on
CYP activity but is not necessary for the inhibition of all CYP activity observed with
inflammatory mediators. The effects of NO are likely to vary depending on the CYP of
interest and the model of inflammation or infection under study (8).

Induction of HO

HO activity is increased in the liver of animals treated with inflammatory cytokines
or infected with encephalomyocarditis virus (15,90,103). This increase in HO activity
appears to be primarily caused by increased transcription of HO mRNA (90). Increased
degradation of heme by HO could be associated with increased degradation of CYP
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protein. In rats, IL-1 and TNF were potent inducers of HO gene transcription; IL-6 was
much less active, and IL-2 and IFN-γ had no effect.

In human hepatoma (HepG2) cell cultures, Fukuda and Sassa (96) demonstrated that
IL-6 significantly suppressed the induced expression of CYP1A1 mRNA using a nuclear
run-off assay. They also demonstrated a rapid increase in the mRNA encoding for HO
after treatment with IL-6. The addition of Sn-mesoporphyrin (a specific inhibitor of
HO activity) partially reversed the IL-6-mediated suppression of CYP1A1 gene tran-
scription. These data suggest that induction of HO activity may be at least partially
responsible for the downregulation of CYP gene transcription by IL-6. This and data
from other studies (105,106) suggest that cytokine-mediated increases in heme catabo-
lism may contribute to decreases in CYP activity but cannot account entirely for the
changes observed.

Induction of XO

The administration of IFNs and IFN inducers has been shown to increase the activity
of XO in various tissues, including the liver, leading to the generation of superoxide
radicals that may contribute to the degradation of CYP proteins. The administration of
a free-radical scavenger, N-acetylcysteine, or an XO inhibitor, allopurinol, both
attenuated downregulation of CYP activity by an IFN inducer, further supporting a role
for XO in decreased CYP activity (107,108). Moochhala and Renton (37) demonstrated
a decrease in CYP3A and CYP1A1 activity in hamster livers by 36 and 38%, respec-
tively, 24 h after administration of a synthetic IFN (IFN-α-Con1). The activities of the
D and O forms of XO were increased by 65 and 74%, respectively. In additional stud-
ies, the free-radical scavenger α-tocopherol and allopurinol prevented the loss of CYP
activity mediated by the IFN inducer pIC. In chickens, in which XO cannot be formed,
pIC had no effect on CYP content.

Although the above studies supported a role for XO in cytokine-mediated decreases
in CYP activity, not all studies have supported this theory. Mannering and coworkers
(109) demonstrated that the administration of IFN inducers or exogenous IFNs resulted
in increases in XO activity and decreased levels of CYP protein. They also studied a
cohort of mice administered tungsten in their drinking water, which decreased XO by
approx 90% without changing CYP activity. The administration of the IFN inducer to
the tungsten cohort resulted in a similar decrease in CYP activity as in the animals not
receiving tungsten, suggesting that XO does not play an important role in IFN-medi-
ated decreases in CYP activity. Cantoni et al. (103) showed a similar effect in a mouse
model with administration of IL-2. Animals receiving tungsten in their drinking water
had a preserved decrease in CYP content compared to controls but had XO activity
equivalent to the basal state compared to a significantly increased XO activity in the
control animals.

Clearly, the induction of XO activity is not necessary for CYP downregulation;
however, because of the presence of redundant mechanisms, which may vary for
different CYPs and cytokines, it is possible that XO may contribute to decreases in
CYP activity (8).

In conclusion, there are several potential mechanisms for the observed decrease in
hepatic CYP content and activity associated with the APR. The interpretation and
relevance of in vitro and in vivo animal models for predicting the response in the
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intact human are difficult because of the use of various experimental models, known
species variability in CYP activity and response to inflammatory mediators, and the
use of variable doses of inflammatory mediators. Although downregulation of CYP
gene transcription is believed to be the predominant mechanism (9,10), other mecha-
nisms that contribute to decreased CYP synthesis, protein degradation, and inhibi-
tion of catalytic activity may play a role under certain conditions or at particular
time-points in the inflammatory cascade.

DRUG TRANSPORTERS

Preliminary evidence indicates that the inflammatory response may have important
effects on drug transporters, which theoretically may contribute to pharmacokinetic or
pharmacodynamic changes in patients following injury or infection. P-Glycoprotein
(P-gp) is a cellular efflux pump that is widely distributed throughout the gut, liver, brain,
and other tissues, including epithelial tissue-derived tumors. A diverse range of chemi-
cals, including many clinically useful drugs, are substrates for P-gp, and changes in
P-gp activity may have important effects on drug bioavailability, metabolism, elimina-
tion, and activity. P-gp is encoded by the multidrug resistance (MDR) gene family (110).

A significant reduction in P-gp expression in the rat liver has been reported follow-
ing turpentine- and endotoxin-induced inflammatory responses (11). In rat hepatocyte
cultures, both IL-1β and IL-6 resulted in significant reductions in P-gp protein content
and efflux activity; however, only IL-6 resulted in a downregulation of mdr-1a and
mdr-1b mRNA expression. This suggests that the reduction in P-gp may be caused by
multiple mechanisms with IL-6 causing pretranslational effects; IL-1β may reduce
translation or have posttranslational effects (49).

Bertilsson et al. (12) utilized a vitamin D3-induced Caco-2 cell line to evaluate the
effects of proinflammatory cytokines (TNF-α, IL-1β, and IFN-γ) and LPS-induced mac-
rophages on mRNA expression of CYP3A4 and MDR1 (coding for P-gp). CYP3A4 and
P-gp share a significant overlap in their substrate specificities, and therefore relative
changes in their activity may have clinical relevance. As expected, CYP3A4 expression
was significantly decreased by all cytokines and macrophage exposure with the excep-
tion of TNF-α and IFN-γ. The greatest suppression on CYP3A4 mRNA expression was
noted with the combinations of IL-6 and IFN-γ or of macrophages, IL-6, and IFN-γ.
In contrast to what was reported with rat hepatocyte models, MDR1 expression was
induced by all of the cytokines and macrophage exposure with the exception of TNF-γ.
Although this study did not evaluate the effects of these mediators on CYP3A4 and P-gp
protein cellular content, downregulation of gene expression has the potential to result
in significant alterations in drug bioavailability during acute inflammation if similar
effects occur in vivo in the intestinal epithelium. Also, alterations in P-gp activity could
have an important impact on tumor response in the presence of an acute or chronic
inflammatory state.

Beigneux and coworkers (13) reported a significant decrease in expression of the
Na+-independent organic ion transporter protein 2 (Oatp2) gene in mice hepatocytes
following LPS-induced inflammation.

These limited data suggest that mediators of the inflammatory response may affect
the expression of several transporter protein systems, which may have important effects
on drug response.
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CLINICAL DATA

Human clinical data investigating potential drug–cytokine interactions can be divided
into four broad categories: (1) clinical observations or uncontrolled studies consistent
with cytokine-mediated downregulation of CYP activity; (2) several studies evaluating
the effects of influenza vaccination on drug metabolism; (3) controlled or quasi-experi-
mental studies evaluating the impact of acute infectious diseases, acute inflammation,
or inflammatory mediators (e.g., LPS),; and (4) studies involving the administration of
recombinant human cytokines. The type of inflammatory response as well as the sever-
ity of the injury are likely to have an important impact on the nature and time-course
of changes in CYP activity. Different inflammatory diseases will have different
cytokine profiles, with the hepatocyte exposed to variable concentrations and temporal
patterns of proinflammatory cytokines (8). An acute viral infection will induce high
concentrations of IFNs, and it appears the CYP downregulation during acute viral infec-
tions is mediated primarily by circulating IFNs (16). With systemic inflammation, such
as bacterial sepsis, the hepatocyte may be exposed to high concentrations of cytokines
because of direct stimulation of local cytokine production by circulating LPS. In contrast,
with localized, remote inflammation (e.g., surgery), the hepatocyte may be exposed to
much lower concentrations of cytokines occurring at a later time-point, with circulat-
ing IL-6 serving more of an endocrine function (8). All of these variables, combined
with a high degree of variability in hepatic CYP activity and concomitant drugs that
may alter CYP activity, make the prediction of the effect of any given injury or media-
tor very difficult.

Clinical Observations
Table 3 summarizes the results of several clinical observations or uncontrolled stud-

ies that were consistent with downregulation of CYP activity associated with influenza
infection, IL-2 administration, acute trauma, surgery, and critical illness. Chang et al.
(4) reported prolongation of theophylline half-life during acute viral illnesses com-
pared to 1 month after resolution of the infection in six children. Four children experi-
encing febrile illnesses without subsequent seroconversion did not have significant
changes in theophylline half-life.

Vozeh et al. (53) reported changes in drug clearance in three critically ill patients
receiving continuous-infusion theophylline; the changes paralleled changes in the
patients’ clinical condition. As clinical condition deteriorated, theophylline clearance
decreased, and drug clearance increased as their clinical condition improved.

Shortly after these reports, an outbreak of influenza B in Washington State was
associated with marked decreases in theophylline clearance associated with signs and
symptoms of theophylline toxicity in 11 children receiving stable doses of theophyl-
line. The most recent steady-state plasma theophylline concentrations prior to hospi-
talization were 8–15.8 µg/mL, which increased to a range of 22–48 µg/mL during the
acute viral illness. The 6 patients who seroconverted to influenza B had the greatest
decreases in theophylline clearance (54).

Midazolam has been widely used in the critical care setting for sedation and
anxiolysis, with a proposed benefit of a short-elimination half-life and subsequent pre-
dictable reversibility (116). It is metabolized in the liver by CYP3A4 and has been used
as an in vivo probe for assessing activity of this enzyme (117). Soon after its introduc-
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Table 3
Clinical Observations or Uncontrolled Studies

Reference Substrate drug Provoking event Effect

4 Theophylline Influenza infection � t1/2
53 Theophylline Critical illness � Cl
5 Theophylline Influenza B infection Toxicity
111 Midazolam Critical illness � t1/2
112 Midazolam Critical illness � t1/2
55 Midazolam Critical illness � Cl
113 Midazolam Critical illness � t1/2
73 Morphine IL-2 infusion Severe CNS

toxicity
57 Cyclosporine Allogeneic BM transplant � Cl
59 Carbamazepine Temporal lobectomy � Cl
114 Phenytoin Severe neurotrauma � Vmax
115 Methylprednisolone Spinal cord injury � Cl
65 Omeprazole Advanced cancer � CYP2C19

activity
66 Dextromethorphan HIV positive (active disease) � CYP2D6 activity
61 ERMBT Advanced cancer � CYP3A4 activity
62 Caffeine (CYP1A2) Congestive heart failure � Cl

Mephenytoin (CYP2C19) � Cl
Chlorzoxazone (CYP2E1) No ∆
Dextromethorphan (CYP2D6) No ∆

t1/2, elimination half-life; Cl, total clearance; CNS, central nervous system; Vmax, maximum rate of
metabolism; BM, bone marrow; ERMBT, 14C-erythromycin breath test; ‚ �, increased; �, decreased; no ∆,
no significant change.

tion into critical care practice, it was reported that midazolam had a markedly pro-
longed effect and delayed time to awakening in this population (55,111–113). Shelly
and coworkers (55) reported two patients with decreased midazolam clearance during
acute sepsis with no measurable plasma concentrations of the 1-OH metabolite. As the
patients’ condition improved, midazolam clearance improved markedly, and concen-
trations of the primary metabolite increased.

Chen et al. (57) evaluated the relationship between changes in serum IL-6 and TNF
concentrations and the clearance of cyclosporine in six patients undergoing allogeneic
bone marrow transplantation. Throughout the study period, cyclosporine was admin-
istered as a continuous intravenous infusion. Cyclosporine is a drug with low-to-inter-
mediate extraction that is metabolized extensively by the liver via the isozymes of the
CYP3A subfamily. Following bone marrow transplantation, there was a marked
increase in dose-normalized cyclosporine blood concentrations, with peak values
occurring 15.8 days after transplantation. The dose-normalized cyclosporine concen-
tration increased 3.60- ± 0.68-fold compared to day 2. The increase in cyclosporine
concentration occurred 4.83 ± 0.95 days after the peak in IL-6 concentrations, and the
correlation between the two events suggested that the two parameters were interde-
pendent. Concomitant measurement of two of the major metabolites of cyclosporine,
AMl and AM9, further support the hypothesis that the inflammatory response sup-
pressed the CYP-mediated metabolism of cyclosporine.
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Eleven patients undergoing temporal lobe resection experienced an average 30%
increase in carbamazepine serum concentrations on postoperative day 3, which corre-
lated with a significant increase in plasma IL-6 concentrations, which peaked on post-
operative day l (59). These two studies (57,59) involving patients with remote sites of
inflammation support the hypothesis that the downregulation of CYP activity may be
delayed, and that IL-6 may serve an endocrine function relaying this message to the liver.

Two reports suggested that severe neurotrauma may decrease drug metabolism in
critically ill patients. McKindley et al. (114) reported changes in phenytoin metabo-
lism over 10–14 days following severe head injury in nine patients. IL-6 plasma con-
centrations were inversely related to Vmax't and Vmaxβ for phenytoin. The lowest values
for phenytoin metabolism occurred shortly after injury, when IL-6 plasma concentra-
tions were highest.

The pharmacokinetics of high-dose, intravenous methylprednisolone (MP), adminis-
tered to 11 men with acute spinal cord injury were compared to age-, gender-, and
weight-matched, able-bodied historical controls. Total systemic clearance of MP was
significantly lower in the patients with spinal cord injury compared to the historical
controls (30.04 ± 12.03 vs 44.7 ± 4.90 L/hour, respectively). There was an inverse cor-
relation between the neurological level of injury and the systemic clearance of MP (115).

In contrast to studies evaluating the effect of acute illness on drug metabolism,
recent studies have examined the relationship between the APR and drug metabolism
in patients with chronic illness. In a study evaluating CYP2C19 genotype and pheno-
type in 16 patients with advanced cancer (65), all of the patients possessed an extensive
metabolizer genotype; however, 4 patients were phenotypically poor metabolizers.
Compared to a reference population of healthy volunteers, the distribution of the
omeprazole 2-hour hydroxylation index was significantly higher in the patients with
advanced cancer, suggesting reduced metabolic activity in this cohort.

These findings are consistent with another study that evaluated hepatic CYP3A4
activity in 40 chemotherapy-naïve patients with advanced cancer by administering the
14C-erythromycin breath test (ERMBT) (61). Patients were divided into two groups
based on their serum C-reactive protein (CRP) concentration: control (≤ 10 µg/L) and
APR (>10 µg/L). Patients in the APR group had an average 30% reduction in drug
metabolism compared to the control group (p = 0.0062). CRP concentrations were
significantly correlated with IL-6 concentrations and were associated with a poor per-
formance status. Together, these observations indicate a potential for drug overexpo-
sure and toxicity in oncology patients, particularly those patients with evidence of
chronic inflammation.

Frye et al. (62) evaluated the association between plasma cytokine concentrations
and CYP enzyme activity in patients with chronic heart failure. They reported an
inverse relationship between both TNF-α and IL-6 plasma concentrations and
CYP2C19 activity. CYP1A2 activity was also negatively correlated with IL-6 plasma
concentrations; however, elevated concentrations of neither TNF-α nor IL-6 had an
appreciable correlation with CYP2D6 or CYP2E1 activity. The observed association
among chronic illness, inflammation, and altered hepatic CYP activity (61,62) sug-
gests a need to better define the factors affecting drug metabolism in chronic illness
and the drug-metabolizing pathways most commonly affected and perhaps to reevalu-
ate the efficacy and safety of drug regimens commonly used in these patients.
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O’Neil et al. (66) examined the distribution of CYP2D6 phenotype, based on geno-
type, potentially interacting drugs, and severity of illness, in 108 HIV-positive patients.
When patients were stratified into acquired immunodeficiency syndrome (AIDS) and
non-AIDS groups, there were no significant differences in the distribution of metabolic
ratios of dextromethorphan, suggesting that chronic disease state did not affect
CYP2D6 activity. However, when patients were stratified based on the presence or
absence of an active illness at the time of phenotyping, significantly more patients
with active disease were classified as “slow” extensive metabolizers, indicating a pos-
sible relationship between acute illness and decreased CYP2D6 activity. In contrast
to the above findings (61,62,65), these data suggest that the severity of the chronic
disease may have little effect on drug-metabolizing capacity.

Although these uncontrolled or observational studies do not prove any cause-and-
effect relationship between the different inflammatory stimuli and changes in drug
metabolism, the observations are consistent with the mechanisms and effects observed
in the animal models. These reports provide some indication of the clinical importance
of changes in drug metabolism that can be observed during various infectious or trau-
matic inflammatory reactions.

Influenza Vaccination Studies

Reports of decreased theophylline metabolism with influenza infection (4,54) and
isolated case reports of decreased drug metabolism and toxicity following influenza
vaccination prompted the performance of multiple trials evaluating the effects of influ-
enza vaccination on drug metabolism (118–127). These studies have shown inconsis-
tent effects. Although some of the early studies showed significant reductions in drug
metabolism (118,119), the majority reported either small and transient changes or no
overall effect on the pharmacokinetics or clinical effects of the drugs (120–127). How-
ever, it is notable that despite several studies reporting no significant changes in phar-
macokinetics, individual patients in the study group did demonstrate what could be
clinically important changes or drug toxicity.

Levine et al. (122) evaluated the effects of vaccination in 16 long-term-care resi-
dents receiving chronic phenytoin therapy. Although there were no significant changes
in mean phenytoin serum concentrations 7 and 14 days following vaccination, 4
patients experienced increases of 46 to 170% in their serum concentration. Fischer and
coworkers (120) evaluated the effects of vaccination on theophylline serum concen-
trations in 12 asthmatic patients receiving long-term theophylline therapy. Mean theo-
phylline concentrations at 24 hours, 72 hours, 1 week, and 2 weeks after vaccination
were unchanged; however, 1 patient required a dosage reduction at the first follow-up
visit for a serum concentration of 24.5 µg/mL accompanied by signs of theophylline
toxicity.

A study evaluating the effect of influenza vaccination on warfarin pharmacokinetics
and pharmacodynamics reported no significant change in the half-lives of the warfarin
enantiomers, but prothrombin time was increased to some degree in eight patients
receiving long-term warfarin therapy. The authors suggested that the change in antico-
agulant response might be caused by effects of the vaccine on procoagulant synthesis
(123). These findings were not consistent with two larger studies involving patients
receiving chronic warfarin therapy (121,124).
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The relatively small and unimportant changes in drug metabolism observed in most
patients following influenza vaccination are not surprising because the vaccine uncom-
monly causes systemic signs of inflammation, and IFN serum concentrations follow-
ing vaccination have been low and transient or undetectable (125–127). However, the
results also support the conclusion that individual patients may experience clinically
important changes in drug metabolism following influenza vaccination, and close moni-
toring of drugs with a low therapeutic index is warranted. This individual effect could
be caused by a more pronounced inflammatory response following vaccination in iso-
lated patients. The impact of other vaccinations on drug metabolism or CYP enzyme
activity has not been studied.

Infectious Diseases or Inflammatory Models

Table 4 summarizes the reports of acute infectious processes or in vivo models of
inflammation on hepatic drug metabolism in humans. Elin et al. (51) compared antipy-
rine pharmacokinetics before and 6 h after injection of etiocholanolone (a steroidal
pyrogen) or vehicle in a randomized, crossover study involving 33 healthy volunteers.
Fourteen subjects developed fever following the pyrogen; 19 subjects remained afe-
brile. The febrile group experienced a statistically significant decrease in antipyrine
clearance and a prolongation of half-life, and the afebrile group had no significant
changes in antipyrine metabolism. The induction of fever and an APR by repeated
doses of etiocholanolone have been shown to increase plasma concentrations of IL-1
in humans (129), which may be responsible for the observed decrease in antipyrine
metabolism. This steroid has been shown to directly inhibit CYP activity in the absence
of hyperthermia, which may explain the above results (130); however, this does not
explain the difference between the febrile and afebrile subjects.

The intentional infection of five healthy subjects with Plasmodium falciparum was
associated with a marked increase in steady-state plasma concentrations of quinine and
with the development of signs and symptoms of cinochism in three subjects. The
maximum plasma concentration Cmax before infection was 2.5–5 mg/L, compared to
4.2–12.8 mg/L during acute malaria, despite a quinine dosage reduction in three of the
five subjects. The ratio of parent drug to metabolite also decreased during malaria,
supporting the argument that the increased plasma concentrations were caused by inhi-
bition of quinine metabolism (3). Quinine is extensively metabolized by CYP3A4 in
humans, suggesting that acute P. falciparum infections are associated with downregu-
lation of CYP3A4 activity.

Akinyinka et al. (131) evaluated the metabolism of caffeine in 10 Nigerian patients
with acute P. falciparum infections and 10 healthy controls. The caffeine:paraxanthine
area under the plasma concentration–time curve (AUC) ratio (caffeine metabolic ratio),
a measure of CYP1A2 enzyme activity, was significantly lower in the patients with
acute malaria compared to the healthy volunteers (0.48 ± 0.13 vs 0.34 ± 0.16; p < 0.05).
These finding are similar to the changes observed for CYP3A4 activity during acute
P. falciparum infections (3) and are consistent with a drug–cytokine interaction mecha-
nism.

Soons et al. (56) conducted two pharmacokinetic studies involving 20 patients pre-
senting with an acute, febrile infectious disease. Stereoselective pharmacokinetics of
nitrendipine (n = 10) and the pharmacokinetics of racemic bisoprolol (n = 10) were
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Table 4
Effect of Infectious Diseases or Inflammatory Models

Reference Substrate drug Provoking event Effect

51 Antipyrine Etiocholanolone induced fever Febrile group, � Cl; afebrile
group, no ∆

3 Quinine Acute P. falciparum infection � Plasma concentrations
56 Nitrendipine Acute febrile infectious disease � AUC and Cmax

Bisoprolol No ∆
58 Antipyrine Gram-negative LPS injection � Cl of all three probes
60 Hexobarbital

Theophylline
128 Antipyrine ZDV treatment of HIV � Cl
131 Caffeine MR Acute P. falciparum infection � CYP1A2 activity
63 Antipyrine Sepsis (pediatric) � Cl
64 ERMBT Nonemergent surgery � CYP3A4 activity

See Table 3 for definitions of abbreviations. AUC, area under the plasma concentration–time curve; Cmax,
maximum plasma concentration; ZDV, zidovudine; MR, metabolic ratio.

determined during the febrile illness and again 6 weeks later, following recovery from
the illness. The AUC and Cmax of racemic nitrendipine increased 89 and 95%, respec-
tively, during the infectious disease compared to the recovered state. The R- and S-enanti-
omers of nitrendipine increased similarly. In contrast to nitrendipine, none of the
pharmacokinetic properties of bisoprolol were altered during the febrile illness.
Nitrendipine is metabolized by CYP3A4, and bisoprolol is a substrate for CYP2D6,
suggesting that acute infectious diseases may have a selective inhibition on the activity
of individual CYP proteins.

Shedlofsky et al. evaluated the effects of Gram-negative endotoxin administration
in healthy male (58) and female (60) volunteers on the clearance of three CYP probe
drugs: antipyrine, hexobarbital, and theophylline. Subjects received two doses of intra-
venous endotoxin or saline on two consecutive mornings in a crossover design. Fol-
lowing endotoxin administration, the subjects demonstrated typical signs and symptoms
of inflammation (fever, chills, nausea, headache, malaise, leukocytosis, and decreased
albumin). The subjects also had transient elevations in IL-6 and TNF and marked and
more persistent increases in serum CRP. Clearance of all three probe drugs was signifi-
cantly decreased when administered 30 minutes after the second dose of endotoxin
(58,60), but only minor changes in clearance were seen when given after the first dose
of endotoxin (58). There did not appear to be any gender differences. These studies
demonstrated relatively broad-spectrum downregulation of CYP-mediated drug
metabolism following the administration of Gram-negative endotoxin to healthy vol-
unteers, and that there is a lag in the time to inhibition of metabolism following induc-
tion of the inflammatory response.

A prospective, pediatric, case-control study by Carcillo et al. compared antipyrine
metabolism in 51 septic patients enrolled within 24 hours of diagnosis, and 6 nonseptic,
critically ill, posttransplant patients (63). Septic patients had significantly reduced
antipyrine metabolism compared to the control group, which was positively correlated
with increasing IL-6 plasma concentrations, nitrite plus nitrate plasma concentrations,
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an indirect measure of NO synthesis, and the organ failure index score. Seventeen
patients with persistent multiple organ failure were noted to have a 4- to 10-fold reduc-
tion in mixed CYP activity compared to patients without multiple organ failure or
resolved multiple organ failure. Multivariate logistic regression analysis controlling
for age, liver failure, transplantation status, and microbiological cause of sepsis revealed
a small but significant association between reduced antipyrine metabolism and the
development of respiratory and hematological failure.

The inference that decreased CYP activity may contribute to clinical outcome during
sepsis is consistent with data from an animal model of sepsis reported by Crawford et al.
(34). Using the rat cecal ligation and puncture model of sepsis, the concomitant admin-
istration of 1-aminobenzotriazole, a potent broad-spectrum inhibitor of CYP enzymes,
increased the 20-hour animal mortality rate from 0 to 100%. The clinical findings of
Carcillo and coworkers (63) are consistent with the cytokine/NO/ONOO mechanism for
reduced CYP activity (104) and support the idea that therapeutic drug regimens in septic
patients with multiple organ failure need further evaluation to more clearly identify
potentially serious drug–cytokine interactions and avoid related adverse events.

Elective surgery, as a form of programmed trauma, is an excellent model for study-
ing the effects of acute injury on cytokine activation and regulation (132,133) and there-
fore provides a unique opportunity to study the effects of acute inflammation on CYP
activity. Haas et al. (64) evaluated CYP3A4 activity using the ERMBT in 16 patients
undergoing elective surgery for repair of an abdominal aortic aneurysm (n = 5), colon
resection (n = 6), or peripheral vascular surgery with graft (n = 5). CYP3A4 activity
and plasma cytokine concentrations (TNF-α, IL-6, and IL-1β) were measured preop-
eratively and sequentially for 72 hours after the start of the surgical procedure. Patients
undergoing aortic or colon surgery had a repeat ERMBT performed at hospital dis-
charge. The ERMBT result, as a percentage of the preoperative result, declined signifi-
cantly in all three groups, with the nadir observed 48–72 hours after surgery. CYP3A4
activity had returned to preoperative values by the time of hospital discharge in the
aortic and colon surgery groups. The nadir ERMBT was significantly and negatively
correlated with the peak IL-6 concentration. In a post hoc analysis, subjects with a peak
IL-6 > 100 pg/mL had a significantly lower nadir ERMBT compared with subjects
with a peak IL-6 of < 100 pg/mL regardless of the surgical procedure. The reduction in
CYP3A4 activity from baseline in the patients undergoing aortic and colon surgery
was comparable to the change in ERMBT results observed with well-known inhibitors
of CYP3A4-mediated metabolism, including ketoconazole (134,135) and clarithro-
mycin (136). The results of this study are consistent with a significant drug–cytokine
interaction and indicate that patients undergoing major surgery may be susceptible to
clinically important changes in drug metabolism in the immediate postoperative period.

Only one study has been published that suggests that treatment of an infectious dis-
ease may be associated with an increase in hepatic drug metabolism. Brockmeyer et al.
(128) studied the effect of zidovudine (ZDV) therapy on antipyrine clearance in HIV-
infected patients. In the first study, they enrolled 10 patients with early HIV infection
(Centers for Disease Control and Prevention/World Health Organization [CDC/WHO]
A1) and 10 patients with a diagnosis of AIDS (CDC/WHO C3). Interferon plasma
concentrations and antipyrine pharmacokinetics were evaluated in these two groups.
The symptomatic AIDS patients had significantly higher IFN-α and IFN-γ plasma con-
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centrations compared to the asymptomatic HIV-infected patients but no difference in
IFN-β plasma concentrations. The symptomatic patients also had significantly longer
antipyrine half-lives and decreased metabolic clearance but no difference in renal clear-
ance of antipyrine.

The authors then studied 11 HIV-infected patients (CDC/WHO A1-2) and 11
patients with more advanced HIV infection (CDC/WHO B/C3). Plasma IFN concen-
trations and antipyrine pharmacokinetics were determined before and 1 day after a
14-day course of ZDV, 800 mg daily. Following ZDV therapy, plasma IFN-α and
IFN-γ concentrations in the patients with more advanced disease decreased signifi-
cantly, to concentrations similar to the patients with earlier-stage disease. In addition,
antipyrine half-life decreased and clearance increased to values comparable to those in
the patients with early-stage disease. ZDV therapy had no effects on IFN plasma con-
centrations or antipyrine pharmacokinetics in the patients with early disease (128).
These results suggest that decreased hepatic drug metabolism observed during chronic,
symptomatic viral infections may improve significantly with antiviral treatment. This
is similar to effects observed with the resolution of acute infectious diseases described
by Soons et al. (56).

Exogenous Cytokine Administration
Table 5 summarizes the human trials investigating the effects of exogenous cyto-

kines on hepatic drug metabolism. The effects of exogenous IFNs (α and β) on drug
metabolism have been the most widely studied (68–72,137–140). With few exceptions
(72,138), the IFNs have consistently decreased the metabolism of drugs and probe
compounds that are metabolized by several different CYP enzymes (CYP1A and
CYP3A subfamilies). The two studies that failed to show significant changes in hepatic
drug metabolism were using low doses of IFN-α (3 × 106 U three times per week),

Table 5
Effect of Exogenous Cytokines

Reference Substrate drug/assay Cytokine (indication) Effect

68 Antipyrine IFN-α (hepatitis B) � Cl
69 Theophylline IFN-α (hepatitis B, volunteer) � Cl
71 In vitro CYP activity IFN-α (hepatitis B) � Activity
137 Zidovudine High-dose IFN-β (AIDS) � Cl
70 Theophylline IFN-β (hepatitis C) � Cl
72 Theophylline Low-dose IFN-α No ∆ (acute)

Antipyrine (metastatic cancer) � Theo Cl (chronic)
Hexobarbital

138 Caffeine IFN-α (hepatitis C) No ∆
Urinary cortisol ratio

139 ERMBT IFN-α (hepatitis C,volunteers) � CYP3A4 activity
140 Zidovudine IL-2 (AIDS) No ∆

Didanosine IFN-α (AIDS) No ∆
74 Indinavir IL-2 (AIDS) � Cmin, � AUC
75 In vitro activity and CYP IL-2 (metastatic cancer) Low dose, no ∆

High-dose, � activity
 and CYP

See text and Tables 3 and 4 for definitions of abbreviations. Cmin, minimum serum concentration.
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which were not associated with evidence of an APR (72,138). Israel et al. (72) demon-
strated that chronic administration of low-dose IFN-α was associated with a moderate
decrease in theophylline metabolism, minimal effect on antipyrine clearance, and no
effect on the metabolism of hexobarbital. Larger doses of IFN have been associated
with more pronounced effects on theophylline and antipyrine clearance (68–70). These
data suggest that the effects of IFN on drug metabolism are dose dependent, and low
doses associated with minimal inflammatory response have little to no effect on hepatic
drug metabolism.

Piscitelli et al. (140) evaluated the effects of various doses of IFN-α (1–15 × 106 U/
day) on didanosine pharmacokinetics in 26 HIV-infected patients. IFN-α did not have
any clinically significant effects on the apparent clearance of didanosine. Because
didanosine is a nucleoside analog that is not metabolized by the CYP enzymes, this
finding is not surprising. In contrast, IFN-β has been reported to decrease the clearance
of another nucleoside analog, ZDV, significantly (137). Eight patients, diagnosed with
AIDS, initiated high-dose IFN-β therapy (45 × 106 U/day by subcutaneous injection)
after receiving 8 weeks of ZDV single-drug therapy. ZDV pharmacokinetic studies
were conducted just prior to starting and after 3 and 15 days of combination therapy.
Plasma concentrations of ZDV and its glucuronide metabolite were measured. The rate
of metabolism of ZDV (Km) declined from 1.43 ± 0.94/hour at baseline to 0.36 ± 0.28/
hour on day 3 and 0.045 ± 0.028/hour on day 15. The elimination half-life of ZDV
increased from 0.39 ± 0.13/hour on day 0 to 0.74 ± 0.29/hour on day 15. Plasma
ZDV concentrations significantly increased over the 15-day study; the ratio of parent
to metabolite decreased. These results are consistent with IFN-β having a negative
effect on the metabolism of ZDV to its primary glucuronide metabolite.

High-dose infusions of IL-2 appear to have a potent inhibitory effect on CYP activ-
ity and content (74,75). Elkahwaji et al. (75) administered variable doses of IL-2 (3–12
× 106 U/m2/day) by continuous infusion from day 7 to day 3 prior to hepatic resection
in patients with hepatic metastases. Effects of IL-2 on immunoreactive CYP content
and enzyme activity consistent with CYP1A2 and CYP3A were compared to control
patients not receiving IL-2. Patients receiving low doses of IL-2 (3 or 6 × 106 U/m2)
showed little or no change in CYP content or activity compared to controls. Patients
receiving high doses (9 or 12 × 106 U/m2) showed more marked changes in CYP con-
tent and activity. Total CYP was decreased by 32% and CYP1A2 activity and CYP3A
activity by 63 and 50%, respectively. Immunoreactive CYP1A2, CYP2C, CYP2E1,
and CYP3A4 were decreased to 37, 45, 60, and 39% of control values, respectively,
although these differences did not reach significance because of a high degree of vari-
ability and small sample sizes. These results suggest that high-dose IL-2 can down-
regulate CYP protein content and catalytic activity from multiple CYP subfamilies,
including CYP1A, CYP2s, and CYP3A.

Piscitelli and coworkers (74) evaluated the effects of variable doses of IL-2 on
indinavir clearance, a protease inhibitor that is a substrate for CYP3A4. In the observa-
tion arm of this study involving eight patients, trough indinavir concentrations increased
significantly, from 264 ± 493 ng/mL on day 1 of IL-2 therapy to 670 ± 677 ng/mL on
day 5. Seven of eight patients had an increase in trough values. In a prospective phar-
macokinetic study, eight of nine patients experienced an increase in their indinavir
AUC, ranging from 27 to 215%. One patient had a 29% decrease in AUC for indinavir.
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IL-2 therapy increased plasma IL-6 concentrations by approx 20-fold by day 5 of
therapy, although there was no significant correlation between plasma IL-6 concentra-
tions and changes in indinavir clearance.

In contrast to the effects observed with IL-1β (137), IL-2 therapy was not associated
with any marked alterations in ZDV pharmacokinetics (140).

In conclusion, exogenous administration of cytokines (IFN and IL-2) is associated
with clinically important decreases in hepatic drug metabolism in what appears to be
a dose-dependent manner. The administration of higher doses of IFN or IL-2 in the
management of infectious diseases (hepatitis or HIV infection) should be expected to
inhibit the metabolism of drugs cleared predominantly by CYP1A, CYP2C, and
CYP3A subfamilies, with low therapeutic index drugs of greatest clinical concern.
The effect on drugs cleared by glucuronidation or other conjugative pathways requires
further study.

CASE STUDY 1

A.V. is a 66-year-old Caucasian male admitted to the intensive care unit with
a diagnosis of severe community-acquired pneumonia. His past medical history
is significant for congestive heart failure, hypertension, and chronic atrial fibril-
lation. His medications prior to admission were 25 mg carvedilol twice daily,
3 mg warfarin daily, 10 mg ramipril daily, 25 mg HCTZ daily, and 81 mg aspirin
daily. Five days prior to admission, he presented to his primary care physician
with upper respiratory infection symptoms, fever, myalgias, and malaise. A rapid
diagnostic test for influenza B was positive, and he was prescribed 75 mg
oseltamivir twice daily.

On admission, his temperature was 39.5°C, BP 90/40 mmHg, pulse 108 beats/
min, 32 breaths/min respiratory rate. Arterial blood gas on room air was 7.31/
46/58/22/87% (pH/pCO2/pO2/HCO3

–/SaO2). The white blood cell count was
12,300/µL. His chest radiograph revealed left middle and lower lobe infiltrates
with consolidation at the left base. Because of worsening respiratory distress,
the patient was intubated and placed on mechanical ventilation, carefully resus-
citated with intravenous fluids, and started on 500 mg levofloxacin iv daily. His
prior medications were held for now. Overnight the patient experienced mul-
tiple episodes of bright red blood per rectum. Physical exam revealed multiple
ecchymotic areas on his upper and lower extremities. Laboratory exam revealed
an international normalized ratio (INR) of 10.7. A.V. is seen regularly at the
anticoagulation clinic, and his INR 2 weeks ago was 2.3. His aPTT was 43
seconds, platelet count was 234,000/µL, and fibrinogen was 225 mg/dL, so
disseminated intravascular coagulation was not suspected. The resident discon-
tinued the levofloxacin because of a suspected drug–drug interaction with war-
farin and ordered 3 units of fresh frozen plasma and 10 mg vitamin K iv. A
significant drug–drug interaction between levofloxacin and warfarin is
unlikely, and the time-course is not consistent with this interaction. The most
likely explanation for this serious adverse effect is decreased CYP2C9- and
CYP3A4-mediated metabolism of warfarin secondary to persistently elevated
plasma concentrations of proinflammatory cytokines and interferons over the
course of his acute illness.
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CASE STUDY 2

H.G. is a 35-year-old Caucasian female diagnosed with HIV and hepatitis C
(HCV), genotype 1a, infections. Three months ago, the patient started anti-
retroviral treatment with Combivir® (300 mg ZDV/150 mg lamivudine) twice
daily and 600 mg efavirenz daily at hour of sleep. At her last visit, an efavirenz
plasma concentration was 3.5 µM/mL, and her HIV viral load and CD4+ count
were <50 copies/mL and 425 cells/cm3, respectively. A liver biopsy revealed
mild cirrhosis, reported as Grade 0, Stage 1. Treatment for HCV was started with
180 µg pegylated interferon-α-2a once weekly and 600 mg ribavirin twice daily.
Prior to initiating treatment, a baseline laboratory evaluation revealed an HCV
viral load of 3 M copies/mL and liver transaminases within normal limits.

Two weeks after starting treatment for HCV, the patient came to the immuno-
deficiency clinic complaining of fatigue, dizziness, myalgias, and “strange
dreams.” An efavirenz concentration was repeated and was significantly elevated
at 9.8 µM/mL. The patient’s adverse event may be attributed to the addition of
pegylated interferon-α-2a to antiretroviral therapy. Efavirenz is a substrate of
CYP3A4 and CYP2B6, and downregulation of one or both of these pathways by
exogenous interferon therapy could explain the elevated serum concentration
of efavirenz 2 weeks after starting therapy. Efavirenz was held until symptoms
resolved and a plasma concentration <4 µM/mL was obtained.

CONCLUSIONS

The systemic inflammatory response with its resulting complex milieu of regulatory
cytokines, hormones, catecholamines, and various other mediators can result in clini-
cally significant decreases in drug metabolism for many commonly used drugs. Evi-
dence also suggests that inflammatory mediators may have important effects on the
expression and activity of drug transporters. Although data supporting the importance
of these drug–cytokine interactions in the clinical use of drugs have increased, many
more questions remain inadequately answered. Examples of questions to be addressed
with future research include the following:

• What is the comparative impact of various inflammatory processes (bacterial infections,
viral infections, blunt trauma, major surgery, burns, etc.) and injuries of different severity
on hepatic drug metabolism? Are different families and subfamilies of CYP enzymes
affected differently depending on the nature of the insult?

• Are there any readily available markers of the inflammatory process that will aid the bed-
side clinician in predicting the importance of any potential drug–cytokine interaction?

• Are drug–cytokine interactions additive or synergistic with drug–drug interactions involv-
ing enzyme inhibitors or antagonistic to drug–drug interactions involving enzyme inducers?

• What is the actual time-course of onset and resolution of drug–cytokine interactions, and
do any clinical signs or laboratory markers reliably predict the evolution of the process?

• Do the mediators of the anti-inflammatory response (IL-1ra, IL-4, IL-10, IL-13, etc.) have
the opposite effect of the proinflammatory cytokines? That is, will anti-inflammatory cyto-
kines potentially induce hepatic CYP activity, causing a rebound in drug metabolism
during the recovery from severe infections or trauma?

These and several other questions remain to be answered before there is a full under-
standing of drug–cytokine interactions in humans. Until additional information is avail-
able, it should be assumed that infection and injury that precipitate a systemic
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inflammatory response, or the administration of exogenous cytokines at an adequate
dose to produce systemic inflammation, would potentially alter the pharmacokinetics
of drugs that are cleared primarily by hepatic oxidative metabolism or possibly
glucuronidation. This may warrant empiric dose reduction or intensified monitoring,
depending on the pharmacodynamics or toxic potential of the drug, the ready availabil-
ity of drug assays, or the urgency of patient need for the substrate drug.
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Circumventing Drug Interactions

Douglas N. Fish

INTRODUCTION

There are numerous opportunities for drug interactions involving antimicrobial
agents. The potential for drug interactions encountered in clinical practice continues to
grow as the number of different antimicrobial classes expands, the number of specific
agents within these drug classes increases, and antimicrobial drug regimens become
more complex (e.g., treatment of mycobacterial infection and human immunodefi-
ciency virus [HIV] disease). In addition, antimicrobials are commonly used in certain
patient populations (e.g., critically ill, elderly, or HIV-infected patients) for whom many
drugs of various classes are used, and the potential for drug interactions therefore
increases as a function of the number and types of drugs present. Many interactions
are of minimal clinical importance and often ignored. However, other interactions are
associated with substantial risk of adverse pharmacokinetic or pharmacodynamic
interactions, resulting in decreased therapeutic efficacy, increased incidence of drug
toxicities, or potential for increased antimicrobial resistance. Thus, the ability to pre-
vent or minimize adverse drug interactions is of vital importance in optimizing the
appropriate and effective use of antimicrobials and enhancing patient outcome.

The objective of this chapter is to review strategies for avoiding or minimizing
adverse drug interactions. It must be emphasized, however, that the key to avoiding
drug interactions is for practitioners to possess a thorough understanding of the drugs
they are most often prescribing or otherwise encountering in their practices. There is
no substitute for adequate knowledge regarding potential interactions and familiarity
with literature addressing the clinical importance of these interactions. Because objec-
tive studies of many potential interactions either have not been performed or have pro-
duced inconsistent recommendations, familiarity with the pharmacokinetic and
pharmacodynamic characteristics of the particular agents may also assist clinicians in
predicting the likelihood of possible interactions. Only after practitioners possess a
thorough knowledge of the specific agents can strategies for circumventing drug inter-
actions be effectively employed.

One additional point must be emphasized when considering strategies to circumvent
drug interaction. It will often be extremely challenging to use only agents with no pos-
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sibility of drug interactions. One such difficult situation is the management of patients
with advanced HIV disease, for which patients are often receiving multiple antimicro-
bial and non-antimicrobial agents for treatment of the HIV infection as well as treat-
ment or prevention of associated opportunistic infections. In such cases, the relative
risks of drug use must be weighed vs the relative benefits to be gained. Risk-vs-benefit
considerations regarding the use of potentially interacting drugs should be carefully
contemplated when initiating or continuing any agent. Often, the relative risks and ben-
efits to the patient will be clear based on the indication for antimicrobial use, other
underlying disease states, and existing data regarding the probable significance of the
drug interaction in question. In many other cases, however, the decision regarding rela-
tive risks and benefits will be quite subjective and based primarily on the clinical exper-
tise and previous clinical experience of the practitioner. Again, the key to making such
decisions is for practitioners to possess a thorough understanding of the drugs they are
using and to exercise common sense when making management decisions.

The most effective way to avoid significant drug interactions is obviously to com-
pletely avoid the use of drugs that are likely to be involved in such interactions in a
specific patient. This requires that drugs be prospectively evaluated for potentially sig-
nificant interactions as they are initially selected for use and prior to actual administra-
tion to the patient. Because it is often the case that drug therapy has already been
initiated prior to the practitioner becoming involved in management of the patient, it is
also important to be able to evaluate preexisting drug regimens for potentially impor-
tant interactions before they become clinically significant. In either scenario, the goal
is to prospectively evaluate the potential for interactions to make appropriate decisions
regarding drug management rather than reacting to an adverse interaction after it has
already occurred.

Finally, it must be noted that most literature, indeed, including this chapter, usually
considers drug interactions from the perspective of creating potential for doing the
patient harm. However, it would certainly be inaccurate to characterize all drug inter-
actions as negative. Situations also exist in which drug interactions are advantageous
for improving pharmacokinetic profiles and enhancing the potential therapeutic effi-
cacy of antimicrobial agents.

A classic example of a beneficial drug interaction is the concomitant use of pro-
benecid with penicillin G or amoxicillin in the treatment of syphilis. By decreasing the
renal tubular secretion of the penicillins, probenecid helps maintain these drugs at tre-
ponemicidal concentrations over longer periods of time than would otherwise be
possible given their short elimination half-lives (1). Another common example is the
use of “boosted” protease inhibitor regimens such as the concomitant use of ritonavir
and saquinavir, in which inhibition of cytochrome P450 (CYP) 3A4 by ritonavir results
in decreased saquinavir metabolism, significantly increased saquinavir exposure, and
enhanced therapeutic efficacy of this protease inhibitor combination (2).

A thorough knowledge of the pharmacology and pharmacokinetics of antimicrobial
agents and potentially interacting drugs may allow creative clinicians to utilize drug
interactions to achieve beneficial therapeutic results rather than putting patients at risk
for negative outcomes. Although this chapter focuses on circumventing negative inter-
actions, the potential for beneficial drug interactions must also be recognized and may
often be equally as clinically significant as negative interactions.
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Table 1
Strategies for Avoiding Adverse Drug Interactions When Selecting Agents for Use

• Obtain detailed patient medication histories prior to selecting antimicrobial therapy
• Do not add a drug with interaction potential if not necessary
• If possible, delay initiation of potentially interacting drugs until after antimicrobial treatment

course is completed
• Consider concomitant disease states, particularly organ dysfunction
• Select drug classes and specific agents with the least potential for known interactions
• When possible, avoid agents associated with serious adverse effects or toxicities
• Avoid concurrent administration of agents with overlapping adverse effect profiles
• Use the smallest effective drug doses
• Do not overestimate the ability of patients to adhere to recommended dosing schedules

STRATEGIES FOR AVOIDING DRUG INTERACTIONS
WHEN SELECTING AGENTS FOR USE

As previously stated, the most effective way to avoid significant drug interactions
is to completely avoid the use of drugs that are likely to be involved in such interac-
tions in a specific patient. In addition to choosing antimicrobial agents for use in
patients already receiving other drugs, practitioners are frequently choosing agents
for treatment of noninfectious problems in patients already receiving antimicrobials
for some indication. In either case, there are a number of considerations that should
be taken into account to minimize the potential for, or clinical significance of, drug
interactions involving antimicrobials; these are listed in Table 1. Many of these con-
siderations are relatively straightforward and dictated by common sense and clinical
experience as much as by any drug-specific data.

Obtain Detailed Patient Medication Histories
Prior to Selecting Antimicrobial Therapy

Clinicians must be fully aware of medications used by a patient before potential
drug–drug interactions can be considered and appropriate antimicrobial agents selected.
Detailed medication histories, including both prescription and nonprescription medi-
cations, should therefore be carefully obtained from all patients. Although most thera-
peutically significant drug–drug interactions involve prescription medications, a
number of common over-the-counter drugs have also been demonstrated to cause
potentially significant drug–drug interactions with various classes of antimicrobials.
Such nonprescription medications include antacids, histamine2-receptor antagonists,
and multivitamin preparations that include zinc or iron (2–9). Information regarding
drug–drug interactions involving herbal preparations and natural products is currently
scarce. However, certain compounds, such as St. John’s wort (10), are known to have
the potential to cause significant interactions, and additional such products are likely to
be identified in the future.

Medication histories must therefore be thorough, and clinicians should remember to
ask patients regarding both prescription and nonprescription drugs as well as use of
natural products. Such detailed medication histories are important for inpatients and
outpatients alike.
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Do Not Add a Drug With Interaction Potential If Not Necessary

Although this point appears to be self-evident, it is not unusual for patients to be
initiated on drug therapy for poorly understood or poorly justified indications. An
attempt must always be made to differentiate between necessary and unnecessary con-
comitant medications. If a drug is not clearly indicated, it should not be used if poten-
tially significant drug interactions exist.

If Possible, Delay Initiation of Other Drugs With Interaction Potential
Occasionally, patients receiving antimicrobials for treatment of an acute infection

will also need to begin additional drug therapy for some other indication. Because the
antimicrobial is administered for some brief and well-defined duration of therapy, it is
often possible to delay initiation of another potentially interacting agent until the course
of antimicrobial therapy has been completed. This may occur not only in hospitalized
patients who are prepared for discharge but also in ambulatory settings as well.

Examples of such situations may include initiation of benzodiazepine therapy in
patients receiving CYP inhibitors such as macrolides or azole antifungals; initiation of
carbamazepine for headache or neuropathic disorders in patients receiving agents such
as macrolides or azole antifungals; or initiation of theophylline for chronic manage-
ment of uncontrolled chronic obstructive pulmonary disease in patients receiving cer-
tain fluoroquinolones for treatment of an acute exacerbation of bronchitis. When such
situations arise, it is often possible to delay initiation of other potentially interacting
drugs until after the course of antimicrobial therapy has been completed without plac-
ing patients at undue risk or inconvenience.

Consider Concomitant Disease States, Particularly Organ Dysfunction
Practitioners must be aware of concomitant disease states or conditions that may

affect the safe use of antimicrobials. Conditions associated with decreased renal or
hepatic function may have important effects on the potential for adverse drug interac-
tions, including both pharmacokinetic and pharmacodynamic interactions. Use of
agents such as aminoglycosides, amphotericin B, or foscarnet in patients with underly-
ing renal dysfunction increases the risk of antimicrobial-induced nephrotoxicity and
would increase the potential for pharmacokinetic alterations of other concomitantly
administered agents that are renally eliminated (2,3,11,12). Patients with significant
liver disease or other conditions associated with hypoalbuminemia may be predisposed
to interactions involving decreased binding of drugs to albumin-binding sites.

Pharmacodynamic interactions may also be of special concern in patients with organ
dysfunction, particularly those interactions associated with overlapping adverse effect
profiles of concomitantly administered drugs. Pharmacokinetic alterations in drug
metabolism or elimination caused by organ dysfunction may lead to increased concen-
trations of concurrently administered drugs and thus perhaps predispose patients to
pharmacodynamic interactions that would otherwise be relatively minor. Important
examples of such interactions include use of ganciclovir and trimethoprim/
sulfamethoxazole in patients with renal insufficiency (increased potential for bone
marrow suppression) (11) or combined use of nucleoside reverse transcriptase inhibi-
tors, which is associated with peripheral neuropathy in patients with hepatic or renal
disease (2).
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Although many of the potential drug interactions in the examples above would be
present in patients with normal organ function as well, the risk of significant interac-
tions is often increased in patients with preexisting diseases. The risk of adverse drug
interactions in patients with organ dysfunction may often be reduced by modification
of dosage regimens to allow for pharmacokinetic alterations; however, data regarding
appropriate dosage modifications are sometimes unavailable (13). Alternatively, anti-
microbials should be selected based on known pharmacokinetic and pharmacodynamic
properties to minimize the potential impact of preexisting diseases on adverse drug
interactions.

Select Drugs With the Least Potential for Known or Predictable Interactions

Once the need for treatment has been established, preexisting patient factors have
been evaluated, and other concomitant medications have been considered, agents with
the least known or theoretical potential for significant drug interactions should be
selected. Again, this particular strategy seems rather obvious. However, several spe-
cific aspects are worth reiterating.

Antimicrobial agents are often selected first on the basis of the desired antimicrobial
class to be used, after which a specific agent within the class is selected based on
differences in antimicrobial spectrum, pharmacokinetics, adverse effect profiles, cost,
compliance issues, formulary considerations, and so on. Practitioners must initially
consider whether certain classes of antimicrobials should be avoided in a particular
patient (e.g., fluoroquinolones in a patient on chronic antacid therapy for gastroesoph-
ageal reflux disease or sulfonamides in a patient receiving warfarin for chronic atrial
fibrillation).

After the decision to use a certain class of antimicrobials has been made, the practi-
tioner should then consider whether there are any differences between specific agents
within the class in terms of potentially significant drug interactions. If a macrolide-
type drug is to be used, azithromycin may be a better choice than erythromycin or
clarithromycin based on concurrent medications or other risk factors for significant
drug interactions (14,15). Specific fluoroquinolones also differ from each other in their
potential for CYP-mediated drug interactions; thus, levofloxacin or gatifloxacin may
be better choices than ciprofloxacin in patients receiving drugs such as theophylline or
warfarin (4,16–19). Because not all agents within the same antimicrobial class neces-
sarily share the same potential for significant interactions, appropriate selection of a
specific agent within a class must include considerations of differences in pharmacoki-
netics, degree of CYP inhibition or induction, and so on.

Differences in in vitro activity among specific agents within an antimicrobial class
should also be considered when evaluating the potential for significant drug interac-
tions. For example, in the treatment of Staphylococcus aureus infection, inadvertent
coadministration of calcium carbonate and the resultant 50% decrease in absorption of
fluoroquinolones may be less clinically significant for moxifloxacin than for cipro-
floxacin because of moxifloxacin’s significantly greater in vitro staphylococcal activ-
ity and lower minimum inhibitory concentrations (MICs) for staphylococci (20).

In summary, differences among antimicrobial classes as well as among specific
agents within each class must be considered when selecting drugs to avoid or minimize
the potential for significant drug interaction.
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When Possible, Avoid Drugs Associated
With Serious Adverse Effects or Toxicities

General principles of appropriate drug selection dictate that agents with serious
adverse effect potential should be avoided when possible. From the perspective of
avoiding or minimizing drug interactions, practitioners should remember that neither
the occurrence nor the magnitude of drug interactions is always known or accurately
predicted. Therefore, antimicrobials with potential for causing toxicities should be
avoided when possible to minimize the potential severity of unpredictable drug inter-
actions and resulting increased drug exposure should they occur.

Avoid Concurrent Administration of Drugs
With Overlapping Adverse  Effect Profiles

When prospectively designing or modifying drug regimens, attention should be
given to avoiding the use of agents with overlapping adverse effect profiles. Well-
documented examples of important pharmacodynamic interactions include increased
incidence of neutropenia with concurrent administration of zidovudine and ganciclovir,
trimethoprim/sulfamethoxazole, sulfadiazine, or interferon-α (21–23). As noted,
patients with acute illnesses or organ system dysfunction may be more predisposed to
the occurrence of certain additive or synergistic toxicities. Adverse pharmacodynamic
interactions are often unpredictable and are best avoided or minimized by not provid-
ing opportunities for such interactions to occur.

Use the Smallest Effective Drug Doses

Many drugs, antimicrobials as well as non-antimicrobials, are associated with dose-
and concentration-dependent toxicities. The severity and clinical significance of drug
interactions, particularly pharmacokinetic interactions associated with decreased
metabolism and increased concentrations of the affected drugs, are often closely related
to the relative increase in drug concentrations above normally observed ranges. One
strategy to minimize the significance of potential drug interactions is therefore to reduce
this relative increase in drug concentrations and thus avoid the concentration-related
toxicities that result. This can be accomplished by using the smallest effective doses
and lowest effective concentrations for drugs that may potentially be involved in drug
interactions.

The occurrence and magnitude of drug interactions are not always predictable, and
some potential drug interactions may not be readily avoidable because of the nature of
the disease states involved and necessity for use of other concomitant medications.
However, using the smallest possible doses may minimize the severity of the interac-
tions should they occur.

Do Not Overestimate the Ability of Patients
to Adhere to Recommended Dosing Schedules

Many well-recognized pharmacokinetic drug interactions are related to decreased
absorption of medications because of chelation or pH-dependent mechanisms in the
gastrointestinal tract. Studies have clearly demonstrated that spacing the administra-
tion of medications at least 1–2 hours apart minimizes many of these significant
absorption-related drug interactions; examples include decreased bioavailability of
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fluoroquinolones caused by antacids, sucralfate, and didanosine; decreased
bioavailability of ketoconazole and itraconazole caused by antacids, didanosine, and
gastric acid-suppressive agents; and decreased bioavailability of indinavir caused by
didanosine (24–34).

Although it is possible to minimize these interactions by proper spacing of medica-
tions, practitioners should not rely on the abilities of patients to adhere properly to very
detailed and specific administration schedules. This is particularly true when the anti-
microbials are used for the treatment of moderate-to-severe infections or those infec-
tions caused by difficult pathogens such as Pseudomonas aeruginosa or fungi; in these
situations, patient nonadherence may result in therapeutic failure or development of
antimicrobial resistance.

Proper spacing of medications in the treatment of HIV-infected patients may also be
problematic because of the sheer number of drugs involved and the association of both
nonadherence and low serum concentrations of antiretroviral agents with viral response
to therapy (35–40); the use of newer medications that require only once- or twice-daily
administration has eased this difficulty to some extent but not overcome it. Concomi-
tant administration of medications shown to result in significant drug interactions
should be avoided whenever possible, despite the fact that such interactions can per-
haps be prevented by manipulation of administration techniques or schedules.

STRATEGIES FOR EVALUATING PREEXISTING DRUG
REGIMENS FOR POTENTIAL DRUG INTERACTIONS

As previously stated, the most effective way to avoid significant drug interactions is
to completely avoid the use of drugs that are likely to be involved in such interactions
in a specific patient. However, practitioners often become involved in the management
of patients after the selection and initiation of drug therapy has already occurred. It is
therefore vital that practitioners are also able to evaluate these preexisting drug regi-
mens prospectively for potentially important interactions before they become clini-
cally significant (e.g., before the patient starts exhibiting signs or symptoms of
toxicities).

Comprehensive knowledge of the pharmacokinetics and pharmacodynamics of anti-
microbial agents, as well as knowledge of significant drug interactions associated with
each, is the most reliable method of detecting and managing drug interactions. How-
ever, as the number of antimicrobial agents continues to increase and the number of
documented or presumed drug interactions continues to expand, it becomes ever more
difficult for practitioners to keep personal knowledge bases comprehensive and com-
plete. Practitioners must therefore develop methods for quickly evaluating multidrug
regimens for potential drug interactions. To do this, there are a number of consider-
ations that should be taken into account to recognize the potential for significant drug
interactions involving antimicrobials. Again, many of these considerations are rela-
tively straightforward and dictated by common sense and clinical experience as much
as by drug-specific data.

As previously discussed, a number of nonprescription drugs and natural products
are capable of causing clinically significant drug interactions. Clinicians must be care-
ful to consider such nonprescription drug use as well as prescription medications when
evaluating preexisting drug regimens.
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Table 2
Clues That Should Prompt Careful Evaluation
of Preexisting Drug Regimens for Potential Drug Interactions

• Drugs with well-documented drug interaction potential

• Drugs with known, relatively narrow therapeutic ranges

• Drugs with well-described pharmacodynamic determinants of efficacy or toxicity

• Drugs associated with serious adverse effects or toxicities

• Presence of extensive medication profiles in patients who cannot be easily monitored for drug
efficacy and toxicity

The following section presents a number of drug and patient characteristics that,
when observed, should alert practitioners to closely scrutinize the complete drug regi-
men for potentially significant interactions. These clues signaling the need for careful
evaluation of regimens are listed in Table 2. One very basic rule that should be remem-
bered when evaluating drug regimens for interactions is this: Any drug in the regimen
that is unnecessary or of questionable benefit should be discontinued. Drugs that the
patient does not take will not interact with any other drug.

Drugs With Well-Documented Drug Interaction Potential

The presence of antimicrobials such as erythromycin, clarithromycin, tetracyclines,
fluoroquinolones, metronidazole, sulfonamides, azole-type antifungals (particularly
itraconazole and voriconazole), rifamycins, nucleoside or nonnucleoside reverse tran-
scriptase inhibitors, and protease inhibitors should immediately alert practitioners to
the need to evaluate the complete drug regimen for potentially significant drug interac-
tions. These agents have been well documented to be involved in a number of pharma-
cokinetic or pharmacodynamic drug interactions that have resulted in therapeutic failure
because of lack of efficacy or drug toxicities of these or concomitantly administered
drugs. The presence of certain non-antimicrobials should also immediately prompt
practitioners to evaluate regimens thoroughly for potential drug interactions with anti-
microbials; these include drugs such as warfarin, digoxin, theophylline, phenytoin, car-
bamazepine, phenobarbital, antiarrhythmic agents, immunosuppressant agents (e.g.,
cyclosporine, mycophenolate, sirolimus), antacids, sucralfate, and tricyclic antidepres-
sants. Drug interactions involving the aforementioned antimicrobial and non-antimi-
crobial agents have been reasonably well characterized and should be readily
recognizable to experienced practitioners in nearly every area of clinical practice.

Drugs With Known, Relatively Narrow Therapeutic Ranges

Drugs such as warfarin, digoxin, theophylline, phenytoin, carbamazepine, and cyclo-
sporine are known to possess relatively narrow therapeutic ranges that are associated
with efficacy or toxicity. These agents are also well known to be involved in adverse
interactions with antimicrobial agents. The presence of these types of drugs should
therefore prompt practitioners to examine the complete drug regimen carefully for po-
tentially significant interactions. Fortunately, most of these agents are capable of being
monitored by measured plasma drug concentrations or laboratory measures of pharma-
cological effect (e.g., warfarin), and suspected interactions may be rapidly evaluated.
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However, the effects of these drugs on concomitant antimicrobial therapy may not be
as easily assessed; the first sign of adverse drug interactions involving antimicrobials is
often therapeutic failure in the treatment of the infection.

Drugs With Well-Described Pharmacodynamic
Determinants of Efficacy or Toxicity

The pharmacodynamic determinants of therapeutic efficacy or toxicity have not yet
been well described for many antimicrobials. For agents such as the penicillins and
cephalosporins, pharmacodynamic properties (e.g., time during which concentrations
are above the MIC) have been well associated with bactericidal effects and therapeutic
efficacy (41); however, these drugs are relatively free of clinically significant interac-
tions, and failure to achieve optimal plasma concentrations is usually attributed to
underdosing or high MICs of difficult pathogens rather than to adverse drug interactions.

There are certain antimicrobials for which the pharmacodynamics have been rea-
sonably well described and that are subject to clinically significant drug interactions.
The bactericidal efficacy of the fluoroquinolones, for example, is related to achieving
favorable peak plasma concentration-to-MIC ratios (Cmax :MIC ratio) or ratios of the
favorable area under the plasma concentration–time curve (AUC) to MIC (AUC:MIC
ratio) (41–44). Therapeutic efficacy of the protease inhibitors has been related to the
minimum plasma concentration Cmin of the drugs in plasma; risk of selecting resistant
strains of HIV has also been related to low protease inhibitor Cmin during therapy
(36,45–47). Both the fluoroquinolones and the protease inhibitors have been associ-
ated with a multitude of drug interactions that have the potential for adversely affecting
plasma concentrations and thus adversely affecting pharmacodynamic determinants of
efficacy; practitioners should be alert to the possibilities of potential drug interactions
when these agents are part of multidrug regimens.

Drugs Associated With Severe Toxicities

Antimicrobials such as amphotericin B, ganciclovir, foscarnet, high-dose trimetho-
prim/sulfamethoxazole, pentamidine, and zidovudine are frequently associated with
severe toxicities and should prompt careful review of drug regimens for potential
interactions. Non-antimicrobials such as warfarin, digoxin, carbamazepine, antiarrhyth-
mic agents, cyclosporine and other immunosuppressants, and chemotherapeutic agents
are also associated with severe toxicities as a result of drug interactions, and regimens
that include such agents should be carefully evaluated. The presence of overlapping
adverse effect profiles and potential for additive or synergistic toxicities should also
always be carefully evaluated.

Presence of Extensive Medication Profiles
in Patients Who Cannot Be Easily Monitored

Particularly in the outpatient setting, the presence of extensive drug regimens should
serve as a signal that the practitioner must carefully assess the regimen for potential
drug interactions. Many patients are seen as outpatients and returned home with mini-
mal or no follow-up after additions or modifications to their drug regimens have
occurred. Individuals treated as inpatients may also be discharged from the hospital
shortly after changes to their medication regimens have been made and before poten-
tial interactions can be fully assessed. Without the ability to provide careful follow-up
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and monitoring for drug interactions, any interactions that occur may lead to severe
toxicities, premature discontinuation of medication because of adverse effects, or
unsuccessfully treated disease states that may reappear in the future with more severe
and previously preventable complications. The inability to ensure adequate follow-up
necessitates a thorough evaluation of medication regimens for possible interactions
before the patient leaves the clinic.

OTHER CONSIDERATIONS FOR CIRCUMVENTING
OR MINIMIZING DRUG INTERACTIONS

Unfortunately, the majority of antimicrobials and non-antimicrobials alike are not
routinely monitored by plasma concentration determinations, and there are no readily
available laboratory measures of pharmacological effect (e.g., international normal-
ized ratio for warfarin). Practitioners must thus be alert to the possibility of drug inter-
actions that are not easily observed until the patient’s disease state fails to improve or
evidence of toxicities develops. This is particularly true in the treatment of infectious
diseases; the first sign that an adverse drug interaction has occurred may be when the
pathogen develops resistance to agents to which it was previously susceptible, or when
a patient with HIV infection returns to the clinic with a significantly decreased CD4+

lymphocyte count and evidence of significant disease progression. Good clinical skills
and conscientious patient monitoring and follow-up are usually the best tools for
detecting and minimizing drug interactions as they occur.

In this regard, as previously discussed, patients treated in acute care or other inpa-
tient settings may be at less risk for significant drug interactions than those treated as
outpatients. Patients treated in inpatient settings have more closely supervised medical
care, often have extensive and frequent laboratory testing performed, and are often
under the watchful eye of a number of various health care professionals during their
hospital stay. As a result, drug interactions occurring in this setting are often detected
at an earlier point in time before serious complications have occurred and are able to be
managed more effectively. Conversely, patients treated in various outpatient settings
often go for long periods of time between follow-up visits and are at higher risk for
more severe complications caused by any drug interactions that may occur. As a result,
patients for whom follow-up is sporadic or scheduled at relatively long intervals must
have their medications carefully scrutinized for any potentially significant interactions
before they are released under their own supervision.

It should also be particularly noted that many patients treated as outpatients may be
receiving drug prescriptions from more than one health care provider and may have
their prescriptions filled at more than one pharmacy. As a result, drugs with potentially
significant interactions may unknowingly be simultaneously prescribed by separate
practitioners; these potential drug interactions may then go undetected because of the
unavailability of complete medication profiles. Patients evaluated in the outpatient set-
ting should be specifically asked whether they are seen by more than one health care
provider and whether their prescriptions are filled at more than one pharmacy. Patients
should be encouraged to use only one pharmacy for all prescriptions to avoid this
potentially dangerous situation.

Finally, the importance of good patient education and counseling cannot be too
strongly emphasized. Patients whose medical care is not closely supervised and moni-
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tored on a regular basis require more complete education regarding the purpose of their
medications, any special instructions for drug administration or scheduling of doses,
and signs and symptoms that may be early indicators of significant drug interactions.
The last should consist of appropriate education regarding the expected time-course of
improvement of their diseases state (including resolution of infections) and signs of
potential drug toxicity. Patients should be given sufficient information to appropriately
evaluate for both obvious treatment failure and any possibly drug-related toxicities,
which may be indicative of potential drug interactions.

RESOURCES FOR CLINICIANS

A number of excellent resources are available to assist the clinician in identifying
and managing potential drug interactions (Table 3). These references include general
drug interaction compendia as well as resources dedicated to specific types of interac-
tions (e.g., drug–food interactions). Several references for information regarding inter-
actions with natural products and alternative medicines are also now available. In
addition to printed literature and textbooks of various types, several Internet Web sites
are also available or currently under development. The clinician must bear in mind that
these reference sources may lag behind new drug development and often do not include
recently approved agents. These references also often include only those interactions
that have been specifically studied and for which documenting literature is available.

Table 3
Useful Drug Interaction Resources for Clinicians

Drug Topics Red Book 2004. Montvale, NJ: Medical Economics Company, 2004
(drug–food, drug–alcohol, and drug–tobacco interactions)

Hansten PD, Horn JR. Drug Interactions: Analysis and Management.. St. Louis, MO:
Facts and Comparisons, 2004 (quarterly)

Pronsky ZM. Food–Medication Interactions. 13th ed. Birchrunville, PA:
Food-Medication Interactions, 2003

Stockley IH. Drug Interactions. 5th ed. London, England: Pharmaceutial Press, 1999

Tatro DS. Drug Interaction Facts. St. Louis, MO: Facts and Comparisons, 2004 (quarterly)

Tatro DS. Drug Interaction Facts: Herbal Supplements and Food. St. Louis, MO:
Facts and Comparisons, 2004 (quarterly)

Zucchero FJ, Hogan MJ, Sommer CD. Evaluations of Drug Interactions (EDI).
Vol. 1. St. Louis, MO: First Databank, 2001 (bimonthly)

Zucchero FJ, Hogan MJ, Sommer CD. Evaluations of Drug Interactions (EDI).
Vol. 2. St. Louis, MO: First Databank, 2001 (bimonthly)

Computer databases and Internet resources
• Micromedex Drugdex® System, Drug-REAX® System, and AltMed-REAX™

for the Professional, and Drug Interaction Tool for the Hand-Held PDA. Englewood, CO:
Micromedex

• http://www.medscape.com
• www.drkoop.com/drugstore/pharmacy/interactions-entry.asp
• http://www.hiv-druginteractions.org
• http://www.aidsinfo.nih.gov/guidelines
• http://www.hivatis.org
• http://www.foodmedinteractions.com
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Thus, interactions that are likely to occur based on agents possessing pharmacological
properties similar to other drugs known to cause interactions (e.g., CYP-mediated
interactions) but have yet to be proven are not always be included. Although these
resources are not always current or comprehensive, they are nevertheless useful in
supplementing the practitioner’s personal knowledge base and aiding in the assess-
ment of the potential clinical significance of interactions.

SUMMARY

Given the number of antimicrobials available for use, the complexity of treating cer-
tain types of infections, and the number of various medications used in certain patient
populations, the potential for clinically significant drug interactions is very high. Many
interactions are of minimal clinical importance and often ignored; other interactions
are associated with substantial risk of adverse pharmacokinetic or pharmacodynamic
interactions, resulting in decreased therapeutic efficacy, increased incidence of drug
toxicities, or potential for increased antimicrobial resistance. Thus, the ability to pre-
vent or minimize adverse drug interactions is of vital importance in optimizing the
appropriate and effective use of antimicrobials and enhancing patient outcome.

The key to avoiding or minimizing the significance of drug interactions is for prac-
titioners to possess a thorough understanding of the drugs they are most often using.
There is no effective substitute for adequate knowledge regarding potential interac-
tions and familiarity with the literature addressing the actual clinical importance of
these interactions. In the absence of specific data, familiarity with the pharmacokinetic
and pharmacodynamic characteristics of the particular agents may assist clinicians in
predicting the likelihood of possible interactions. Only after practitioners possess a
thorough knowledge of the specific agents can strategies for circumventing drug inter-
actions be effectively employed.

Risk-vs-benefit considerations regarding the use of potentially interacting drugs
should be contemplated when initiating or continuing any agent. Appropriate manage-
ment decisions are again based on a thorough understanding of the drugs used and the
exercise of some degree of common sense.

A number of strategies can be employed, and characteristics of patients or drugs
should be examined, which will facilitate the avoidance or minimization of significant
drug interactions. Drugs should be prospectively evaluated for potential interactions as
they are initially selected for use and prior to actual administration to the patient. A
number of “red flags” also exist that should prompt the evaluation of preexisting drug
regimens for potentially important interactions. In either scenario, the goal is to evalu-
ate the potential for interactions prospectively to make appropriate decisions regarding
drug management before problems resulting from drug interactions actually arise.

CASE STUDY 1

S.D. is a 39-year-old male who was diagnosed with HIV infection in 2001. His
illness has been complicated by failure of multiple antiretroviral regimens, severe
hypersensitivity reaction to abacavir, cryptococcal meningitis, and disseminated
Mycobacterium avium complex infection that has been slow to respond to medi-
cal management and multiple surgical resections. At the last clinic visit, his CD4
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lymphocyte count was 80 cells/mm3, and his HIV viral load was 89,300 RNA
copies/mL; all antiretroviral agents were stopped at that time pending the results
of viral phenotyping for drug susceptibility. He is now seen in clinic 2 weeks later
and is to be started on a susceptibility-guided antiretroviral drug regimen consist-
ing of 300 mg tenofovir once daily, 300 mg lamivudine once daily, 100 mg
ritonavir once daily, 300 mg atazanavir once daily, and 600 mg efavirenz once
daily at night. His other current medications are 160/800 mg trimethoprim/
sulfamethoxazole once daily, 500 mg clarithromycin twice daily, 1200 mg etham-
butol once daily, 150 mg rifabutin every other day, and 200 mg fluconazole every
other day.

This case illustrates the complexities of management of HIV infection and pro-
vides an example of a drug regimen containing numerous potential drug interac-
tions involving multiple classes of drugs. This case also provides examples of
taking advantage of certain drug interactions to counteract other potentially harm-
ful interactions and produce overall favorable pharmacokinetic and therapeutic
effects. Considering interactions between the various antiretroviral agents,
tenofovir has been shown to decrease the atazanavir AUC by approx 25% and
Cmin by approx 40% (46,48). These changes are enough to result in potentially
subtherapeutic concentrations of atazanavir. Conversely, however, ritonavir may
increase the atazanavir AUC by more than 300% and the Cmin by 1000% (49,50).
This “boosting” of atazanavir by ritonavir-induced inhibition of CYP3A4
enzymes is more than sufficient to overcome the effects of concomitant tenofovir
use and allows atazanavir to be used in safe and convenient low, once-daily doses.
The AUC of tenofovir may be increased approx 25% by atazanavir, but this inter-
action is not felt to be significant (46). Ritonavir’s CYP3A4 inhibition also
increases the AUC of efavirenz by approx 20% (46); the inhibition of CYP2C9 or
CYP2C19 pathways by efavirenz likewise results in a 20% increase in the AUC
of ritonavir (50,51).

This patient is also receiving multiple medications for treatment or prevention
of opportunistic infections, and several potential drug interactions involving these
drugs are present. Ritonavir increases the plasma AUC of rifabutin approximately
fourfold and can result in increased rifabutin-induced toxicities (52); reduction of
the rifabutin dose is therefore recommended (53). Although rifabutin is an inducer
of CYP3A4, the interaction with ritonavir is not sufficient to require an increase
in ritonavir dosage (53). Similar to ritonavir, atazanavir also increases the AUC
of rifabutin by approx 250% (46,48); however, efavirenz decreases rifabutin’s
AUC by approx 35% (46,50,51,54). Mixed effects may also be seen on the plasma
concentrations of clarithromycin as a result of interactions with antiretrovirals.
The AUC of clarithromycin is increased approx 75% by ritonavir and 95% by
atazanavir; concomitant use of efavirenz results in a 40% decreased clari-
thromycin AUC (46,55). Rifabutin can also substantially decrease concentrations
of clarithromycin (56). The overall effects on clarithromycin pharmacokinetics
as a result of these interactions probably do not necessitate changes in
clarithromycin dosing in patients with normal renal function (55). Finally,
fluconazole can inhibit CYP3A4 and increase the AUC of rifabutin by up to 75%
(57). This potential interaction must also be considered along with those caused
by the antiretroviral drugs that affect the pharmacokinetics of rifabutin.
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These numerous potential interactions involving both increased or decreased
concentrations of multiple drugs must all be carefully evaluated by clinicians
involved in the management of such patients. Although the use of fewer drugs
with decreased potential for significant drug interactions would have been desir-
able, the choice of drugs in this patient was dictated by clinical circumstances and
allowed little flexibility in the design of the total drug regimen. The drugs in
S.D.’s regimen appear to be dosed appropriately in consideration of the types and
magnitudes of the various interactions. However, close monitoring of S.D. for
response to therapy and clinically important toxicities will obviously be required.

CASE STUDY 2

T. R. is a 44-year-old female with a past medical history significant for severe
gastroesophageal reflux disease (GERD) and recurrent urinary tract infection
(UTI). Her current medications include 40 mg omeprazole orally twice daily,
multivitamin with iron orally once daily, and 1–2 tablespoons aluminum hydrox-
ide/magnesium hydroxide antacid every 2 hours as needed for breakthrough acid
reflux symptoms. She was last treated for a UTI 5 weeks ago and received a 10-day
course of amoxicillin/clavulanate at that time.

She is now seen in the internal medicine clinic complaining of cough, fever,
fatigue, and anorexia. Physical examination reveals a temperature of 38.8°C, heart
rate of 95 beats/minute, and respiratory rate of 26 breaths/minute; blood pressure
is within normal limits. A chest radiograph performed in the clinic reveals a
middle right lobe infiltrate, and the diagnosis of community-acquired pneumonia
is made based on clinical and radiographic findings. She is judged to be moder-
ately ill and is to be treated as an outpatient. What antimicrobial regimen should
be selected for treatment of T. R.’s pneumonia?

Current guidelines for treatment of community-acquired pneumonia recom-
mend that macrolides and doxycycline are the preferred agents in patients with-
out significant comorbidities who are to be treated as outpatients (58,59).
However, T. R.’s recent course of antibiotic therapy may put her at increased
risk of infection with drug-resistant strains of Streptococcus pneumoniae. A treat-
ment regimen consisting of the combination of a β-lactam (amoxicillin or
amoxicillin/clavulanate) plus a macrolide or monotherapy with a fluoroquinolone
may therefore be preferred (59). The lack of any significant drug interactions
between β-lactams or macrolides and her other current medications would make
this regimen an attractive choice for treatment of her pneumonia. The fact that
she received amoxicillin/clavulanate for her most recent UTI, however, may per-
haps make a fluoroquinolone the clinically preferred therapy for her respiratory
tract infection.

Fluoroquinolones such as levofloxacin, gatifloxacin, and moxifloxacin would
be potentially appropriate choices in this patient because of favorable activity
against respiratory tract pathogens, including strains resistant to β-lactams, and
proven clinical efficacy in the treatment of community-acquired pneumonia.
These fluoroquinolones have been shown not to have any significant drug inter-
actions when administered concurrently with acid-suppressive agents such as his-
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tamine2-receptor antagonists and proton pump inhibitors (4,27,28,60–65). The
concomitant use of omeprazole and a fluoroquinolone should therefore not be of
concern in this patient. However, divalent cation-containing antacids have been
shown to decrease the bioavailability of fluoroquinolones by as much as 70 to
90% (4,27,60–63,65,66). T. R.’s use of antacids for relief of breakthrough GERD
symptoms therefore has the potential to cause a significant interaction with any
fluoroquinolone regimen, and concomitant use of these drugs would be contrain-
dicated.

Two potential options would still allow the use of fluoroquinolones for the
treatment of T. R.’s infection: either discontinue as-needed use of antacids for the
duration of antibiotic therapy or time the administration of the antacids so that
they are not administered within 2 hours before or 4–6 hours after taking the
fluoroquinolone (4,60,63,66). Whether one of these options would be appropriate
for T. R. would depend on her frequency of antacid use and her perceived ability
to adhere to a carefully timed administration schedule for her medications. If the
severity of her GERD and frequency of breakthrough symptoms is such that ant-
acid use cannot be temporarily discontinued for the duration of antibiotic therapy,
careful timing of drug administration becomes the necessary option. However, if
T. R. is not able to adhere to the required drug administration schedule, then
fluoroquinolone therapy may not be an appropriate option for T. R. despite the
clinical reasons for selecting a fluoroquinolone for treatment of her pneumonia.
The decision of whether to use a fluoroquinolone or return to a β-lactam-based
regimen is a decision that must be made by the clinician in concert with T. R.

Multivitamins with iron also pose a problem for the use of fluoroquinolones in
T. R. Similar to antacids, ferrous sulfate- and iron-containing multivitamins have
been demonstrated to decrease fluoroquinolone bioavailability by as much as
70% as a result of the formation of chelation complexes (4,61–63,67–69). Should
a fluoroquinolone be used by T. R., the best strategy to avoid an undesirable drug
interaction would be to discontinue multivitamin use for the duration of antibiotic
therapy.

Although a fluoroquinolone is perhaps the preferred antibiotic for this patient’s
pneumonia based on current recommendations, T. R.’s use of antacids for severe
GERD poses some difficulty because of the significant clinical consequences of
the potential drug interaction. Again, the decision whether to use a fluoro-
quinolone as would normally be recommended or alternatively to use a regimen
of β-lactam plus macrolide is a decision that must be made after consideration of
clinical risks and benefits as well as T. R.’s ability to adhere to potentially neces-
sary changes in her antacid use.
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Design and Data Analysis

of Drug Interaction Studies

David E. Nix and Keith Gallicano

STUDY RATIONALE

Drug interaction studies should be considered for drugs that are likely to be admin-
istered concomitantly to large numbers of patients. The drugs may be indicated for the
same disease process, and their use in combination is considered therapeutically ratio-
nal. Alternatively, the drugs may have different indications, but the two disease pro-
cesses occur frequently in the same population. Drugs involved in interactions are
divided into precipitant drugs (drugs that cause a change in the pharmacokinetics or
pharmacodynamics of another drug) and the object drug (drug affected by the precipi-
tant drug). A drug can act as a precipitant drug and an object drug at the same time
when two drugs affect each other during concomitant administration.

To study large numbers of potential interactions routinely for all drugs is not fea-
sible or desirable. Consequently, screening methods are required to identify drugs that
are likely to interact. A chemist who is knowledgeable about drug interactions affect-
ing gastrointestinal absorption may be able to identify potential interactions involv-
ing chelation, physical binding, or other incompatibility. Metabolism of object drugs
may be studied using in vitro cytochrome P450 (CYP) enzyme preparations to iden-
tify enzymes involved in the metabolism (1,2). Databases are available of drugs that
inhibit or induce various CYP subtypes. Once metabolism is determined to be a major
elimination pathway and the responsible enzyme subtypes are known, these databases
can be used to identify potentially interacting drugs (3). Preliminary interaction stud-
ies of substrates with metabolic inhibitors and inducers can be performed using the
same in vitro enzyme preparations as those used to determine metabolic pathways of
substrates (2,4). Similar methods have been adapted to investigate drug interactions
involving intestinal metabolism and drug transport (5–7).

Interactions involving protein-binding displacement are not usually clinically sig-
nificant. However, protein-binding interactions should be examined for drugs that
(1) exhibit high binding to plasma proteins (>95%); (2) have a narrow therapeutic
index; (3) occupy most of the available plasma protein-binding sites at clinically
relevant concentrations; and (4) have a small volume of distribution (<10 L/70 kg),



484 Nix and Gallicano

are restrictively cleared by the major organ of elimination (e.g., low hepatic clear-
ance) or are nonrestrictively cleared (e.g., high renal clearance), and are adminis-
tered parenterally (8,9). Preliminary protein-binding studies can be carried out in
vitro, recognizing that metabolites may contribute to protein displacement interac-
tions. Interactions involving renal clearance changes may be expected for drugs that
rely heavily on renal excretion for their elimination. For these drugs, the presence of
significant tubular secretion or reabsorption suggests possible interactions. Pharma-
codynamic interactions should be suspected for drugs that have similar pharmaco-
logical or toxicological effects.

STUDY DESIGN: GENERAL ISSUES

Current regulatory guidances provide some insight into designs for in vivo drug
interaction studies (10,11). These guidances recommend three designs: (1) randomized
crossover, (2) one-sequence crossover, or (3) parallel. A position paper by the Pharma-
ceutical Research and Manufacturers of America Drug Metabolism and Clinical Phar-
macology Technical Working Groups has defined a minimal best practice for in vitro
and in vivo pharmacokinetic drug–drug interaction studies targeted to drug develop-
ment, with the goal of harmonizing approaches by regulatory agencies and industry
sponsors (12).

Drug interaction studies involve the measurement of pharmacokinetics or a specific
pharmacodynamic effect in the presence and absence of a precipitant drug. Such stud-
ies typically employ a within-subject design in which individuals receive both treat-
ments in either fixed or random order. A fixed-order design denotes a longitudinal or
one-sequence crossover study in which the treatments are administered sequentially
over two or more time periods, and all participants are grouped into a single sequence.
Longitudinal studies are often conducted in patients who are receiving long-term
therapy of the object drug or taking drugs with long elimination half-lives (>72 hours).
A two-period, longitudinal study involves the administration of the object drug alone
followed by measurement of the pharmacokinetics or effect parameter(s) over time in
Period 1. A washout period may or may not be necessary. Then, the object and sus-
pected precipitant drugs are concomitantly administered simultaneously or at different
times in Period 2. Measurements of the pharmacokinetics or effect parameters are
performed following administration of the combination treatment. In the longitudinal
design, potential period effects are merged with the treatment effects. If a 30% change
in the clearance of the object drug is observed, the change may have been caused by
the precipitant drug or some other intercurrent event. Perhaps the food intake differed
between the two periods (treatment phases), or a portion of the subjects acquired a
mild viral infection between the two periods. If females are included as subjects, the
number of subjects in the luteal phase of the menstrual cycle may differ between the
two periods.

The study must be designed with full knowledge of the pharmacokinetics of both
drugs. If the study involves single doses of the object drug, then adequate washout of
the first dose must be allowed before starting the second treatment phase. For the con-
trol treatment, measuring serum concentrations or effect for at least 4–5 half-lives is
important. If reduced clearance is expected with the interaction, the sampling time may
need to be extended following concomitant treatment. If the study involves multiple-
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dose administration of the object drug, then the serum concentrations should reach
steady state during both periods, particularly if the object drug has time-dependent
pharmacokinetics, before assessing the pharmacokinetic or effect parameter(s).

The major advantage of a two-period, longitudinal design is that the potential for
carryover effect from prior administration of the precipitant drug is avoided. A
switchback design in which the object drug is replicated at least once after the precipi-
tant drug is discontinued is useful to determine the effects of starting and stopping a
metabolic inhibitor or inducer on the baseline characteristics of the object drug. Such a
design was used to establish the rebound-to-baseline pharmacokinetic parameters of
steady-state zidovudine at 14 days after rifampin was discontinued in Period 2 (13).

Administration of the treatments in random order signifies a crossover study. A
crossover design consists of a set of S sequences that describes the order in which all or
some of the T treatments are to be given to the subjects in P periods and are designated
as T, P, S designs, in which T, P, and S are greater than 1 (14). The order of the treat-
ments is randomized to the defined sequences, and the subjects are randomly assigned
to one of the sequences. Designs that have a single (fixed) sequence are sometimes
referred to as “crossover-like” but should be considered as a longitudinal study rather
than a crossover study because single sequences cannot be randomized.

There are two main types of crossover designs: nonreplicated and replicated.
Nonreplicated designs have the same number of treatments as periods, and the number
of sequences increases as the factorial of T (i.e., when T = 3, S = 6). Replicate designs
have more periods than treatments, such that at least one treatment is replicated within
a subject. Optimum designs are those that are balanced with equal numbers in each
sequence and balanced for carryover effects and variance for the given number of treat-
ments. A design that has each treatment followed by a different treatment the same
number of times is balanced for carryover. In a variance-balanced design, each treat-
ment appears the same number of times in each period. The presence of a carryover
effect is important to assess in drug interaction studies, and enough subjects in each
sequence are needed to allow testing of this effect.

The simplest nonreplicated crossover design is the 2, 2, 2 design. This design is the
most frequently used crossover design in drug interaction studies. Suppose Treatment
A involves giving the object drug alone, and Treatment B involves giving the object
drug with the precipitant drug. Subjects would receive the two treatments in one of two
sequences, AB or BA, in which Treatment A or B would be given during the first
period and then switched to the other treatment during the second period. Carryover
effects may be introduced for subjects receiving Treatment B (Sequence BA) in the
first period if drug exposures of the object drug are increased by the precipitant drug.
An adequate washout period must be planned between the two periods to prevent dif-
ferential carryover in the two sequences. This may sometimes be difficult if the dura-
tion of an “adequate” washout period is not known a priori. Carryover and sequence
effects, however, are confounded in the 2, 2, 2 design, and studies in which the two
treatments are replicated must be conducted for optimal evaluation of carryover effects.

When nonreplicated studies involve more than two periods, the number of sequences
should be carefully planned rather than testing all possible sequences. Usually, a subset
of sequences is chosen that defines a variance-balanced design. In a three-period, cross-
over pharmacokinetic study with Treatments A, B, and C, the six possible sequences
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ABC, ACB, BAC, BCA, CAB, and CBA must be included to maintain a carryover-
balanced design. If carryover is a concern when the object and precipitant drugs are
given together in Treatments B and C, then a large sample size may be required to
ensure an adequate number of subjects per sequence to test the carryover effect. A
three-period crossover design in which two drugs are given alone and together during
the three phases is often used to investigate bidirectional drug interactions. A four-
period crossover study would have 4! or 24 possible sequences. However, only four
sequences, ABCD, BDAC, CADB, and DCBA, are necessary for a variance- and cross-
over-balanced study.

There is considerable interest in replicate crossover designs for bioequivalence stud-
ies in which the test and reference treatments are administered each on two separate
occasions. This allows for assessment of intraindividual variability in systemic expo-
sure and estimation of carryover effects. The analysis of replicate designs considers
that some individuals may differ from the mean response and allows for the determi-
nation of “individual bioequivalence.” Optimal designs for carryover estimation of the
two treatments are AA, BB, AB, and BA for two-period designs; ABB and BAA for
three-period designs; and AABB, BBAA, ABBA, and BAAB for four-period designs
(14–17). Switchback designs, either ABA and BAB or ABAB and BABA, are pre-
ferred to estimate the intraindividual variability (14). Similar designs may be employed
for drug interaction studies because they increase the confidence that a drug interac-
tion detected is a true interaction and not an expression of intraindividual variability.

Replicate measurements may also be obtained in more traditional study designs. As
an example, the object drug may be administered as a multiple-dose regimen, and mea-
surements can be made during more than 1 day or dosing interval before changeover to
the next treatment. This was done in a randomized crossover study to investigate the
interaction between cimetidine and theophylline (18). Theophylline was administered
at a subject-specific dose (concentration controlled) for 23 days. Subjects received
Treatment 1 (cimetidine or placebo) on days 5–11, cimetidine/placebo washout on days
12–16, and Treatment 2 (cimetidine or placebo) on days 17–23. Cimetidine and pla-
cebo treatments were assigned by a randomized crossover allocation. The pharmacoki-
netics of theophylline was assessed on the first, fourth, and seventh days of each
treatment period. In the analysis, the data from the fourth and seventh days were treated
as replicate measurements of the effect at steady state. Because theophylline exhibits
large intersubject variability in clearance, doses were adjusted in a run-in phase to
provide similar mean steady-state concentrations before evaluating the interaction. This
example also shows how concentration control can be incorporated into the design of a
drug interaction study.

Randomization codes can be generated for crossover studies using a variety of
methods. One suggested method involves equally dividing the subjects into two to
four blocks. For example, a study planned for 16 subjects could be divided into four
blocks of 4 subjects each or two blocks of 8 subjects each. The number of subjects per
block and total sample size should be a multiple of the number of sequences planned.
A list of sequences needed (as described earlier in this section) is made, and the list is
repeated to provide one sequence entry (row) for each subject based on the planned
sample size. Random numbers are then assigned to each entry along with the block
label (1, 2, etc.). At this point, there will be three columns: block, sequence, and ran-
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dom number. The entries (rows) are sorted within each block in either ascending or
descending order, keeping the random numbers and sequence labels together. Finally,
subject numbers are added in sequential order (e.g., 01, 02, 03, etc.) in a new column.
This procedure will produce a random code that assigns each subject number to a
particular treatment sequence. The subject numbers are assigned to individual sub-
jects in the order that they were screened or accepted into the study.

A parallel design may be used for evaluating drug interactions. However, such
designs are less desirable, usually because the drug variability is greater between indi-
viduals than within individuals. A simple parallel design study consists of two groups
of subjects/patients, one group that is receiving the object drug and one that is receiv-
ing the object drug concomitantly with the suspected precipitant drug. Most studies of
this type are performed in patient populations who are receiving the drug or drugs
therapeutically. There may be problems with comparability of the two patient groups
in terms of pharmacokinetics of the object drug regardless of the precipitant drug. The
two groups may or may not be randomly selected. If random assignment is not used,
additional issues of bias must be considered. When studies of this type are necessary,
the use of population modeling is recommended for evaluating the presence or absence
of the interaction. An example of using population modeling to evaluate a drug interac-
tion involved imipramine and alprazolam (19). The parallel design may be advanta-
geous for drugs with long elimination half-lives in studies in which a long washout
period is impractical for a crossover design.

A placebo-controlled, parallel-group study can be conducted when possible inherent
group differences in a parallel design or time-dependent effects in a single-sequence
longitudinal design are a concern. Subjects in each group receive treatment on more
than one occasion, and treatment effects are adjusted for baseline values in the first
period of each treatment group. Alternatively, the mean treatment differences are esti-
mated within each group, and then these differences are compared between treatment
groups. A placebo-controlled, parallel-group design was used to show no clinically
significant effect of indinavir on the pharmacokinetics of voriconazole (20) and to dem-
onstrate that ritonavir inhibited the metabolism of rifabutin (21).

Drug interactions may be very complex. The mechanism of potential interaction is
important to hypothesize from in vitro studies, previous clinical and preclinical stud-
ies, and experience with other related drugs. Such knowledge is essential to planning a
good drug interaction study. Most studies are designed to evaluate the effect of a pre-
cipitant drug on an object drug. The precipitant drug may cause some physical or physi-
ological effect that alters the pharmacokinetics or pharmacodynamics of the object
drug. Several questions need to be posed about the precipitant drug in relation to devel-
oping the study methods. What are the doses and administration schedules that are
relevant to clinical practice? Is the interaction concentration dependent within the range
of clinically achievable concentrations? Does the interaction take time to develop (e.g.,
P450 induction)? What is the primary goal of the study (e.g., to find the maximum
potential interaction)? In limited circumstances, one may be interested in whether the
pharmacokinetics or pharmacodynamics of both drugs are affected by concomitant
administration.

Multiple dosing of the precipitant drug is often desirable. The object drug may be
administered as a single- or multiple-dose regimen designed to achieve steady state. A
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single dose may be appropriate when inhibition of elimination is suspected and safety
concerns are substantial. In such cases, unpredictable accumulation would be avoided.
One exception occurs when an object drug undergoes extensive first-pass metabolism,
and the precipitant drug inhibits this metabolism. Much greater systemic bioavailability
may result even with single-dose administration.

Concerns about multiple-dose studies are exemplified by a study of voriconazole
effects on cyclosporine pharmacokinetics. This study included renal transplant patients
receiving treatment with cyclosporine, which was continued throughout the study. Sub-
jects received voriconazole or placebo for 7.5 days (Period 1), underwent a washout
period of at least 4 days, then received the alternate treatment (voriconazole or pla-
cebo) for 7.5 days. Although 14 subjects were entered, only 7 completed the study, and
all 7 were withdrawn during the voriconazole treatment. Voriconazole resulted in a
mean 1.7-fold increase in cyclosporine exposure (22).

Although a multiple-dose regimen of the object drug may simulate clinical use and
provide greater applicability, safety would favor a single-dose study in healthy sub-
jects first. The addition of procedures to limit exposure to high concentrations during
the interaction phase for a follow-up multiple-dose study needs to be considered. For
example, the study could employ a dose reduction during the combination treatment.
More extensive knowledge of the potential study outcomes, frequent and careful clini-
cal monitoring, and perhaps real-time drug concentration monitoring may be necessary
when the object drug is administered in a multiple-dose regimen.

Drug interaction studies are most commonly performed in healthy volunteers.
Healthy subjects are easier to recruit, the investigators can better control concomitant
medications and activities, and study participation may be safer compared to patients
with target illnesses. There is no compelling reason why performing a pharmacokinetic
interaction study in healthy volunteers is less desirable than performing the study in a
target population likely to receive both drugs unless disease effects in the target popu-
lation influence the magnitude of interaction differently or safety considerations pre-
vent the use of healthy volunteers. The elderly are often cited as a group more
susceptible to drug interactions. This is true because elderly patients in general receive
more drugs, and interactions only occur when two or more drugs are given concur-
rently (23). In addition, geriatric patients may eliminate drugs more slowly and there-
fore achieve higher concentrations than young counterparts. Administering a dose
regimen to healthy volunteers that provides serum concentrations and systemic expo-
sure (area under the serum concentration–time curve, AUC) similar to those expected
in elderly patients may control the latter factor. The same is true for patients with organ
failure, who have reduced drug clearance. However, dose adjustments used for these
patients in clinical practice should also be considered.

Interaction studies that involve pharmacodynamic assessments may or may not be
best performed in the target population, depending on the nature of the pharmacody-
namic effect. Suppose an object drug reduces wheezing and acute bronchospasm and
increases forced expiratory volume in 1 second in patients with asthma. Administra-
tion of a precipitant drug in combination with the object drug leads to worsening of
symptoms and lowering the 1-second forced expiratory volume in asthma patients.
However, these effects are not seen in patients without asthma. Such an interaction
would need to be studied in the target population.
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One report of an interaction between a laxative polymer and digoxin found a phar-
macokinetic interaction consistent with a 30% decrease in digoxin absorption. The
concluding statement was “there was no consequence of this interaction on heart rate
and atrial ventricular conduction.” The study was conducted in healthy volunteers and
digoxin administration was not associated with changes in atrial ventricular conduc-
tion with or without the laxative administration. Although a small decrease in heart rate
was noted following digoxin dosing, the laxative did not alter the observed change
(24). This study demonstrated the importance of using relevant pharmacodynamic
parameters and the importance of the study population. The pharmacodynamic
parameter should be a validated surrogate marker and be sensitive to changes in
response. Had the study been conduced in patients with atrial fibrillation, changes may
have been more apparent. Discussions of specific issues relating to pharmacodynamic
drug interactions are beyond the scope of this chapter because the endpoint parameters
depend on the pharmacology of the specific drug class and the characteristics of the
parameter itself.

PHARMACOKINETIC INTERACTION STUDIES

Absorption

Drug interactions may involve absorption or other aspects of drug delivery. This
chapter does not address pharmaceutical or physicochemical interactions that occur in
vitro or ex vivo, such as incompatibility in intravenous admixtures or interactions that
occur within intravenous administration tubes. Drug interactions commonly occur with
drugs that are administered orally. Most of these interactions involve the effect of a
precipitant drug on gastric pH or physical interactions between the two drugs. If an
acidic environment in the stomach is required for optimal dissolution, reduced absorp-
tion in the presence of drugs that increase gastric pH may occur. The interaction
between acid suppressants (e.g., cimetidine or omeprazole) and ketoconazole or
itraconazole are classic examples of this type of interaction (25,26). Interaction stud-
ies should be performed for drugs that have greatly reduced solubility at neutral pH
compared to pH less than 3.0. One must be careful to provide sufficient doses of the
acid suppressant to increase gastric pH to above 6.0 during the absorption period (27).
Continuous monitoring of gastric pH is recommended to ensure that the target pH is
attained.

Many drugs bind or complex with other drugs, thereby preventing gastrointestinal
absorption. Examples of this type of interaction include those between tetracycline and
calcium carbonate, ciprofloxacin and aluminum antacids or iron products, and
norfloxacin and sucralfate (28–30). These interactions occur when both drugs are
present in the stomach and upper gastrointestinal tract at the same time. Maximum
interaction usually occurs when the precipitant drug is administered slightly before or
at the same time as the object drug (29). Although not well studied, differences in
gastric pH, gastric emptying time, and transintestinal secretion of drug may influence
the extent of these interactions.

Distribution

Drug distribution may be affected by drug interactions. However, many studies con-
clude differences in volume of distribution that represent artifact rather than true dif-
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ferences. Changes in volume of distribution should be examined using intravenous
dosing whenever possible. When oral administration is used, apparent changes in vol-
ume of distribution may represent changes in bioavailability. Comparisons should be
made using steady-state volume of distribution Vss only. Frequently Varea (also desig-
nated as Vz) is used for comparisons. However, this parameter is greatly affected by
changes in the terminal elimination rate constant for pharmacokinetic models more
complex than models involving monoexponential decay.

Steady-state volume of distribution may also be affected by experimental problems.
Suppose a drug is well described using a three-compartment model when administered
alone. The same drug is given after 10 days of rifampin treatment, and the clearance is
greatly enhanced. Drug concentrations are substantially lower following rifampin treat-
ment, and the profile is best described using a two-compartment model. Presumably,
the third exponential phase would remain present, but the concentrations may be unde-
tectable with the assay used. Vss is equal to mean residence time (AUMC/AUC) multi-
plied by systemic clearance (Cl) for an intravenous bolus dose, where AUMC is the
area under the first moment of the plasma concentration–time curve. Although AUC
would be decreased and Cl increased as a result of the interaction, these parameters
would be affected minimally by missing the third exponential phase. However, the
third exponential phase contributes a large portion of the total AUMC for the control
treatment. Excluding this phase following rifampin treatment will cause an apparent
decrease in the Vss. Thus, problems fitting the control and interaction phases to the
same model with equal reliability could result in apparent changes in Vss when no true
change occurred. Similar problems would occur with noncompartmental analysis, but
the problem would not be as apparent.

Examples of drug interactions affecting distribution include the interaction between
ceftriaxone and drugs that increase free fatty acid concentrations (e.g., heparin). Free
fatty acids displace ceftriaxone from protein binding (31). This interaction is generally
not clinically significant because the increased free fraction (microbiologically active
drug) results in no change in average steady-state unbound concentrations in plasma
even though renal clearance is increased. In general, for orally administered drugs that
are highly protein bound, protein displacement interactions may be clinically relevant
when the object drug has a narrow therapeutic range, a small volume of distribution
(<10 L/70 kg), and long elimination half-life (8,9).

Another potentially significant situation involves parenterally administered drugs
that exhibit a high extraction ratio. Here, nearly all of the drug that passes through the
organ is removed or metabolized, including both bound and unbound drug. Displace-
ment from protein binding will have no effect on the total clearance of the drug. How-
ever, the increased free fraction of drug may result in greater pharmacodynamic activity
while the precipitant drug is present. For the interaction to be significant, the object
drug must have a narrow therapeutic index so that the increase in free drug concentra-
tion will have toxicological significance. Overall, protein-binding displacement inter-
actions are rarely clinically significant.

Renal Excretion

Changes in renal excretion of drugs can be subdivided into filtration, secretion, and
reabsorption. Glomerular filtration of drugs is limited by protein binding, and only
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unbound drug is filtered. Drug interactions involving displacement of an object drug
from serum protein will result in transiently higher unbound serum concentrations and
lead to increased renal clearance for object drugs that have a low renal extraction ratio.
The clinical significance of protein-binding displacement is somewhat limited by the
compensatory increase in renal clearance. Lower total serum concentrations from
increased clearance may compensate for the increased free fraction.

Tubular secretion involves active transport of drugs from the serum to the tubular
lumen. Separate transport systems are present for acids and bases, but these transport
systems have a very low degree of specificity. Precipitant drugs may inhibit tubular
secretion, resulting in reduced renal clearance. Drugs that are extensively eliminated in
the urine and have significant tubular secretion (renal clearance of free drug greater
than 150% of glomerular filtration or high renal extraction ratio) are good candidates
for studying this interaction mechanism. The normal glomerular filtration rate (GFR)
is about 120 mL/minute, and the renal blood flow is approx 1100 mL/minute for a
70-kg adult. A drug can have a renal clearance approaching renal blood flow rate, as is
observed with para-aminohippuric acid owing to its extensive tubular secretion. The
partitioning of a drug into red blood cells and the ability to diffuse out of red blood
cells may also influence tubular secretion.

Probenecid is an example of a drug that inhibits tubular secretion by competing for
the transport system. Probenecid may be administered with certain β-lactam drugs to
prolong their elimination rate. The β-lactam agents most affected by this interaction
have a high ratio of renal clearance to GFR and rely on the kidney as their major clear-
ance organ. Before penicillin resistance was prevalent, a combination of probenecid
and high-dose amoxicillin was used to provide single-dose treatment for uncompli-
cated gonorrhea (32).

To assess drug interactions involving renal excretion, collection of both urine and
plasma (or serum) is required. A measure of the GFR before or during the study is
helpful to explore the mechanism of interaction. GFR can be determined by radiola-
beled 99mTc-diethylenetriamine pentaacetic acid clearance, 125I-iothalamate clearance,
inulin clearance, or creatinine clearance (with concurrent cimetidine treatment) (33–
35). Measurement of creatinine clearance also serves as a rough measure of GFR.
However, overestimation of GFR is expected owing to a small component of tubular
secretion. The tubular secretion of creatinine is sometimes quite large. As cimetidine
inhibits the tubular secretion of creatinine, concurrent treatment during urine collec-
tion can improve the estimate of GFR (35). Estimates of GFR from serum creatinine
have been improved using a new prediction equation (36).

Competitive inhibition of tubular secretion is typically concentration dependent
and is influenced by the concentration of the precipitant and object drugs. Concentra-
tion-dependent renal clearance of the object drug is established by collecting urine in
intervals less than or equal to one half-life duration. Blood samples collected at the
beginning and end of each urine collection interval are a minimum requirement, but
more blood samples taken during the collection interval will provide a better estimate
of plasma AUC. The renal clearance is calculated for each interval and would be
expected to increase as drug concentrations (plasma AUC) decline. A precipitant drug
may have only minor effect on the renal clearance when concentrations of the object
drug are high because saturation may already be present. However, the precipitant
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drug should prevent the increase in renal clearance seen at low concentrations of the
object drug. The precipitant drug must be present in sufficient concentrations through-
out the observation period to observe inhibition. Thus, continuous infusion or fre-
quent dosing of the precipitant drug may be required unless the half-life of the
precipitant drug is long. An interaction study also may be planned using dosing regi-
mens likely to be used in clinical practice. However, information about the mecha-
nism of interaction may be lost. An assumption usually made in pharmacokinetics is
that clearance of the object drug is stable during each assessment period. If there are
large differences in peak and trough drug concentrations of the precipitant drug over
the period in which the pharmacokinetics of the object drug is assessed, this assump-
tion may be violated because the degree of inhibition depends on inhibitor concentra-
tion. Information about the mechanism of interaction may also be lost if urine is
collected in only one interval to obtain the average renal clearance.

Tubular reabsorption is usually a passive process by which drug present in the tubu-
lar lumen (high concentration) diffuses back into the capillary lumen and returns to
circulation. The drug must be un-ionized to diffuse across the tubular membrane. Inter-
actions occur from altered pH in the tubular lumen or from physical interaction between
the precipitant and object drug within the tubular lumen. An independent measure of
tubular secretion, filtration, and reabsorption is not possible in the clinical setting.
Instead, only the overall renal clearance is measured, and the intrinsic clearance is
compared to GFR to classify the elimination as net tubular reabsorption, filtration, or
net tubular secretion.

Metabolism

CYP enzymes metabolize many anti-infective drugs with pharmacokinetics that are
affected by drugs that inhibit or induce these enzymes. Several anti-infective agents act
as inhibitors (ritonavir, ciprofloxacin, etc.) or inducers (rifampin, rifabutin, etc.) of
CYP enzymes. Goals for a metabolism interaction study are important to set. The goal
may be to determine if a clinically significant interaction is likely between two drugs or
to determine more broadly if a drug serves as a precipitant drug involving a particular
enzyme system. The precipitant drug should be administered in a clinically relevant,
multiple-dose regimen for sufficient duration to achieve steady-state pharmacokinetic
conditions. Longer durations of treatment may be required for time-dependent interac-
tions. For example, maximum induction with rifampin takes 10–13 days (37). When no
prior knowledge is available, multiple dosing for at least 1 week is usually sufficient. A
longitudinal design in which the object drug is studied alone, then following treatment
with the precipitant drug is preferred in the absence of prior knowledge about the inter-
action offset time. If the offset time is of interest, the object drug may be studied again
at various times after the precipitant drug is stopped.

More than 50% of drugs that undergo metabolism are metabolized primarily by
CYP3A enzymes. These enzymes are induced by rifampin, rifabutin, phenytoin, car-
bamazepine, and barbiturates and are present in the gastrointestinal tract, liver, and
other organs. CYP3A4 enzymes are responsible for first-pass metabolism of many
drugs, and their inhibition may lead to pronounced increases in systemic bioavailability
of orally administered object drugs. Precipitant drugs may induce or inhibit CYP3A4.
Candidate object drugs are those that rely on metabolism by CYP3A4 enzymes for a
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substantial portion of their clearance. Midazolam is an excellent marker of CYP3A4
activity because its elimination depends almost entirely on hydroxylation by the
CYP3A subfamily of enzymes to form 1-hydroxy midazolam (38,39).

Drugs that affect CYP3A activity in the gastrointestinal tract or liver may affect the
apparent clearance of oral midazolam. N-Demethylation of erythromycin is also catabo-
lized by CYP3A, and this metabolism occurs mostly in the liver. The intravenous ad-
ministration of [14C-N-methyl]-erythromycin and measurement of 14CO2 in breath
provides a convenient marker of CYP3A4 activity in the liver (not gastrointestinal
tract) (40–42), even though potential limitations of the test have been identified (43).
Cortisol is metabolized to 6β-hydroxycortisol by CYP3A4 isozymes. The measure-
ment of urinary 6β-hydroxycortisol/cortisol ratio remains fairly stable without circa-
dian differences. Agents that affect CYP3A4 enzyme activity usually cause changes in
the 6β-hydroxycortisol/cortisol ratio (41,42). All of these markers are useful tools to
identify induction or inhibition of CYP3A4, even though changes in clearance may not
directly correlate among the different markers.

Other common metabolic enzyme pathways involve CYP1A2 and the polymorphic
CYP2D6 and CYP2C19 isozymes. Probe drugs are caffeine and theophylline for
CYP1A2 (44,45), debrisoquin and dextromethorphan for CYP2D6 (46), and omeprazole
and mephenytoin for CYP2C19 activity (47). For caffeine and theophylline, changes in
systemic clearance are usually evaluated. The measurement of paraxanthine/caffeine
ratio in saliva at 6 hours after caffeine intake also correlates with CYP1A2 activity (48).
CYP2D6 activity can be assessed by measuring changes in the dextromethorphan/
dextrophan ratio in urine (46). CYP2C19 activity can be evaluated from the urinary
S-mephenytoin/R-mephenytoin ratio after administration of racemic mephenytoin (49).

Markers of CYP isozyme activity are useful to evaluate whether a potential precipi-
tant drug effects metabolism. There is also need to evaluate whether a drug serves as an
object drug resulting in toxicity, loss of therapeutic activity, or reduced effectiveness.
Agents that are known to inhibit CYP1A2 (cimetidine, enoxacin), CYP3A4 (itracon-
azole, ketoconazole), CYP2D6 (quinidine, cimetidine), and CYP2C19 (omeprazole, flu-
conazole) are well known (50–54). However, not all of these drugs have specific effects
on only one isozyme. Rifampin, rifabutin, carbamazepine, and phenytoin are inducers
of CYP3A4 and other enzymes (50,51). Lists of enzyme inhibitors and enzyme sub-
strates can be found in several publications (50,52,53). Many of the listed drugs are not
specific for one enzyme subgroup.

If feasible, active or toxic metabolites in plasma and urine should be measured
because the magnitude and direction of metabolite pharmacokinetic changes are often
unpredictable. Multiple metabolic enzymes and pathways can confound predictions.
The AUC of metabolite may be altered even if the metabolite is not the directly affected
pathway. Alterations in metabolite pharmacokinetics do not always translate to mea-
surable effects on AUC of parent drug. Detectable changes in AUC of the parent drug
may not be apparent if a minor metabolic pathway is affected or if compensatory
changes in hepatic and renal clearance occur. Thus, there is a danger in concluding “no
interaction” from data involving only the parent drug. Metabolic parameters such as
the metabolic AUC ratio and the urinary recovery ratio of metabolite to parent drug can
give useful information on mechanisms of interaction, particularly if the metabolite is
eliminated exclusively by renal excretion.
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Other Elimination Pathways

Some drugs are eliminated by fecal excretion and are excreted in bile or by
transintestinal secretion. Enterohepatic recycling occurs when drugs are eliminated in
bile as conjugates. Deconjugation occurs in the small intestine, thereby allowing for
reabsorption of the parent drug. A precipitant drug that interferes with deconjugation
will prevent enterohepatic recycling (reabsorption) and increase the apparent clear-
ance. Potential examples of this interaction type involve antibacterial drugs and oral
contraceptives (55). Precipitant drugs that physically trap or bind another drug within
the gastrointestinal lumen may also enhance the clearance of the object drug. Examples
of this interaction include iron salts or aluminum hydroxide with doxycycline (56,57)
and aluminum hydroxide with temafloxacin (58).

PHARMACOSTATISTICAL TECHNIQUES

Advances have been made in the past decade to facilitate detection and evaluation of
drug interactions. The intent of this section is to focus on the recommended approaches
for presenting and analyzing pharmacostatistical drug interaction data. In this section,
the terms test and reference treatments refer to the administration of the object and
precipitant drugs in combination (test) and administration of the object drug alone (ref-
erence).

There are many approaches, both parametric and nonparametric, to analyzing com-
parative data from drug interaction studies. The recommended strategy by regulatory
agencies in the United States (10) and Europe (59,60), editors of clinical pharmacology
journals (61,62), and others (63,64) is to adapt the confidence interval approach used in
average bioequivalence studies (14,65). The purpose of a bioequivalence or compara-
tive bioavailability study is to demonstrate that the shape and magnitude of blood or
plasma concentration–time profiles produced by the drug formulations under study are
sufficiently alike that therapeutic equivalence can be assumed. In drug interaction stud-
ies, the aim is usually to show that an interaction is not clinically meaningful by the
similarity of concentration–time profiles or other pharmacokinetic characteristics. In
traditional analysis, the null hypothesis stipulates that parameters for the object drug
are equivalent for the test and reference treatment. When a significant difference is
found, the null hypothesis would be rejected, and a difference would be concluded. A
small, clinically unimportant difference may be statistically significant at the 5% level
of significance (α = 0.05).

The lack of significance does not necessarily imply no interaction. In such cases, the
statistical power, or probability of detecting a specified difference, must be considered.
The specified difference should be a change that would be considered clinically impor-
tant given the available pharmacodynamic and toxicological information. A large, clini-
cally important difference between treatments may not be statistically significant if
sample size is small and within- and between-individual pharmacokinetic variability is
large. Therefore, classical statistical approaches that attempt to confirm an interaction
by rejecting the null hypothesis of no difference are inappropriate because the con-
sumer risk is not controlled.

An alternative approach is required that adequately defines the risk to the con-
sumer. Because a drug–drug interaction consists of different drug treatments, one
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should test the null hypothesis of nonequivalence by demonstrating equivalence or
lack of pharmacokinetic interaction, as first proposed by Steinijans et al. (66). In this
manner, the risk to the patient of a clinically relevant interaction can be defined within
established limits.

Two important assessment criteria must be defined before invoking the equivalence
approach: (1) the range of clinically acceptable variation in pharmacokinetic response
of the affected drug and (2) the risk to the consumer of incorrectly concluding a “lack
of pharmacokinetic interaction.” The range of clinically acceptable variation defines
the equivalence range (clinical no-effect boundary). The range can be determined from
population (group) average dose or concentration–response relationships, pharmaco-
kinetic and pharmacodynamic models, and other available information for the object
drug (10). The consumer risk is the Type I or “α error” in statistics and is usually set
at 5%.

The equivalence method is based on the two one-sided t-test procedures of rejecting
the interval hypotheses that the test/reference ratio is less than the lower equivalence
limit and greater than the upper equivalence limit. At the 5% level of consumer risk,
this procedure is operationally identical to the method of declaring equivalence (or
lack of interaction) if the shortest 90% confidence interval for the ratio is entirely within
the prespecified equivalence range. More generally, the 100 × (1 – 2α)% confidence
limits around the ratio (test/reference) of the means or medians of the test and reference
treatments constrain the consumer risk to 100 × (α)% as well as indicate the precision
of a negative outcome. In bioequivalence studies, the accepted equivalence range is
±20%, which corresponds to a lower limit of 80% and an upper limit of 120% for
original data or 125% for logarithmic transformed data. A range of ±20% seems rea-
sonable to assess product quality, but for drug interactions these limits may be wider or
narrower depending on the patient population and the therapeutic index and pharmaco-
kinetic variability of the object drug. For example, a range of clinically acceptable
variation of 30% for changes in zidovudine AUC was suggested (67), whereas a range
variation of 50% for changes in indinavir AUC was proposed (68). No dose adjustment
is required if the confidence interval falls within the no-effect boundary, and the bound-
ary does not have to be symmetrical around the mean difference on the original or
logarithmic scales (10,69). Equivalence limits of the form (θ, 1/θ) have been proposed
for data on both the original and logarithmic scales (70).

Statistical inferences are made on either absolute (Test – Reference) or relative (Test/
Reference) differences in the arithmetic means, geometric means (from logarithmic
transformed data), harmonic means (from reciprocal transformed data), or medians of
pharmacokinetic variables. Parametric analysis of variance (ANOVA) models appro-
priate for the study design are used to test differences in means, and nonparametric
methods such as the Wilcoxon rank sum test or Wilcoxon signed rank test are used to
test differences in medians. If the study design is unbalanced from an unequal number
of subjects in each sequence (crossover) or from missing data, then assessments are
based on least-squares means. Because clinicians prefer to think in terms of relative
rather than absolute changes, pharmacokinetic differences are usually expressed as a ratio.

Confidence limits around these mean differences (mean ratios) for within-subject
comparisons in crossover studies and between-group comparisons in parallel studies
are constructed from the residual mean-square error (MSE) term in ANOVA. The
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ANOVA provides exact confidence limits for relative differences of geometric means
if the distribution of variables is truly lognormal. Only approximate limits for relative
differences of arithmetic means are possible because ANOVA ignores variability in
the reference mean unless Fieller’s theorem is applied (71). Nonparametric approxi-
mate 90% confidence limits can be calculated for two-period, two-sequence crossover
studies (72). One should be cautious in concluding no interaction when approximate
confidence limits generated from parametric or nonparametric techniques are within
but near the equivalence limits. Also, inferences on mean data may not reflect how
certain individuals in the study population respond to the interaction. A particular strata
of individuals may show an apparent interaction even though the overall mean data
indicate no pharmacokinetic interaction.

Logarithmic Transformation of Pharmacokinetic Variables

All pharmacokinetic variables, except those such as tmax that depend on discreet
sampling times, are logarithmically transformed before ANOVA (14,66,73). Harmonic
means have been proposed for inferences on half-life (74). Transformation converts a
multiplicative model to an additive model, which is the basis of ANOVA [ln(Test/
Reference) = ln(Test) – ln(Reference)]. Decisions on tmax are best handled by non-
parametric analysis. Most pharmacokinetic data have positively skewed distributions
created by the truncation of these quantities at zero and have variances that depend on
the mean. Transformation reduces the skewness and brings the distribution of data
closer to normal. However, the main reason for transforming the data is to stabilize or
make equal the within-subject (crossover study) or between-group (parallel study) vari-
ance and not to normalize the between-subject parameters (73). Another advantage of
transformation is that it is the best way to handle ratios for relative or proportional
differences, and calculation of the associated confidence limits is straightforward.

For most studies, the outcome will not change regardless of whether the original or
log scale is used. There are two instances when conclusions can be opposite in a within-
subject design (73). If certain subjects with larger-than-average responses show larger-
than-expected absolute differences, variability is increased on the original scale,
whereas larger-than-expected absolute differences for smaller-than-average responses
are expanded on the log scale. If this occurs, for example, when fast and slow
metabolizers are studied together, then the within-subject variability and the relative
mean changes can be different on the two scales.

Crossover Design and Analysis of Variance

The ANOVA for a crossover design includes the effects of sequence, subject within
sequence, treatment, period, and, except for the 2, 2, 2 design, carryover. All effects
except the sequence effect are tested by the MSE term. The sequence effect is tested
against the subject-within-sequence effect. Any subgroup comparison of fixed effects
(e.g., males and females) is tested with the subject mean-square term.

The sequence effect measures the differences between the groups of subjects defined
by their sequence. In statistical parlance, this effect is known as the treatment-by-
period interaction, which is a measure of the differential effect of the treatment (Test –
Reference) in each of the periods. In the 2, 2, 2 design, the sequence effect is caused by
three confounded sources: (1) a difference between subjects in the two sequences (i.e.,
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group effects), (2) an unequal carryover of one treatment into the next period com-
pared to the other treatment, and (3) a treatment-by-period interaction.

The period effect measures the differences between study periods. This effect is
known as the treatment-by-sequence interaction, which is a measure of the differential
effect of the treatment in each of the sequences. The period effect can be caused by
equal carryover in each sequence from period to period, bias in analytical data if
samples in each period were analyzed in different batches, differences in the study
environment or procedures, and changes with time in stage of disease.

The period-by-sequence interaction represents the direct treatment effect if no dif-
ferential carryover effects are present. The estimate of treatment differences will not be
biased if a period effect is present.

The MSE term is a measure of the intrasubject variability and is usually converted to
a coefficient of variation CVW to estimate the consistency of the magnitude of interac-
tion among the subjects (75). The CVW is estimated as 100% × (eMSE – 1)1/2 for loga-
rithmic transformed data and as 100% × (MSE)1/2/Y for original data, where Y is either
the least-squares mean of the reference treatment or the grand mean of the two least-
squares treatment means under comparison.

The goal of any within-subjects design is to minimize the CVW. The interaction is
considered highly variable for a particular pharmacokinetic parameter if the CVW is
>25%. The CVW is a very informative parameter but is rarely reported in the literature.
Values for a number of drugs orally administered in crossover bioequivalence studies
have been tabulated by Steinijans et al. (76). The CVW is important to know because
the width of the confidence interval around the difference of treatment means, the cal-
culation of post hoc power to detect these differences, and an estimation of sample
sizes for planning future interaction studies is directly related to this value.

There are a number of sources of variation in CVW: the true intrasubject pharmaco-
kinetic variation exhibited by a single person, analytical variability (measurement
errors), within-batch variation in manufacture of the drug formulation, nonadherence
to the medications, and the random subject-by-treatment interaction. This last source is
caused by random variability of treatments within subjects or within identifiable sub-
groups of the population studied. Each individual may behave differently to the test
treatment, or subjects in subgroups may show similar variation within subgroups but
different responses to the test treatment among subgroups. An example could be smok-
ers responding differently from nonsmokers to one of the treatments. On the log scale,
the random subject-by-treatment interaction is minimized if all subjects show the same
relative change in the same direction.

Sample Size and Post Hoc Power Calculations

The sample size of the study needs to be planned with consideration of the purpose
of the study. If the purpose of the study is to evaluate a potential drug interaction that is
suspected based on preliminary data, the sample size can be somewhat conservative.
However, if the goal is to demonstrate the lack of interaction for an individual drug
when a member of the same drug class exhibits the interaction (class labeling), then the
sample size should be larger.

Estimations of sample size for a within-subject drug interaction study require a
knowledge of CVw for the interaction. These values may be greater than those reported
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for drugs in bioequivalence studies (76) because not all subjects will respond to the
precipitant drug to the same degree. Tables of sample sizes for 2, 2, 2 crossover designs
to attain a power of 80 or 90% at the 5% nominal level for a given CVw and expected
relative difference in treatment medians or means are published for the multiplicative
(logarithmic) model with equivalence ranges of 0.7–1.43 (77), 0.8–1.25 (70,78), and
0.9–1.11 (77). Similar tables are published for the additive (original) model (79) and
for parallel designs (70,80). The minor influence of the between-subject coefficient of
variability on sample size estimates for the 2, 2, 2 crossover design is demonstrated in
ref. 70.

Post hoc power calculations are useful for negative studies to estimate differences
that can be detected with a certain power (usually 80% at the 5% significance level) or
to estimate the power of the study to detect a specified difference (usually 20% of
reference at the 5% significance level). These calculations require an estimation of the
standard error of the difference in mean or medians. General equations for point
hypothesis testing for original and logarithmic data using a central t-distribution are
provided in refs. 71 and 81. General equations for interval hypothesis testing using a
noncentral t-distribution for crossover and parallel designs are given in refs. 70 and 71.

PHARMACOKINETIC METRICS AND CHARACTERISTICS

The major assumptions in bioequivalence are that the Cl of the drug under investiga-
tion is constant over the course of the study, and that AUC is a pure characteristic of
extent of bioavailability F. In drug interactions, both clearance and bioavailability can
change after oral administration. Therefore, changes in AUC can result from alter-
ations in either parameter. Schall et al. (82) proposed the terminal elimination half-life
t1/2,z and the ratio of AUC/t1/2,z as characteristics for Cl and F, respectively, in drug–
drug interaction studies. Assuming a constant volume of distribution, an increase in Cl
will decrease t1/2,z, and an increase in the ratio of AUC/t1/2,z suggests an increase in F.
In single-dose bioequivalence studies, both AUC from time of dosing to the time of last
measurable sample tz (AUC0–tz) and AUC0–tz extrapolated to infinity (AUC0–∞) are used
as metrics to characterize F because t1/2,z is assumed to be unaffected by changes in
only F. However, if t1/2z changes from drug interactions, then only AUC0–∞ should be
used to characterize drug exposure because changes in AUC0–tz and AUC0–∞ may not
be proportional.

Because AUC is a composite characteristic of Cl and F and peak drug concentra-
tions (Cmax) reflect both rate and extent of absorption assuming a constant volume of
distribution, there are recommendations that these metrics be expressed in terms of
drug exposure (83). AUC is the ideal metric for total systemic drug exposure, and Cmax
is a measure of peak systemic exposure. The term drug exposure conveys more clinical
relevance than the term rate and extent of drug absorption because drug safety and
effectiveness are concerns in drug interaction studies.

PRESENTATION AND INTERPRETATION
OF DRUG INTERACTION DATA

There are generally three ways to present comparative pharmacokinetic data for
changes in the test treatment relative to the reference treatment: (1) a test/reference



Design and Data Analysis 499

ratio expressed as a percentage; (2) an x-fold change, where x is the test/reference ratio;
or (3) a percentage change [(Test/Reference ratio – 1) × 100%]. For example, an AUC
ratio of 200% indicates a twofold increase and a 100% increase in AUC. Often, x-fold
changes are confused with percentage change, and the reader needs to be aware of
which method of calculation was used.

Current thinking favors expressing the results in terms of a test/reference geometric
mean ratio and the corresponding 90% confidence limits for AUC and Cmax param-
eters. A search for formal clinical drug interaction studies of anti-infective medications
over the period 2001–2003 (assessed January 6, 2004, via Medline) found 23 published
studies. Only five (22%) of these studies provided 90% confidence limits and used
bioequivalence testing. It is important not to confuse reporting of 95% confidence lim-
its with 90% confidence limits. The former bounds will be wider and may lead to dif-
ferent conclusions in equivalence testing. Reporting the 95% confidence limits is
another way of reporting a test of significance at the 5% level of significance. For
example, AUC of bosentan increased 2.1-fold (95% confidence interval 1.5–2.7) after
concomitant administration with ketoconazole (84). The 95% confidence interval
would be examined to determine if it includes the value 1.0, and if not, as in this case,
a statistically significant interaction at the 5% level of significance (p < 0.05) would be
concluded.

The no-effect boundary or acceptable range needs to be established a priori. If a
drug interaction is concluded, the clinical significance of the interaction and recom-
mendations on how to mange the interaction need to be formulated. The Food and Drug
Administration guidance for metabolic interaction studies allows three approaches for
developing a no-effect boundary. The first approach is to describe the range of the
selected exposure parameters over a range of doses that are normally used. The sponsor
should include information on dose or concentration–response studies or pharmaco-
kinetic/pharmacodynamic models to support the recommendation. If the exposure
parameters remain within this range in the presence of a potential precipitant drug, the
sponsor could conclude that no interaction is expected. The second approach requires
a replicate study design and addresses the question of switchability. This approach
involves assessment of individual bioequivalence rather than average bioequivalence.
Studies employing this second approach for a drug interaction study have not been
published. The third approach defaults to bioequivalence criteria when the 90% confi-
dence interval for geometric mean exposure parameter ratio (Test/Reference) falls
within 80 to 125% (10). This last approach is most commonly used.

The use of bioequivalence criteria should eliminate a substantial portion of studies
that statistically conclude a drug interaction when only small, clinically insignificant
differences occur. As an example, digoxin steady-state AUC was 25.5 ng·hour/mL
after digoxin alone and 23.9 ng·hour/mL after digoxin plus zaleplon (a hypnotic agent).
From a test of significance (ANOVA, p = 0.018), a drug interaction would have been
concluded. The geometric mean ratio (Test/Reference) was 93%, with a 90% confi-
dence interval of 89 to 98%, and this would more appropriately lead to a no-effect
conclusion (85). Potential problems with the bioequivalence approach include too small
sample size and high variability. If the sample size is too small, confidence intervals
tend to be wide, and this could result in a 90% confidence interval that falls outside the
no-effect boundary despite a mean ratio near 100%. Too large of a sample size with the
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bioequivalence approach does not cause adverse consequences other than excessive
study costs. For tests of significance, too small of a sample size will lead to low power
and inability to detect an important drug interaction, and too large of a study popula-
tion may cause detection of small, clinically insignificant changes.

Not only does the no-effect boundary need to be established a priori, use of uncon-
ventional ranges needs to be justified. In a study evaluating the effect of montelukast
on digoxin, several problems are apparent. The authors used a no-effect boundary of
70–143% without appropriate justification. Digoxin exhibits a narrow therapeutic index
and relatively low variability in exposure parameters in a healthy population. The mean
digoxin AUC0–∞ was 43.2 ng·hour/mL for digoxin alone and 39.2 ng·hour/mL for
digoxin plus montelukast. Although the 90% confidence interval for AUC0–∞ was 70–
118%, the authors concluded that montelukast has no effect on the pharmacokinetics of
digoxin (86). The use of this expanded no-effect boundary for a drug with a narrow
therapeutic index is concerning. Moreover, the 90% confidence interval is too wide to
fit within the range of 80–125%. The study involved a small sample size (n = 10) and
did not address power.

In another study, which evaluated the effects of proton pump inhibitors on theophyl-
line, the no-effect boundary was expanded to 70–143% for steady-state Cmax but not
for steady-state AUC (87). There is no pharmacokinetic basis to suspect a change in
rate of absorption of theophylline from acid suppression, and the reason for the
expanded boundary was not addressed. Because the observed 90% confidence limit for
steady-state Cmax fell within the range of 80–125%, conclusions remain appropriate. In
some cases involving drugs (e.g., ethionamide) with moderate-to-high variability in
exposure parameters, it may be difficult to obtain 90% confidence intervals that fall
within the usual no-effect boundaries, requiring the use of large sample sizes or
expanded boundaries (88).

An example of a study that used an expanded no-effect boundary and provided jus-
tification involved interactions between didanosine and indinavir, ketoconazole, and
ciprofloxacin (89). A no-effect boundary of 75–133% was used. The authors cited a
study in which the AUC of indinavir was increased 29% with clarithromycin adminis-
tration, and the interaction was concluded to be not clinically significant. For
ciprofloxacin, the authors cited the package insert and a publication and considered
that a 48% increase in ciprofloxacin AUC in elderly subjects did not result in a recom-
mendation for reducing the dose. For ketoconazole, the authors cited a study that
reported a 59% increase in ketoconazole AUC when administered with food compared
to fasting and considered that the labeling did not contain a recommendation for
administering ketoconazole with food (89). In another study, in which ketoconazole
significantly increased the exposure of desloratadine, the interaction was concluded to
be not clinically relevant as no changes in electrocardiogram parameters were observed
(90). Although such observation does not totally rule out clinical significance in spe-
cial populations, the value of concomitant pharmacodynamic assessment is apparent.

Another potential area of misinterpretation is when the doses or dosing intervals of
the drug under investigation are different in the test and reference arms of the study.
This may occur if the purpose is to obtain equivalent drug exposures over a specified
time period in the absence and presence of an interacting drug. The magnitude of phar-
macokinetic effect can appear smaller or larger if the control dose is larger or smaller.
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For example, 800 mg indinavir every 8 hours was estimated to give about the same
AUC over 24 hours as 400 mg indinavir every 12 hours in the presence of 400 mg
ritonavir every 12 hours (91). From single-dose indinavir data, the magnitude of the
interaction was actually about a fivefold increase in AUC if 400 mg indinavir was used
as the reference (91). Depending on the purpose of the study, the analysis should be
based on dose-normalized or dose-independent parameters (e.g., clearance or AUC/
dose) for drugs that display linear pharmacokinetics, and the reporting should reflect
the actual differences in these parameters to avoid misinterpretation.

Many issues remain to be resolved concerning optimal design of drug interaction
studies. Traditional issues such as defining the research hypothesis (question of inter-
est); determining the appropriate study population (healthy volunteers or patients);
determining the study design (crossover, longitudinal, or parallel; washout require-
ments; etc.); deciding between single dose or steady state; and deciding which pharma-
cokinetic or pharmacodynamic endpoints to evaluate, should depend on knowledge of
the drugs involved, preliminary data on the potential interaction, and general knowl-
edge of pharmacokinetics and drug interactions. Defining whether a drug interaction
exists is now considered an equivalence problem in which endpoints are compared
between the object drug given with and without the precipitant drug. The acceptable
clinical no-effect boundary associated with equivalence must be somewhat flexible
depending on the therapeutic index of the object drug and variability of the endpoints.
The use of replicate designs improves the ability to examine carryover, reduces the
required sample size, and allows determination of intrasubject variability in the inter-
action. However, studies involving replicate treatments are more expensive, and the
analysis is more complex. Although replicate designs are used for bioequivalence stud-
ies and are widely discussed, such designs are not uniformly accepted as a promising
new standard in drug interaction studies.
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1-Aminobenzotriazole, 450
2,2,2 study design described,
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5-Fluorocytosine (5-FC)

described, 291, 298
interactions

amphotericin B, 295t
cyclosporine, 298
Ganciclovir, 298
tacrolimus, 298
zidovudine, 298, 299

toxicity, 296–299

A

α1-Acid glycoprotein in
protein displacement
interactions, 3, 18

Abacavir (Ziagen). See also
Trizivir (abacavir/
lamivudine/
zidovudine) and food

distribution, 55
interactions

didanosine, 104t
food, 128t, 388t, 409, 412t
lamivudine, 102
mycophenalate acid, 105
stavudine, 104t
tenofovir, 102

and MRP proteins, 59t, 62
side effects of, 146

Absorption
antifungal agents, 15, 141t,

148–149, 300
antimycobacterial

agents, 141t
antiparasitics, 139, 141t
antiretrovirals, 140t
antiviral agents, 141t
extent of, factors affecting,

3, 216–221
food and, 383, 384
interactions, managing, 177
macrolides, 167
mechanisms, 14–18
NNRTIs, 140t
NRTIs, 140t
pharmacokinetic studies

of, 489

PIs, 140t
ACE inhibitors, OATP

transport of, 66t
Acetaminophen interactions

chloramphenicol, 339,
340t, 350

isoniazid, 194
N-Acetylcysteine in XO

induction, 442
Acids, absorption of, 14
Acquired immunodeficiency

syndrome (AIDS)
drug elimination in, 447,

450–451
treatment, 171, 172, 192,

299, 409
Acromycin V. See Tetracyclines
Active transport in drug

absorption, 16
Acute phase response (APR),

432–434
Acyclovir (Zovirax)

described, 170
interactions

aminoglycosides, 173t
amphotericin B, 155, 173t
cidofovir, 173t
food, 414t
foscarnet, 173t
pentamidine, 173t
probenecid, 173t
zidovudine, 173t

metabolism of, 434
and MRP proteins, 61
OATP transport of, 66t

Acylaminopenicillins and
vecuronium, 269

Additivity/independence
defined, 4

Adefovir
interactions

delaviridine, 105, 112
efavirenz, 112
indinavir, 112
lamivudine, 112
P-glycoprotein, 17
saquinavir, 112

and MRP proteins, 59t, 61, 62
OAT/P transport of, 66t, 67

Adsorption defined, 15
Affinity described, 21
Agenerase. See Amprenavir
AIDS. See Acquired

immunodeficiency
syndrome (AIDS)

Alatrovafloxacin, IV fluid
incompatibilities
with, 233t

Albendazole (Albenza)
interactions

fluconazole, 317t
food, 387t, 403, 404t

Albenza. See Albendazole
(Albenza) interactions

Albumin in protein
displacement
interactions, 3, 18–19

Alcohol. See Ethanol
Allegra. See Fexofenadine

(Allegra)
Allopurinol interactions

didanosine (DDI), 102
penicillins, 256t, 257
pyrazinamide, 200
XO induction, 442

Alprazolam, drugs
contraindicated, 125t

Aluminum salts interactions
ethambutol, 160t
fluoroquinolones, 161t
isoniazid, 160t, 168

Alzaprolam interactions,
imipramine, 487

Amantadine (Symmetrel)
interactions with food, 414

Amikacin
elimination of, 202
interactions

indomethacin, 365
meropenem, 275

Aminoglycosides. See also
individual drug by name

interactions
acyclovir, 173t
amphotericin B, 150t,

155, 295t, 296,
344t, 363–364, 466
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β-lactams, 259
cidofovir, 173t
cisplatin, 345t, 366
clindamycin, 341t,

354, 355
cyclosporine, 345t, 365
daptomycin, 370
diuretics, thiazide/loop,

346t, 366
furosemide, 366, 367
indomethacin, 345t, 365
neuromuscular

blocking agents,
344t, 345t, 364–365

penicillins, 256–259,
346t, 347t, 371–372

pentamidine, 143t
PIs, 205t
rifamycins, 202–203
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367–368
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metabolism of, 434
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toxicity, 256t, 274, 355,

363, 365, 368
p-Aminosalicylic acid

described, 203–204
interactions

antacids, 193t
digoxin, 204
ETA, 203
food, 192, 193t, 406t
PIs, 205t

Amiodarone
in heart abnormalities, 230t
interactions

CF, 204
Pgp, 44t

Amitriptyline interactions,
Pgp, 44t

Amoxicillin (Amoxil)
interactions

allopurinol, 257
food, 386t, 390, 391t
khat, 265–266
nifedipine, 261
oseltamivir, 267
probenecid, 268, 464, 491
theophylline, 270

Amoxicillin/clavulanic acid
(Augmentin) interactions

food, 386t, 390, 391
warfarin, 260

Amoxil. See Amoxicillin (Amoxil)
Amphotericin B

described, 155, 289–291
electrolyte disturbances in,

291, 297–298
interactions

5-Fluorocytosine (5-FC),
295t, 296, 297

acyclovir, 155, 173t
aminoglycosides, 150t,

155, 295t, 296,
344t, 363–364, 466

caspofungin, 296, 328
cidofovir, 150t, 155, 173t
corticosteroids, 295t, 298
cyclosporine, 295t, 296
digoxin, 295t
diuretics, thiazide/

loop, 295t
fluconazole, 296
flucytosine, 150t, 155
foscarnet, 150t, 155
ganciclovir, 174t
hydrocortisone, 298
itraconazole, 296, 313, 327
managing, 296, 297, 298
pentamidine, 143t,

150t, 155
tacrolimus, 295t, 296
valganciclovir, 174t
voriconazole, 296
zidovudine, 150t

toxicity, 155, 202, 295–296,
466, 471

Ampicillin (Omnipen)
interactions

allopurinol, 257
atenolol, 261
chloramphenicol, 262
chloroquine, 262
food, 390, 391t
gentamicin, 258
heparin, 260
khat, 265–266
oral contraceptives, 263
probenecid, 268
synergism in, 4
theophylline, 270

Ampicillin/sulbactam
interactions,
theophylline, 270

Amprenavir (Agenerase)
in CYP inhibition/

induction, 138, 435t
distribution, 55
drugs contraindicated,

124t, 125t
interactions

atazanavir, 114t
atorvastatin, 119t
carbamazepine, 119t
clarithromycin, 118t,

119t, 158t
clindamycin, 144t
dapsone, 144t
delaviridine, 106t
efavirenz, 106t, 107t, 112
food, 129t, 388t, 413t
indinavir, 114t

itraconazole, 152t
ketoconazole, 118t, 152t
lopinavir/ritonavir,

114t, 126
lovastatin, 119t
methadone, 120t
nelfinavir, 114t
nevirapine, 108t, 112
oral contraceptives, 120t
Pgp, 44t, 53
phenobarbital, 119t
phenytoin, 119t
pravastatin, 119t
rifabutin, 118t, 157,

161t, 201t
rifampin, 118t, 164t,

200, 201t
rifamycins, 197t
rifapentine, 200
ritonavir, 114t
saquinavir, 114t
sildenafil, 119t
simvastatin, 119t
sulfadiazine, 144t
tadalafil, 119t
vardenafil, 119t
voriconazole, 326

MRP1 transport of, 58
side effects of, 146

Analog agent interactions,
Pgp, 44t

Analysis of variance (ANOVA)
models, 495–496

Analytes in drug interaction
studies, 90

Anemia, 172
ANOVA (Analysis of variance)

models, 495–496
Anspor. See Cephadrine

(Anspor, Velosef)
interactions

Antabuse. See Disulfiram
(Antabuse) interactions

Antacids
absorption of, 14
interactions

atazanavir, 120t
avoiding, 465
azoles, 300
cefixime, 270
cephalexin, 270
cephalosporins, 270
chelation, 15
ciprofloxacin, 6, 193t
cycloserine, 193t
ethambutol, 141t, 192,

193t, 202, 406
evaluating, 470, 489
fluoroquinolones, 7,

141t, 161t, 216,
237t, 398, 467, 476
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isoniazid, 141t, 192, 193t
ketoconazole, 302
levofloxacin, 193t
p-Aminosalicylic

acid, 193t
pyrazinamide, 193t
rifabutin, 193t
rifampin, 193t
tetracyclines, 357–358,
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Antagonism defined, 4
Anthelmintic interactions,

food, 403, 404t
Antiarrhythmic agents

drug interactions,
evaluating, 470

drugs contraindicated, 124t
Antibiotics

and estrogen
concentrations, 263

Pgp interactions with, 44t
prevalence, 13

Anticancer agents, drugs
contraindicated, 124t

Anticoagulant interactions
cephalosporins, 273
chloramphenicol, 340t,

352–353
penicillins, 259–261
sulfonamides, 342t

Anticonvulsant interactions
chloramphenicol, 340t
NNRTIs, 110t
Pgp, 44t
PIs, 119t
telithromycin, 348t
tetracyclines, 342t

Antidepressant agent
interactions, Pgp, 44t

Antidiarrheal agent
interactions, Pgp, 44t

Antiepilepsy agents and PIs, 113
Antifungal agents

absorption, 141t, 148–149
absorption of, 15
elimination of, 24
interactions, 110t, 150t–153t

food, 388t, 407–408
rifamycins, 197t, 207

metabolism, 141t
overview, 289
Pgp interactions with, 44t
and PIs, 118t, 121t

Antihistamine interactions,
Pgp, 44t

Antihyperlipidemics
interactions, Pgp, 44t

Antiinfectives
in CYP inhibition, 17
Pgp interactions with, 44t

Antimycobacterial agents

absorption, 141t
described, 156–157, 166–170
drugs contraindicated, 124t
interactions

antiretrovirals, 156
drugs, 158t–165t, 177
food, 405–406
NNRTIs, 110t

metabolism, 141t
and PIs, 118t

Antineoplastic agent
interactions

ganciclovir, 174t
valganciclovir, 174t

Antiparasitics
absorption, 141t
elimination, 145
for infections, 139, 145–148
interactions, 142t–144t
metabolism, 141t, 145

Antipsychotic interactions,
Pgp, 44t

Antipyrine agent interactions
ciprofloxacin, 224
cytokines, 451t, 452
etiocholanolone, 448,

449t, 450
fluoroquinolones, 221
zidovudine, 450

Antiretrovirals
absorption, 140t
for HIV, 4, 57, 101 (See also

Highly active
antiretroviral
therapy (HAART) in
HIV treatment)

interactions
antimycobacterial

agents, 156
rifamycins, 157

labels for, 93
metabolism, 140t
pharmacokinetic reactions,

predicting, 138–139
therapeutic indices for, 138

Antiviral agents
absorption, 141t
described, 170–172
interactions

drugs, 173t–175t
Pgp, 44t

metabolism, 141t
Apple juice and fexofenadine

inhibition, 64
Area under curve (AUC), 498
Arrhythmias

erythromycin/
terfenadine, 6

fluoroquinolones, 229
protease inhibitors, 113

Aspergillosis, 155, 329

Aspirin interactions,
penicillins, 256t, 260–261

Astemizole
Pgp interactions with, 44t
withdrawal of, 83

Atazanavir (Reyataz)
absorption of, 127, 140t
in CYP inhibition, 138, 435t
drugs contraindicated,

124t, 125t
interactions

amprenavir, 114t
antacids, 120t
atorvastatin, 119t
calcium channel

blockers, 120t
carbamazepine, 119t
clarithromycin, 118t,

158t, 475
delaviridine, 106t
didanosine (DDI), 103t
diltiazem, 120t
efavirenz, 95, 107t
fluconazole, 151t
food, 129t, 413t
fosamprenavir, 114t
H2 (histamine receptor)

antagonists, 120t
indinavir, 114t
isoniazid, 168
ketoconazole, 118t
lopinavir/ritonavir, 114t
lovastatin, 119t
methadone, 120t
nelfinavir, 114t
nevirapine, 108t
oral contraceptives,

113, 120t
phenobarbital, 119t
phenytoin, 119t
rifabutin, 118t, 157,

162t, 201t, 475
rifampin, 118t, 201t
ritonavir, 102, 113,

115t, 475
saquinavir, 115t
sildenafil, 119t
simvastatin, 119t
tadalafil, 119t
tenofovir, 102, 103t,

130, 475
vardenafil, 119t

labeling of, 94t, 95
Atenolol interactions

ampicillin, 261
CYP metabolism, 71

α-Tocopherol in XO
induction, 442

Atorvastatin
contraindications, 113
interactions
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amprenavir, 119t
atazanavir, 119t
delaviridine, 110t
efavirenz, 110t
fosamprenavir, 119t
indinavir, 119t
itraconazole, 304t, 307,

311, 312
lopinavir/ritonavir

(Kaletra), 123t
nelfinavir, 123t
nevirapine, 110t
Pgp, 44t
ritonavir, 123t
saquinavir, 123t
telithromycin, 373

metabolism of, 307
OATP transport of, 64, 65t

Atovaquone
absorption of, 141t
described, 139
interactions

didanosine, 142t
food, 387t, 403, 405t,

417–418
lopinavir/ritonavir, 142t
rifabutin, 145
rifampin, 142t, 145, 164t
rifamycins, 197t
ritonavir, 142t
zidovudine, 142t, 145

metabolism, 145
Atovaquone/proguanil

interactions, food, 405t
AUC (Area under curve), 498
Augmentin. See Amoxicillin/

clavulanic acid
(Augmentin)
interactions

Aureomycin interactions,
penicillins, 269

Azithromycin (Zithromax)
absorption of, 141t, 167
accumulation,

intracellular, 57
interactions

food, 386t, 387t,
395–396, 397t

nelfinavir, 158t
rifabutin, 158t
voriconazole, 323t, 326
zidovudine, 158t

for MAC infection, 166
for NTM, 206

Azlocillin interactions
aminoglycosides, 371
ciprofloxacin, 262

Azole antifungals, 299–302.
See also Antifungal
agents; individual drug
by name

drug interactions,
evaluating, 470

interactions, predicting, 466
metabolism of, 434

Aztreonam interactions
monobactams, 276
probenecid, 276

B

Bacampicillin (Spectrobid)
interactions

food, 255, 386t, 391t
omeprazole, 255
ranitidine, 255

Bactrim. See Trimethoprim-
sulfamethoxazole
(Bacrim, Septra, TMP/
SMZ)

Bases, absorption of, 14
β-blockers

in heart abnormalities, 230t
interactions, penicillins,

256t, 261
Benzobromarone and MRP

proteins, 59t
Benzodiazepines. See also

individual drug by name
absorption of, 16
interactions

fluconazole, 316, 317t, 319
itraconazole, 304t, 307–308
predicting, 28–29, 466

Benzylpenicillin interactions
IFN-γ, 265
TNF-α, 265
transport of, 63, 65t

Bepredil interactions, Pgp, 44t
Bepridil in heart

abnormalities, 230t
Betamipron

OATP transport of, 66t
OAT transport of, 67

Biaxin. See Clarithromycin
Bilirubin, OATP transport of, 65t
Biltricide. See Praziquantel

interactions
Bioequivalence approach

described, 6, 486, 494,
495, 498–500

Bismuth subsalicylate
interactions,
tetracyclines, 357–358

Bisoprolol interactions, 448–449
β-lactams. See also individual

drug by name
absorption of, 15
described, 255
interactions

aminoglycosides, 259
chloramphenicol, 262
H2 (histamine receptor)

antagonists, 255

macrolide antibiotics, 265
monobactams, 256t, 276
penicillins, 255
probenecid, 68, 256t, 491

mechanism of action, 259
metabolism of, 434
modulation of, 41
OATP transport of, 66t

Blood flow, intestinal and
drug absorption, 15

Blood pressure and
felodipine, 310

Bromazepam interactions,
itraconazole, 304t, 308

Bromocriptine interactions,
Pgp, 44t

Budesonide interactions,
itraconazole, 305t, 310

Buspirone
in inhibition studies, 88
interactions, itraconazole,

304t, 308
Busulfan interactions

itraconazole, 305t

C

Caco-2 cell model in
absorption studies, 16

Caffeine interactions
ciprofloxacin, 223t, 402
clinical observations/

studies, 445t, 448,
449t, 451t

enoxacin, 223t, 402
fluoroquinolones, 237t, 402
lomefloxacin, 223t, 402
norfloxacin, 223t, 402
ofloxacin, 223t, 402
pefloxacin, 223t
pipemidic acid, 223t
trovafloxacin, 223t

Calcium channel blocker
interactions

atazanavir, 120t
cephalosporins, 256t,

270–271
itraconazole, 305t, 310, 312
penicillins, 256t, 261–262

Calcium in drug interactions,
216, 237t, 401, 467, 489

Cancer, 446
Candida infections, managing,

148, 155, 206–207, 329
Capreomycin, elimination of, 202
Carbamazepine interactions

amprenavir, 119t
atazanavir, 119t
caspofungin, 150t, 156, 329
clinical observations/

studies, 445t
delaviridine, 110t
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doxycycline, 359
efavirenz, 110t
evaluating, 470
fosamprenavir, 119t
IL-6, 446
indinavir, 119t
isoniazid, 194
itraconazole, 305t, 313
lopinavir/ritonavir

(Kaletra), 122t
nelfinavir, 122t
nevirapine, 110t
and PI concentrations, 113
ritonavir, 122t
saquinavir, 122t
therapeutic range in, 470–471
voriconazole, 326

Carbapenem interactions
cyclosporine, 256t
ganciclovir, 256t
probenecid, 256t, 274–275
theophylline, 256t
valproic acid, 256t, 275

Carbenicillin (Geocillin)
interactions

aminoglycosides, 371, 372
food, 391
gentamicin, 257, 258, 259, 372

CAR (Constitutive androstane
receptor), 438

Cardiac agent interactions,
Pgp, 44t

Caspofungin
in CYP metabolism, 435t
described, 155–156, 294–295,

327–328, 330
interactions

amphotericin B, 296, 328
carbamazepine, 150t,

156, 329
cyclosporine, 327–328
dexamethasone, 156, 329
efavirenz, 150t, 156, 329
itraconazole, 313, 328
mycophenalate acid, 328
nelfinavir, 150t, 156, 329
nevirapine, 156, 329
phenytoin, 150t, 156, 329
rifampin, 150t, 156,

328, 329
tacrolimus, 327–328

Cations, multivalent and
quinolone absorption,
217t–220t

cDNA in drug interaction
prediction, 26

Ceclor CD. See Cefaclor
interactions

Cedax. See Ceftibuten
(Cedax) interactions

Cefaclor interactions

antacids, 270
food, 386t, 392, 394t
probenecid, 273
theophylline, 274

Cefadroxil (Duricef)
interactions

cholestyramine, 271
food, 386t, 392, 394t

Cefamandole interactions
disulfiram, 416
ethanol, 271
warfarin, 273

Cefazolin interactions,
warfarin, 273

Cefdinir (Omnicef) interactions
antacids, 270
food, 392, 393
iron, 271, 277
probenecid, 273

Cefditoren pivoxil (Spectracef)
interactions

antacids, 270
food, 386t, 393, 394t
ranitidine, 270

Cefixime (Suprax) interactions
antacids, 270
food, 386t, 392, 394t
nifedipine, 271

Cefizoxime interactions,
disulfiram, 416, 417

Cefmenoxime
and ethanol, 271
and hypoprothrombinemia,

273
interactions

disulfiram, 416
Cefonicid interactions,

disulfiram, 416
Cefoperazone

and ethanol, 271
and hypoprothrombinemia,

273
interactions

disulfiram, 415, 416
Pgp, 44t

Ceforanide interactions,
probenecid, 273

Cefotetan
and ethanol, 271
and hypoprothrombinemia,

273
interactions, disulfiram, 416

Cefoxitin interactions
aztreonam, 276
probenecid, 273
vecuronium, 269

Cefpirome interactions,
disulfiram, 416

Cefpodoxime (Vantin)
interactions

antacids, 270

food, 15, 386t, 392, 394t
nifedipine, 271
ranitidine, 270

Cefprozil (Cefzil) interactions
food, 386t, 392, 394t
metoclopramide, 272
probenecid, 272
propantheline, 272, 273

Ceftazidime interactions
chloramphenicol, 352
probenecid, 273

Ceftibuten (Cedax)
interactions, food, 386t,
393, 394t

Ceftin. See Cefuroxime axetil
(Ceftin) interactions

Ceftizoxime interactions,
probenecid, 273

Ceftriaxone interactions
diclofenac, 272
heparin, 490
phenytoin, 272, 273
probenecid, 273

Cefuroxime axetil (Ceftin)
interactions

food, 15, 386t, 394t
ranitidine, 270

Cefzil. See Cefprozil (Cefzil)
interactions

Central nervous system
carbapenem toxicity in, 275
interactions

chloramphenicol, 203
cycloserine, 203

Cephadrine (Anspor,
Velosef) interactions,
food, 391, 394t

Cephalexin (Keflex, Keftab)
interactions

antacids, 270
cholestyramine, 271
food, 386t, 391, 394t
H2 receptor antagonists, 270
metformin, 266
nifedipine, 271
theophylline, 274

Cephaloridine
interactions, probenecid, 68
toxicity of, 274

Cephalosporins
interactions

antacids, 270
anticoagulants, 273
calcium channel blockers,

256t, 270–271
cholestyramine, 256t, 271
colistin, 256t
disulfiram, 415–417
ethanol, 256t
famotidine, 270
food, 386t, 391–393
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furosemide, 256t
H2 (histamine receptor)

antagonists, 256t
iron, 256t, 271
methotrexate, 256t, 272
metoclopramide, 256t, 272
nifedipine, 270–271
NSAIDs, 256t, 272
oral contraceptives, 256t
phenytoin, 256t, 272–273
probenecid, 256t, 273–274
propantheline, 256t, 274
rantidine, 270
theophylline, 256t, 274
warfarin, 256t

OAT/P transport of, 66t,
67, 68

therapeutic range in, 471
Cephalothin, toxicity of, 274
CF interactions, 204
Chelation

and absorption, 15, 384,
468–469

of azoles, 299–300
tetracyclines, 396

Chloramphenicol
antagonism in, 352
described, 339
interactions

acetaminophen, 339,
340t, 350

ampicillin, 262
anticoagulants, 340t,

352–353
anticonvulsants, 340t
β-lactams, 262
ceftazidime, 352
chlorpropamide, 340t,

351
cyclosporine, 341t,

353–354
dicumarol, 353
disulfiram, 415, 417
hypoglycemic agents,

oral, 340t, 351
penicillins, 256t, 262,

340t, 351–352
phenobarbital, 340t,

350–351
phenytoin, 340t, 350–351
rifampin, 196, 340t, 352
rifamycins, 197t
tacrolimus, 341t, 353–354
tolbutamide, 340t, 351
warfarin, 340t

vitamin K depletion by, 353
Chloroquine

in heart abnormalities, 230t
interactions

ampicillin, 262
penicillins, 256t

Chlorothiazide interactions
with penicillin, 269

Chlorpromazine interactions,
Pgp, 44t

Chlorpropamide interactions,
chloramphenicol, 340t, 351

Chlortetracycline interactions,
penicillin, 269

Chlorzoxazone (Parafon
Forte DSC) interactions

clinical observations/
studies, 445t

isoniazid, 194
Cholestyramine interactions,

cephalosporins, 256t, 271
Chronic heart failure, 446
Cialis. See Tadalafil (Cialis)
Cidofovir

interactions
acyclovir, 173t
aminoglycosides, 173t
amphotericin B, 150t,

155, 173t
didanosine, 104t
ethambutol, 202
foscarnet, 173t
pentamidine, 143t, 173t
probenecid, 173t, 174t, 176
rifabutin, 166, 174t
tenofovir, 104t
zidovudine, 104t

modulation of, 41
and MRP proteins, 59t, 61, 62
OAT/P transport of, 66t, 67
side effects of, 146
toxicity, 171, 172, 176

Cimetidine interactions
OATP, 66t

Cinochism, 448
Ciprofloxacin

absorption of, 220
in heart abnormalities, 230
interactions

antacids, 6, 193t
antipyrine agents, 221, 224
azlocillin, 262
caffeine, 223t, 402
calcium, 467
cimetidine, 226
clarithromycin, 226
clozapine, 225
cyclosporine, 224
diazepam, 224
didanosine, 167, 225, 500
enteral feedings,

220–221, 402
ethanol, 225
fenbufen, 227
fluoroquinolones, 217t,

218t, 219t
food, 193t, 387t, 398,

400t, 401

glyburide, 231
indomethacin, 234
iv fluid incompatibilities,

233t
methadone, 225
methotrexate, 225
metoclopramide, 220
metronidazole, 225
milk/yogurt, 400
olanzapine, 225
oral contraceptives, 225
papaveretum, 224
penicillins, 256t
Pgp, 44t
phenytoin, 226
pirenzepine, 216
probenecid, 227
rifampin, 224, 225
ropivacaine, 225–226
theophylline, 221, 222t,

223t, 224, 467
warfarin, 223, 224, 467

and torsade des pointes, 228
Cisapride

drugs contraindicated, 124t
elimination of, 15
in heart abnormalities, 230t
interactions

sparfloxacin, 220
telithromycin, 347t, 373

withdrawal of, 83
Cisplatin interactions,

aminoglycosides, 345t, 366
Citalopram interactions,

linezolid, 369
Clarithromycin (Biaxin)

in CYP metabolism, 435t
in heart abnormalities, 230t
interactions

amprenavir, 118t, 158t
atazanavir, 118t, 158t, 475
ciprofloxacin, 226
delaviridine, 110t, 158t
didanosine, 159t
digoxin, 46, 50, 52
efavirenz, 110t, 159t, 475
ERMBT, 450
ethionamide, 160t
evaluating, 470
food, 387t, 395, 397t, 417
fosamprenavir, 118t
grapefruit juice, 395
indinavir, 118t, 159t
lopinavir/ritonavir

(Kaletra), 121t, 159t
nelfinavir, 121t
nevirapine, 110t, 159t
Pgp, 17, 44t
rifabutin, 159t, 162t,

167, 198, 206, 475
rifampin, 160t, 164t, 206
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rifamycins, 197t, 198
ritonavir, 121t, 160t, 475
saquinavir, 121t, 160t
zalcitabine, 160t
zidovudine, 160t

for MAC infection, 166
metabolism, 141t, 167
for NTM, 206
side effects of, 202

Cleocin. See Clindamycin
(Cleocin)

Clinafloxacin acid
interactions, caffeine, 402

Clindamycin (Cleocin)
ciprofloxacin, 226
in CYP metabolism, 435t
described, 139
fluoroquinolones, 216
interactions

aminoglycosides, 341t,
354, 355

amprenavir, 144t
delaviridine, 144t
efavirenz, 144t
food, 403, 405t
nevirapine, 144t
non depolarizing

neuromuscular
blocking agents,
341t, 354–355

probenecid, 144t
succinylcholine, 354

itraconazole, 305t, 315
Pgp, 45t
side effects of, 146
theophylline, 486
voriconazole, 323t, 326

Clinical significance. See
Significance

Clofazimine interactions,
food, 192

Clonidine, 65t, 67
Clotrimazole interactions,

Pgp, 44t
Cloxacillin interactions

aspirin, 260
heparin, 260
proguanil, 268

Clozapine interactions
ciprofloxacin, 225
itraconazole, 304t, 309

CMV retinitis, 171, 172
Coagulopathy, 259
Coalism defined, 4
Cocktails, studying, 91
Colchicine interactions

itraconazole, 69–70
Pgp, 45t
quercetin, 43
rhodamine-123, 43

Colestipol interactions,
tetracyclines, 342t, 358

Colistin interactions,
cephalosporins, 256t

Combivir. See Lamivudine
(Combivir, Epivir)

Confidence intervals in drug
evaluation studies, 90, 499

Constitutive androstane
receptor (CAR), 438

Corticosteroid interactions
amphotericin B, 295t, 298
itraconazole, 305t, 309–312
pentamidine, 143t
Pgp, 44t

Cortisol interactions
cytokines, 451t
itraconazole, 310
Pgp, 44t

Cotrimoxazole in PCP
therapy, 139

Crixivan. See Indinavir
Crossover study design

described, 485, 496
Cryptosporidiosis, 192
Cycloheximide in CYP

induction, 439
Cyclophosphamide

interactions,
fluconazole, 317t, 319

Cycloserine (Seromycin)
interactions

antacids, 193t
ethionamide, 203
food, 193t, 405t, 406t
TDM in, 203

Cyclosporine
accumulation,

intracellular, 57
clinical observations/

studies, 445t
elimination of, 445
interactions

5-Fluorocytosine
(5-FC), 298

aminoglycosides, 345t, 365
amphotericin B, 295t, 296
carbapenem, 256t
caspofungin, 327–328
chloramphenicol, 341t,

353–354
ciprofloxacin, 224
colchicine, 70
dicloxacillin, 52
evaluating, 470
fluconazole, 316–320
imipenem/cilastin,

275–276
itraconazole, 304t, 309,

311, 312
ketoconazole, 25, 302, 303
levofloxacin, 224
lovastatin, 312

nafcillin, 264
norfloxacin, 224
pefloxacin, 224
penicillins, 256t
Pgp, 44t, 46, 47
quinupristin/

dalfopristin, 371
rifampin, 25, 49
tacrolimus, 224
trimethoprim, 52
voriconazole, 322t, 323,

324, 488
nephrotoxicity, 224
therapeutic range in, 470–471

CYP1A2, inhibition of, 226
CYP2 family, induction of, 22
CYP3A4/5

elimination of, 16, 443
induction, 195
inhibition of, 16–17, 88, 95,

300, 302
CYP3 family, induction of,

22, 95, 195
CYP gene regulation, 434,

437–439, 444
Cyproheptadine interactions,

linezolid, 369
Cystic fibrosis

antibiotic clearance in, 52
and drug absorption, 192

Cytochrome P450 enzymes
described, 434–435
in drug absorption, 16–17, 300
drug interactions,

assessing, 25–28,
101, 105

in drug metabolism, 20,
149, 434, 492–494

induction of, 22, 195, 435t,
440–443

inhibition of, 46, 439–440
literature on, 13
nomenclature, 19, 434
protein synthesis/

degradation in, 439
sources of, 8

Cytokines
in acute phase response,

432–434
clinical data regarding,

444–455
defined, 432
in drug interactions, 431–433
drug metabolism,

altering, 22
expression of, 432, 450
interactions

didanosine, 451t
indinavir, 451t, 452, 453
mechanisms of, 435–443
theophylline, 451t, 452
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zidovudine, 451t, 452
Cytovene. See Ganciclovir

D

Dapsone
absorption of, 14
in CYP metabolism, 435t
described, 139
interactions

amprenavir, 144t
delaviridine, 144t
didanosine, 139, 142t
efavirenz, 144t
food, 405t
ganciclovir, 174t
isoniazid, 161t
nevirapine, 144t
primaquine, 142t
probenecid, 144t
pyrimethamine, 142t
rifabutin, 196
rifampin, 142t, 196
rifamycins, 197t
stavudine, 142t
trimethoprim, 142t
valganciclovir, 174t
zalcitabine, 143t
zidovudine, 143t

side effects of, 146
toxicity, 145

Daptomycin interactions,
aminoglycosides, 370

Declomycin. See
Demeclocycline
interactions

Decongestant interactions,
linezolid, 347t, 369–370

Delaviridine (Rescriptor)
contraindications, 113,

124t, 125t, 198
in CYP inhibition, 138, 435t
interactions

adefovir, 105, 112
amprenavir, 106t
atazanavir, 106t
atorvastatin, 110t
carbamazepine, 110t
clarithromycin, 110t, 158t
clindamycin, 144t
dapsone, 144t
ethionamide, 160t
fluconazole, 150t
food, 128t, 388t, 410, 412t
fosamprenavir, 106t
indinavir, 105, 106t
itraconazole, 151t
ketoconazole, 110t
lopinavir/ritonavir, 106t
lovastatin, 111t
methadone, 111t
nelfinavir, 106t

phenobarbital, 110t
phenytoin, 110t
pravastatin, 111t
rifabutin, 110t, 157,

162t, 166, 199t
rifampin, 110t, 164t, 199t
rifamycins, 197t, 198
ritonavir, 106t
saquinavir, 105, 106t
sildenafil, 111t
simvastatin, 111t
sulfadiazine, 144t
tadalafil, 111t
vardenafil, 111t
voriconazole, 326

Demeclocycline interactions,
food, 399t

Demulen
(ethinylestriadol+ethynodiol
diacetate) interactions

ampicillin, 263
Desipramine interactions,

ritonavir, 123t
Dexamethasone interactions

caspofungin, 156, 329
itraconazole, 305t, 309, 312
Pgp, 44t, 47

Dextromethorphan
clinical observations/

studies, 445t, 447
and linezolid, 369–370

Diabetes mellitus, 192, 231–233
Diazepam interactions

ciprofloxacin, 224
isoniazid, 194
itraconazole, 304t, 307,

308, 312
Diclofenac interactions,

ceftriaxone, 272
Dicloxacillin interactions

aspirin, 260
cyclosporine, 52
ketoconazole, 52
methotrexate, 266
Pgp, 52
probenecid, 268
sulfonamides, 268
vinblastine, 52
warfarin, 260, 276–277

Dicumarol interactions,
chloramphenicol, 353

Didanosine
absorption of, 14, 127, 140t
distribution, 54
enteric-coated (Videx EC)

and antiretrovirals,
105, 177

food, 388t, 409, 412t
itraconazole, 305t
ketoconazole/

itraconazole,
148, 149

tenofovir, 410
and tenofovir, 102

interactions
abacavir, 104t
allopurinol, 102
atazanavir, 103t
atovaquone, 142t
cidofovir, 104t
ciprofloxacin, 167, 225, 500
clarithromycin, 159t
cytokines, 451t
dapsone, 139, 142t
ethambutol, 160t
fluoroquinolones, 161t,

167, 237t, 469
food, 128t, 388t, 408, 412t
foscarnet, 175t
ganciclovir, 102, 104t,

171, 172, 174t, 176
hydroxyurea, 103t, 105
indinavir, 69, 500
isoniazid, 161t
itraconazole, 148, 149,

151t, 303
ketoconazole, 148, 153t, 500
lamivudine, 104t
methadone, 102, 104t
pentamidine, 143t, 147
ribavirin, 104t, 172, 175t
rifabutin, 162t
stavudine, 103t, 104t
tenofovir, 102, 103t
valganciclovir, 104t, 174t
zalcitabine, 104t

and MRP proteins, 59t, 60, 62
side effects of, 146, 168, 169

Diflucan. See Fluconazole
Digoxin

absorption of, 489
interactions

p-Aminosalicylic acid, 204
amphotericin B, 295t
clarithromycin, 46, 50, 52
erythromycin, 50
evaluating, 470, 499
fexofenadine, 70–71
gatifloxacin, 224
gemifloxacin, 224
itraconazole, 50, 52, 70,

92, 305t, 314
ketoconazole, 50
levofloxacin, 224
moxifloxacin, 224
Pgp, 44t, 50, 70
quinidine, 54
rifampin, 48–49, 70–71
ritonavir, 46, 50, 64
sparfloxacin, 224
telithromycin, 348t
tetracyclines, 342t,

358–359



Index 515

verapamil, 54
voriconazole, 322t, 324

therapeutic range in,
470–471, 500

transport of, 64, 65t
Diltiazem interactions

atazanavir, 120t
nifedipine, 271
Pgp, 44t, 46

Dipyridamole interactions
MRP proteins, 59t, 62, 63
Pgp, 44t

Dirithromycin (Dynabac)
interactions, food, 397t

Disopyramide in heart
abnormalities, 230t

Distribution
central nervous system,

52–54, 68
extent of, factors affecting,

3, 18–19
fluoroquinolones, 221
lymphocytes, 56–58
pharmacokinetic studies

of, 489–490
Disulfiram (Antabuse)

interactions
cephalosporins, 415–417
chloramphenicol, 415, 417
ethanol, 271, 415, 417
food, 414–417
furazolidone, 417
griseofulvin, 417
metronizadole, 415–416
Pgp, 45t
ritonavir, 417
TMP/SMZ, 417

Ditropan. See Oxybutynin
(Ditropan) interactions

Diuretics, thiazide/loop
interactions

aminoglycosides, 346t, 366
amphotericin B, 295t

Dofetilide in heart
abnormalities, 230t

Domperidone
elimination of, 15
Pgp interactions with, 45t

Dosage and drug
interactions, 7, 68, 468,
487–488, 500

Doxycycline interactions
bismuth subsalicylate, 358
carbamazepine, 359
food, 387t, 396, 398, 399t
methotrexate, 362–363
phenobarbital, 359
phenytoin, 359
rifampin, 196, 344t, 363
rifamycins, 197t
streptomycin, 363

tetracyclines, 342t
theophylline, 361
warfarin, 360

Drug interactions
avoiding, 463–469
data interpretation, 498–501
evaluating, 83–85, 215–216,

469–472
ex vivo, 3
occurrence defined, 2, 3
overview, 1–3, 41–42, 96, 137
predicting, 6, 8, 25–28, 87
resources regarding, 473–474
significance, 24–25, 138, 474

Drug Interactions Facts
classification scheme
described, 7

Drug-related factors affecting
interactions, 2t

Duricef. See Cefadroxil
(Duricef) interactions

Dynabac. See Dirithromycin
(Dynabac) interactions

E

Echinacea in drug
interactions, 96

Echinocandins. See
Caspofungin

E.E.S., EryPed. See
Erythromycin
ethylsuccinate
interactions

Efavirenz (Sustiva)
absorption of, 127
in CYP inhibition/

induction, 138, 435t
drugs contraindicated,

124t, 198
in HIV treatment, 105
interactions

adefovir, 112
amprenavir, 106t, 107t, 112
atazanavir, 95, 107t
atorvastatin, 110t
carbamazepine, 110t
caspofungin, 150t, 156, 329
clarithromycin, 110t,

159t, 475
clindamycin, 144t
cytokines/interferons, 454
dapsone, 144t
fluconazole, 150t
food, 128t, 129t, 388t,

410, 412t
fosamprenavir, 107t
indinavir, 107t, 112
itraconazole, 151t
ketoconazole, 110t
levofloxacin, 225
lopinavir/ritonavir, 107t

lovastatin, 111t
methadone, 111t, 112, 130
nelfinavir, 107t, 108t, 112
oral contraceptives, 111t
phenobarbital, 110t
pravastatin, 64, 111t
rifabutin, 110t, 157,

163t, 166, 199t
rifampin, 110t, 157,

164t, 170t, 199t
rifamycins, 197t, 198
ritonavir, 107t, 108t,

112, 475
saquinavir, 108t, 112
sildenafil, 111t
simvastatin, 111t
sulfadiazine, 144t
tadalafil, 111t
vardenafil, 111t
voriconazole, 326

metabolism of, 140t
and pulmonary TB, 156

Elderly patients in drug
interaction studies, 488

Electrophysiology
amphotericin B, 291, 297–298
and fluoroquinolones,

228–231
Elimination

antiparasitics, 145
evaluating for NMEs, 86
extent of, factors affecting,

4, 15, 23–24
Pgp in, 51–52
pharmacokinetic studies

of, 490–492, 494
presystemic, changes in, 16

Emtricitabine (Emtriva)
interactions, food, 128t,
410, 412t

Emtriva. See Emtricitabine
(Emtriva) interactions

Encainide in heart
abnormalities, 230t

Endocarditis
enterococcal, 4
valve, 206–207, 356

Enfuvirtide
described, 126–127
interactions, rifamycins, 157

Enoxacin interactions
caffeine, 223t, 402
fenbufen, 227
fluoroquinolones, 218t, 219t
food, 387t, 400t
milk/yogurt, 221, 400
theophylline, 221, 222t
warfarin, 223

Enteral feeding solution
interactions,
fluoroquinolones,
220–221, 398, 402
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Enterococcal infection, 259, 353
Entry inhibitors, 126–127
Enzymes

induction of, 88
inhibition of, 21, 86–88

(See also Cytochrome
P450 enzymes)

Epivir. See Lamivudine
(Combivir, Epivir)

Equivalence range values,
normal, 6

Ergot derivatives
drugs contraindicated, 124t
and PIs, 113

ERMBT interactions, 445t,
446, 449t, 450, 451t

Ertapenem interactions,
probenecid, 274

Ery-Tab. See Erythromycin
Erythrocin stearate. See

Erythromycin stearate
interactions

Erythromycin
accumulation,

intracellular, 57
in CYP metabolism, 435t
in heart abnormalities, 230t
interactions

digoxin, 50
evaluating, 470
food, 15, 386t, 393, 395,

397t
penicillins, 264–265
P-glycoprotein, 17, 18,

44t, 46, 53
rifamycins, 197t
terfenadine, 6, 21
verapamil, 18
voriconazole, 323t, 326

Erythromycin base
interactions, food, 386t,
395, 397t

Erythromycin estolate
interactions, food, 386t,
395, 397t

Erythromycin ethylsuccinate
interactions, food, 386t,
395, 397t

Erythromycin stearate
interactions, food, 386t,
393, 395, 397t

Estazolam interactions,
itraconazole, 304t, 308, 312

Estradiol. See Oral
contraceptives

Ethacrynic acid, side effects
of, 202, 366–367

Ethambutol (Myambutol)
absorption of, 192
described, 156, 167, 191
interactions

aluminum salts, 160t
antacids, 141t, 192,

193t, 202, 406
cidofovir, 202
didanosine, 160t
food, 192, 193t, 387t, 406t
isoniazid, 161t
PIs, 205t
rifabutin, 202

Ethanol
disulfiram like reactions,

271, 415, 417
interactions

cephalosporins, 256t
ciprofloxacin, 225
pentamidine, 143t

Ethionamide (Trecator-SC)
described, 168, 169
interactions

clarithromycin, 160t
cycloserine, 203
delaviridine, 160t
fluconazole, 160t
food, 406t
itraconazole, 160t
ketoconazole, 160t
PIs, 205t
voriconazole, 160t

Ethylsuccinate/sulfisoxazole
interactions

food, 397t, 404t
Ethynylestradiol. See Oral

contraceptives
Etoposide and MRP proteins, 59t

F

Famciclovir
described, 170
interactions

food, 389t, 414
Famotidine interactions

cephalosporins, 270
itraconazole, 305t

Fanconi syndrome, 60
Fecal excretion in drug

metabolism, 494
Felodipine interactions

itraconazole, 305t, 310, 312
Pgp, 44t

Fenbufen interactions
ciprofloxacin, 227
enoxacin, 227
norfloxacin, 227
ofloxacin, 227
sparfloxacin, 227

Fentanyl interactions
itraconazole, 305t, 311
Pgp, 45t

Ferrous sulfate interactions.
See Iron interactions

Fetal exposure, reducing, 54

Fexofenadine (Allegra)
interactions

digoxin, 70–71
grapefruit juice, 64
ketoconazole, 51, 92
Pgp, 44t, 50
rifampin, 51
ritonavir, 50
verapamil, 51

transport of, 64, 65t
Flecainide in heart

abnormalities, 230t
Fleroxacin interactions

fluoroquinolones, 217t, 219t
food, 399
milk/yogurt, 221, 400
rifampin, 224
theophylline, 222t

Floxin. See Ofloxacin (Floxin)
Fluconazole (Diflucan)

absorption of, 149, 315
described, 148, 291–294,

315–316, 330
elimination of, 300, 301
interactions

alfentanil, 317t
amphotericin B, 296
atazanavir, 151t
benzodiazepines, 316, 319
cyclophosphamide,

317t, 319
cyclosporine, 316–320
delaviridine, 150t
efavirenz, 150t, 151t
ethionamide, 160t
food, 388t, 406, 408t
glyburide, 317t, 318,

319, 320
indinavir, 151t
lopinavir/ritonavir, 151t
lorazepam, 319
losartan, 317t, 318
midazolam, 316, 317t, 319
nelfinavir, 151t
nevirapine, 151t
oxazepam, 319
phenytoin, 317t, 318,

319, 320
rifabutin, 151t, 163t, 196
rifampin, 149, 151t,

165t, 196, 317t
rifamycins, 206
ritonavir, 151t, 317t, 318
saquinavir, 151t, 317t,

318, 319
telithromycin, 347t, 373
temazepam, 319
triazolam, 316, 317t, 319
warfarin, 317t, 318,

319, 320
zidovudine, 102, 151t,

154, 317t, 320–321
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metabolism, 141t
Flucytosine

described, 155
interactions

amphotericin B, 150t, 155
valganciclovir, 174t

Flumadine. See Rimantadine
(Flumadine)
interactions

Fluoroquinolones. See also
individual drug by name

absorption, 234–235
described, 156, 167, 215
distribution, 221
drug interactions,

evaluating, 470
and electrophysiology,

228–231
elimination of, 24, 227
interactions

aluminum salts, 161t
antacids, 7, 141t, 161t,

216, 237t, 398,
467, 468, 476

antipyrine agents, 221
caffeine, 237t, 402
Ca supplements, 237t
chelation, 15
cycloserine, 203
didanosine, 161t, 167,

237t, 469
enteral feeding

solution, 220–221,
398, 402

food, 385, 387t, 398–402
H2 (histamine receptor)

antagonists, 216
iron, 237t, 477
methylxanthines, 236
NSAIDs, 227–228
omeprazole, 216, 477, 489
penicillins, 262
physiochemical, 233–236
PIs, 205t
rifamycins, 197t, 198
sucralfate, 161t, 216,

237t, 469
vitamins+minerals,

161t, 216, 401, 402
iv fluid incompatibilities

with, 233t
metabolism, 141t, 221–227,

235–236
metabolism of, 434
therapeutic range in, 471
transport mechanisms, 16

Fluvastatin
interactions, itraconazole,

304t, 312
metabolism of, 307

Food–drug interactions
abacavir, 128t, 388t, 409, 412t

acyclovir, 414t
albendazole, 387t, 403, 404t
amoxicillin, 386t, 390, 391t
amoxicillin/clavulanic

acid, 386t, 390, 391
ampicillin, 390, 391t
amprenavir, 129t, 388t, 413t
anthelmintics, 403, 404t
antifungal agents, 388t,

407–408
antimycobacterials, 405406
atazanavir (Reyataz),

129t, 413t
atovaquone, 387t, 403,

405t, 417–418
atovaquone/proguanil, 405t
azithromycin, 386t, 387t,

395–396, 397t
bacampicillin, 255, 386t, 391t
carbenicillin, 391
cefaclor, 386t, 392, 394t
cefadroxil, 386t, 394t
cefdinir, 392, 393
cefditoren pivoxil, 386t,

393, 394t
cefixime, 386t, 392, 394t
cefpodoxime, 15, 386t,

392, 394t
cefprozil, 386t, 392, 394t
ceftibuten, 386t, 393, 394t
cefuroxime axetil, 15,

386t, 394t
cephadrine, 391, 394t
cephalexin, 386t, 391, 394t
cephalosporins, 386t, 391–393
ciprofloxacin, 193t, 387t,

398, 400t, 401
clarithromycin, 387t, 395,

397t, 417
clindamycin, 403, 405t
clofazimine, 192
cycloserine, 193t, 405t, 406t
dapsone, 405t
delaviridine (Rescriptor),

128t, 388t, 410, 412t
didanosine, 128t, 388t, 408,

409, 412t
dirithromycin, 397t
disulfiram, 414–417
doxycycline, 387t, 396,

398, 399t
efavirenz, 128t, 129t, 388t,

410, 412t
emtricitabine, 128t, 410, 412t
enoxacin, 387t, 400t
erythromycins, 15, 386t,

393, 395, 397t
ethambutol, 192, 193t,

387t, 406t
ethionamide, 406t
ethylsuccinate/

sulfisoxazole, 397t, 404t

famciclovir, 389t, 414
fleroxacin, 399
fluconazole, 388t, 406, 408t
fluoroquinolones, 385,

387t, 398–402
fosamprenavir, 129t, 388t, 413t
fosfomycin, 404t
furazolidone, 405t
ganciclovir, 389t, 413–414
gatifloxacin, 387t, 399, 400t
gemifloxacin, 387t, 400
griseofulvin, 15, 388t, 407–408
indinavir, 129t, 389t,

410–411, 412t
isoniazid, 192, 193t, 387t,

405–406
itraconazole, 292, 388t,

406, 408t
ivermectin, 387t, 403, 404t
ketoconazole, 291, 388t,

406, 408t
lamivudine (Combivir,

Epivir), 128t, 388t,
409, 412t

levofloxacin, 193t, 387t,
399, 400t

linezolid, 387t, 403, 405t
literature on, 7
lomefloxacin, 387t, 399, 400t
loracarbef, 386t, 392, 394t
macrolide antibiotics,

386t–387t, 393, 395–396
mechanism of, 383–384
methenamine

combinations, 404t
metronizadole, 387t, 403
minocycline, 387t, 396,

398t, 399t
moxifloxacin, 387t, 400
nafcillin, 390
nelfinavir, 129t, 389t, 412t, 413
nevirapine (Viramune),

129t, 388t, 410, 412t
nitrofurantoin, 402–403, 404t
NNRTIs, 388t, 410, 412t
norfloxacin, 400t
NRTIs, 128t, 388t,

408–410, 412t
ofloxacin, 387t, 400t
overview, 15, 96, 127,

128t–129t, 383
oxytetracycline, 404t
p-Aminosalicylic acid,

192, 193t, 406t
penicillins, 15, 386t, 390, 391
PIs, 129t, 388t–389t, 410–413
praziquantel, 387t, 403, 404t
pyrazinamide, 192, 193t,

387t, 406t
rifabutin, 193t, 387t, 406t
rifampin, 192, 193t, 387t, 406t
rimantadine, 389t
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ritonavir, 129t, 389t, 412t, 413
saquinavir, 129t, 389t,

411, 412t
sparfloxacin, 387t, 398, 400t
stavudine, 128t, 388t, 409, 412t
studies on, 384–385
tenofovir, 128t, 410, 412t
terbinafine, 408t
tetracyclines, 387t, 396,

398, 399t
TMP/SMZ, 404t
trimethoprim, 387t
Trizivir (abacavir/

lamivudine/zidovudine),
409–410, 412t

troleandomycin, 397t
trovafloxacin, 400t
valacyclovir, 414t
valganciclovir, 389t, 414
vancomycin, 405t
voriconazole, 388t, 406, 408t
zalcitabine, 128t, 388t, 409, 412t
zidovudine, 128t, 388t,

409, 412t
Formivirsen described, 171
Fortovase. See Saquinavir

(Fortovase, Invirase)
Fosamprenavir (Lexiva)

drugs contraindicated,
124t, 125t

interactions
atazanavir, 114t
atorvastatin, 119t
carbamazepine, 119t
clarithromycin, 118t
delaviridine, 106t
efavirenz, 107t
food, 129t, 388t, 413t
indinavir, 115t
ketoconazole, 118t
lopinavir/ritonavir,

115t, 126
lovastatin, 119t
methadone, 120t
nelfinavir, 115t
nevirapine, 108t
oral contraceptives,

113, 120t
phenobarbital, 119t
phenytoin, 119t
pravastatin, 119t
rifabutin, 118t, 157, 161t
rifampin, 118t
ritonavir, 95, 115t, 126, 130
saquinavir, 116t
sildenafil, 119t
simvastatin, 119t
tadalafil, 119t
vardenafil, 113, 119t

Foscarnet
interactions

acyclovir, 173t
amphotericin B, 150t, 155
cidofovir, 173t
didanosine, 175t
nephrotoxins, 175t
pentamidine, 143t
zalcitabine, 175t
zidovudine, 175t

side effects of, 146
toxicity, 171, 172, 176, 466, 471

Fosfomycin interactions,
food, 404t

Fulvicin. See Griseofulvin
interactions

Furadantin. See Nitrofurantoin
interactions

Furanocoumarin derivatives
in drug interactions, 29

Furazolidone interactions
disulfiram, 417
food, 405t

Furosemide
interactions

aminoglycosides, 366, 367
cephalosporins, 256t
gentamicin, 367
lomefloxacin, 227
tobramycin, 367

and MRP proteins, 59t
side effects of, 202
toxicity, 274

Furoxone. See Furazolidone
interactions

Fusarium infections,
managing, 148

G

Ganciclovir (Cytovene)
absorption of, 141t
interactions

5-Fluorocytosine (5-
FC), 298

amphotericin B, 174t
antineoplastic agents, 174t
carbapenem, 256t
dapsone, 174t
didanosine, 102, 104t,

171, 172, 174t, 176
food, 389t, 413–414
imipenem, 175t
imipenem/cilastin, 276
pentamidine, 174t
primaquine, 174t
probenecid, 175t
pyrimethamine, 174t
tenofovir, 104t
TMP/SMZ, 174t, 466
trimetrexate, 174t
zidovudine, 104t, 171,

172, 174t, 468
and MRP proteins, 61

OATP transport of, 66t
toxicity, 146, 171, 471

Garenoxacin interactions,
pseudoephedrine, 227

Garlic
in drug interactions, 96
drugs contraindicated,

124t, 127
Gastric emptying. See

Elimination
Gastrointestinal agent

interactions, Pgp, 45t
Gastrointestinal tract, drug

interactions in, 293
Gatifloxacin

in glucose homeostasis
abnormalities, 232, 233

interactions
digoxin, 224
enteral feeds, 402
ETA, 203
fluoroquinolones, 217t, 218t
food, 387t, 399, 400t
glyburide, 232
insulin, 232
metformin, 232
midazolam, 224
milk/yogurt, 221
orange juice, 401
probenecid, 227
repaglinide, 231
theophylline, 221, 223t, 467
warfarin, 224, 467

IV fluid incompatibilities
with, 233t

QTc interval prolongation,
228

Gemifloxacin interactions
digoxin, 224
fluoroquinolones, 217t,

218t, 219t, 220t
food, 387t, 400
theophylline, 221, 223t
warfarin, 223

Genetic polymorphisms. See
Polymorphisms

Gene transcription/
translation, regulation
of, 437–439

Genital tract, drug
distribution in, 55–56

Genotyping in drug
interaction prediction, 28

Gentamicin interactions
aminoglycosides, 371
ampicillin, 258
carbenicillin, 257, 258, 259, 372
furosemide, 367
indomethacin, 365
piperacillin, 372
synergism in, 4
ticarcillin, 258
vancomycin, 6
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Geocillin. See Carbenicillin
(Geocillin) interactions

GERD, 476, 477
GF 120918

accumulation,
intracellular, 57

interactions, Pgp, 45t
Glomerular filtration in drug

elimination, 23, 490–491
Glucose and isoniazid, 168
Glucose homeostasis

abnormalities (GHAs),
231–233

Glyburide interactions
ciprofloxacin, 231
fluconazole, 317t, 318, 319, 320
gatifloxacin, 232
insulin + repaglinide +

vogilbose, 231
moxifloxacin, 232
pioglitazone, 231

Glycopyrrolate for
clindamycin
interactions, 354

Goiter, 203, 204
Gonococcal infection, 262, 491
Grapefruit juice

and CYP inhibition, 16–17,
29, 411

in drug interactions, 96, 384
interactions

anthelmintics, 403
clarithromycin, 395
fexofenadine, 64
indinavir, 127
Pgp, 45t, 48, 127
pravastatin, 29
saquinavir, 127
simvastatin, 29
telithromycin, 373

OATP transport of, 65t
Grepafloxacin

interactions
Pgp, 44t
rifampin, 224
theophylline, 221, 223t
warfarin, 223

QTc interval prolongation, 228
Grifulvin V. See Griseofulvin

interactions
Griseofulvin interactions

disulfiram, 417
food, 15, 388t, 407–408

Gris-PEG. See Griseofulvin
interactions

Guar gum interactions,
penicillins, 256t, 265

Guidelines for studies, 1, 83–84

H

H2 (histamine receptor)
antagonists

absorption of, 14
interactions

atazanavir, 120t
avoiding, 465
β-lactams, 255
cephalosporins, 256t, 270
fluoroquinolones, 216
itraconazole, 303
ketoconazole, 302
penicillins, 256t
rifampin, 192
voriconazole, 326

labeling of, 94t
Haemophilus influenzae, 352
Halofantrine in heart

abnormalities, 230t
Haloperidol interactions,

itraconazole, 304t, 308–309
Heart, QTc interval

prolongation in, 228–231
Heart failure, chronic, 446
Hematuria, 260
Heme oxidase (HO),

induction of, 441–442
Hemodialysis, 202, 257, 258
Heparin interactions

ceftriaxone, 490
penicillins, 256t, 259–260
temafloxacin, 224
vancomycin, 341t, 356

Hepatitis C infection, 172
Hepatocyte cultures in drug

interaction prediction, 27
Hepatotoxicity

ETA, 203
rifamycin/PZA, 200, 202

Hexobarbital interactions,
449t, 451t, 452

Highly active antiretroviral
therapy (HAART) in
HIV treatment, 101, 147

Histoplasmosis, 155
HIV. See Human

immunodeficiency
virus (HIV)

Hivid. See Zalcitabine (Hivid)
HIV protease inhibitors. See

Protease inhibitors (PIs)
HMG-Co-A reductase

inhibitors
interactions, itraconazole, 304t
metabolism of, 307
side effects of, 311

Hoechst 33342 and Pgp, 43
Hormone interactions, Pgp, 44t
Human hepatocyte cultures

in drug interaction
prediction, 27

Human immunodeficiency
virus (HIV)

drug interactions in, 1, 5,
89, 450–451, 464

treatment, 4, 52–53, 56, 85,
130, 206, 474–475

tuberculosis and, 204
Hydrocortisone interactions,

amphotericin B, 298
Hydroxyurea interactions,

didanosine, 103t, 105
Hypersensitivity reactions, 204
Hypoglycemic agents, oral

interactions
chloramphenicol, 340t, 351

Hypokalemia, 298
Hypoprothrombinemia, 273

I

Ibutilide in heart
abnormalities, 230t

Ilosone. See Erythromycin
estolate interactions

Imatinab mesylate
interactions, Pgp, 45t

Imipenem/cilastin
interactions

cyclosporine, 275–276
ganciclovir, 276
theophylline, 276

Imipenem interactions
aztreonam, 276
ganciclovir, 175t
probenecid, 274
valganciclovir, 175t
valproic acid, 275

Imipramine interactions,
alzaprolam, 487

Immortalized cell lines in
drug interaction
prediction, 27

Immune response, cellular
and drug metabolism, 21

Indinavir (Crixivan)
absorption of, 127, 140t
in bioequivalence studies, 495
in CYP inhibition, 21, 138, 435t
distribution, 55
drugs contraindicated,

124t, 125t
interactions

adefovir, 112
amprenavir, 114t
atazanavir, 114t
atorvastatin, 119t
carbamazepine, 119t
clarithromycin, 118t, 159t
cytokines, 451t, 452, 453
delaviridine, 105, 106t
didanosine, 69, 500
efavirenz, 107t, 112
fluconazole, 151t
food, 129t, 389t,

410–411, 412t
fosamprenavir, 115t
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grapefruit juice, 127
isoniazid, 161t
itraconazole, 152t
ketoconazole, 118t, 149, 153t
lopinavir/ritonavir, 116t
lovastatin, 119t
methadone, 120t
milk thistle (Silymarin), 127
nelfinavir, 116t
nevirapine, 108t, 112
oral contraceptives,

113, 120t
Pgp, 44t, 48, 51, 53, 56
phenobarbital, 119t
phenytoin, 119t
pravastatin, 119t
probenecid, 61
rifabutin, 92–93, 118t,

157, 163t, 201t
rifampin, 118t, 165t,

200, 201t
rifamycins, 197t
rifapentine, 200
ritonavir, 55, 116t, 127,

411, 501
saquinavir, 116t
sildenafil, 113, 119t
simvastatin, 119t
St. John’s wort, 127
tadalafil, 113, 119t
vardenafil, 113, 119t
voriconazole, 322t,

323t, 324, 326, 487
and MRP proteins, 58, 59t, 62

Indomethacin interactions
aminoglycosides, 345t, 365
ciprofloxacin, 234
methotrexate, 266
MRP proteins, 59t
penicillin, 269
vancomycin, 341t, 355

Induction
clinical consequences,

predicting, 4
evaluating, 87, 88
mechanisms, 22, 23

Inertism defined, 4
Infection

antiparasitics for, 139,
145–148

and drug distribution, 52–53
drug interactions in, 464
drug metabolism, altering, 21
enterococcal, 259
gonococcal, 262
models of, 448–451
opportunistic in HIV, 137, 475

Inflammation
drug metabolism, altering,

21, 22, 433, 454–455
models of, 448–451

Influenza, 444
Influenza vaccine and drug

metabolism, 447–448
Inhibition

clinical consequences,
predicting, 4

evaluating, 86–88
mechanisms of, 21, 23

Insulin interactions,
gatifloxacin, 232

Insulin+repaglinide+vogilbose
interactions

glyburide, 231
Interferon-γ

CYP3A4 expression and, 443
in CYP induction, 440, 441
interactions, penicillins,

256t, 265, 431
Interferons

in CYP regulation, 444
in drug metabolism, 451–453
interactions

efavirenz, 454
zidovudine, 451, 468

in XO induction, 442
Interleukin (IL)-1

in CYP induction, 440
drug metabolism, altering,

21, 22, 431, 443
Interleukin-2 (IL-2) in CYP

downregulation, 438, 452
Interleukin-6 (IL-6)

in CYP induction/
inhibition, 446

and drug metabolism,
altering, 21, 22, 431,
438–439, 443

interactions
carbamazepine, 446
ERMBT, 450
phenytoin, 446

Intestinal motility. See
Elimination

Intestines, Pgp in, 51
Invirase. See Saquinavir

(Fortovase, Invirase)
In vitro/in vivo scaling

limitations, 8, 25
overview, 28–29, 86–88
regulatory considerations,

85–86
results, interpreting, 91–92

Iron interactions
avoiding, 465, 489
cephalosporins, 256t, 271, 277
fluoroquinolones, 216,

237t, 477
minocycline, 387t, 396
tetracyclines, 15, 396, 398

Isoniazid
absorption of, 141t, 168, 192

described, 156, 168, 170t, 191
interactions

acetaminophen, 194
aluminum salts, 160t, 168
antacids, 141t, 192, 193t
atazanavir, 168
carbamazepine, 194
chlorzoxazone, 194
Cs, 203
dapsone, 161t
diazepam, 194
didanosine, 161t
ethambutol, 161t
food, 192, 193t, 387t,

405–406
indinavir, 161t
ketoconazole, 153t
lopinavir/ritonavir, 168
nelfinavir, 168
phenytoin, 194
PIs, 205t
primidone, 194
pyrazinamide, 202
pyridoxine, 138, 168, 169
rifampin, 161t, 194
saquinavir, 168
stavudine, 161t
vincristine, 161t
warfarin, 194
zalcitabine, 161t, 168

metabolism, 168
toxicity, 166

Itraconazole (Sporanox)
absorption of, 14, 141t,

148, 303, 406
in CYP inhibition, 21
described, 148, 291–294,

303–307, 330
drug interactions,

evaluating, 470
elimination of, 300, 301
interactions

amphotericin B, 296,
313, 327

amprenavir, 152t
atorvastatin, 304t, 307,

311, 312
bromazepam, 304t, 308
budesonide, 305t, 310
buspirone, 304t, 308
busulfan, 305t
carbamazepine, 305t, 313
caspofungin, 313, 328
cimetidine, 305t, 315
clozapine, 304t, 309
colchicine, 69–70
corticosteroids, 305t,

309–312
cyclosporine, 304t, 309,

311, 312
delaviridine, 151t



Index 521

dexamethasone, 305t,
309, 312

diazepam, 304t, 307,
308, 312

didanosine, 148, 149,
151t, 303

didanosine enteric-coated
(Videx EC), 305t

digoxin, 50, 52, 70, 92,
305t, 314

efavirenz, 151t
estazolam, 304t, 308, 312
ethionamide, 160t
famotidine, 305t
felodipine, 305t, 310, 312
fentanyl, 305t, 311
fluvastatin, 304t, 312
food, 292, 388t, 406, 408t
H2 (histamine receptor)

antagonists, 303
haloperidol, 304t, 308–309
indinavir, 152t
lopinavir/ritonavir, 152t
lorazepam, 312
lovastatin, 304t, 307,

311, 312
managing, 306, 313
methylprednisolone,

305t, 309, 312
midazolam, 304t, 307, 308
nevirapine, 151t
omeprazole, 305t, 489
oxazepam, 304t, 312
oxybutynin, 305t, 311
Pgp, 44t, 46
phenobarbital, 305t, 313
phenytoin, 305t, 313
PPIs, 303
pravastatin, 304t, 306, 312
prednisolone, 305t,

310, 312
quinidine, 305t, 314
rifabutin, 152t, 163t, 313
rifampin, 149, 152t, 196, 313
rifamycins, 197t, 206
ritonavir, 152t
rosuvastatin, 304t, 312
saquinavir, 152t
selegiline, 305t, 311
simavastatin, 304t, 307,

311, 312
tacrolimus, 304t, 309,

311, 312
telithromycin, 347t, 373
temazepam, 304t, 308, 312
triazolam, 304t, 307
warfarin, 311, 312, 313
zolpidem, 304t, 308, 312

labeling of, 94t
metabolism, 141t

Ivermectin interactions

food, 387t, 403, 404t
Pgp, 44t

K

Kaletra. See Lopinavir/
ritonavir (Kaletra)

Kanamycin
elimination of, 202
interactions, ethacrynic

acid, 366
Keflex, Keftab. See Cephalexin
Ketoconazole (Nizoral)

absorption of, 14, 141t, 148
in CYP inhibition, 21, 29–30
described, 148, 291–294,

302–303
elimination of, 300, 301
interactions

amprenavir, 118t, 152t
antacids, 302
atazanavir, 118t
cyclosporine, 25, 302, 303
delaviridine, 110t
dicloxacillin, 52
didanosine, 148, 153t, 500
digoxin, 50
efavirenz, 110t
ERMBT, 450
ethionamide, 160t
fexofenadine (Allegra),

51, 92
food, 291, 388t, 406, 408t
fosamprenavir, 118t
H2 (histamine receptor)

antagonists, 302
indinavir, 118t, 149, 153t
isoniazid, 153t
lopinavir/ritonavir

(Kaletra), 121t, 153t
nelfinavir, 121t, 153t
nevirapine, 110t, 149, 153t
omeprazole, 489
P-glycoprotein, 17, 18
PPIs, 302
rifampin, 153t, 165t, 196
rifamycins, 197t, 206
ritonavir, 121t, 153t, 154
saquinavir, 121t, 153t, 154
sucralfate, 300, 302
telithromycin, 347t, 373
trimethoprim, 52

metabolism, 141t
in NME evaluation, 86
OATP transport of, 64, 65t

Ketoprofen interactions
ofloxacin, 227
pefloxacin, 227

Khat interactions, penicillins,
256t, 265–266

Kidneys
blood flow values,

normal, 491

drug metabolism in, 293,
434, 484

Pgp in, 51–52

L

Labeling issues in drug
interactions, 93, 94t

Lactic acidosis, 172
Lactose and isoniazid, 168
Lamisil. See Terbinafine

(Lamisil) interactions
Lamivudine (Combivir,

Epivir). See also Trizivir
(abacavir/lamivudine/
zidovudine) and food

distribution, 54, 55
elimination, 145
interactions

abacavir, 102
adefovir, 112
didanosine, 104t
food, 128t, 388t, 409, 412t
rifamycins, 197t
stavudine, 104t
tenofovir, 104t
trimethoprim-sulfameth-

oxazole (TMP/
SMZ), 144t, 145

zalcitabine, 102, 138
zidovudine, 138

and MRP proteins, 59t, 60, 63
Lansoprazole interactions,

Pgp, 45t
Leucovorin interactions,

trimetrexate, 147
Levaquin. See Levofloxacin

(Levaquin)
Levitra. See Vardenafil

(Levitra) interactions
Levofloxacin (Levaquin)

in heart abnormalities,
229, 230

interactions
antacids, 193t
cyclosporine, 224
digoxin, 224
efavirenz, 225
fluoroquinolones, 217t,

218t, 219t
food, 193t, 387t, 399, 400t
iv fluid incompatibilities,

233t
lithium, 225
nelfinavir, 225
orange juice, 401
oxycodone, 224
Pgp, 44t
probenecid, 227
pyrazinamide, 202
theophylline, 221, 467
warfarin, 223, 224, 467
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zidovudine, 225
QTc interval prolongation, 228

Lexiva. See Fosamprenavir
Lidocaine

in heart abnormalities, 230t
Pgp interactions with, 44t

Lidoflazine in heart
abnormalities, 230t

Linezolid interactions
decongestants, 347t, 369–370
food, 387t, 403, 405t
SSRIs, 347t, 369, 375–376

Lipid-lowering agent
interactions

NNRTIs, 110t–111t
PIs, 119t, 123t

Lipopolysaccharide (LPS)
and CYP enzymes, 435,
439–441

Listeria monocytogenes, 57
Literature, evaluating, 7, 464
Lithium interactions

levofloxacin, 225
tetracyclines, 343t, 360

Liver
cells in drug interaction

prediction, 27
drug excretion by, 50, 290
drug metabolism in, 292,

293, 433, 448
Lomefloxacin interactions

caffeine, 223t, 402
fluoroquinolones, 217t,

218t, 219t
food, 387t, 399, 400t
furosemide, 227
milk/yogurt, 221, 400
ranitidine, 227
theophylline, 221, 222t

Loperamide interactions,
Pgp, 44t

Lopinavir
distribution, 54, 55
interactions, grapefruit

juice, 17
Lopinavir/ritonavir (Kaletra)

absorption of, 127, 140t
as CYP substrate, 435t
described, 126
drugs contraindicated,

124t, 125t
interactions

amprenavir, 114t, 126
atazanavir, 114t
atorvastatin, 123t
atovaquone, 142t
carbamazepine, 122t
clarithromycin, 121t, 159t
delaviridine, 106t
efavirenz, 107t
fluconazole, 151t

food, 129t, 413
fosamprenavir, 115t, 126
indinavir, 116t
isoniazid, 168
itraconazole, 152t
ketoconazole, 121t, 153t
lovastatin, 123t
methadone, 123t
nelfinavir, 117t
nevirapine, 108t
oral contraceptives,

113, 123t
phenobarbital, 122t
phenytoin, 122t
pravastatin, 123t
rifabutin, 121t, 157,

163t, 201t, 487
rifampin, 121t, 157,

165t, 201t
rifamycins, 197t
ritonavir, 117t
saquinavir, 117t
sildenafil, 122t
simvastatin, 123t
tadalafil, 122t
vardenafil, 122t

labeling of, 94t
and MRP2 protein, 60

Lorabid. See Loracarbef
(Lorabid) interactions

Loracarbef (Lorabid)
interactions, food, 386t,
392, 394t

Lorazepam interactions
fluconazole, 319
itraconazole, 312

Losartan interactions
fluconazole, 317t, 318
Pgp, 44t

Lovastatin
contraindications, 113, 125t
interactions

amprenavir, 119t
atazanavir, 119t
cyclosporine, 312
delaviridine, 111t
efavirenz, 111t
fosamprenavir, 119t
indinavir, 119t
itraconazole, 304t, 307,

311, 312
lopinavir/ritonavir

(Kaletra), 123t
nelfinavir, 93, 123t
nevirapine, 111t
ritonavir, 123t
saquinavir, 123t
telithromycin, 373

metabolism of, 307
Ly 335979 interactions, Pgp, 45t
Lymphocytes, drug

distribution in, 56–58

M

MAC infection, treating, 166,
167, 204, 206

Macrobid. See Nitrofurantoin
interactions

Macrodantin. See
Nitrofurantoin
interactions

Macrolide antibiotics. See also
individual drug by name

accumulation,
intracellular, 57

antagonism in, 352
and CYP3A inhibition,

21, 435t
described, 156, 166–167
elimination of, 24
in heart abnormalities, 230t
interactions

β-lactams, 265
colchicine, 70
food, 386t–387t, 393,

395–396
predicting, 466
rifamycins, 197t, 198

metabolism of, 149
for NTM, 206

Malabsorption in drug
interactions, 192, 384

Malaria and drug
metabolism, 21

Malarone. See Atovaquone/
proguanil

Management of drug
interactions

clinical overview, 7–8
MDR-TB. See Multi-drug

resistant tuberculosis
(MDR-TB), treatment

Mean-square error (MSE),
495, 497

Mecillinam interactions,
aminoglycosides, 371

Meningitis, 53, 149, 155,
268–269, 352

Mephenytoin, clinical
observations/studies, 445t

Mepron. See Atovaquone
Meropenem interactions

amikacin, 275
probenecid, 274
valproic acid, 275

Metabolism
antifungal agents, 141t
antimycobacterial agents, 141t
antiparasitics, 141t, 145
antiretrovirals, 140t
antiviral agents, 141t
factors affecting, 19–23
fluoroquinolones, 221–227
food and, 384
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interactions
evaluating, 83, 85–86
managing, 177

macrolides, 167
NNRTIs, 140t
NRTIs, 140t
Pgp and, 50–51
pharmacokinetic studies

of, 492–494
protease inhibitors (PIs), 140t

Metformin interactions
cephalexin, 266
gatifloxacin, 232
penicillins, 256t, 266

Methadone interactions
amprenavir, 120t
atazanavir, 120t
ciprofloxacin, 225
delaviridine, 111t
didanosine, 102, 104t
efavirenz, 111t, 112, 130
fosamprenavir, 120t
indinavir, 120t
lopinavir/ritonavir

(Kaletra), 123t
nelfinavir, 123t
nevirapine, 111t, 112
Pgp, 45t
ritonavir, 123t
saquinavir, 123t
stavudine, 102, 104t

Methenamine combinations
and food, 404t

Methotrexate interactions
cephalosporins, 256t, 272
ciprofloxacin, 225
dicloxacillin, 266
indomethacin, 266
MRP proteins, 59t
OATP transport of, 66t
oxacillin, 266
penicillins, 256t, 266
piperacillin, 272
tetracyclines, 344t, 362–363

Methylprednisolone
clinical observations/

studies, 445t
elimination of, 446
interactions

itraconazole, 305t, 309, 312
Pgp, 44t

Methylxanthines. See
Caffeine; Theophylline

Metoclopramide
elimination of, 15
interactions

cephalosporins, 256t, 272
ciprofloxacin, 220

Metoprolol interactions,
telithromycin, 348t, 374

Metronizadole interactions
ciprofloxacin, 225
disulfiram, 415–416

evaluating, 470
food, 387t, 403
oral contraceptives, 263–264
rifamycins, 197t, 198

Mexiletine in heart
abnormalities, 230t

Mezlocillin interactions,
aminoglycosides, 372

Mibefradil, FDA approval of, 83
Miconazole in CYP

metabolism, 435t
Microsomes in drug interaction

prediction, 26–27
Midazolam

absorption of, 16
clinical observations/

studies, 445t
contraindications, 113
drugs contraindicated, 125t
elimination of, 444–445, 493
in inhibition studies, 88
interactions

fluconazole, 316, 317t, 319
gatifloxacin, 224
itraconazole, 304t, 307, 308
quinupristin/

dalfopristin, 371
telithromycin, 348t, 373

Milk interactions
fluoroquinolones, 221, 400
tetracyclines, 396

Milk thistle (Silymarin) and
indinavir, 127

Minerals+vitamins interactions,
fluoroquinolones, 161t,
216, 401, 402

Minocin. See Minocycline
interactions

Minocycline interactions
food, 387t, 396, 398t, 399t
iron, 387t, 396

Mirtazapine interactions,
linezolid, 369

MK 571 and MRP proteins,
59t, 62, 63

Monobactam interactions
β-lactam inducers, 256t, 276
probenecid, 256t

Montelukast interactions, 500
Monurol. See Fosfomycin

interactions
Morphine interactions

clinical observations/
studies, 445t

Pgp, 45t
trovafloxacin, 224

Moxalactam
and hypoprothrombinemia,

273
interactions

disulfiram, 415, 416

ethanol, 271
probenecid, 273

Moxifloxacin
in heart abnormalities,

229–230
interactions

calcium, 467
digoxin, 224
fluoroquinolones, 217t,

218t, 219t
food, 387t, 400
glyburide, 232
iv fluid incompatibilities,

233t
milk/yogurt, 221, 400
oral contraceptives, 225
probenecid, 227
theophylline, 221, 223t
warfarin, 223, 224

QTc interval prolongation, 228
mRNA interactions, Pgp, 46, 47
MRP1. See Multi-drug

resistant protein 1 (MRP1)
MRSA infections, 356
Multi-drug resistant protein 1

(MRP1)
in azole elimination, 301
described, 58–60, 154
gene, polymorphisms in,

45, 46
and placental Pgp, 55

Multi-drug resistant protein 2
(MRP2)

described, 60–61
substrates/inducers/

inhibitors of, 59t
Multi-drug resistant protein 3

(MRP3)
described, 62–63
substrates/inducers/

inhibitors of, 59t
Multi-drug resistant protein 4

(MRP4)
described, 62–63
substrates/inducers/

inhibitors of, 59t
Multi-drug resistant protein 5

(MRP5)
described, 62–63
substrates/inducers/

inhibitors of, 59t
Multi-drug resistant protein 8

(MRP8)
described, 62–63
substrates/inducers/

inhibitors of, 59t
Multi-drug resistant proteins

(MRP) described,
58–63, 443

Multi-drug resistant
tuberculosis (MDR-TB),
treatment, 191, 202
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Multivalent cations and
quinolone absorption,
217t–220t

Myambutol. See Ethambutol
(Myambutol)

Mycobutin. See Rifabutin
(Mycobutin)

Mycophenalate acid interactions
abacavir, 105
caspofungin, 328
evaluating, 470
voriconazole, 322t, 324

Mylanta. See Antacids
Myopathy, 311

N

Nafcillin interactions
aspirin, 260
cyclosporine, 264
food, 390
nifedipine, 261
phenytoin, 267
probenecid, 268
sulfonamides, 268
warfarin, 260, 276–277

Nalidixic acid interactions
caffeine, 402
food, 404t

Narcotic analgesics
interactions, Pgp, 45t

NegGram. See Nalidixic acid
interactions

Nelfinavir
absorption of, 127, 140t
in CYP inhibition, 138, 435t
distribution, 54, 55
drugs contraindicated,

124t, 125t
interactions

amprenavir, 114t
atazanavir, 114t
atorvastatin, 123t
azithromycin, 158t
carbamazepine, 122t
caspofungin, 150t, 156, 329
clarithromycin, 121t
delaviridine, 106t
efavirenz, 107t, 108t, 112
fluconazole, 151t
food, 129t, 389t, 412t, 413
fosamprenavir, 115t
indinavir, 116t
isoniazid, 168
ketoconazole, 121t, 153t
levofloxacin, 225
lopinavir/ritonavir

(Kaletra), 117t
lovastatin, 93, 123t
methadone, 123t
nevirapine, 109t, 112
oral contraceptives,

113, 123t

Pgp, 44t, 53, 56
phenobarbital, 122t
phenytoin, 122t
pravastatin, 64, 123t
rifabutin, 121t, 157,

163t, 201t
rifampin, 121t, 165t,

200, 201t
rifamycins, 197t
rifapentine, 200
ritonavir, 117t
saquinavir, 105, 112, 117t
sildenafil, 122t
simvastatin, 93, 123t
tadalafil, 122t
vardenafil, 122t
voriconazole, 326

label of, 93
and MRP proteins, 58, 59t
OATP transport of, 64, 65t

Neomycin interactions,
penicillins, 256t

Neostigmine for clindamycin
interactions, 354

Nephrolithiasis, 411
Nephrotoxicity

aminoglycosides, 256t,
274, 355, 363, 365,
368, 466

amphotericin B, 155, 202, 466
cephalosporins, 274
cidofovir, 67, 176
cyclosporin A, 224
foscarnet, 171, 172, 176, 466
gentamicin/vancomycin, 6
tenofovir-mediated, 60–61

Netilmicin interactions
piperacillin, 258
tobramycin, 258

Neuromuscular blocking
agent interactions,
aminoglycosides, 344t,
345t, 364–365

Neutropenia, 468
Nevirapine (Viramune)

in CYP inhibition/
induction, 138, 435t

distribution, 54, 55
drugs contraindicated,

125t, 198
interactions

amprenavir, 108t, 112
atazanavir, 108t
atorvastatin, 110t
carbamazepine, 110t
caspofungin, 156, 329
clarithromycin, 110t, 159t
clindamycin, 144t
dapsone, 144t
fluconazole, 151t
food, 129t, 388t, 410, 412t

fosamprenavir, 108t
indinavir, 108t, 112
itraconazole, 151t
ketoconazole, 110t, 149, 153t
lopinavir/ritonavir, 108t
lovastatin, 111t
methadone, 111t, 112
nelfinavir, 109t, 112
oral contraceptives, 111t
phenytoin, 110t
pravastatin, 111t
rifabutin, 110t, 157, 163t,

166, 169, 199t
rifampin, 110t, 157,

165t, 199t
rifamycins, 197t, 198
ritonavir, 109t, 112
saquinavir, 109t, 112
sildenafil, 111t
simvastatin, 111t
sulfadiazine, 144t
tadalafil, 111t
vardenafil, 111t

metabolism of, 140t
and pulmonary TB, 156

New molecular entities (NMEs),
evaluating, 83–97

Nicardipine interactions,
Pgp, 44t

Nifedipine interactions
amoxicillin, 261
cefixime, 271
cefpodoxime, 271
cephalexin, 271
cephalosporins, 270–271
diltiazem, 271
Pgp, 44t
quinupristin/dalfopristin, 371

Nitrendipine interactions,
448–449

Nitric oxide synthase,
induction of, 440–441

Nitrofurantoin interactions,
food, 402–403, 404t

Nizoral. See Ketoconazole
(Nizoral)

NNRTIs (Nonnucleoside
reverse transcriptase
inhibitors)

absorption, 140t
drug–drug interactions,

106t–111t
drugs contraindicated,

124t–125t
interactions

ETA, 203
evaluating, 470
food, 388t, 410, 412t
rifamycins, 157, 166,

197t, 198
mechanism of action, 101,

105, 112
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metabolism, 140t, 435t
side effects of, 146
therapeutic indices for, 138

No-effect boundaries in
statistical analysis, 499, 500

Non depolarizing
neuromuscular
blocking agent
interactions

clindamycin, 341t, 354–355
vancomycin, 341t

Nonnucleoside reverse
transcriptase inhibitors.
See NNRTIs

Nontuaberculous
mycobacterial
infections, 206

Norethindrone. See Oral
contraceptives

Norfloxacin interactions
caffeine, 223t, 402
cyclosporine, 224
fenbufen, 227
fluoroquinolones, 217t,

218t, 219t, 220t
food, 400t
milk/yogurt, 400
Pgp, 44t
probenecid, 227
theophylline, 221, 222t
warfarin, 223, 224

Nortriptyline interactions,
Pgp, 44t

Norvir. See Ritonavir
NRTIs (Nucleoside reverse

transcriptase
inhibitors)

absorption, 140t
drug–drug interactions

with, 103t–104t
in drug evaluation

studies, 90–91
interactions

evaluating, 470
food, 128t, 388t,

408–410, 412t
rifamycins, 197t, 198, 200

mechanism of action, 101,
102, 105

metabolism, 140t
NSAIDs (Nonsteroidal anti-

inflammatory drugs)
interactions

cephalosporins, 256t, 272
fluoroquinolones, 227–228
MRP proteins, 59t, 62
vancomycin, 355

OATP transport of, 66t
renal failure via, 345t, 365

Nuclear orphan receptors,
regulation of, 438

Nucleoside reverse
transcriptase inhibitors.
See NRTIs

O

Ofloxacin (Floxin) interactions
antipyrine agents, 221
caffeine, 223t, 402
enteral feedings, 221
fenbufen, 227
fluoroquinolones, 217t,

218t, 219t, 220t
food, 387t, 400t
iv fluid incompatibilities, 233t
ketoprofen, 227
milk/yogurt, 221, 400
procainamide, 227
pyrazinamide, 202
theophylline, 221, 222t, 223t
warfarin, 224

Olanzapine interactions,
ciprofloxacin, 225

Omeprazole
clinical observations/

studies, 445t
in CYP induction, 22
interactions

bacampicillin, 255
fluoroquinolones, 216, 477
itraconazole, 305t, 489
Pgp, 45t
voriconazole, 322t,

323t, 324, 326
Omnicef. See Cefdinir

(Omnicef) interactions
Omnipen. See Ampicillin

(Omnipen)
Ondansetron interactions,

Pgp, 45t
Optic neuritis, 202
Oral contraceptives

drugs contraindicated, 125t
interactions

ampicillin, 263
amprenavir, 120t
atazanavir, 120t
cephalosporins, 256t
ciprofloxacin, 225
fosamprenavir, 120t
indinavir, 120t
lopinavir/ritonavir

(Kaletra), 123t
metronizadole, 263–264
moxifloxacin, 225
nelfinavir, 123t
NNRTIs, 111t, 113
penicillins, 256t, 262–264
Pgp, 44t
rifampin, 25
ritonavir, 123t
saquinavir, 123t

telithromycin, 349t, 375
tetracyclines, 343t, 362

Orange juice
in drug interactions, 96,

216, 401, 411
interactions

fexofenadine, 64
gatifloxacin, 401
levofloxacin, 401

OATP transport of, 65t
Organ dysfunction and drug

interactions, 466, 467
Organic anion transporters

(OATs) described, 67–68
Organic anion transporting

polypeptides (OATPs)
described, 63–68, 301
inhibition of, 71, 384

Organic cation transporters
(OCTs) described, 67

Oseltamivir interactions,
amoxicillin, 267

Otitis media, 85
Oxacillin interactions

aspirin, 260
methotrexate, 266
phenytoin, 267

Oxazepam interactions
fluconazole, 319
itraconazole, 304t, 312

Oxybutynin (Ditropan)
interactions,
itraconazole, 305t, 311

Oxycodone interactions,
levofloxacin, 224

Oxytetracycline interactions
food, 404t

P

Paclitaxel interactions, Pgp, 48
Pancreatitis, drugs associated

with, 146, 147, 172
Panipenem interactions,

valproic acid, 275
Pantoprazole interactions,

Pgp, 45t
Papaveretum interactions,

ciprofloxacin, 224
Parafon Forte DSC. See

Chlorzoxazone
(Parafon Forte DSC)
interactions

Parallel study design
described, 487, 496

Paroxetine interactions
linezolid, 369, 375–376

Paser. See p-Aminosalicylic acid
Passive diffusion in drug

absorption, 14, 16
Patient-related factors

affecting interactions,
2t, 468–469, 471–473
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Pediazole. See Ethylsuccinate/
sulfisoxazole interactions

Pefloxacin interactions
caffeine, 223t
cyclosporine, 224
fluoroquinolones, 219t
ketoprofen, 227
rifampin, 225

Pegylated interferon for
hepatitis C, 172

Penicillin G interactions
aspirin, 260
MRP proteins, 59t
sulfonamides, 268

Penicillin G interactions,
food, 390

Penicillins
antagonism in, 352
elimination of, 24
interactions

allopurinol, 256t
aminoglycosides, 256–259,

346t, 347t, 371–372
anticoagulant, 259–261
aspirin, 256t, 260–261
β-blockers, 256t, 261
β-lactams, 255
calcium channel

blockers, 256t,
261–262

chloramphenicol, 256t,
262, 340t, 351–352

chloroquine, 256t
ciprofloxacin, 256t
cyclosporine, 256t
erythromycin, 264–265
fluoroquinolones, 262
food, 15, 386t, 390, 391
guar gum, 256t, 265
H2 (histamine receptor)

antagonists, 256t
heparin, 256t, 259–260
indomethacin, 269
interferon-γ, 256t, 265, 431
khat, 256t, 265–266
metformin, 256t, 266
methotrexate, 256t, 266
neomycin, 256t
oral contraceptives,

256t, 262–264
phenytoin, 256t, 267
probenecid, 256t, 268, 464
proguanil, 256t, 268
streptomycin, 259
sulfonamides, 268
tetracyclines, 256t, 268–269
theophylline, 270
vecuronium, 256t, 269
warfarin, 256t, 260,

276–277
therapeutic range in, 471

Penicillin V (Pen Vee K)
interactions

food, 390, 391t
neomycin, 258
sulfonamides, 268

Pentamidine
described, 139
in heart abnormalities, 230t
interactions

acyclovir, 173t
alcohol, 143t
aminoglycosides, 143t
amphotericin B, 143t,

150t, 155
cidofovir, 143t, 173t
corticosteroids, 143t
didanosine, 143t, 147
foscarnet, 143t
ganciclovir, 174t
stavudine, 143t
valganciclovir, 174t
zalcitabine, 143t

in PCP therapy, 139
toxicity, 146, 471

Pen-Vee K. See Penicillin V
(Pen Vee K) interactions

Peripheral neuropathy, 138,
168, 169, 466

P-Glycoprotein (Pgp)
and CYP3A4 modulation,

49–50
in drug absorption, 16–18,

47–50
in drug elimination, 51–52,

301–302, 443
in drug metabolism, 50–51,

154–155
in drug transport, 42–46, 384
induction, principles of,

46–47, 57
inhibition, principles of, 46
schematic, 43
substrates/inhibitors/

inducers, 44t–45t, 127
Pharmacodynamic

interactions
changes, evaluating, 6,

466, 488
overview, 4, 13, 25, 138, 215

Pharmacoeconomics
overview, 5

Pharmacoepidemiology
overview, 5

Pharmacokinetic interactions
antiretrovirals, predicting,

138–139
changes, evaluating, 6
overview, 3–4, 13,

137–138, 215
patient variability in, 195
risk factors for, 25

studies of, 489–494, 498
variables, transformation

of, 496
Pharmacostatistics. See

Statistical analysis
Phase I drug metabolism

overview, 19–22
Phase II drug metabolism

overview, 23–24
pH changes and drug

absorption, 14–15, 24,
468–469

Phenobarbital
in CYP induction, 439
interactions

amprenavir, 119t
atazanavir, 119t
chloramphenicol, 340t,

350–351
delaviridine, 110t
doxycycline, 359
efavirenz, 110t
evaluating, 470
fosamprenavir, 119t
indinavir, 119t
itraconazole, 305t, 313
lopinavir/ritonavir

(Kaletra), 122t
nelfinavir, 122t
Pgp, 47, 53
ritonavir, 122t
saquinavir, 122t
voriconazole, 326

and MRP proteins, 59t
and PI concentrations, 113

Phenothiazines in heart
abnormalities, 230t

Phenotypes, 20, 28
Phenoxymethyl penicillin

interactions, guar gum, 265
Phenylbutazone interactions

with penicillin, 269
Phenylpropanolamine and

linezolid, 369, 370
Phenytoin

clinical observations/
studies, 445t

drug interactions,
evaluating, 470

interactions
amprenavir, 119t
atazanavir, 119t
caspofungin, 150t, 156, 329
ceftriaxone, 272, 273
cephalosporins, 256t,

272–273
chloramphenicol, 340t,

350–351
ciprofloxacin, 226
delaviridine, 110t
doxycycline, 359
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fluconazole, 317t, 319, 320
fosamprenavir, 119t
IL-6, 446
indinavir, 119t
isoniazid, 194
itraconazole, 305t, 313
lopinavir/ritonavir

(Kaletra), 122t
nafcillin, 267
nelfinavir, 122t
nevirapine, 110t
oxacillin, 267
penicillins, 256t 267
Pgp, 44t, 47, 53
ritonavir, 122t
saquinavir, 122t
voriconazole, 322–325

metabolism and influenza
vaccine, 447–448

and PI concentrations, 113
therapeutic range in, 470–471
toxicity, 267

Phosphorylation in NME
evaluation, 90

Pimozide
drugs contraindicated, 125t
labeling of, 94t

Pioglitazone interactions,
glyburide, 231

Pipemidic acid interactions,
caffeine, 223t

Piperacillin interactions
aminoglycosides, 371, 372
gentamicin, 372
methotrexate, 266, 272
netilmicin, 258
vecuronium, 269

Piperacillin/tazobactam
interactions,
tobramycin, 258

Pirenzepine interactions,
ciprofloxacin, 216

Placebo-controlled, parallel
study group described, 487

Placenta, drug distribution
across, 54–55

Plasmodium falciparum, 21, 448
Pleconaril, FDA approval of, 83
Pneumonia

community-acquired, 476
pneumococcal, 265, 268
Pneumocystis carinii, 139,

146–148, 196
Polymorphisms

in drug metabolism, 20,
23, 96, 292

MRP1 gene, 45, 46
Polypeptides and rifamycins,

202–203
Potentiation defined, 4
PPIs. See Proton pump

inhibitors (PPIs)

Pravastatin
contraindications, 113
interactions

amprenavir, 119t
delaviridine, 111t
efavirenz, 64, 111t
fosamprenavir, 119t
grapefruit juice, 29
indinavir, 119t
itraconazole, 304t, 306, 312
lopinavir/ritonavir

(Kaletra), 123t
nelfinavir, 64, 123t
nevirapine, 111t
Pgp, 44t
ritonavir, 64, 123t
saquinavir, 64, 123t

transport of, 63, 65t
Praziquantel interactions,

food, 387t, 403, 404t
Predicting drug interactions,

6, 8, 25–28, 42, 87
Prednisolone interactions

itraconazole, 305t, 310, 312
voriconazole, 322t, 324

Pregnane X receptor (PXR)
in Pgp induction, 47
regulation of, 438
and rifampin, 67

Primaquine
described, 139
interactions

dapsone, 142t
ganciclovir, 174t

toxicity, 145
Primidone interactions,

isoniazid, 194
Probenecid

elimination of, 24, 227
interactions

acyclovir, 173t
amoxicillin, 268, 464, 491
ampicillin, 268
aztreonam, 276
β-lactams, 68, 256t, 491
carbapenems, 256t,

274–275
cephaloridine, 68
cephalosporins, 256t,

273–274
cidofovir, 173t, 174t, 176
ciprofloxacin, 227
clindamycin, 144t
dapsone, 144t
dicloxacillin, 268
ganciclovir, 175t
gatifloxacin, 227
indinavir, 61
levofloxacin, 227
metoclopramide, 272
monobactams, 256t
moxifloxacin, 227

nafcillin, 268
norfloxacin, 227
penicillins, 256t, 268, 464
Pgp, 45t
ritonavir, 61
saquinavir, 61
sulfadiazine, 144t
ticarcillin, 268
valganciclovir, 175t
zalcitabine, 174t
zidovudine, 68, 102,

174t, 176
modulation of, 41
and MRP proteins, 59t, 61,

62, 63
OAT/P transport of, 66t, 67
side effects of, 146

Procainamide
in heart abnormalities, 230t
interactions, ofloxacin, 227

Progesterone. See Oral
contraceptives

Proguanil interactions,
penicillins, 256t, 268

Propantheline interactions
cephalosporins, 256t, 274
metoclopramide, 272

Propranolol interactions,
Pgp, 44t

Protease inhibitors (PIs)
absorption of, 140t
boosted, regimens for, 126,

177, 464
distribution, placental, 54, 55
drugs contraindicated,

124t–125t
enhanced, evaluating, 95
evaluating, 89
interactions

drug-drug, 114t–123t,
166, 205t

evaluating, 470
food, 129t, 388t–389t,

410–413
itraconazole, 303
P-glycoprotein, 17, 46,

47, 53, 55, 56
rifamycins, 157, 200,

201t, 206
labeling of, 94t
mechanism of action, 101,

112–113, 126
metabolism, 140t, 154, 435t
and MRP transport, 62
OATP transport of, 65t
OCT inhibition by, 67
therapeutic range in, 471
toxicity, 138

Protein binding in drug
interactions, 3, 18–19,
483, 484, 489–491

Proton pump inhibitors (PPIs)
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absorption of, 14
drugs contraindicated, 125t
interactions

ketoconazole, 302
theophylline, 500

Pseudoephedrine
interactions

garenoxacin, 227
linezolid, 369, 370

Pseudomonas bacteremia, 258,
259, 346t

Psychotropic agent interactions,
tetracyclines, 343t, 361

PXR. See Pregnane X receptor
Pyrazinamide

absorption of, 192
described, 156, 170t, 191
interactions

allopurinol, 200
antacids, 193t
ETA, 203
food, 192, 193t, 387t, 406t
isoniazid, 202
levofloxacin, 202
ofloxacin, 202
PIs, 205t
rifampin, 200

Pyridoxine interactions,
isoniazid, 138, 168, 169

Pyrimethamine
described, 139
interactions

dapsone, 142t
ganciclovir, 174t
trimethoprim-

sulfamethoxazole
(TMP/SMZ), 144t

valganciclovir, 174t
zidovudine, 143t

toxicity, 145

Q

QTc interval prolongation,
228–231

Quercetin interactions,
colchicine, 43

Quinidine
in heart abnormalities, 230t
interactions

digoxin, 54
itraconazole, 305t, 314
Pgp, 44t

in OATP transport
inhibition, 64, 65t

OCT inhibition by, 67
Quinine

in CYP metabolism, 435t,
448, 449t

OATP transport of, 65t
OCT inhibition by, 67
Pgp interactions with, 44t

Quinolones. See
Fluoroquinolones

Quinupristin/dalfopristin
interactions

cyclosporine, 371
CYP3A4 metabolites,

347t, 371
midazolam, 371
nifedipine, 371
tacrolimus, 371

R

Randomization in study
design, 486–487

Ranitidine interactions
bacampicillin, 255
cephalosporins, 270
fluoroquinolones, 216
lomefloxacin, 227
OATP, 66t
Pgp, 45t
sodium bicarbonate, 270
voriconazole, 323t, 326

Rash, drugs associated with,
146, 257

Recombinant human P450
enzymes in drug
interaction prediction, 26

Renal dysfunction and drug
interactions, 466

Repaglinide interactions
gatifloxacin, 231
+vogilbose+insulin and

glyburide, 231
Replicate study design

described, 485, 486
Rescriptor. See Delaviridine
Resources regarding drug

interactions, 473–474
Respiradone interactions,

tetracyclines, 361
Retrovir. See Zidovudine
Reversible inhibition

described, 21
Reyataz. See Atazanavir
Rhodamine-123 interactions

colchicine, 43
Pgp, 45t

Ribavirin
for hepatitis C, 172
interactions

didanosine, 104t, 172, 175t
stavudine, 102, 104t, 172
zalcitabine, 172
zidovudine, 102, 104t,

172, 175t
Rifabutin (Mycobutin)

absorption of, 192
and CYP metabolism, 71,

195, 435t
described, 170t, 191, 194

interactions
amprenavir, 118t, 157,

161t, 200, 201t
antacids, 193t
atazanavir, 118t, 157,

162t, 201t, 475
atovaquone, 145
azithromycin, 158t
CF, 204
cidofovir, 166, 174t
clarithromycin, 159t, 162t,

167, 198, 206, 475
dapsone, 196
delaviridine, 110t, 157,

162t, 166, 199t
didanosine, 162t
efavirenz, 110t, 157,

163t, 166, 199t
ethambutol, 202
fluconazole, 151t, 163t, 196
food, 193t, 387t, 406t
fosamprenavir, 118t,

157, 161t
indinavir, 92–93, 118t,

157, 163t, 200, 201t
itraconazole, 152t, 163t, 313
lopinavir/ritonavir

(Kaletra), 121t,
157, 163t, 201t

nelfinavir, 121t, 157,
163t, 200, 201t

nevirapine, 110t, 157,
163t, 166, 169, 199t

ritonavir, 121t, 157, 161t,
162t, 163t, 164t,
201t, 475, 487

saquinavir, 121t, 157,
163t, 200, 201t

saquinavir/ritonavir, 164t
voriconazole, 322t,

323t, 324, 326
zidovudine, 164t

for TB, 204
Rifadin. See Rifampin (Rifadin)
Rifalazil (KRM-1648), 194
Rifamate. See Rifampin/

isoniazid interactions
Rifampin/isoniazid

interactions, food, 406t
Rifampin (Rifadin)

absorption of, 141t, 192
in CYP3A4 induction,

156–157, 195, 435t
described, 170t, 191, 194
and ergot derivatives, 113
interactions

amprenavir, 118t, 164t,
200, 201t

antacids, 193t
atazanavir, 118t, 201t
atovaquone, 142t, 145, 164t
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caspofungin, 150t, 156,
328, 329

chloramphenicol, 196,
340t, 352

ciprofloxacin, 224, 225
clarithromycin, 160t,

164t, 206
cyclosporine, 25, 49
dapsone, 142t, 196
delaviridine, 110t, 164t, 199t
digoxin, 48–49, 70–71
doxycycline, 196, 344t, 363
efavirenz, 110t, 157,

164t, 199t
fexofenadine (Allegra),

51, 70–71
fleroxacin, 224
fluconazole, 149, 151t,

165t, 196, 317t
food, 192, 193t, 387t, 406t
fosamprenavir, 118t
grepafloxacin, 224
H2 (histamine receptor)

antagonists, 192
indinavir, 118t, 165t,

200, 201t
isoniazid, 161t, 194
itraconazole, 149, 152t,

196, 313
ketoconazole, 153t,

165t, 196
lopinavir/ritonavir

(Kaletra), 121t,
157, 165t, 201t

nelfinavir, 121t, 165t,
200, 201t

nevirapine, 110t, 157,
165t, 199t

oral contraceptives, 25
pefloxacin, 225
Pgp, 44t, 47, 53, 57, 195
pyrazinamide, 200
ritonavir, 121t, 157,

165t, 201t
saquinavir, 121t, 165t,

200, 201t
saquinavir/ritonavir,

157, 165t
talinolol, 49
telithromycin, 348t, 374
tetracyclines, 344t, 363
TMP/SMZ, 200
voriconazole, 323t, 326
warfarin, 25
zidovudine, 165t, 200

in NME evaluation, 86
OATP transport of, 65t, 67
pregnane X receptor (PXR)

and, 67
toxicity, 166

Rifamycins

described, 156, 166
interactions

aminoglycosides, 202–203
amprenavir, 197t
antifungal agents, 197t, 207
antiretrovirals, 157, 169
atovaquone, 197t
chloramphenicol, 197t
dapsone, 197t
doxycycline, 197t
enfuvirtide, 157
evaluating, 470
fluoroquinolones, 197t, 198
indinavir, 197t
itraconazole, 197t
ketoconazole, 197t
lopinavir/ritonavir

(Kaletra), 197t
macrolide antibiotics,

197t, 198
metronizadole, 197t, 198
nelfinavir, 197t
NNRTIs, 157, 166, 197t, 198
NRTIs, 197t, 198, 200
PIs, 157, 200, 201t, 206
ritonavir, 197t
saquinavir, 197t
TB drugs, 194–200
tenofovir, 157
TMP/SMZ, 197t
voriconazole, 197t

metabolism of, 149,
156–157, 435t

toxicity, 166
Rifapentine

absorption of, 141t, 192
and CYP3A induction, 195
described, 194
interactions

amprenavir, 200
indinavir, 200
nelfinavir, 200
saquinavir, 200

Rimantadine (Flumadine) inter-
actions, food, 389t, 414

Ritonavir. See also Lopinavir/
ritonavir (Kaletra);
Saquinavir/ritonavir

boosting, 95
in CYP inhibition/

induction, 21, 95,
113, 137, 435t

distribution, 54, 55
drugs contraindicated,

124t, 125t
in HIV treatment, 4, 53, 131
interactions

amprenavir, 114t
atazanavir, 102, 113,

115t, 475
atorvastatin, 123t
atovaquone, 142t

carbamazepine, 122t
clarithromycin, 121t,

160t, 475
delaviridine, 106t
desipramine, 123t
digoxin, 46, 50, 64
disulfiram, 417
efavirenz, 107t, 108t,

112, 475
fexofenadine, 50
fluconazole, 151t, 317t, 318
food, 129t, 389t, 412t, 413
fosamprenavir, 95,

115t, 126, 130
grapefruit juice, 17
indinavir, 55, 116t, 127,

411, 501
itraconazole, 152t
ketoconazole, 121t,

153t, 154
lopinavir/ritonavir

(Kaletra), 117t
lovastatin, 123t
methadone, 123t
nelfinavir, 117t
nevirapine, 109t, 112
oral contraceptives,

113, 123t
Pgp, 44t, 48, 55, 56, 57
phenobarbital, 122t
phenytoin, 122t
pravastatin, 64, 123t
probenecid, 61
rifabutin, 121t, 157, 161t,

162t, 163t, 164t,
201t, 475, 487

rifampin, 121t, 157,
165t, 201t

rifamycins, 197t
saquinavir, 25, 48, 95,

105, 112, 117t,
126, 464

sildenafil, 113, 122t
simvastatin, 123t
tadalafil, 122t
theophylline, 123t
tipranavir, 126
vardenafil, 122t

metabolism of, 140t
and MRP proteins, 58, 59t, 62
and OAT/P inhibition/

transport, 64, 65t
Rocuronium, transport of, 64, 65t
Ropivacaine interactions,

ciprofloxacin, 225–226
Rosuvastatin

interactions, itraconazole,
304t, 312

metabolism, 307
Rufloxacin interactions

fluoroquinolones, 219t
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theophylline, 221, 222t

S

Safety in drug interaction
studies, 488

Salicylates, OAT/P transport
of, 66t, 67

Saquinavir (Fortovase,
Invirase). See also
Saquinavir/ritonavir

absorption of, 127, 140t
in CYP inhibition, 138, 435t
distribution, 54, 55
drugs contraindicated,

124t, 125t
interactions

adefovir, 112
amprenavir, 114t
atazanavir, 115t
atorvastatin, 123t
carbamazepine, 122t
clarithromycin, 121t, 160t
delaviridine, 105, 106t
efavirenz, 108t, 112
fluconazole, 151t, 317t,

318, 319
food, 129t, 389t, 411, 412t
fosamprenavir, 116t
garlic, 124t, 127
grapefruit juice, 17, 127
indinavir, 116t
isoniazid, 168
itraconazole, 152t
ketoconazole, 121t,

153t, 154
lopinavir/ritonavir

(Kaletra), 117t
lovastatin, 123t
methadone, 123t
MRP proteins, 58, 59t, 62
nelfinavir, 105, 112, 117t
nevirapine, 109t, 112
oral contraceptives, 123t
Pgp, 44t, 48, 53, 56
phenobarbital, 122t
phenytoin, 122t
pravastatin, 64, 123t
probenecid, 61
rifabutin, 121t, 157,

163t, 201t
rifampin, 121t, 165t,

200, 201t
rifamycins, 197t
rifapentine, 200
ritonavir, 25, 48, 95,

105, 112, 117t,
126, 464

sildenafil, 113, 122t
simvastatin, 123t
sulfinpyrazone, 61
tadalafil, 113, 122t

vardenafil, 113, 122t
voriconazole, 326

labeling, 95
metabolism of, 140t
in OATP transport

inhibition, 64, 65t
in protein displacement

interactions, 3
Saquinavir/ritonavir

interactions
rifabutin, 164t, 200
rifampin, 157, 165t, 200

Scedosporium apiospermum
infections, managing, 148

Seizures, 203, 227, 275, 276
Selegiline interactions,

itraconazole, 305t, 311
Sepsis, 449, 450
Septra. See Trimethoprim-

sulfamethoxazole (Bacrim,
Septra, TMP/SMZ)

Sequence effect described, 496
Seromycin. See Cycloserine

(Seromycin)
Sertraline interactions,

tetracyclines, 361
Significance

clinical vs statistical, 5–6
drug interactions, 24–25, 91
grading, 6–7, 494

Sildenafil (Viagra)
interactions

amprenavir, 119t
atazanavir, 119t
delaviridine, 111t
efavirenz, 111t
fosamprenavir, 119t
indinavir, 113, 119t
lopinavir/ritonavir

(Kaletra), 122t
MRP proteins, 59t, 62, 63
nelfinavir, 122t
nevirapine, 111t
ritonavir, 113, 122t
saquinavir, 113, 122t

Simvastatin interactions
amprenavir, 119t
atazanavir, 119t
contraindications, 113, 125t
delaviridine, 111t
efavirenz, 111t
fosamprenavir, 119t
grapefruit juice, 29
indinavir, 119t
itraconazole, 304t, 307,

311, 312
lopinavir/ritonavir

(Kaletra), 123t
metabolism of, 307
nelfinavir, 93, 123t
nevirapine, 111t
Pgp, 44t

ritonavir, 123t
saquinavir, 123t
telithromycin, 347t, 373

Sinusitis, 353
Sirolimus interactions

evaluating, 470
fluoroquinolones, 231
Pgp, 44t

Sodium bicarbonate
interactions

bacampicillin, 255
ranitidine, 270

Sotalol
in heart abnormalities, 230t
interactions, telithromycin,

349t, 374
Sparfloxacin

in heart abnormalities, 229
interactions

cisapride, 220
digoxin, 224
enteral feeds, 402
fenbufen, 227
fluoroquinolones, 220t
food, 387t, 398, 400t
P-glycoprotein, 17
terfenadine, 229
theophylline, 221, 222t
warfarin, 223

QTc interval prolongation, 228
Spectracef. See Cefditoren

pivoxil (Spectracef)
interactions

Spectrobid. See Bacampicillin
(Spectrobid) interactions

Spinal cord injuries, 446
Spiramycin in heart

abnormalities, 230t
Sporanox. See Itraconazole

(Sporanox)
SSRIs (Selective serotonin

reuptake inhibitors)
interactions

linezolid, 347t, 369, 375–376
St. John’s wort

in drug interactions, 96
drugs contraindicated, 125t
interactions

avoiding, 465
indinavir, 127
Pgp, 44t, 47

labeling of, 94t
and PIs, 113

Staphylococcus aureus, 356, 467
Statistical analysis

data interpretation in,
498–501

food studies, 385
no-effect boundaries in,

499, 500
overview, 494–498
sample size in, 497–498
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variables, transformation
of, 496

Stavudine (Zerit)
distribution, 55
interactions

abacavir, 104t
dapsone, 142t
didanosine, 103t, 104t
food, 128t, 388t, 409, 412t
isoniazid, 161t
lamivudine, 104t
methadone, 102, 104t
pentamidine, 143t
ribavirin, 102, 104t, 172
zalcitabine, 104t
zidovudine, 102, 104t

and MRP proteins, 59t, 62
phosphorylation of, 90
side effects of, 146, 168

Steroids. See Corticosteroid
interactions

Streptomycin
elimination of, 202
interactions

doxycycline, 363
ethacrynic acid, 366
penicillins, 259

synergism in, 4
Stromectol. See Ivermectin

interactions
Studies on drug interactions

design of, 1, 85, 86, 89–91,
483–484, 501

food, 384–385
goals, 6, 84, 484–489
limitations, 8
populations, selecting, 89, 90t
results, interpreting, 91–92

Succinylcholine interactions,
clindamycin, 354

Sucralfate interactions
chelation, 15
evaluating, 470
fluoroquinolones, 161t,

216, 237t, 469
ketoconazole, 300, 302

Sulfadiazine
described, 139
interactions

amprenavir, 144t
delaviridine, 144t
efavirenz, 144t
nevirapine, 144t
probenecid, 144t
zidovudine, 143t, 468

side effects of, 146
Sulfadoxine interactions,

zidovudine, 145
Sulfamethizole interactions

with penicillin, 269
Sulfamethoxypyearidazine

interactions with
penicillin, 269

Sulfaphenazole interactions
with penicillin, 269

Sulfinpyearazone interactions
with penicillin, 269

Sulfinpyrazone interactions
MRP proteins, 59t, 62, 63
saquinavir, 61

Sulfonamides
elimination of, 24
interactions

anticoagulants, 342t, 357
evaluating, 470
penicillins, 268
warfarin, 357, 467

side effects of, 146
Suppression mechanisms, 21–22
Suprax. See Cefixime

(Suprax) interactions
Sustiva. See Efavirenz (Sustiva)
Switchback study design

described, 485, 486
Symmetrel. See Amantadine

(Symmetrel)
interactions with food

Synergism defined, 4

T

Tacrolimus interactions
5-Fluorocytosine (5-FC), 298
amphotericin B, 295t, 296
caspofungin, 327–328
chloramphenicol, 341t,

353–354
cyclosporine, 224
fluconazole, 316–318
fluoroquinolones, 231
itraconazole, 304t, 309,

311, 312
Pgp, 44t
quinupristin/dalfopristin, 371
voriconazole, 322t, 323, 324

Tadalafil (Cialis) interactions
amprenavir, 119t
atazanavir, 119t
delaviridine, 111t
efavirenz, 111t
fosamprenavir, 119t
indinavir, 113, 119t
lopinavir/ritonavir

(Kaletra), 122t
nelfinavir, 122t
nevirapine, 111t
ritonavir, 122t
saquinavir, 113, 122t

Talinolol interactions
Pgp, 44t, 49
rifampin, 49

Tamoxifen interactions, Pgp, 44t
Tao capsules. See

Troleandomycin
interactions

TDM. See Therapeutic drug
monitoring (TDM)

Telithromycin
accumulation,

intracellular, 57
described, 372
interactions

anticonvulsants, 348t
atorvastatin, 373
cisapride, 347t, 373
digoxin, 348t
fluconazole, 347t, 373
itraconazole, 347t, 373
ketoconazole, 347t, 373
lovastatin, 373
metoprolol, 348t, 374
midazolam, 348t, 373
oral contraceptives,

349t, 375
rifampin, 348t, 374
simvastatin, 347t, 373
sotalol, 349t, 374
theophylline, 349t
verapamil, 348t, 374
voriconazole, 347t, 373
warfarin, 348t, 373–374

Temafloxacin interactions
enteral feedings, 220
fluoroquinolones, 219t
heparin, 224
theophylline, 221, 222t
warfarin, 223

Temazepam interactions
fluconazole, 319
itraconazole, 304t, 308, 312

Temporal lobe resection, 446
Teniposide and MRP

proteins, 59t
Tenofovir (Viread)

absorption of, 140t
interactions

abacavir, 102
atazanavir (ATV), 102,

103t, 130, 475
cidofovir, 104t
didanosine, 102, 103t, 410
food, 128t, 410, 412t
ganciclovir, 104t
lamivudine, 104t
rifamycins, 157
valganciclovir, 104t

and MRP proteins, 59t, 60, 61
pharmacokinetics, 101

Terbinafine (Lamisil)
interactions, food, 408t

Terfenadine interactions
erythromycin, 6, 21
Pgp interactions with, 44t
sparfloxacin, 229
withdrawal, 83

Testicles, Pgp expression in, 55
Tetracyclines

antagonism in, 352
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drug interactions,
evaluating, 470

interactions
antacids, 357–358, 396, 398
anticonvulsants, 342t
bismuth subsalicylate,

357–358
colestipol, 342t, 358
digoxin, 342t, 358–359
doxycycline, 342t
food, 387t, 396, 398, 399t
heavy metals/trivalent

cations, 342t,
357–358, 489

iron, 15, 396, 398
lithium, 343t, 360
methotrexate, 344t,

362–363
oral contraceptives,

343t, 362
penicillins, 256t, 268–269
psychotropic agents,

343t, 361
respiradone, 361
rifampin, 344t, 363
sertraline, 361
theophylline, 343t, 361–362
warfarin, 343t, 359–360

OAT/P transport of, 66t, 67
Theophylline

clinical observations/
studies, 445t, 449t

contraindications,
226–227, 236

drug interactions,
evaluating, 470

elimination of, 444
interactions

amoxicillin, 270
ampicillin, 270
carbapenem, 256t
cephalosporins, 256t, 274
cimetidine, 486
ciprofloxacin, 221, 222t,

223t, 224
cytokines, 451t, 452
enoxacin, 221, 222t, 236
fleroxacin, 222t
gatifloxacin, 221, 223t, 236
gemifloxacin, 221, 223t, 236
grepafloxacin, 221,

223t, 236
imipenem/cilastin, 276
levofloxacin, 221, 236
lomefloxacin, 221, 222t, 236
moxifloxacin, 221, 223t, 236
norfloxacin, 221, 222t, 236
ofloxacin, 221, 222t,

223t, 236
penicillins, 270
PPIs, 500

predicting, 466
ritonavir, 123t
rufloxacin, 221, 222t, 236
sparfloxacin, 221, 222t, 236
telithromycin, 349t
temafloxacin, 221, 222t, 236
tetracyclines, 343t, 361–362
ticarcillin/clavulanic

acid, 270
trovafloxacin, 221, 222t,

223t, 236
metabolism and influenza

vaccine, 447–448
therapeutic range in, 470–471
toxicity, 274

Therapeutic drug monitoring
(TDM), 192, 195–196,
200, 203

Three-period Crossover
study design described,
485–486

Ticarcillin/clavulanic acid
interactions,
theophylline, 270

Ticarcillin interactions
aminoglycosides, 371, 372
gentamicin, 258
methotrexate, 266
probenecid, 268

Tipranavir
in CYP inhibition/

induction, 138
interactions, ritonavir, 126

Tobramycin interactions
aminoglycosides, 371
daptomycin, 370
furosemide, 367
netilmicin, 258
piperacillin/tazobactam, 258

Tolbutamide interactions,
chloramphenicol, 340t, 351

Torsades des pointes, 228, 229
Toxicity

5-Fluorocytosine (5-FC),
296–297

aminoglycosides, 256t,
274, 355, 363, 365,
368, 466

amphotericin B, 155, 202,
295–296, 466, 471

antiparasitics, 145–148
antivirals, 171–172
and dose, 7, 68, 468,

487–488, 500
drugs associated with, 471

(See also individual
drug by name)

foscarnet, 171, 172, 176,
466, 471

ganciclovir, 146, 171, 471
interactions, managing, 177

macrolides, 167
pentamidine, 146, 471
phenotypes good for, 20
phenytoin, 267
predicting, 29–30
protease inhibitors (PIs), 138
rifamycins, 166
theophylline, 274
TMP/SMZ, 145, 471
zidovudine, 146, 471

Toxoplasmosis encephalitis, 139
Transplant patients

chloramphenicol/tacrolimus
interactions in, 353

cyclosporine in, 445
Transport mechanisms

in absorption, 16
in drug interactions,

41–42, 92
and the inflammatory

response, 443
Treatment by period

interactions, 496, 497
Trecator-SC. See Ethionamide

(Trecator-SC)
Triazolam

contraindications, 113
drugs contraindicated, 125t
interactions

fluconazole, 316, 317t, 319
itraconazole, 304t, 307, 308

Tricyclic antidepressants
drug interactions,

evaluating, 470
in heart abnormalities, 230t

Trimethoprim interactions
cyclosporine, 52
dapsone, 142t
food, 387t
ketoconazole, 52
Pgp, 44t, 52
vinblastine, 52

Trimethoprim-sulfamethoxazole
(Bacrim, Septra, TMP/SMZ)

described, 139
in heart abnormalities, 230t
interactions

disulfiram, 417
food, 404t
ganciclovir, 174t, 466
lamivudine, 144t, 145
pyrimethamine, 144t
rifamycins, 197t, 200
warfarin, 357, 375
zalcitabine, 144t
zidovudine, 144t, 468

side effects of, 146
toxicity, 145, 471

Trimetrexate interactions
ganciclovir, 174t
leucovorin, 147
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valganciclovir, 174t
Trizivir (abacavir/lamivudine/

zidovudine) and food,
409–410, 412t

Troleandomycin interactions
food, 397t
Pgp, 44t

Trovafloxacin interactions
caffeine, 223t
fluoroquinolones, 219t
food, 400t
iv fluid incompatibilities, 233t
morphine, 224
theophylline, 221, 222t, 223t
warfarin, 223

Tuberculosis
drug/disease state

interactions in, 194–204
drug interactions in, 191
and HIV, 204
MDR-TB (See Multi-drug

resistant tuberculosis
(MDR-TB), treatment)

treatment, 85, 157, 169–170,
177, 191

Tubular reabsorption in drug
elimination, 24, 492

Tubular secretion in drug
elimination, 24, 491

Tumor necrosis factor (TNF)α
CYP3A4 expression and, 443
in CYP induction, 440, 446
drug metabolism, altering,

21, 431
interactions

benzylpenicillin, 265
LPS, 440

Two-period longitudinal
study described, 484, 485

U

UDP-glucuronosyltransferase
in drug metabolism, 23,
154, 436

Urinary tract infections, 476
Urised. See Methenamine

combinations and food
Urobiotic-250. See

Oxytetracycline
interactions

Uveitis, 166, 202

V

Valacyclovir
described, 170
interactions

food, 414t
MRP proteins, 61

Valcyte. See Valganciclovir
(Valcyte)

Valganciclovir (Valcyte)

absorption of, 141t
interactions

amphotericin B, 174t
antineoplastic agents, 174t
dapsone, 174t
didanosine, 104t, 174t, 177
flucytosine, 174t
food, 389t, 414
imipenem, 175t
pentamidine, 174t
probenecid, 175t
pyrimethamine, 174t
tenofovir, 104t
trimetrexate, 174t
zidovudine, 104t, 174t

and MRP proteins, 61
toxicity, 171

Valproic acid interactions
carbapenems, 256t, 275
zidovudine, 102

Valspodar interactions, Pgp, 45t
Vancomycin interactions

aminoglycosides, 346t,
367–368

food, 405t
gentamicin, 6
heparin, 341t, 356
indomethacin, 341t, 355
non depolarizing

neuromuscular
blocking agent, 341t

NSAIDs, 355
vecuronium, 355–356
warfarin, 273, 356, 357

Vancosin. See Vancomycin
interactions

Vantin. See Cefpodoxime
(Vantin) interactions

Vardenafil (Levitra)
interactions

amprenavir, 119t
atazanavir, 119t
delaviridine, 111t
efavirenz, 111t
fosamprenavir, 113, 119t
indinavir, 113, 119t
lopinavir/ritonavir

(Kaletra), 122t
nelfinavir, 122t
nevirapine, 111t
ritonavir, 122t
saquinavir, 113, 122t

Vectrin. See Minocycline
interactions

Vecuronium interactions
penicillins, 256t, 269
vancomycin, 355–356

Velosef. See Cephadrine
(Anspor, Velosef)
interactions

Venlafaxine interactions,
linezolid, 369

Verapamil
accumulation,

intracellular, 57
interactions

digoxin, 54
erythromycin, 18
fexofenadine (Allegra), 51
Pgp interactions with,

44t, 53
telithromycin, 348t, 374

OATP transport of, 65t
OCT inhibition by, 67

Vfend. See Voriconazole (Vfend)
Viagra. See Sildenafil (Viagra)
Vibramycin. See Doxycycline

interactions
Vibra-tabs. See Doxycycline

interactions
Videx. See Didanosine
Videx EC. See Didanosine,

enteric-coated
Vinblastine interactions

dicloxacillin, 52
MRP proteins, 59t
Pgp, 44t
trimethoprim, 52

Vincristine interactions
isoniazid, 161t
MRP proteins, 59t

Viomycin, elimination of, 202
Viracept. See Nelfinavir
Viramune. See Nevirapine
Viread. See Tenofovir
Viruses, replication of

inhibiting, 56, 62
Vitamin K depletion by

chloramphenicol, 353
Vitamins+minerals

azoles and, 299–300
fluoroquinolones and,

161t, 216, 401, 402
Voriconazole (Vfend)

absorption of, 141t
in CYP metabolism, 324–325
described, 148, 291–294, 321
elimination of, 300, 301
interactions

amphotericin B, 296
amprenavir, 326
azithromycin, 323t, 326
carbamazepine, 326
cimetidine, 323t, 326
cyclosporine, 322t, 323,

324, 488
delaviridine

(Rescriptor), 326
digoxin, 322t, 324
efavirenz, 326
erythromycin, 323t, 326
ethionamide, 160t
evaluating, 470
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food, 388t, 406, 408t
H2 (histamine receptor)

antagonists, 326
indinavir, 322t, 323t,

324, 326, 487
mycophenalate acid,

322t, 324
nelfinavir, 326
omeprazole, 322t, 323t,

324, 326
phenobarbital, 326
phenytoin, 322–325
prednisolone, 322t, 324
ranitidine, 323t, 326
rifabutin, 322t, 323t,

324, 326
rifampin, 323t, 326
rifamycins, 197t, 206
saquinavir, 326
tacrolimus, 322t, 323, 324
telithromycin, 347t, 373
warfarin, 321–324

metabolism, 141t, 149

W

Warfarin interactions
amoxicillin/clavulanic

acid, 260
cefamandole, 273
cefazolin, 273
cephalosporins, 256t
chloramphenicol, 340t
ciprofloxacin, 223, 224, 467
cytokines/interferons, 453
doxycycline, 360
enoxacin, 223
evaluating, 470
fluconazole, 317t, 318,

319, 320
gatifloxacin, 224, 467
gemifloxacin, 223
grepafloxacin, 223
influenza vaccine, 447
isoniazid, 194
itraconazole, 311, 312, 313
levofloxacin, 223, 224, 467
moxifloxacin, 223, 224
norfloxacin, 223, 224
ofloxacin, 224
penicillins, 256t, 260, 276–277

rifampin, 25
sparfloxacin, 223
sulfonamides, 357, 467
telithromycin, 348t, 373–374
temafloxacin, 223
tetracyclines, 343t, 359–360
therapeutic range in, 470–471
TMP/SMZ, 357, 375
trovafloxacin, 223
vancomycin, 273, 356, 357
voriconazole, 321–324

X

Xanthene oxidase (XO),
induction of, 442–443

Y

Yogurt interactions,
fluoroquinolones, 221, 400

Yohimbine interactions, Pgp, 45t

Z

Zalcitabine (Hivid)
absorption of, 140t
interactions

clarithromycin, 160t
dapsone, 143t
didanosine, 104t
food, 128t, 388t, 409, 412t
foscarnet, 175t
isoniazid, 161t, 168
lamivudine, 102, 138
pentamidine, 143t
probenecid, 174t
ribavirin, 172
stavudine, 104t
trimethoprim-

sulfamethoxazole
(TMP/SMZ), 144t

and MRP proteins, 59t
side effects of, 146, 168

Zaleplon interactions, 499
Zerit. See Stavudine (Zerit)
Ziagen. See Abacavir (Ziagen)
Zidovudine (Retrovir). See

also Trizivir (abacavir/
lamivudine/
zidovudine) and food

in bioequivalence studies, 495

distribution, 54, 55
elimination of, 24
interactions

5-Fluorocytosine (5-FC),
298, 299

acyclovir, 173t
amphotericin B, 150t
antipyrines, 450
atovaquone, 142t, 145
azithromycin, 158t
cidofovir, 104t
clarithromycin, 160t
cytokines, 451t, 452
dapsone, 143t
fluconazole, 102, 151t,

154, 317t, 320–321
food, 128t, 388t, 409, 412t
foscarnet, 175t
ganciclovir, 104t, 171,

172, 174t, 468
interferons, 451, 468
lamivudine, 138
levofloxacin, 225
probenecid, 68, 102,

174t, 176
pyrimethamine, 143t
ribavirin, 102, 104t,

172, 175t
rifabutin, 164t
rifampin, 165t, 200
rifamycins, 197t
stavudine, 102, 104t
sulfadiazine, 143t, 468
sulfadoxine, 145
TMP/SMZ, 144t, 468
valganciclovir, 104t, 174t
valproic acid, 102

mechanism of action, 102
metabolism, 145, 154
and MRP proteins, 59t, 62
OAT/P transport of, 66t, 67
phosphorylation of, 90
toxicity, 146, 471

Zinc interactions, avoiding, 465
Zithromax. See Azithromycin
Zolpidem interactions,

itraconazole, 304t, 308, 312
Zovirax. See Acyclovir
Zyvoxx. See Linezolid
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