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PREFACE

It is now widely recognized that biological psychiatry is rapidly coming into its
own. For over the last three decades dramatic advances in this young discipline
have been made, all of which attest to the staying power of the experimental
method. Those who made this revolution in knowledge happen are a breed of
investigators availing themselves of the tools of molecular biology, pharmacology,
genetics, and perhaps, above all, the technology of neuroimaging. The introduc-
tion of the interdisciplinary method of approach to the study of psychopathology
had made it very clear that neuroimaging, as a set of techniques, is unique in that
it is gradually providing us with evidence supporting Kraepelin’s original view
that mental iliness is closely associated with abnormal changes in the brain.
Broadly speaking, there are presently two structural techniques in neuroimag-
ing—computed tomography and magnetic resonance imaging (MRI)—and three
functional techniques—single photon emission tomography (SPECT), positron
emission tomography (PET), and functional magnetic resonance imaging (fMRI).
Through PET technology, for example, we have learned that, in early brain devel-
opment, the primitive areas, mostly the brain stem and thalamus, are the first to
show high activity in an infant. This is followed by the development of cortical
areas by year one. Between the ages of four to 10, the cortex is almost twice as
active in the child as in the adult. This information alerts us to what might happen
in the way of trauma in abused children, especially those under the age of three.
Child abuse increases the risk of physical changes, not only in the stress systems,

xiii
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but also in brain development (Glaser and Weissman). In addition to the difficult
problem of post-traumatic stress disorder (PTSD), we have to take into account the
possibility of other types of mental illness as the consequences of child abuse.
These include depression, eating disorders, and drug and alcohol problems.

The combination of PET and fMRI represents a more remarkable example of
the power of neuroimaging since the two have made it feasible to map accurately
in vitro identifiable cortical fields, or networks. In a landmark NIH investigation
of human cortical reorganization (plasticity), persuasive evidence was brought
forward showing that the process of leaming as a motor task involves a specific
network of neurons. These neurons occur in the cortical field that is responsible
for that particular task. Such findings are important partly because they provide
evidence supporting the current notion that labor in the cortex is divided among
ensembles of specialized neurons that cooperate in the performance of complex
tasks. Cooperation, then, in this sense, implies crosstalk among ensembles and that
signals are both processed and retransmitted to neighboring ensembles. To under-
stand the workings of these ensembles, much better spatial and temporal resolu-
tion in functional brain mapping is required. This can be achieved with an NMR
instrument whose magnet is 4.1 Tesla or more.

At this writing, it is, perhaps, safe to say that the cause of schizophrenia is still
largely a mystery. However, there is considerable agreement that it involves com-
plex genetics as well as environmental factors that interact with, and indepen-
dently of, the genes (Winn). Strictly, neither the dopaminergic endophenotype, nor
the sensory gating endophenotype, nor reduced neuropil models, as they presently
stand, provide an adequate explanation. That schizophrenia represents a neurode-
velopmental disorder is an old view, but it has been revived by Weinberger in the
light of evidence that is compatible with reduced expression of plasticity in CA 3—
4 neurons of the hippocampal formation. Very briefly, he makes the case that the
neuronal phenotype findings are mostly localized to the CA 3—4 region. They are
not an epiphenomenon but, rather, more likely the result of neonatal abnormalities
related to defective genes. The impetus for checking whether the lesion is of ret-
roviral origin may have come from such thinking, but there is all the more reason
to attach special weight to the recent finding of high reverse transcriptase activity
in the spinal fluid of schizophrenics (Yolken). It is a matter of more than passing
interest that human endogenous retroviruses (HERV-W) are a set of viruses com-
monly found in the human genome, a textbook example being neurological dis-
eases such as multiple sclerosis. One crucial question now is whether or not the
lesion develops in utero during the first four to six weeks and whether its patho-
genesis involves multiple defective proteins, rather than a single protein presum-
ably falling in the class of molecules that guide the migration of growth cones.

It is important at this stage to decide whether there is any validity to the conclu-
sion drawn by McCarley, Slentor, and colleagues that there are structural NMR
changes in schizophrenics. By distinguishing between specific and nonspecific
structural changes in the brain, they were able to obtain ample evidence of distinct
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alterations in brain structure in schizophrenics. These changes are particularly
prominent in the cortical and medial temporal areas. McCarley and colleagues
also emphasize the point that these structural changes are not the same as those
seen in patients with bipolar psychosis. Conceivably, with some improvement of
the two functional techniques of PET and fMRI to map the CA3-4 region of the
hippocampal formation more carefully, it will become possible to verify the pres-
ence of abnormal activity and follow its time-course. Interest in this particular
approach is heightened by the discovery that manganese can be used as an MRI
tracer over time to track both neuronal activity and connectivity (Koretsky).

As a stimulus to fresh thinking, we must bear in mind that the dopamine theory
of schizophrenia has been weakened by two pieces of evidence. One is the finding
of excessive sensitivity of the postsynaptic membrane to dopamine that is accom-
panied by reduced dopamine release by the presynaptic membrane (retrograde
cycle). The other piece of evidence is that the new, atypical antipsychotic drugs,
such as risperidone, are also powerful inhibitors of the 5-HT, family of serotonin
receptors. To this, we have to add another complicating observation, namely, that
the knock-out mouse without its dopamine transporter (DAT) is associated with
dopaminergia. In this instance, however, the behavior of the mouse bears a more
striking resemblance to that of the patient with attention deficit hyperactivity dis-
order (ADHD) than to the schizophrenic (Caron).

Studies of the knock-out mouse lacking the gene encoding the 5-HT1B subtype
of receptor show the development in this mouse of increased aggression toward
intruders (wild-type mouse). The mere fact that a serenic drug, such as Eltopra-
zine, which acts as an antagonist of the 5-HT1B receptor, reduces the level of
aggression is taken as evidence that the effectiveness of this new class of antipsy-
chotic drugs is largely due to its action on the central serotonergic system rather
than on the dopaminergic system. So far, the atypical antipsychotic drugs, have
been found effective not only in the treatment of schizophrenia (Colasanti) but
also in the treatment of several conditions, including rage in autistic children,
pathological violence in adults and, those with borderline personality disorder
who have brief psychotic episodes, and in certain patients with mental retardation
and so forth.

Hitherto, individual neuromodulators of rage have not been identified, although
a wide variety of endogenous substances, notably, ACh, vasopressin, substance P,
and glutamate are known to evoke both anger and aggression. Based upon map-
ping through electrical stimulation in human and animal brain, the circuits of
RAGE have been pinpointed. They run from medial areas of the amygdala to
regions of the hypothalamus and then down into the periaqueductal grey of the
midbrain (Panksepp). These well-defined and discrete areas have higher functions
that depend on the lower ones and that interact with higher cognitive functions.
This is borne out by the seminal work of LeDoux who has identified more fully
the amygdala as being the main site of fear processing and fear learning. In this
view, the organization of this region is determined at the level of the subnuclei



xvi PREFACE

instead of the nuclei. Although primate data apply to the human brain, very little
is known of the way in which the transition from emotional reaction to emotional
action occurs. There is no doubt that this kind of knowledge would shed much
light on how the fear system works in anxiety disorders.

Fear and anxiety, for example, as emotions, are processed within the amygdala
circuits, thereby giving rise to outputs from the central nucleus. Thus, it is not sur-
prising that damage to the amygdala dramatically changes the way in which both
humans and animals act in threatening situations. Rats lose their fear of cats and
are prevented from learning about stimuli warning them of danger. Now, it is also
realized that the two cortical areas, the hippocampus and the medial prefrontal
cortex, play a key role in the response to fear and fear conditioning. This is under-
scored by the fact that damage to the hippocampus, in turn, leads to dysregulation
of the stress response system which is marked by the release of the key peptide,
corticotropin releasing factor (CRF). Thus, according to the modern outlook,
stress not only impairs the anatomy, physiology, and behavioral functions of the
hippocampus (McEwen and Sapolsky) but also affects the functions of the pre-
frontal cortex.

The principal neuromodulator of the nucleus of the amygdala is CRF, which is
essentially anxiogenic in its effect (Davis), whereas its antagonists are anxiolytic.
Here there is a distinction to be made between stimulus-specific fear and the less
specific stimulus, which we call anxiety. This can be measured with the aid of the
acoustic startle reflex. A prime example that illustrates this in humans is the
patient diagnosed as having post-traumatic stress disorder (PTSD) (Ur). Although
normal fear reactions are seen in PTSD, the levels of anxiety are abnormally high.
By analogy, and to elaborate on the distinction just made, rats showing specific
signs of fear also show activation of the central nucleus of the amygdala and, in
turn, activation of hypothalamic and brain stem regions. Rats displaying less spe-
cific signs of fear (i.e., anxiety) in response, for example, to a threatening environ-
ment, show activation of the bed nucleus of the stria terminalis. This, in turn, leads
to activation of hypothalamic and brain stem regions. The importance of this path-
way is brought out by observations that the intraventricular administration of CRF
potentiates the startle reflex and mimics anxiety seen in patients with generalized
anxiety disorder (GAD). It is thus easy to see why it would be vital, in terms of
therapy, to have nonpeptide CRF antagonists made available that are also free of
side-effects.

Apart from the fact that stress results in raised levels of both glucocorticoids and
cortisol (Ur), evidence is available that serotonin also contributes to hippocampal
atrophy by indirectly leading to reduced synthesis of brain-derived neurotrophin
factor (BDNF) in the hippocampus. This has clinical implications because atro-
phy, as measured by MR, is often found in Vietnam veterans with combat-related
PTSD (Bremner). This is a situation closely associated with deficits in shortterm
memory. As is expected, an extraordinary parallel exists between Bremner’s find-
ings of hippocampal atrophy and memory deficits and those found in patients with
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major depression. More than half those with clinical depression also show corti-
solemia, but whether those with atrophy are the same patients that have raised cor-
tisol levels is not yet known. Bearing in mind that the prefrontal cortex receives
input from the amygdala, the recent work of Rajkowska and colleagues has shed
new light on the question of whether changes in the prefrontal cortex occur in
patients with major depression. These workers have been able to demonstrate the
presence of neuronal and glial changes in the prefrontal cortex of postmortem
brains of these patients—changes characterized by reductions in the density of
both neuronal populations. Moreover, imaging studies are confirmatory in that
they show reduced metabolic activity and volume in several subregions of the pre-
frontal cortex.

During the 1960s, two schools of thought concerning the etiology of depression
emerged. One was the low catecholamine school led by Kety, and the other the low
serotomin school led by Coppen. This was followed by a school that upheld the
concept that depression is closely connected to the ratio of serotomin-to-catechols
in certain regions of the brain. This ratio concept, however, was soon overshad-
owed by the locus ceruleus theory stating that this structure is unusually well posi-
tioned to receive information and influence fear-related neural structures. This
theory soon gave way to the idea of crosstalk among the various transmitter sys-
tems, including that of GABA and, more surprisingly, two presumably less impor-
tant systems: cholecystokinin (CCK), a gut hormone that acts as a panicogen, and
neuropeptide Y(NPY), an anti-anxiety principle. This had wide appeal partly
because much had been learned already about transduction signaling. It thus made
it more convenient, but not necessarily more realistic, to view anxiety disorders as
resulting from a breakdown in crosstalk. Nonetheless, mounting evidence pointed
to the fact that presynaptic 5-HT reuptake inhibitors (SSRIs) were, and still are,
the firstline drugs in the successful treatment of depression. In addition, they
proved to be the drugs of choice in the treatment of different types of anxiety dis-
orders, sleep—wake disorders, panic disorders, obsessive—compulsive disorder,
social phobia, and post-traumatic stress disorder. Thus the only reasonable conclu-
sion that could be drawn is that the extraordinary benefits obtained with SSRIs is
in keeping with the fact that the serotonin system is not only phylogenetically the
oldest, but also the most elaborate among the major transmitter systems. Such a
conclusion agrees with Grove’s model, which assumes that serotonin input to the
forebrain comes wholly from the amygdala where the highest density of seroton-
ergic cell bodies occurs. It is, therefore, of special significance that LeDoux has
recently shown that lesions of the medial prefrontal cortex result in extinction of
conditioned fear.

From these considerations it becomes more apparent that the serotonin system
serves as a behavior inhibition system in which the circuits of fear, anxiety, panic,
and so forth, are modulated by the central levels of serotonin. Expressed in a more
generalized way, it may be stated that decrements in brain serotonin are associated
with impulsive behavior, various forms of aggression, or even suicide, whereas
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increments have the opposite effect, mostly that of social interaction and assertive-
ness. From this standpoint, it is hardly surprising that the ambition of the pharma-
ceutical industry is to develop a second line of drugs that, by design, are not only
more specific and selective in their actions but also free of side-effects.

It should be emphasized in passing that, besides neuropeptide Y(NPY), oxyto-
cin and prolactin behave as anti-anxiety systems. Oxytocin, for example, is known
to exert anti-stress effects in lactating women, each suckling episode being fol-
lowed by a fall in blood pressure and cortisol levels. Though oxytocin promotes
bonding between mother—infant or female-male, we really know very little about
its role in higher-order functions.

In sharp contrast, considerable information about mental retardation has
accrued over the last few years, mainly because of the enormous progress made in
molecular genetics—for example, in positional cloning—in addition to the recog-
nition of behavioral phenotypes associated with mental retardation (Stern).
Although runs of trinucleotide repeats vary in the normal population and may be
harmless, there is a clear correlation between the number of repeats and the age of
onset of the illness. The numbers of repeats can increase in the next generation to
a point that is identified with disease in successive generations, appears earlier and
is more severe. A dramatic example is the patient with the Huntington’s disease
gene in whom CAG repeats fall in the 37-to-121 range, while the normal range is
nine to 37 copies. A parallel situation is that of the patient with spinalbulbar mus-
cular atrophy in whom CAG repeat of the androgen receptor gene falls in the 30-
t0-62 range, which is twice the normal range. In the fragile X syndrome, the CGG
repeats of the FMR-1 gene fall in the 50-to-1500 range. After Down syndrome, the
fragile X syndrome is the most common cause of mental retardation. It is signifi-
cant that half the genes ascribed to the X-chromosome are disease related. In the
case of the fragile X syndrome, the chromosome locus is Xq27.3, and in the spi-
nalbulbar muscular atrophy, the locus is Xq21.3.

Moreover, mental retardation is recognized as being closely associated with an
enormous number of amino acidurias of which phenylketonuria is a textbook
example. It essentially involves a metabolic block in the hydroxylation of pheny-
lalanine to tyrosine. Hence, the risk to the fetus in the untreated mother with phe-
nylketonuria is great; these include microcephaly, mental retardation, and
multiple malformations. Furthermore, among the 17 human disorders linked to
peroxisomal dysfunction, 15 are found to involve neuropsychiatric deficits. The
majority of these disorders are related to single peroxisomal enzyme defects,
meaning that they are attributable to a single gene defect such as that found in
Refsum’s disease, a phytanic acid storage disease. Those with the hereditary type
of lactic acidosis of mitochondrial origin have a poor prognosis since the intrac-
ellular acidosis is intractable to treatment. Stern’s useful schema outlining the
examination and management of patients with mental retardation indicates that
every detail is important.
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Mental retardation is found in 65% to 90% of autistic children. This is seen three
times more often in boys than in girls. One-third have epilepsy. In sharp contrast,
mental retardation is hardly seen in children with Asperger’s syndrome. The Rett
syndrome is only seen in girls in whom there is mental retardation, absence of
speech, crying spells, night laughing, and stereotypic hand movement. This is rep-
resentative of the behavioral phenotype. In the absence of a satisfactory explana-
tion of the Rett syndrome, Asperger’s syndrome, and early infantile autism, there
is general agreement that all three represent a neural developmental lesion of com-
plex genetic origin that has its onset in the first trimester of intrauterine life.

The problem of alcoholism in the field of biological psychiatry centers by and
large on four key transmitter systems in the brain; these are the serotonin, dopam-
ine, GABA, and NMDA systems (Overstreet and Karpov-Polevoy). The current
working hypothesis is that alcohol stimulates the release of 5-HT, thus leading to
its interaction with the 5-HT; receptor. The interaction with 5-HTj, in turn, is fol-
lowed by the release of dopamine. Although antagonists of 5-HT, are accompa-
nied by reduced alcohol intake in animals, they are relatively ineffective in
humans. However, this is not the case with the dopamine antagonist, tiapride,
which so far has given more promising results. There is another therapeutic
approach to the vexed problem of alcohol abuse and dependence. This involves the
use of the opiate antagonist Naltrexone or Nalfamene, which is based on the ratio-
nale that alcohol increases the release of brain opioids. Both antagonists have so
far been shown to have benefial effects in humans. However, it could be more prof-
itably argued that the central problem in alcoholics is intimately related to anxiety
and depression which arise because of a deficit in brain 5-HT and dopamine. With
more than 7% of the nation being diagnosed as suffering from alcohol abuse and/
or dependence, one fifth of whom have anxiety disorders and half of whom have
depression disorders, including mania, it seems very likely that SSRIs would end
up as the drug line of choice. The rationale behind this is quite straighforward,
since SSRIs act by reversing deficits in serotonin and dopamine in the brain
(Cheetham and Heal). With respect to alcohol’s action on the GABAergic system,
y-hydroxybutyrate, a metabolite of GABA, is found to reduce alcohol intake, both
in humans and experimental animals. As might be expected, benzodiazepines
(BZP) mitigate alcohol’s GABAergic action, since they enhance the function of
GABA by binding to a modulatory site on the GABA-A receptor to increase chlo-
ride ion flux. Since the antidepressant buproprion is a weak inhibitor of adrenalin,
serotonin, and dopamine uptake, it might turn out to be the first choice in the treat-
ment of alcoholism, as it has already been found effective in the treatment of nic-
otine addiction in smokers.

Although half a century has elapsed since Cade of Australia introduced lithium
for the treatment of bipolar psychosis, its underlying mechanism of action remains
somewhat obscure. Lithium remains the treatment of choice for acute mania and
prophylaxis in bipolar disorder. It also stabilizes recurrent depression when
depression is associated with unipolar disorder, and it proves effective in the
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treatment of major depression if the disorder is refractory to anti-depressant ther-
apy. Manji and co-workers have more recently demonstrated that lithium reduces
protein kinace C activity in rat frontal cortex and hippocampus. They have sug-
gested that this critical enzyme, when inhibited, exerts an anti-manic effect, par-
ticularly since the enzyme regulates neuronal excitability and transmitter release.
Though structurally dissimilar to lithium, valproate is able to mimic the effect of
lithium on protein kinase C. Additionally, Manji and co-workers have produced
evidence suggesting that chronic administration of lithium or valproate produces
several changes in gene expression. These lithium-genes, as they are now called,
have not yet been cloned.

In editing this book, we have not tried to cover everything. What we have
attempted is to outline to a large extent the biological basis of psychiatry and those
aspects of classical psychiatry that cannot yet be discussed in molecular terms. A
typical example is child psychiatry. Although it is clear that there is currently a
rapidly growing interest in biological psychiatry, we are conscious of how much
more knowledge is still needed to achieve an understanding of mental illnesses.
We cannot deny the fact that our perception of biological psychiatry is that it is
essentially an experimental discipline. It is also our perception that the methods of
brain imaging, in combination with the new technology of gene chips, will revo-
lutionize psychiatry as we know it today.

As editors, we are most obliged to those who have contributed chapters to make
this book possible. Indeed, we owe them a special debt for their enthusiasm,
patience, and scholarly commitment.

E. EDWARD BITTAR,
NEVILLE BITTAR
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INTRODUCTION

General Characteristics of Human Consciousness

Long considered beyond the scope of science, human consciousness is now
being viewed from a biological perspective (Flanagan, 1992; Revonsuo and
Kamppinen, 1994; Lyons, 1995). This presumes that consciousness is part of the
real world and therefore accessible to scientific investigation. Those aspects of
consciousness, such as its personal and private quality, that make it so interesting
to philosophy and so difficult to comprehend, should not be omitted from a scien-
tific view of consciousness. Biology may help us to understand how conscious-
ness occurs, but such understanding must be deeper than propositions that
consciousness is “nothing but” a pattern of active neurons or a mixture of synaptic
transmitters. Consciousness plays an important role in human biology. It should
not be considered as inexplicable nor dismissed as epiphenomenal. It is the defin-
ing factor of our biological existence.

The word “consciousness” has multiple meanings that vary from the collective
knowledge of a group, through different types of awareness of the world and the
self, to the state of normal wakefulness (Natsoulas, 1978). Consciousness is
closely related to many other concepts—awareness, sentience, self, soul, thought,
knowledge, will, conscience—each with its own multiple meanings. Even the
word “awareness” has many levels since an individual can be aware of sensory
data, of remembered or imagined information, of the self, and of the self’s inten-
tions. Different views of consciousness consider it as either a state of the brain or
some particular process of the brain. In this chapter, we shall concentrate on con-
sciousness as a process or function. William James (1890; 1912) described con-
sciousness as the function of knowing and proposed that this function was
performed by thought. He considered the “stream of thought” as
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1. Personal. This subjective quality of consciousness makes it inaccessible to
public scrutiny unless the individual describes his or her experience to
others.

2. Transient. As the momentary present between past and future,
consciousness is always changing.

3. Continuous. Within consciousness, there are no gaps either in space or
time.

4. Representational. Consciousness deals with objects in a way that makes
them separate from the conscious self.

5. Selective. Our consciousness attends to some things and ignores others.

Of these the crucial characteristic is perhaps the fourth. A conscious individual
considers the world—the past, present, and future world as well as the internal
and external world—as something separate.

Some Principles Underlying Consciousness

The first principle that we shall use in presenting a biological view of con-
sciousness is that the brain constructs a model of the world in order to understand
it, to remember how it was, and to predict what might happen. The generation of
the model is the process of consciousness. Information coming from the senses
enters into a feedback system wherein the brain builds a neuronal model of the
world. Consciousness also participates in our response to the world by modeling
goals to be attained and generating behavior to fit these goals.

A second principle is that the model-making of the human brain occurs at a
hierarchy of levels and is related to the different levels of experienced conscious-
ness. On the sensory side, the hierarchy goes from simple sensations like “red”
and “pain” to the experience of the self; on the motor side, from simple reflex
responses to planned behavior.

A third principle is that the brain also works in a parallel manner. Even within
one sensory modality, various aspects of the sensory information are analyzed in
separate pathways. Nevertheless, the information from different pathways does
come together at higher levels in the hierarchy. The brain is balanced between
connection and independence.

Cerebral Systems Underlying Consciousness

We therefore propose that consciousness is that particular pattern of cortical
neuronal activity that uses feedback circuits to construct, maintain, and operate a
model of the world (Picton and Stuss, 1994). A major consequence of this view of
the brain is that sensation is not considered as intrinsically different from motor
activity. It is an active process rather than a passive viewing of the world. Feed-
back is widespread in many biological systems (Riggs, 1970) and has long been
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used to explain the processes of human cognition (Miller et al., 1960). The con-
cept of modeling as the way in which conscious thought operates has been widely
discussed in philosophy (Craik, 1943), artificial intelligence (Johnson-Laird,
1983), and cognitive psychology (Yates, 1985). In neurophysiology, the concept
of the brain’s model of the world largely derives from studies of the orienting
reflex, the “what is it?” response invoked when the world is not what the brain
expects (Sokolov, 1963).

Most neurophysiology of the cortex has looked at cortical function as the trans-
fer of information from one region of the cortex to the next. This conceptualiza-
tion cannot easily explain the extensive recurrent connections both within a
cortical region and between cortical regions or the spontaneous neuronal activity
that occurs in cortex in the absence of input. We suggest that cortical tissue can be
considered as an intrinsic modeling system along the lines of Figure 1.

The different boxes in the figure represent populations of neurons. Within any
region of cortex, these populations are intermixed. Whether each population is
recognizable in terms of anatomy or chemistry is not known. The structure is
probably essentially similar from one region of cortex to another, although partic-
ular regions of cortex can concentrate on particular aspects of incoming informa-
tion or outgoing behavior. Connections between regions of cortex can be arranged
in both hierarchical and paraliel systems.

The center of such a concept of the cortex is a set of neurons that serve to “gen-
erate” the model. These cells can be active spontaneously or in response to signals
from higher levels. Most commonly they are excited by incoming information
from the “input” neurons. Once active, they initiate the firing of “model” cells,
which encode both a perceptual model and a model for action. The modeling pro-
cess continues until the model “compares” well with the input. A lack of fit of the
model to the input brings about further generator activity. Once set up, the activity
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Figure 1. Diagrammatic representation of a modeling system of cortical
activity
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patterns of the model cells can become dormant until initiated again by the gener-
ator cells. The generator neurons also initiate “output” and this is fit to a model of
the desired action using a feedback comparison process similar to that used in fit-
ting the perceptual model to the incoming information. Since the model has much
in common with what we consider memory, this way of looking at brain function
supports the idea that memory is mainly located in those areas of the cortex that
process the information to be remembered.

There is little in the way of direct evidence for such a pattern of cortical activity,
although some cortical recordings can be construed along these lines. Logothetis
and Schall (1989) have studied the neuronal activity in monkeys viewing moving
stimuli. When the stimuli to the two eyes were different (“binocular rivalry”), the
monkeys acted in much the same way as human subjects who fluctuate between
two contradictory perceptions. In the superior temporal sulcus, some neurons
responded specifically to the movement of stimuli in one eye independently of
how it was perceived (input neurons), and other neurons responded to the per-
ceived movement (model neurons). In another set of experiments, Maunsell and
Ferrera (1995) studied neurons in the V4 region of cortex during a match-to-sam-
ple task wherein the monkey had to respond when the orientation of a test stimu-
lus was the same as the orientation of a sample stimulus. The responses of some
neurons to the test stimulus varied with its orientation whereas the responses of
other neurons varied with the orientation of the sample stimulus (regardless of the
orientation of the test stimulus evoking the response). The former would be the
input neurons and the latter would be the model neurons that are activated in
expectancy.

Comparisons between incoming information and expectancy can also show up
in cortical recordings. Desimone and his colleagues (1995) have found neurons in
the inferotemporal cortex that fire more rapidly when a test stimulus does not
match a sample than when it does. These firing patterns could represent the feed-
back loop that drives the generator neurons when the model (or expectancy) does
not fit the incoming information. Recent studies of the electrical and magnetic
activity generated by the human auditory cortex have shown a “mismatch nega-
tivity” that occurs when a deviant stimulus occurs in a train of standard stimuli
(Naatinen, 1992). This indicates that neuronal activity in the cortex compares
incoming information to some model of what is expected.

We also propose that the human brain is arranged in a hierarchy of feedback
systems. Lower levels are concerned with sensory experience and motor activity
whereas higher levels are concerned with self-awareness. In this view higher and
lower can be considered in terms of the distance (or the number of synapses) from
sensory receptors or muscle effectors. A model active at one level of the hierarchy
can control the modeling at lower levels through a process of “subsumption”, to
use a word from philosophy that means the bringing of one concept under a
broader concept. Consciousness occurs at the level of the highest active generator
system, and the contents of consciousness are the model at that particular level.
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The contents of the lower models subsumed in the higher may form what has been
called the “fringe” of consciousness (James, 1890)—a background of dimly per-
ceived ideas surrounding what is the focus of present consciousness. This view of
consciousness has some similarities to the “dominant action system” proposed by
Shallice (1978) and the “muiltiple drafts model” of Dennett (1991). In both, the
content of consciousness is the brain activity that wins the competition for the
control of behavior.

The process of subsumption allows the whole brain to function in a manner
similar to what we are suggesting for particular regions of cortex. In this view, the
generator activity is largely in the prefrontal areas and the models largely in more
posterior cortical regions. Studies of cerebral blood flow during thought and
attention show activity in the prefrontal cortex concomitantly with posterior
regions specific to the information being attended to or thought about (Roland,
1982; Roland and Friberg, 1985). Usher and Niebur (1996) have proposed a
model of neruonal activity in the brains of monkeys performing match-to-sample
tasks. Activity in the prefrontal cortex (“working memory”) activates neurons in
the inferotemporal cortex (“sensory memory”) so as to predispose this region to
respond to stimulus information coming from primary visual cortex (“input
layer”) when it matches the sample. Goldman-Rakic (1990) has suggested that the
prefrontal regions of the brain are important to the organization of what is in the
working memory of our conscious minds. Stuss and colleagues (1995) have pro-
posed that a model of prefrontal cortex might activate, maintain, or change
“schemata” in other cortical areas.

SENSATION AND PERCEPTION
Cortical Activity Evoked by Sensory Stimuli

A sensory stimulus elicits many different patterns of neuronal activity from
the cerebral cortex. These patterns can be recorded as poststimulus time histo-
grams from microelectrodes that pick up the activity of single neurons and as
evoked potentials from macroelectrodes that record the activity of populations
of neurons. Some of the responses reflect the transfer of activity through the
different regions of sensory cortex. Others reflect the synchronization or desyn-
chronization of spontaneous rhythmic activity. In a conscious subject, the corti-
cal activity evoked by a sensory stimulus persists for several hundreds of
milliseconds. If the stimulus is improbable and relevant to what the subject is
doing, the sensory evoked potential leads into a late positive wave called the
P300 on the basis of its typical latency in milliseconds (Picton, 1992). This
large positive wave is related to consciousness in that a subject is almost cer-
tainly conscious of a stimulus that elicits a P300 wave, although not all stimuli
that reach consciousness elicit a P300. In relation to our proposed modeling



Consciousness 7

system, the P300 has been associated with the updating of a model of sensory
input held in working memory (Donchin et al., 1983).

The human brain contains specialized neuronal systems to analyze different
aspects of a perceived object. The nervous system thus arrays the sensory data in
many disparate areas of the sensory cortex. For example, color might be encoded
in the responses of neurons in the inferior occipital lobe, motion in lateral tem-
pero-occipital neurons, and location in parieto-occipital neurons. How a particular
object, such as a red ball moving toward me from my right, is perceived from this
disparate array of data is the “binding problem” (Crick, 1994). There are several
approaches to this problem. One proposes that the neurons encoding each of the
aspects of the object all project to some “grandmother” neuron (i.e., a neuron that
responds to an object as specific as one’s grandmother). This runs into combina-
torial problems because of the many possible objects and views. A second
approach is that the various features of the object participate in some specific pat-
tern of neuronal activity. For example, the neurons active in response to the dif-
ferent features may be able to synchronize their firing so that a rhythm with a
frequency near 40 Hz can both integrate the processing of a perceived object and
act as its perceptual signature (Singer and Gray, 1995). These “gamma” rhythms,
which can be recorded in the human electroencephalogram and specifically
driven by stimuli presented at rates near 40 Hz, are enhanced by attention and
decreased during sleep and anesthesia (Plourde, 1993). A third approach to the
binding problem is to propose that the nervous system constructs a model to
account for the activity in the different neurons activated by the senses. The
gamma rhythms recorded in the cortex might then represent the fitting of this
model to the sensory input.

Electrical Stimulation of the Brain

Some insight into conscious perception can be obtained by directly stimulating
the cortex rather than by observing the response of cortex to sensory input. These
studies can occur in patients who have electrodes implanted in the nervous system
for the control of pain or movement-disorders and in patients who have their sen-
sory cortex exposed during neurosurgery. Electrical stimulation of different levels
of the somatosensory system can lead to conscious perception. At the thalamus
and cortex, near-threshold stimuli must be repeated over a period of several hun-
dred milliseconds before conscious experience occurs (Libet et al., 1964). Fur-
thermore, electrical stimulation of the cortex can mask the conscious perception
of a previous stimulus, presented either peripherally or cortically, if the interval
between the stimulus and the electrical stimulation is less than about 200 ms.
These results suggest that sensory awareness requires sustained cortical activity
lasting several hundred milliseconds. It appears that some level of “neuronal ade-
quacy” must be achieved before conscious perception can occur, and that this
process can be disrupted if additional unrelated activity occurs in the cortex.
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These studies have also provided some information about the timing of con-
scious awareness. Libet and colleagues (1979) performed experiments wherein
the timing of a train of electrical stimuli presented to the cortex or medial lemnis-
cus is perceived in relation to the timing of a single peripheral stimulus presented
to the skin. If the peripheral stimulus occurs at the same time as the train is initi-
ated, a train of stimuli to the medial lemniscus is perceived as having occurred at
the same time as the peripheral stimulus, even though it takes up to 500 ms for
such a train of stimuli to reach neuronal adequacy. Libet suggests that the central
stimulus is perceptually antedated to the time of the initial cortical-evoked poten-
tial, which occurs after the first stimulus in the train. A train of cortical stimuli
that, unlike lemniscal stimuli, does not elicit any normal cortical-evoked potential
is perceived as occurring much later than a simultaneously presented peripheral
stimulus. The train of cortical stimuli has no cortical-evoked potential to provide
itself with a timing, and perception occurs (after neuronal adequacy is reached)
without any antedating.

Imagery and lllusions

Consciousness independent of sensory input occurs during imagery. What
regions of the brain are active during the maintenance of a visual image? Some
studies have suggested that visual imagery is associated with activity in primary
visual cortex (Kosslyn et al., 1993), although most studies only show activity as
far back as the extrastriate visual areas (Roland and Gulyas, 1994). Whatever the
resolution of this debate, it is still clear that imagery involves activity in the areas
of the cortex subserving the normal perception. Concomitant with this activity is
the fact that there is increased activity in the frontal regions of the brain. In terms
of our proposed modeling system, imagery involves activating the model neurons
without fitting the model to external input (i.e., with the comparison process
turned off). However, the model must be made consistent with whatever use for
which the image is created. Thus, activity freely modeled at one level will be
compared with other models at higher levels where the comparison process may
function quite accurately.

Some patients with lesions to the visual areas of the brain show relatively pre-
served imagery despite severely abnormal perception in the form of object agno-
sia (Moscovitch et al., 1994b). This means that imagery must involve different
activities than perception. It is possible that both imagery and perception involve
the same cortical areas but in different ways. For example, the binding together of
information into a unified object and the separation of this as a “figure” from the
“ground” of other incoming information is essential for normal perception but
unnecessary in imagery when one starts with the object.

Illusions are disorders of perception wherein what is perceived does not truth-
fully represent reality. The location of cerebral activity leading to illusionary
perception appears to be similar to the activity subserving veridical perception.
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Prolonged viewing of a stimulus moving in one direction (as when staring at a
waterfall) causes stationary objects to appear as though moving in the opposite
direction when the movement stops. During this illusory perception, functional
MRI studies showed selective activation of the midtemporal (MT) area of the
human cortex (Tootell et al., 1995). These results also indicated that the aware-
ness of the illusion was associated with relatively more neuronal activity in the
MT region than in more posterior areas of visual cortex. The persistent neuronal
activity in the MT region is probably caused by a release from inhibition. Neu-
rons activated by the moving stimulus inhibit neurons that normally respond to
motion in the opposite direction. Once the movement stops these neurons would
be released from inhibition and might fire at a high rate for a brief period. If so,
the illusion is veridical in reference to the cortical activity but not in reference
to reality.

Dreams and Hallucinations

Sensory experience independent of sensory input exists on a continuum that
goes from imagery to daydreams to sleeping dreams. Sleep is the most common
alteration in consciousness. During sleep, consciousness is usually considered
present but separated from external input, from logical constraint, and from ongo-
ing memory (Llinds and Paré, 1991): separated but not divorced because some
external stimuli are incorporated into dreams, some dreams run according to a
logic, and sometimes dreams are remembered. In human subjects, dreams occur
most vividly in sleep stages associated with rapid eye movements (REM-sleep).
This stage of sleep is initiated and maintained by brainstem systems (Hobson,
1988). During REM sleep, the electroencephalogram and the evoked potentials
are similar to those recorded during wakefulness. In REM-sleep, the cortex prob-
ably functions as it does during wakefulness except that the generator system is
more spontaneously active, the comparison process less precise, and the model
neurons less persistent.

During hallucinations, a patient is vividly conscious of events that have no
basis in reality and are often inconsistent even within themselves. Hallucina-
tions occur for a variety of reasons. In some cases, they may represent the inap-
propriate occurrence of dream activity during wakefulness (Fisher, 1991). This
may be triggered by toxic effects or by direct lesions to the brainstem systems
that initiate REM sleep. In our schema of consciousness, these hallucinations
represent the modeling system acting without any constraint from reality (i.e.,
with no comparison to incoming information). In other cases, hallucinations
may result from disordered activity in focal areas of the brain subserving per-
ception. These hallucinations may represent the modeling system trying to
interpret abnormal input.
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Blindsight

One of the most striking dissociations between consciousness and behavior
occurs in patients with blindsight (Weiskrantz, 1990). Patients with lesions to the
occipital visual cortices suffer from a loss of vision in the visual field contralateral
to the lesioned cortex. Some of these patients may, however, respond to visual
information within their blind fields. Indeed, experiments have shown that these
patients can respond to such precise aspects of the visual stimuli as their location,
colour, and texture. Although they may point to the stimuli or press buttons in
response to these stimuli, the patients do not report any conscious experience of
the stimuli and often have to be coaxed to guess. Occasionally they may report
some consciousness of the stimuli, but this is attenuated and limited to only some
characteristics (Barbur et al., 1993). The visually directed behavior of patients
with blindsight is probably mediated by connections through the superior collicu-
lus, pulvinar and parietal cortex. The major conclusion of these studies is that
awareness within a particular perceptual domain requires that the normal func-
tioning of the cortical systems processing that domain; in this case, normal visual
awareness requires an intact occipital cortex.

Kolb and Braun (1995) have induced a state akin to cortical blindness in nor-
mal subjects by superimposing complementary visual textures on a target stimu-
lus. For example, one eye may be activated by stimuli oriented oppositely from
the other eye, and the subject using binocular perception does not see the target
that is clearly visible to just one eye. The subject responds significantly above
chance in a forced-choice localization of the target but reports no conscious
awareness of the target. These results lead perhaps to a somewhat different con-
clusion than those deriving from clinical blindsight. Perceptual awareness of the
total stimulus is integrated at a stage of processing that combines the comple-
mentary textures into one view of a stimulus. This perceptual awareness over-
rides the information available at lower levels that can nevertheless control
behavior through unconscious mechanisms.

Electrical stimulation of the somatosensory thalamus at levels below those
necessary for a subject to report awareness can still influence behavior (Libet et
al., 1991). If the stimulus occurs during either the first or second of two lights
and the subject has to choose which, the response is more accurate than chance
even when the subject is not consciously aware of the stimulus. This is a clear
demonstration that information can reach the cortex and yet not reach conscious-
ness even when the subject is specifically attending to the stimuli. However, it is
unlikely that this is the usual outcome. In general, the thresholds for conscious
experience are very similar to the thresholds for the activation of cortical neu-
rons. In the case of electrical stimulation, the unnatural stimulus is probably dif-
ficult to model other than as “paresthesiae”, or abnormal sensations, and these
may not be convincing at low intensities.
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Agnosia

Agnosia is a disorder wherein certain aspects of perception are selectively defi-
cient. In the original formulations of the problem, the patient was assumed to be
able to experience something but not to understand what—to have a percept
stripped of its meaning (Teuber, 1968). Visual form agnosia commonly occurs
following bilateral damage to the extrastriate regions of the inferior occipital
lobes. Patients can detect an object in their field of vision but are unable to iden-
tify what it is despite being able to manipulate it correctly and sometimes even
make an accurate drawing of it. Milner and Goodale (1995) have interpreted the
syndrome as a dissociation of visual input from a ventral stream of cortical anal-
ysis that leads to the conscious perception of an object. Visual agnosias can
involve all aspects of perceptual processing or just particular aspects, with
selective impairments for color, faces, and motion (Young, 1994).

Spatial agnosia represents an inability to evaluate the spatial aspects of stimuli.
This typically results from lesions to the parietal regions of the brain and repre-
sents disruption of the dorsal stream of cortical analysis (Milner and Goodale,
1995). Interestingly, this type of perceptual problem is less closely associated
with a clear loss of consciousness. These patients are conscious of objects but
unaware of their spatial relations.

Some cortical lesions that cause neurological deficits are accompanied by
anosognosia——an unawareness of the deficit (Schacter, 1990; Young, 1994). This
is usually part of a syndrome of neglect or inattention. Anosognosia is superficially
similar to denial except that it is not susceptible to argument. A patient with
anosognosia may deny blindness or hemiplegia even when presented with incon-
trovertible evidence of such deficits. Young (1994) has suggested that anosognosia
may represent a disorder of monitoring in addition to the specific sensory or motor
disorder. Similarly, Stuss (1991) has proposed that anosognosia may be caused by
some disconnection of the prefrontal cortex from the posterior cortical systems that
mediate specific types of knowledge. It is as though the high-level modeling sys-
tems of the frontal lobe build a world that omits some information without admit-
ting that it is missing. The model only attends to what has access to it.

ATTENTION AND MEMORY
Selective Attention

Attention defines the contents of our consciousness: we are aware of what
we are attending to. Attention is also crucial to memory in that we are best
able to remember those experiences to which we have paid (or which have
demanded) the most attention. Attention is concerned both with selecting what
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will be attended to and with providing the mental effort to process the attended
information.

Attention facilitates the processing of particular aspects of the available infor-
mation. Neurophysiologically, attention shows up as an increased neuronal activ-
ity (Richmond and Sato, 1987; Hillyard et al., 1995) and increased blood flow
(Roland, 1982) in those regions of the brain that evaluate the attended information.
The neuronal mechanisms of attention are not clear. The activity in particular
regions of the brain may be facilitated either by some thalamocortical gating
mechanism (Yingling and Skinner, 1977) or by some dynamic routing of cortico-
cortical connections (Olshausen et al., 1993). One simple mechanism to increase
the cortical processing might be to alter the precision of the cortical comparisons.
Making these more precise would lead to more intensive modeling and a more
accurate model. It is not clear how this might show in neuronal recordings. In mon-
key cortex, attention alters the receptive fields of neurons processing the attended
information independently of what stimuli occur (Desimone et al., 1990).

Attention also activates regions of the brain other than those specifically pro-
cessing the attended information: the parietal cortex, the anterior cingulate, and the
prefrontal cortex (Posner and Rothbart, 1992). The parietal cortex may be involved
in allocating attention to particular regions of space (spotlight), binding informa-
tion into figures or objects (highlight), and setting the scale of evaluation (zoom).
The anterior cingulate appears to be involved in any task that requires effort. Dif-
ferent regions of the prefrontal cortex may be involved in various procedures that
control attention. The prefrontal cortex receives input from posterior brain regions
and sends feedback connections to these areas (Pandya, 1987). The prefrontal cor-
tex may therefore control attention by selecting what sensory or remembered infor-
mation to process and which responses to facilitate (Stuss et al., 1995).

Remembering

Human memory is subserved by multiple brain systems, some of which are
conscious (explicit) and some that are unconscious (implicit). The consciousness
associated with remembered information is quite different from the consciousness
of present experience. Distinguishing between remembered and present experi-
ence has been termed “reality monitoring” (Johnson, 1991). Two types of mem-
ory are clearly related to consciousness since the subject is conscious of the
recalled information (Tulving, 1985; Wheeler et al., 1997): episodic memories are
remembered clearly as events in the subject’s personal life; semantic memories
are recalled to consciousness without any specific personal context.

A series of experiments measuring cerebral blood flow has suggested that the
frontal lobes are involved in the encoding and retrieval of episodic memories. The
left frontal lobe appears to be involved in encoding and the right frontal lobe in
retrieval (Tulving et al., 1994; Nyberg et al., 1996). Exactly what role the right
frontal lobe plays in retrieval is not yet known. The activity does not relate
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specifically to the conscious experience of remembered information since it
occurs equally when the retrieval process brings back a memory and, in the case
of novel stimuli, when the retrieval process is unsuccessful (Kapur et al., 1995). It
may be mainly related to some conscious monitoring of the retrieval process.

Regions of the left frontal cortex are involved in many tasks as well as mem-
ory-encoding. The lateral prefrontal regions may participate in multiple tasks that
share the requirement for “generative” processes. Patients with frontal lobe
lesions typically display reduced “fluency” as tested by the ability to produce lists
of words within a particular category (e.g., words beginning with a particular let-
ter or words denoting animals). Consciousness is a creative process. It must be
able to come up with possible interpretations to explain reality. The prefrontal
regions of the brain seem to be particularly involved in this generative activity and
in monitoring how well the models fit with reality. This is consonant with the
multiple reciprocal connections of the prefrontal areas to other regions of the
brain. The relationship to memory is that those interpretations that fit well with
reality are entered into memory.

Confabulation and Delusions of Memory

Disruption of the normal linkages between memory and consciousness can
lead to delusions of memory. Temporal lobe dysfunction, particularty transient
dysfunction related to epilepsy, can produce states of jamais vu wherein a
patient has no conscious recollection of something previously experienced and
déja vu wherein a patient experiences something new as though familiar from
prior experience.

Confabulation is a disorder wherein a patient consciously remembers some-
thing that did not happen. Most patients with amnesia do not confabulate but sim-
ply fail to remember. However, some patients fill in the memory gaps with
invented and sometimes fanciful detail. These patients usually have a frontal lobe
dysfunction in addition to the more posterior disorders causing the amnesia
(Shapiro et al., 1981; Moscovitch and Melo, 1997).

Some unusual delusional syndromes may also represent dissociations between
memory and consciousness (Benson and Stuss, 1990; Stuss, 1991). Reduplicative
paramnesia occurs when a patient considers his present location in two ways.
Although the correct location is supported by other knowledge, the patient
remains obstinately aware of being in a different but previously familiar location.
In Capgras syndrome, a patient declares a close relative to be an imposter. Again,
there are two interpretations, one logically correct and another that the patient
consciously believes. The only resolution of these two interpretations is that the
perceptually correct but consciously unfamiliar person is an imposter. Both of
these delusions appear to result from dysfunction between frontal and posterior
regions of the brain with disruption of the normal linkages between consciousness
and memory. Normally, personal memories are associated in our consciousness
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with an experience of warmth and intimacy (James, 1890). In these delusions of
place and person, the experience of warmth and intimacy is present in two contra-
dictory memories, and the patient cannot resolve the contradiction because of
impaired functioning in the frontal cortex.

Conscious and Unconscious Processing

Memories that occur without any relationship to consciousness include memo-
ries for motor skills and priming. Priming is the improvement in perceptual pro-
cessing caused by prior experience that occurs even when the subject cannot
consciously remember having experienced the priming stimulus (Schacter et al.,
1993). Priming for visually presented words can be demonstrated by a task such
as fragment completion in which a subject completes a word for which only some
of the letters are given (A--AS-I-, ASSASSIN). Priming causes words that were
seen prior to the task to be more readily completed than words that were not seen.
Priming is distinguished from explicit memory processes by not being affected by
the depth of encoding during initial stimulus presentation.

Another way to look at conscious and unconscious processes is from the point
of view of automaticity. Practice with a motor or cognitive skill can make it
extremely efficient and automatic in the sense that it no longer reaches con-
sciousness or requires conscious effort. A child learning to read does with
intense conscious effort what by adulthood has become automatic. Practice on a
task can significantly alter the patterns of cerebral blood flow during task-perfor-
mance (Raichle et al., 1994). During practiced performance, there was much less
activation of prefrontal cortex, anterior cingulate, and cerebellum than during
naive performance. An input—output transformation could be made automatic by
strengthening the response generation and attenuating the modeling and compar-
ison activities that accompany normal conscious processing. Responses are then
made without need of top-down activation and there is little or no conscious
content in terms of active model neurons.

Much of what goes on in the human brain is unconscious. Although we are con-
scious of our thoughts, we are generally unconscious of how they came about.
Fodor (1983) has proposed that the brain contains multiple “modules” that auto-
matically process information and make it available to conscious awareness in a
central cognitive processor. These modules are characterized by domain specific-
ity and cognitive impenetrability: they work on specific aspects of information and
do so independently of conscious awareness or control. Most of the sensory ana-
lyzers operate in modular fashion. A more complicated example would be a cere-
bral module that looks up the meaning of a word. Fodor suggests that such a
module acts rapidly and efficiently to look up all the possible meanings of a word.
The central cognitive processor then selects whichever meaning is appropriate to
the present context. Cognitive modules appear to be mainly determined by some
inherited neural architecture that becomes competent after experience of the
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appropriate information during development. The extent to which modules are
cognitively impenetrable is open to some debate (Van Petten and Kutas, 1991), but
the idea of separate neuronal systems working efficiently on specific processes fits
well with our knowledge of the anatomy and physiology of the brain.

Much of our behavior is therefore affected by unconscious processes (Kihi-
strom, 1987). These can be the implicit memories of prior experience, the over-
learned procedures for motor or cognitive skills, or the modular processes that are
innate in the brain. An example of how behavior results from a complex interplay
between conscious and unconscious processes is the retrieval of information from
memory (Moscovitch, 1994a). Once inititated, memory retrieval occurs rapidly
and independently of conscious control. However, one can consciously manage
memory retrieval by selecting what triggers to consider and by organizing the
information retrieved. For example, when trying to remember someone’s name,
one might deliberately recall various times when one was with that person, in the
hope that the associated name will also pop into mind. Moscovitch has suggested
that this “working with memory” largely depends on activity in the prefrontal
cortex, whereas the automatic retrieval process involves the hippocampus.

PERSON AND PLANNING
The Self

Essential to any understanding of conscious experience is the concept of the
person undergoing the experience. Some higher order model in the brain is aware
of the external world and controls behavior. This can be the self, the soul, the
homunculus or the “center of narrative gravity” (Dennett, 1991). The concept of
self has engendered much recent discussion in neuropsychology. Lesions to the
prefrontal regions of the brain cause a multiplicity of symptoms, many of which
(such as apathy and impulsivity) are apparently contradictory. These can be inter-
preted as a disorder of personality, that is, a change in the stable response patterns
that define an individual (Stuss et al., 1992). A continuity of person is necessary
for any memory that is organized according to a personal viewpoint. It is also nec-
essary for knowledge, since knowledge involves prediction and this requires that
the person be around to experience what is predicted. Personal continuity seems
attenuated in patients with frontal lobe damage. They can recall memories and
make intellectual predictions of the future but they do not apply these memories
or predictions to themselves: they live only in the present (Hutton, 1947).

Psychology often postulates some conscious executive process to manage the
brain’s unconscious systems: James’ “pilot” (1890) or Shallice’s “supervisory
attentional system” (1978). This executive notices unexpected occurrences, allo-
cates attentional resources, makes decisions, considers possibilities, and plans
ahead. Unlike the multiple parallel procedures being managed, the executive
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works in a serial manner, considering one thing at a time. Much evidence in
patients with lesions to the frontal lobe suggests that the prefrontal cortex is
essential to such an executive (Stuss and Benson, 1986; Knight and Grabowecky,
1995). Our recent thinking suggests that the prefrontal cortex may not act in an
undifferentiated manner but rather be composed of separate modules that work
together in different ways to perform executive functions (Stuss et al., 1995).

Cognitive Development and the Theory of Mind

The human brain appears designed to find better and better ways of represent-
ing the world. The cognitive development of children can be considered in terms
of “representational redescription” (Karmiloff-Smith, 1992). A powerful way to
gain knowledge is to keep recasting the knowledge we have already (either innate
or learned) until it can be used more efficiently. Thus children learn better laws of
physics and psychology. This appears to be an explicit or conscious process, even
though it derives largely from implicit knowledge and leads largely to automatic
procedures.

The developing human infant quickly grasps important concepts about the
world (Spelke, 1988; Leslie, 1988; Dasser et al., 1989). Interactions between
innate tendencies and worldly experience bring about four main concepts. The
first is the concept of object: those pieces of sensory information that correlate
with each other, and in particular that move together, can be considered as fea-
tures of an object. A second level of conceptualization has to do with causation.
This probably derives initially from objects bumping into one another and trans-
ferring momentum. A third concept concerns animism: some objects are alive in
the sense that they do things that are not externally caused. A final level concerns
the fact that some living objects (myself included) have a mind. Young children
develop a sense of their own minds at about the same time as they develop a sense
of what other people think and believe (Gopnik, 1993). Our sense of our own
minds may therefore be as much a theoretical construct as our sense of the minds
of others. Continued experience of our own mind provides an expertise that
makes the awareness of self more “direct” than the awareness of others.

One clear demonstration of the ability to understand the state of mind of another
occurs when an individual recognizes that another individual may hold a false
belief. This is the basis of a test that has been used to study how children perceive
the minds of others (Baron-Cohen, 1995). The test involves a simple puppet play.
One puppet (Sally) places her marble in a basket, and then leaves the scene.
Another puppet transfers Sally’s marble from the basket to a box. Sally returns
and the child is asked where Sally will look for the marble. Normal children and
children with Down’s syndrome correctly state that Sally will look for the marble
in the basket where she placed it rather than in the box. Children with autism often
answer that Sally will look for the marble in the box. They are unable to recognize
Sally’s false belief; they are blind to the minds of others.
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Divided Minds

In certain patients with otherwise intractable epilepsy, the corpus callosum can
be cut to decrease the frequency and intensity of seizures. The neuropsychological
evaluation of such “split brain” patients has led to a greater understanding of how
the brain works and in particular how consciousness occurs (Gazzaniga, 1985). A
major initial finding was that some split-brain patients appeared to act as if their
consciousness as well as their hemispheres had been divided, with two conscious
individuals vying for the control of action. This does not easily fit with the basic
idea that consciousness is a unified process. However, it does fit with the common
experience of being of two minds about something. Consciousness seems to be set
up so that it seeks some single interpretation but sometimes, by pathology or by
perplexity, different interpretations coexist.

Other studies of split-brain subjects are particularly important to ideas of con-
scious and subconscious control of behavior. The subjects were shown one slide
in the left visual field (going only to the right hemisphere) and a different slide in
the right visual field (going only to the left hemisphere) and then asked to choose
from a series of pictures those which were most related to the slides. When a
patient was presented with a chicken-foot on the right and a snow-scene on the
left, the patient pointed to a picture of a chicken with his right hand and a picture
of a shovel with his left hand. When asked why he picked these two pictures, the
patient said “the chicken claw goes with the chicken and you need a shovel to
clean out the chicken shed”. The patient was only able to speak with the left hemi-
sphere. The left hemisphere was unable to explain why the left hand (controlled
by the right hemisphere) was choosing the shovel and invented a theory that made
sense given the information available to the left brain. Gazzaniga has therefore
proposed that the left hemisphere contains an “interpreter” system that seeks to
understand why we are doing what we do. These findings fit well with a large psy-
chological literature (Nisbett and Wilson, 1977) that shows that we are often not
aware of what causes our behavior. After the fact, we come up with reasonable but
not necessarily true explanations for our actions. The need for such interpretations
only occurs when we have to make inferences about something beyond our
knowledge. It is unnecessary when we have direct knowledge, and verbal reports
of conscious experience are demonstrably reliable (Ericsson and Simon, 1980).
Even our interpretations of why we act the way we do are more often correct than
not, unless we refuse to consider or, like the split-brain patient, are unable to
consider certain possibilities.

Volitional Behavior
Preparation to make a motor response is associated with activity preceding the

movement in the frontal regions of the brain. This activity can be recorded from
the human scalp in the form of a Bereitschafts potential or “readiness potential”.
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This negative wave begins several hundred milliseconds before a motor act. As
the time before the act decreases, the readiness potential increases in amplitude
and becomes more focal in its distribution over the motor cortex responsible for
the act. Recent experiments have suggested that the midline regions of the frontal
cortex are involved with the motor cortex in the conscious initiation of an act
(Shibasaki et al., 1993; Toro et al., 1993).

Libet and colleagues (1983) investigated the relationship between the onset of
the readiness potential and the conscious initiation of the movement. The results
suggested that the readiness potential had already begun by the time that subjects
perceived that they were consciously initiating the movement. Libet and col-
leagues therefore concluded that the brain initiates volitional activity indepen-
dently of consciousness, with consciousness only playing a possible veto role in
the control of behavior. This certainly fits with some behaviors: the sprinter only
becomes aware of leaving the blocks after it has already happened. However, we
clearly differentiate between such reflex responses and voluntary acts. Unfortu-
nately, in the Libet and colleagues experiments, it is very difficult to understand
either what the subject was mentally timing in terms of the initiation of the motor
act or what the readiness potential represented. One prepares to initiate a motor
act by first getting into a generally responsive state and then specifically initiat-
ing the motor act. When during this preparatory period is the act initiated? When
does the readiness potential change from general preparation to specific motor
activation? Furthermore, as demonstrated in the other experiments concerning
the timing of electrical stimulation to the brain, a subject’s perception of time can
be projected away from exact physical time. Given these problems with the
experiment, it seems unnecessary to accept that consciousness plays no role in
controlling those behaviors that we specifically consider voluntary.

One rare but intriguing disorder of conscious control that occurs with lesions
to the frontal lobe is the “alien hand” syndrome (Goldberg and Bloom, 1990).
The patient is unaware of the movements of his own hand, which moves in a
groping or grasping manner independently of conscious control. The syndrome
is usually associated with a lesion of the supplementary motor area or some dis-
connection of this area from the motor cortex activating the muscles of the alien
hand. It appears as if the motor control mechanisms are active without any
feedback control from the model of planned action.

Science often has difficulty considering our consciousness of free will. Perhaps,
free will is illusory and our actions occur like those of the alien hand without any
conscious control. Perhaps some random uncertainty in synaptic potentials might
make our brains sufficiently unpredictable that they can be considered free. We
think that this difficulty is a throwback to the times when consciousness was con-
sidered immaterial and therefore unable to affect a material brain. If conscious-
ness is real, it can cause behavior. Although many of our actions are performed
unconsciously, those that are consciously energized and directed need to be
understood in terms of the brain.
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CONCLUDING COMMENTS

Culture and Evolution

Any biological view of consciousness must consider consciousness in terms of
evolution. In terms of where on the evolutionary scale consciousness develops,
one would have to consider conscious any nervous system capable of constructing
neuronal models of input. The particular level of consciousness that can postulate
a self and exercise a theory of mind is probably only found in higher primates.

One particular aspect of the model-making approach to consciousness where
evolution may provide some explanatory justification concerns the fitting of the
model to reality. If we are only conscious of reality in terms of a model that we
create, how can we tell whether this model is accurate? Indeed, how can we tell
that there is a real world independently of our model? Evolutionary theory would
aliow the survival of only those individuals who can construct reasonably truthful
models of reality and who can therefore accurately predict comfort or danger.

In terms of human consciousness, evolutionary theory requires expansion to
consider language and culture (Donald, 1991). These developments have
caused the human animal to evolve more rapidly than any other. Most human
activity now has only faint ties to the actions of lower animals. Human mem-
ory is organized completely differently and exists in books and in computers,
as much outside of the brain as within it.

The role of culture in human evolution makes it very difficult to consider con-
sciousness as “‘epiphenomenal”. Culture involves the transmission of conscious
information among individuals. That such transmission should occur with con-
sciousness only being aware of but not actively directing the process leads to a
communication process divorced from the codes of both transmitter and receiver.
At the present stage of human development, the accumulation and sharing of con-
scious knowledge is what makes the individuality of each person and guides the
evolution of our species.

Intentionality and Folk Psychology

Our present theories divide into two main groups on the basis of how they con-
sider the “intentional” aspects of human consciousness (Lyons, 1995; Dennett,
1996). Intentionality is the “aboutness” of something—what it signifies or points
to. Intrinsic to intentionality is an attitude or perspective: thus an individual may
believe something to be true or desire that something may happen. In one camp
(e.g., Fodor, 1987), the intentional aspects of our mental life are real—beliefs and
desires are in the brain and control behavior. We act to fulfil our desires in the
light of our beliefs. In the other camp (e.g., P.S. Churchland, 1986; P.M. Church-
land, 1995), beliefs and desires are but hypothetical interpretations of what is
going on in the brain. Although they can be used to describe brain functions, they
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are probably unrelated to the actual transformations of neuronal activation pat-
terns that occur in the brain. If we fully understood these cerebral processes, we
would find our present view of intentions as misplaced as our ideas of an
earth-centered universe. We do not have a true science but a “folk psychology”, a
set of ideas about the mind believed by common folk but not proven by experi-
ment (Goldman, 1993). In this second view of intentionality, the procedures of
psychotherapy, based as they are on our ideas about how beliefs and desires con-
trol behavior, would fade to insignificance. However, like Fodor (1987), we feel
that our present view of intentionality, although far from exact, is probably not
radically different from what actually occurs in the conscious brain. Why else
would we be able to communicate with each other? Communication acts to
change the beliefs and desires of others. The main problem with psychotherapy is
not so much that it is determined by an intentional view of the brain as that this
view is culturally dependent. However, since culture is so great a part of human
consciousness, this may be a necessary caveat rather than an essential defect.

Directions

Although consciousness is difficult to understand, its importance to human life
demands that it be studied. Our intuition is that it is not beyond our intellectual
grasp. Observation, hypothesis and experiment are the tools to examine con-
sciousness. Our present understanding is based more on observation and hypoth-
esis than on experiment and this imbalance needs redress. Multidisciplinary
studies are almost certainly necessary; looking at the physiology of consciousness
without simultaneously examining its psychology can easily lead to difficulties.
Determining the basis of human consciousness should be one of the main goals of
our next century, much as the discoveries of the structure of the atom and the
nature of the gene have been in our present century.

SUMMARY

Human consciousness is based upon the ability of the brain to construct models of
the past, present, and future world. The cerebral cortex generates a model of what
we experience in patterns of neuronal activity and compares this model to infor-
mation coming from the senses. As well, the cerebral cortex can make models of
planned behavior and generate motor activity to fit within these plans. The mod-
eling process can occur both within a region of cortex and within a hierarchy of
different cortical areas. In the hierarchical version of the modeling process, the
prefrontal regions of the brain are responsible for generating models of what we
have perceived, for predicting what might happen in the future, and for organizing
our behavior. This view of consciousness is supported by physiological measure-
ments of neuronal activity and cerebral blood flow during conscious processing.
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Disruptions of the modeling process might explain some of the abnormalities of
consciousness that occur in neurological and psychiatric disorders.
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NOTE

1. Recent reviews that the reader might find helpful in understanding the present state of research
into consciousness are those of Black (1998) and Frith and colleagues (1999). The relationship
between consciousness and the human EEG has been recently investigated in terms of y rhythms (Tal-
lon-Baudry et al., 1997) and signal complexity (Coenen, 1998). The role of acetylcholine in modulat-
ing cortical activity has been reviewed by Woolf (1997). The function of the prefrontal cortex in
conscious awareness has been further highlighted in studies of cerebral blood flow (McIntosh et al.,
1999) and focal lesions (Levine et al., 1998).
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ON THE NATURE OF EMOTIONS

The subjective power of emotionality makes it one of the most difficult and one
of the most intriguing topics for psychiatry and neuroscience. Most people (espe-
cially children) are intensely aware when emotions enter their lives, while many
others (e.g., self-confident, highly intellectualized adults living in safe environ-
ments) have comparatively little appreciation of the powerful emotions that could
be elaborated in their brains. Indeed, most normal adults have difficulty talking
about their emotional feelings straightforwardly. There are many reasons for this:

1. The brain areas that mediate emotions are more active in early childhood
than in adulthood (Chugani, 1994).

2. Most people cultivate self-restraint and are hesitant to reveal their true
feelings, for self-exposure can weaken self-esteem and make one vulnera-
ble to psychic injury.

3. The prison-houses of language and propositional logic, which are so highly
valued in society, impose enormous constraints on our ability to communi-
cate clearly about emotional matters.

4. Our ability to express, decode, and feel emotions is substantially different
in our left and right hemispheres.

5. Finally, males and females typically excel in different emotional skills.

Males generally experience more difficulty in articulating their feelings than
females. Partially this may be due to the fact that language functions are special-
ized in the left hemisphere while the higher cognitive aspects of most emotions,
especially the negative ones, arise more from the right side of the brain (David-
son, 1992; Robinson, 1996). Since females exhibit better interhemispheric com-
munication than males (Shaywitz, 1994), they may be constitutionally more adept
at explicit emotional communication. This adaptation probably reflects the spe-
cial importance of such skills in the rearing of children and in language acquisi-
tion. Males often lag behind in such social abilities, but are more skilled in
assuming dominant social stances, which may be enhanced by the ability to con-
trol one’s emotions. Social dominance skills may come easier if one remains cog-
nitively remote from their deeper social feelings, and males are more adept in
distancing themselves from certain emotions, especially the nurturant ones.

Although subcortical systems govern our spontaneous facial expressions and
our affective feelings, cortical ones control our voluntary facial gestures (Rinn,
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1984). Our linguistically adept left hemisphere accomplishes most of our social
communication, while our right hemisphere elaborates our deeper, more egocen-
tric feelings (Ross et al., 1994). Because of our tendency to put forward a confi-
dent and friendly social front, we commonly smile more from the right side of
our face, which is controlled by the linguistically skilled left hemisphere. The left
half of our face, controlled by the right cerebral cortex, often conveys our deeper,
internally focused feelings (Borod, 1993a,b). Neurological studies have also
affirmed that the right side of the brain contributes more to the reception of emo-
tional information and the expression of emotional intonations (i.e., prosody)
than does the left hemisphere.

The receptive and expressive aspects of prosody are organized in brain regions
in the right hemisphere that correspond to Wernicke’s and Broca’s areas on the
left side of the brain (Ross, 1982). However, individuals who exhibit such expres-
sive deficits still seem to experience emotions fairly normally. The cortex only
helps decode emotional information. It is not the ultimate source of emotional
feelings. Emotional feelings primarily reflect subcortical functions that typically
reside at the edges of adult awareness. During development, however, emotional
feelings are probably among the first types of neural functions to emerge into
consciousness. This may have been as true in phylogeny as it is in ontogeny.

Thus, is it any wonder that most people, including neuroscientists and mental
health professionals, commonly experience difficulty in dealing clearly and
openly with emotional issues? The most emotionally deficient adults, those who
are especially likely to experience psychosomatic disorders, are called alexithy-
mic (Greek: a = lack, lexis = word, thymos = emotion)—a psychic condition char-
acterized by the profound inability to talk about emotional matters (Lumley,
Stettner, and Wehmer, 1996; Sifneos, 1966). This disorder is not accompanied by
an inability to be expressive in language (i.e., to have prosody) or by the inability
to elaborate the bodily signs of emotions. It is the language that is deficient.
Sometimes, this deficit arises from traumatic events, which lead one to become
too externally oriented. Although one still exhibits the bodily signs of emotions,
the internally experienced emotional view of life has become deficient. Such
symptoms may reflect extreme cortical inhibition over emotional circuits as well
as a shift to extreme left hemisphere dominance, which promotes dealing with the
world in more calculated, unfeeling ways (Henry, 1993).

Indeed, one of the adaptations that promoted cerebral evolution was the mas-
sive emergence of inhibition over primary-process subcortical processes. Higher
cognitive activities can proceed more effectively when the primitive brain func-
tions are restrained. When intense, primary-process emotional feelings break
through regulatory defenses, which commonly become tattered by sustained
stress, the road to other psychiatric disorders is paved. The most well docu-
mented, stress-induced tear in the neural fabric is the failure of negative feedback
over the pituitary adrenal stress response (which transpires in a healthy paraven-
tricular nucleus of the hypothalamus). This marker of abnormal brain regulation
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of the stress response, as evaluated through the Dexamethasone Suppression Test,
commonly accompanies depression but also several other disorders (Ribeiro, et
al., 1993; Rush, et al., 1996). Since it is adaptive in most situations to have
well-regulated emotional responses, alexithymia notwithstanding, it is much less
common for emotional underarousal to be deemed psychiatrically significant than
is overarousal of emotional processes.

Because of the complexity of the underlying mechanisms, psychiatrists, psy-
chologists, and neuroscientists have not been able to agree upon a unitary concep-
tualization of emotions. There are many problems with the concept of emotions
(Griffith, 1997), but the three main stumbling blocks are detailed below.

The Problem of Content. Emotional systems were forged comparatively early in
brain evolution, and it is difficult for us to agree upon the nature of such ancient
processes. Unlike cognitive systems, which are tightly linked to information aris-
ing from the senses, the existence of emotional systems is not as unambiguously
dependent on environmental events. Emotional systems are so ingrained in the
brain that they can be aroused without external precipitants. Although people typ-
ically attribute their emotional feelings to external causes—after all, thatis the way
the underlying neural systems are designed—feelings ultimately reflect genetically
provided potentials for certain types of neurodynamics within the brain.

The Problem of Complexity. Because of their importance early in brain organi-
zation, many additional layers of neural control have evolved in more recent
brain areas to provide regulation over the core functions of ancient emotional
systems. Because the basic emotional systems can interact with practically all
other brain systems, it is difficult to distinguish clearly emotional and cognitive
systems of the brain. Since they intermesh so extensively in certain areas such as
frontal and temporal cortices, it may indeed be impossible to distinguish them at
higher levels of the neuroaxis.

The Problem of Emotional Consciousness. Scientists have found it difficult to
conceptualize how certain brain states, such as subjectively experienced affective
feelings, could ever emerge from brain activities. That would require acceptance
of some type of neural entity such as "the self" in brain matter. Such a possibility
has not been a welcome concept in neuroscience. Likewise, because most neuro-
scientists have yet to come to terms with psychological processes that can be gen-
erated by neural activities, it has been especially difficult to specify what role such
seemingly ephemeral subjective processes as affective states can have in the con-
trol of behavior. Of course this problem could be solved rather simply if we accept
that emotional feelings mediate learning and the control of future behaviors as
opposed to simply controlling immediate, unconditioned actions. We might even
wish to consider how emotional feelings may emerge from the interactions of
specific emotional circuits with a primitive form of neurosymbolic bodily
“self-representation” within the brain (Panksepp, 1998).
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In any event, we can now be confident that many specific neural systems do
exist in the brain for the elaboration of a variety of distinct emotional processes.
A serious scientific confrontation with the nature of the emotional organization of
the brain has begun, and a credible neuroscience of emotions is finally emerging
(Damasio, 1994; LeDoux, 1996; Panksepp, 1998). Accordingly, I will dispense
with the older historical issues succinctly. For present purposes, suffice it to say
that the serious study of brain emotional systems originated with the rejection of
earlier theories (e.g., the James-Lange perspective) that suggested emotions arose
indirectly from commotion within the viscera (Cannon, 1931). The recognition
that specific brain circuits may be essential for emotions (Papez, 1937) was fol-
lowed by a great deal of research suggesting that emotions emerge from specific
midline, visceral regions of the brain that we are now accustomed to calling the
Limbic System (MacLean, 1990). Along the way, it has been detailed how
changes in the activity of the autonomic nervous system are essential for the
manifestations of emotions (Smith and DeVito, 1984).

Although there is still considerable debate over how many core emotional sys-
tems exist in the brain and how precisely they are organized, there is growing con-
sensus that fundamental emotional expressions and feelings arise largely from the
intrinsic, genetically-dictated subcortical functions of the brain interacting with
certain higher areas such as anterior cingulate and frontal and temporal cortices.
There are distinct neural systems for the basic emotional responses that have been
traditionally recognized down through the ages. To the best of our knowledge, we
share these core systems homologously with all other mammals. In humans, how-
ever, these core systems are surrounded by a variety of cognitive controls and other
higher regulatory mechanisms that permit us to respond in more sophisticated ways
to the simple-minded dictates of the emotional systems we share with the other
creatures. Through the study of these shared systems in carefully selected animal
models, we can finally construct a deep understanding of the fundamental sources
of human emotions, and thereby the nature of our primitive value systems.

To the best of our knowledge, the higher cognitive layers of the human brain can-
not generate emotionality without the participation of subcortical emotional cir-
cuits. Of course the evolution of higher brain functions has imposed a new order
over the ancient emotional systems. Because of the new layers of complexity, sev-
eral distinct approaches can be taken to analyzing emotionality in the brain, includ-
ing complex social constructivist approaches that seek to clarify the many
cognitive and cultural reflections of emotional impulses. At the other extreme, neu-
roscientists, using various animal models, can describe the fine details of the
ancient neural mechanisms for emotionality and provide new biological ways to
rebalance pathological emotional impulses and moods. More recently, new brain
imaging technologies are finally revealing the interactions of the various levels of
control, allowing us to conceive how specific higher brain functions become imbal-
anced in psychiatric disorders (George et al., 1996). These technologies offer new
and powerful diagnostic and outcome measures (Harris and Hoehn-Saric, 1995).
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Despite all these spectacular advances, the most reasonable starting place for
our discussion of the specific emotional systems is at a folk-psychological level
that all people understand. When powerful waves of affect overwhelm our sense
of ourselves in the world, we say that we are experiencing an emotion. When sim-
ilar feelings are more tidal—weak but persistent—we say we are experiencing
moods. The basic emotions come in various dynamic forms, which certainly
include anger, fear, eager anticipation, joy, sadness, playfulness, and various
other social emotions ranging from shame to envy to pride. Some of these states
are fundamental to the organization of the nervous system (reflecting “basic emo-
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Figure 1. Four possible ways of viewing the role of affective consciousness in the
generation of adaptive behavior in emotional situations: (1) the “commonsense” view
that emotions cause bodily responses; {2} the possibility that the two are independently
but concurrently organized; (3) the counterintuitive James-Lange type of view, that
emotions arise by the way we bodily respond in emotional situations; and (4) a more
realistic view which suggests that al levels of information processing in the generation
of emotional responses interact with each other. Although these schemes suggest that
stimulus “interpretation” is important for emotions, it is also possible to evoke emotions
directly by artificially activating certain brain circuits.
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tions”) while others are derived via social learning. Some claim that an under-
standing of emotional feelings is essential for us to understand the organizations
of the brain (Panksepp, 1998), while others assert that a focus on feelings in
emotion research is a counterproductive distraction (LeDoux, 1996). If one takes
the former view, there is a possibility of understanding how affect is elaborated in
the brain; if one takes the latter, the issue is deemed an unproductive line of
inquiry. Accordingly, there is still considerable debate over these issues as well as
many other controversies (see Ekman and Davidson, 1994). The various concep-
tual ways in which one can conceive of conscious emotional feelings in the flow
of how emotions are regulated are summarized in Figure 1.

ON THE DEFINITION OF EMOTIONS

One traditional barrier to progress in this area has been the absence of an adequate
scientific definition of “emotions.” Although we all have a basic instinctive under-
standing of what it means to be under the sway of emotional storms, this offers only
marginal guidance for systematic, empirical investigations of the brain. Of course
the importance of definitions in the analysis of the various basic (genetically-pro-
vided) psychobehavioral systems of the brain can be overstated. Adequate defini-
tions for such evolutionarily constructed brain processes can only emerge toward
the end of our empirical analyses rather than at the beginning, and they are more
likely to be composed of lengthy treatments as opposed to short dictionary-type
descriptors. At present, the basic emotional systems of the brain need to be provi-
sionally recognized as certain types of dynamic neural representations, and we only
need objective indicator variables (operational definitions) to proceed with the
needed empirical clarification of the underlying neural system (Panksepp, 1991).

A reasonable working definition for emotional systems would consist of a spec-
ified set of shared neural attributes such as those summarized in Table 1. Virtually
all investigators agree that emotions are powerful and coherent functions of the
nervous system that tend to compel our actions, modify the activities of our inter-
nal organs, modify our judgments and perceptions about events, and produce a
variety of strong internal feelings, both positive and negative. This last property—
the subjective feeling state of emotions—remains difficult to capture in the butter-
fly net of objective measurements. Human self-reports, as systematized through
various mood scales, and object/place preference measures in animals are the best
we can do. This supreme attribute of emotions is also, of course, the main motiva-
tor for many individuals to seek psychiatric help. Although it has commonly been
claimed that first-person experiences cannot be clarified through the third-person
methodologies of science, psychobiology and biological psychiatry have now
matured as experimental disciplines to a point where such neurodynamic pro-
cesses of the nervous system can be approached empirically with the guidance of
inductive observations and theoretical inference (Panksepp, 1998).
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Table 1. Neurally Based Definition of Emotional Processes in the Brain

1. The underlying circuits are genetically prewired and designed to respond unconditionally to
stimuli arising from major life-challenging circumstances.

2. The circuits organize diverse behaviors by activating or inhibiting motor subroutines (and
concurrent autonomic-hormonal changes) that have proved adaptive in the face of such
life-challenging circumstances during the evolutionary history of the species.

3. Emotive circuits change the sensitivities of sensory systems relevant to the behavior sequences
that have been aroused.

4. Neural activity of emotive systems outlast the precipitating circumstances.

5. Emotive circuits can come under the conditional control of emotionally neutral
environmental stimuli.

6. Emotive circuits have reciprocal interactions with brain mechanisms that elaborate higher
decision-making processes and consciousness.

The neural complexity of these systems is finally being addressed, but we still
need metaphoric images to guide our thinking. One that helps visualize the sources
of complexity is the image of clusters of trees-——neuronal trees with spreading
axonal canopies and dendritic roots that interact both with the soil of the body and
the vagaries of the external environment. For instance, emotional operating sys-
tems have deep roots in the lower brainstem and spinal cord, coherent trunks of
neural pathways in the mesencephalon and diencephalon, and a spreading canopy
of processes that innervate the limbic system and certain cortices, especially the
frontal, motor-planning areas of the brain. However, information does not just go
in one direction in these systems. Everything is bidirectional, and each emotional
system is hierarchically organized, with higher functions being more dependent on
lower functions than vice versa. Because of such levels of control, we can have
many different views concerning the nature of emotions. The higher ramifications
of each system interact with specific world events, while the lower roots provide
a varied but integrated orchestral output for each emotional response. The middle
level of analysis provides the clearest view of the various basic emotions that have
discrete trunk lines—distinct neural circuitries to impose a symphonic coherence
on both higher and lower functions. An analysis at this middle level is beginning
to reveal the command neurochemistries for discrete emotions, and they appear to
be peptidergic (Panksepp, 1993). That type of knowledge will eventually yield a
new generation of medications for the various emotional disorders. For instance,
most investigators presently believe that the a nonpeptide corticotrophin release
hormone antagonist will be a remarkably effective drug in helping regulate various
stress and distress disorders (Chalmers et al., 1996).

This arboreal image can easily incorporate other conceptualizations of emotions
such as dimensional ones, where the various feelings we can experience lie dis-
persed along several orthogonal processes, such as approach—avoidance or the
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degree of arousal on one axis and the type of emotional valence (positive to neg-
ative) on the other (Lang, 1995; Lang et al., 1993). These dimensions reflect
various types of neurodynamics that can be elaborated by underlying neural cir-
cuits, and they may reflect interactions with nonspecific neurochemical systems
such as those summarized in Figure 1. Cognitive approaches can also be incorpo-
rated through a focus on the complexities of the arboreal (cortical) canopies of each
emotional system; this allows us to appreciate how emotional states fluctuate as a
function of time, as a function of minor changes in events, and especially as a func-
tion of our changing appraisal of these events (Mandler, 1975; Lazarus, 1991).

Although certain categorical emotional processes do exist as real systemic enti-
ties within the brain, in the absence of a complete and satisfactory knowledge, it
remains rather difficult to speak about those processes unambiguously. Accord-
ingly, the lexical approach that I have favored is the use of a universally accepted
folk-psychological classifications approach that includes anger, fear, grief, and
desire as major systems. One key research aim should be to try to match up such
conceptual entities with the emerging neuroscience evidence (Panksepp, 1998).
Since the match-up must initially be imperfect, to facilitate communication, I
have recommended the use of capitalized designators for the underlying neural
systems (e.g., FEAR, RAGE, and PLAY circuits). Such a convention not only
helps highlight the probable existence of specific types of brain operating systems
that are essential for emotions, but it also helps remind us that our present knowl-
edge is not sufficient to explicate all the major attributes of such emotional pro-
cesses in either humans or other animals. Fortunately for young scientists, most of
the exciting scientific work still lies ahead.

A HISTORICAL SKETCH OF PROGRESS IN
THE NEUROSCIENTIFIC UNDERSTANDING OF EMOTIONS

A thumb-nail history of emotion research has already been sketched, but let me
briefly summarize the specific milestones that have brought us to our present
understanding.

1. The first breakthrough—the observation of intense emotional displays in
decorticate animals-—led to the recognition that basic brain mechanisms for cer-
tain emotions are subcortically situated. However, since decorticate animals did
not always direct their temperamental energies correctly (to appropriate targets),
their emotional displays were commonly deemed to be “pseudoaffective”. This
terminology reflected the widespread belief that such animals did not actually
experience internal states that corresponded to their outward emotional behaviors.
The issue of whether, and to what extent, the cortex is important for generating
affective experience remains unresolved (see Gainotti and Caltagirone, 1989), but



36 JAAK PANKSEPP

the weight of evidence suggests that the primal integrative forces for most
affective experiences emerge directly from subcortical circuits.

2. A second set of seminal findings was that surgical removal of several brain
areas, including the ventromedial hypothalamus (VMH), septal area, frontal lobes,
and temporal lobes, can dramatically modify emotionality in animals and humans
(Aggleton, 1992). Temporal lobectomy makes animals less fearful, hypersexual,
and hyperoral (the Kluver Bucy Syndrome). Frontal lobe lesions can make animals
more placid (they generally seem to live in the present moment, without much
thought about past or future) but also promote simple-minded emotional outbursts
when the animal is thwarted. Septal lesions produce hyperemotional/hyperaggres-
sive animals as do VMH lesions, but in the latter case, individuals remain persis-
tently savage while the rage of septal animals diminishes gradually over time
(indeed, the animals eventually seem to become friendlier than normal).

3. An especially influential series of findings (starting with the 1949 Nobel
laureate Walter Hess’ work in Zurich) was the highly replicable observations that
restricted electrical stimulation of a variety of brain sites concentrated in the
hypothalamus and midbrain could produce coordinated behavior sequences in
awake animals. This suggested the animals are experiencing emotional states.
Animals could be induced to act angry, fearful, curious, hungry, or nauseous, by
stimulation of specific sites within these parts of the brain, which came to be
called the “head-ganglia of the autonomic nervous system.” This eventually led to
the observation that animals come to crave stimulation of certain brain sites (e.g.,
they self-stimulate many brain sites, especially those along the course of the
medial forebrain bundle, which courses through the dorsolateral hypothalamus),
while they dislike stimulation of other sites (e.g., they would learn to terminate
stimulation applied to brain sites concentrated especially in anterior and ventrolat-
eral hypothalamus as well as the mesencephalic periaqueductal gray (PAG)).
However, some of the more social emotions, such as separation-distress and play-
fulness are mediated more by medial thalamic circuits than hypothalamic ones.
One can also obtain different forms of self-stimulation and aversion from stimu-
lating these circuits. Overall, such work clearly indicated that ‘“pleasure
-approach” and “distress-avoidance” are elaborated by distinct brain circuits.
Brain stimulation studies have provided some of the clearest insights into the
nature of intrinsic emotional systems in the mammalian brain (i.e., they suggested
there were executive “command” structures, or “trunk lines”, for certain emotions
within fairly ancient regions of the brain).

4. A more recent breakthrough has been the observation that animals, like
humans, may express desire for certain pharmaceutical agents, especially opiates
and amphetaminelike psychostimulants. These studies are now bringing us close
to an understanding of the neurochemistry of human and animal pleasure and
cravings. A detailed understanding of the brain chemistries that permit these
drugs to produce their effects (e.g., the ascending dopamine systems that arise
from A-10 cell groups of the ventral tegmental area, Figure 2), has opened up a
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Pandora’s Box of knowledge concerning ways to modify the moods and emotions
of humans by pharmaceutical means.

5. Closely related to the previous achievements, neuroscientists discovered a
variety of discrete biogenic-amine and acetylcholine pathways in the brain (Fig-
ure 2) that appear to mediate generalized brain functions such as arousal, atten-
tion, and stress, which are important for controlling all behaviors and all moods
(Puglisi-Allegra and Oliverio, 1990). While norepinephrine promotes the pro-
cessing of information in the brain by reducing background noise, acetylcholine
promotes arousal and attention by increasing the meaninful signals that get
through; dopamine promotes psychomotor arousal, while serotonin increases
background “noise” and hence diminishes and constrains the impact of all types
of information in the brain. Likewise, GABA reduces the arousability of practi-
cally all parts of the brain. It is remarkable that most of the prominent successes
of biological psychiatry have arisen from our ability to manipulate these chemical
systems (Leonard, 1992; Schatzberg and Nemeroff, 1995). Broadly speaking, the
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Figure 2. A schematic summary of the major projections of the biogenic amines
systems (norepinephrine, serotonin, and dopamine) and acetylholine pathways on a
saggital section of the rat brain. Abbreviations: CN: caudate nucleus; AC: anterior
commissure; DB: Dorsal norepinephrine bundle; VB: Ventral norepinephrine bundle;
LC: Locus Coeruleus; OB: Olfactory bulb; BF: Basal Forebrain; CTX: Cortex; HC:
Hippocampus; TH: Thalamus, CC: Corpus Callosum; SC: Superior Colliculus; IF:
Inferior Colliculus; Cerb.: Cerebellum; VTA: Ventral Tegmental Area; NS: Nigrostriatal
pathway; ML/MC: Mesolimbic & Mesocortical Pathways; HY: Hypothalamus.



38 JAAK PANKSEPP

various antidepressants facilitate norepinephrine, serotonin, or dopamine activity,
while antimanic agents may stabilize activity in these same systems. Antipsychot-
ics dampen dopamine activity, while cognitive enhancers are being developed to
facilitate acetylcholine activity. Antianxiety agents, on the other hand, generally
facilitate GABA activity.

More recently a large number of neuropeptide pathways that can mediate spe-
cific psychobehavioral tendencies have been identified (e.g., Figure 3). The recent
revolution in neuropeptide research suggests that the brain has specific chemical
codes for various emotional tendencies. For example, cholecystokinin (CCK) can
precipitate panic, oxytocin can promote nurturance, and as mentioned, CRF in the
brain integrates a coherent and psychologically powerful distress response. Many
other neuropeptides seem to have very discrete psychobehavioral effects. (For a
detailed summary, see Panksepp, 1993.) Such findings have opened the door to
the development of a new generation of psychiatric medicines, which may be able
to modify distinct mood states quite specifically.
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Figure 3. A schematic summary of four neuropeptide systems that have been
implicated in the control of distinct emotional responses. CN: Caudate Nucleus; LC:
Locus Coeruleus; OB: Olfactory bulb; BF: Basal Forebrain; CTX: Cortex; HC:
Hippocampus; TH: Thalamus, CC: Corpus Callosum; SC: Superior Colliculus; IF:
Inferior Colliculus; VTA: Ventral Tegmental Area; HY: Hypothalamus; VMH:
Ventromedial Hypothalamus; POA: Preoptic Area.
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In sum, the above work has led to a recognition that emotionality is gov-
emed largely by subcortical circuits, which can be differentiated from those
that harvest the sensory information destined for thalamic and cortical process-
ing. In other words, there is a visceral-emotional axis in the brain (PAG-hypo-
thalamic~limbic—cingulate/frontal/temporal cortical circuits) that, besides
controlling our visceral and hormonal patterns, can generate a variety of inter-
nally experienced affective feeling states and corresponding action plans (Dep-
aulis and Bandler, 1992). This emotional brain may be contrasted to the
sensory—cognitive (exteroceptive thalamic—neocortical) axis, which processes
information from the external world, and hence mediates cognitive abilities. In
the highest reaches of the brain, it is clear that emotionality is linked more
strongly to motor systems in front of the central sulcus than to sensory sys-
tems behind it. The hypothalamic~limbic—frontal axis contains slowly firing
neural systems with a great abundance of neuropeptide chemistries, while the
thalamic—cortical axis exhibits much higher neuronal firing rates and, with a
few prominent exceptions (e.g., somatostatin and CCK), is comparatively poor
in neuropeptide systems.

Since many neuropeptides are also manufactured in various visceral organs (in
the enteric nervous system), there are several potential avenues for brain—body
interactions besides the classic sensory and hormonal systems. For instance, gas-
tric hormones such as pentagastrin and CCK fragments may figure heavily in the
genesis of certain emotional changes (Harro et al., 1995). The key to future
progress will be the anatomical, neurophysiological and neurochemical delinea-
tion of the various basic emotional systems of the brain. The broad outlines of
these systems in brain organization have now been recognized, and the detailed
analysis of certain systems such as FEAR have begun in earnest (LeDoux, 1996).
In general, it appears that basic emotional systems facilitate the synchronization
and coordination of a variety of brain and bodily systems, including prominently
various autonomic and hormonal changes. It is important to recognize that these
changes enable organisms to behave in effective ways in response to the world. In
other words, these systems control autonomic processes (which will not be
detailed in this chapter) in order to facilitate behavioral adaptations. For example,
when an individual is angry (because their freedom to act or resources have been
threatened), it is useful to prepare the body for increased muscular exertion in
order to compete effectively for available resources. Thus the increases in
heart-rate and redistribution of blood flow from gastric organs to muscles that are
triggered by arousal of anger circuits in the brain, should be seen not as the central
hallmark of an emotion but only as one component of an intrinsic neurobehavioral
strategy that can be aroused by a widely ramifying emotional command-circuit of
the brain. Precisely, how many such circuits exist in the mammalian brain remains
to be resolved.
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EMOTIONAL OPERATING SYSTEMS OF THE BRAIN

According to current estimates, there are anywhere from six to a dozen core emo-
tional circuits within the brain. Of course the number will be determined by one’s
willingness to include or exclude certain affective processes. The number
increases as we include bodily related hungers such as thirst and sex (and their
attending pleasures and displeasures, which are neuropsychic signals to help sig-
nal deviations from ideal bodily homeostasis), and the number decreases if we are
unwilling to consider those as well as a variety of ambiguous categories such as
disgust and surprise and other, more subtle higher processes such as guilt and
shame, which may be relatively unique to humans. Here, the guiding principle for
defining basic emotions will be the existence of executive circuits in the brain
with certain characteristics (e.g., as summarized in Table 1), which can simulta-
neously synchronize a broad spectrum of coherent psychobehavioral tendencies
in response to appropriate life-challenging situations. With this restriction in
mind, only a handful of command systems for emotionality have presently been
reasonably well identified.

As already indicated, many behavioral neuroscientists presently prefer dimen-
sional schemes that acknowledge only two types of emotive systems in the
brain—those which mediate approach and avoidance—but we can now be certain
that there are several distinct types of emotional systems that can be placed under
the approach and avoidance categories. The best current guide is the ability of
localized brain stimulation to evoke coherent emotional displays in experimental
animals (i.e., in the footsteps of the research program initiated by Hess; see “mile-
stone” #3 of the previous section). For brain stimulation to activate the various
coordinated behavior patterns (which are accompanied by affective states as indi-
cated by behavioral approach and withdrawal tests), electrodes have to be situated
in very specific parts of the visceral/limbic brain. Once an electrode is in the cor-
rect brain location, essentially the same emotional tendencies can be evoked in all
mammals, including humans.

Four primal emotional circuits that mature soon after birth can presently be so
designated with confidence; others for more subtle social emotions such as nur-
turance and playfulness are also coming to be well accepted. The most well-stud-
ied systems are (1) a FEAR system that mediates freezing and flight (which I will
discuss in some greater detail in Chapter 8 of this volume; also see Burrows et al.,
1990; Denny, 1991); (2) an appetitive motivation SEEKING system that helps
elaborate energetic search, foraging, and a variety of goal-directed behaviors in
behalf of a variety of distinct motivational systems, such as those that mediate
hunger and sexual craving (Panksepp, 1982); (3) a RAGE (or defensive aggres-
sion) system that can probably modulate several forms of aggression (as discussed
in Chapter 5 as well as by Bandler, 1990 and Siegel and Brutus, 1990); and
finally, (4) a separation distress or PANIC system, which is especially important
in the elaboration of social emotional processes related to attachment and which
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may help generate human grieving, sadness, depression, and other mood pro-
cesses related to loss (see Panksepp, 1981; Reite and Fields, 1985; Newman,
1988). Because of the limited space available here, I will briefly focus on the first
three of these systems and then spend a bit more time on the fourth—the social
emotional system—which may have especially important implications for a bio-
logical psychiatry of the future. The brain systems for the mediation of sexuality,
maternal nurturance, and playfulness, will also be briefly discussed. For a detailed
coverage of all these systems as well as comprehensive citations to the primary
research literature, see Panksepp (1998).

A FEAR System in the Brain

Although several systems for negative affect/trepidation may exist in the brain,
a specific FEAR circuit was surely designed over the course of evolution to help
animals reduce pain and the possibility of destruction. When artificially stimu-
lated via implanted electrodes, this circuit leads animals to run away as if they are
extremely frightened. With very weak stimulation, animals exhibit just the oppo-
site motor tendency of freezing, a response that is common when animals are
placed in circumstances where they have previously been hurt or frightened.
Humans stimulated in these same brain areas report being engulfed by intense
anxiety. Animals seem to experience comparable feelings, since they avoid envi-
ronments where such brain stimulation has been applied. If forced to be in those
environments (even in the absence of brain stimulation), they exhibit the type of
“up-tight” immobility that is characteristic of frightened animals.

This circuit arises from specific subareas of the lateral and central amygdala
and courses through the medial hypothalamus and down through the medial core
of the brain stem known as the periaqueductal gray (for details, see Chapter 20 in
the volume). Various human anxiety disorders may arise from overactivity of this
brain system. Minor tranquilizers, such as chlordiazepoxide and diazepam, which
can effectively dissolve anticipatory anxiety, achieve their success, in part, by
reducing activity within this circuitry by increasing GABA inhibition. We cannot
yet be sure which synaptic transmitters activate fear, but an endogenous anxiety-
producing chemical called DBI (Diazepam Binding Inhibitor), which produces
an effect opposite to that of the minor tranquilizers, may still be a key player.
Other transmitters such as glutamate, acetylcholine, o-melanocyte stimulating
hormone («¢MSH), and corticotrophin releasing factor (CRF) can also stimulate
fearlike behaviors in animals when applied directly into the brain (see Figure 3).
As mentioned, intravenous application of CCK can precipitate panic attacks in
humans, but it is likely that the response is distinct from the one mediated by the
FEAR circuit discussed above. Indeed, it is likely that several distinct anxi-
ety-related systems exist in the brain, but a proper taxonomy of such systems
remains to be achieved.
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The Appetitive Motivation SEEKING System

Another basic emotional system is the one that arouses animals to explore their
world and causes them to become excited when they are searching for rewards
and about to get what they desire. This system allows animals to find and eagerly
anticipate the many things they need for survival, including food, water, warmth,
and their ultimate evolutionary survival need, sex. Animals are especially willing
to voluntarily activate this system (i.e., to show self-stimulation behavior). In
humans, it may be one of the main brain systems that generates the intensity of
curiosity and the eagerness of desire. When it is underactive, one result is a form
of depression. An understanding of this system will have important implications
for treating schizophrenia, mania, and various forms of craving, from food and
drugs to gambling. When it becomes spontaneously overactive or poorly regu-
lated, especially as reflected in elevated D, receptors, schizophrenia may fol-
low—especially “functional” forms of schizophrenia in which positive symptoms
(delusions and hyperemotionality) can be readily treated with many existing
antipsychotic medications. This can be contrasted to more chronic forms of
schizophrenia in which negative symptoms predominate (withdrawal and psycho-
motor retardation) that may result from brain degeneration (as indexed by ventric-
ular enlargement). These forms of schizophrenia are more resistant to treatment
(even though atypical antipsychotics such as clozapine and risperidone do coun-
teract some negative symptoms).

A key neurochemical in the SEEKING system is dopamine, especially the
dopaminergic mesolimbic and mesocortical dopamine circuits that emanate from
the Ventral Tegmental Area situated at the very back of the hypothalamus (see
Figure 2). These dopamine circuits tend to energize many higher brain areas that
mediate planning and foresight (such as the amygdala, nucleus accumbens, and
frontal cortex) and promote states of eagerness and focused plans and purposes in
both humans and animals. Many peptide-containing neural circuits that secrete
molecules such as neurotensin, opioids, cholecystokinin, Substance P, and other
neurokinins converge on this key brain area, allowing diverse neuropsychic influ-
ences to control exploration and anticipatory eagerness. We now know a great
deal about the properties of this system, especially since animals vigorously acti-
vate this circuit if given an opportunity. The phenomenon of rewarding electrical
self-stimulation of the brain has led investigators to do a great deal of detailed
work on the underlying circuitry in hopes of elucidating the concept of reinforce-
ment. However, it seems certain that this circuit mediates not simply pleasure but
rather an anticipatory incentive state (i.e., appetitive behavior) that normally pre-
cedes consummatory behavior. Indeed, the reinforcement itself may arise from a
sudden reduction of activity in this circuit, since cessation of the appetitive phase
of behavior (i.e., when consummatory behavior begins) signals biological rele-
vance. Many psychostimulant drugs, especially amphetamine and cocaine, derive
their appeal and potential to produce psychosis by temporarily overarousing this
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emotional system of the brain. Other drugs of addiction, such as opiates, nicotine,
and alcohol, exert similar effects.

An Anger-Promoting RAGE System of the Brain

Working in opposition to the curiosity/anticipation system is one that is aroused
by irritation and frustration and that mediates the anger response. It has long been
known that one can enrage both animals and humans by stimulating very specific
parts of the brain, which in fact parallel the trajectory of the fear system, from the
medial amygdala to the PAG. This system not only helps animals defend them-
selves by provoking fear in other animals, but it also energizes behavior when an
animal is irritated or restrained. Human anger probably gets much of its psychic
“energy” from this brain system. Brain tumors that irritate this circuit often cause
pathological rage, while brain damage along the trajectory of this system
promotes serenity.

We know much about the anatomical details of this system, but its neurochem-
istries remain ambiguous. Acetylcholine, acting on muscarinic-type receptors, is
certainly important in helping trigger this emotional system, and glutamate, the
most abundant excitatory transmitter in the brain, facilitates rage (as it does every
other emotional behavior that has been studied). A distinct anger transmitter
remains to be identified, but the possibility that Substance P is a key component
has recently emerged. Arousal of many neurochemical systems, including seroto-
nin, norepinephrine, GABA and oxytocin, can make animals more peaceful, and
there is now a new class of drugs, not yet approved for clinical practice, called
“serenics”(the main example of which is eltoprazine) that selectively reduces
aggression by apparently increasing brain serotonin 1A- and 1B-receptor activity.

The Separation Distress (PANIC) and Social Bonding Systems of the Brain

To be a mammal is to be born socially dependent. Brain evolution has provided
safeguards to assure that parents (especially mothers) take care of the offspring,
while the offspring have powerful emotional systems to indicate that they are in
need of care. One of the main behavioral outputs of this system is a form of cry-
ing, the emission of separation calls. I will discuss these systems in greater detail
because they are the most recent ones to receive substantial attention from psy-
chobiologists, and this knowledge should have especially profound implications
for biological psychiatry, because so many emotional disorders are ultimately
related to feelings of social loss as well as to flaws in the ability to relate socially.

Furthermore, the psychotherapeutic enterprise is ultimately a social process.
The personal qualities of a therapist, especially his or her sense of self-mastery and
faith in the clients’ unawakened potentials, are as important as the specific behav-
ioral and cognitive techniques used in promoting positive personal change. A ther-
apist who knows how to approach another person at a deeply empathetic level, and
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is able to engage in a dialogue that is firmly rooted in affective affirmation, is most
likely to provide substantive help. Indeed, the phenomena of faith-healing and pla-
cebo-effects in humans may tap similar processes (since they appear to be accom-
panied by opioid release in the brain). The neurochemical dynamics that control
social affect probably reflect the generalized nature of social emotional systems
that we share with other animals. This may also explain why pet-assisted therapy
is often quite effective in mild cases of emotional distress.

Neuroscience work on social-affect systems began with the assumption that the
heart of such a system lies in the circuitry that mediates the separation-call. It was
assumed that this system originally evolved from those that modulated pain, for
the social bond is first established with caretakers who alleviate distress. Since it
was assumed that the perception of social loss carried the messages of pain within
its deep neurochemical structure (indeed the semantics of social loss are similar to
the semantics of pain—it hurts to lose someone), it was hypothesized that brain
opioids would inhibit separation distress as effectively as they controlled pain. In
fact, opioids turned out to be remarkably effective in reducing such distress.

There were other reasons to believe that opioids might be important in the con-
struction of social bonds. The dynamics of social emotions suggest that there are
underlying similarities between the brain substrates that support narcotic depen-
dence and those for social dependence. Social bonding and habitual opiate use
share three main features: (1) an initial addiction euphoria-attraction phase, (2) a
tolerance-habituation phase whereby the effects of the narcotics diminish sponta-
neously as a function of time, as does the attractive impact of social interactions
(which may promote weaning and other forms of species dispersal, including
potential human practices such as divorce), and (3) a powerful withdrawal phase
when the object of attachment is lost, reflecting a background of endogenous neu-
rochemical “dependence” that characterizes the social bond. Key predictions that
have been experimentally confirmed are that opiate receptor agonists should
diminish social motivation while opiate antagonists should intensify social moti-
vations. 3-Endorphin is the most powerful endogenous opioid that can do this.

Evidence indicates that brain opioids can inhibit separation distress in both
young and mature animals and that brain opioids participate in the gratifications
that arise from many social interactions. Opioid systems of young animals are
quite active in the midst of rough-and-tumble play. Likewise, when adult mon-
keys share friendly time grooming each other, their brain opioid systems are
aroused. The auditory system is also rich in opioid receptors, which may help
mediate the attractive quality of certain familiar sounds (perhaps the specific
sound of a loved one). In addition, as discussed more fully below, the reward of
sexual gratification is, at least in part, due to opioid release within the brain. From
all this, it is tempting to hypothesize that one reason certain people become
addicted to opiates is because they are able to replace with drugs the pleasures
normally derived from social interactions. Indeed, opiate addiction in humans is
most common in environments where social isolation and alienation are endemic.
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Experimentally, it is possible to increase opiate self-administration in animals
simply by separating them from companionship.

In sum, it is now clear that positive social emotions and social bonds are, to
some extent, mediated by opiate-based addictive processes in the brain, and this
knowledge should have profound implications for understanding certain psychiat-
ric disorders. For instance, it is commonly believed that autistic children have a
constitutional inability to establish emotional bonds with other people. Indeed
many of the symptoms of autism resemble behavioral changes produced by exog-
enous opiates—including diminished pain sensitivity, decreased responsivity to
social isolation, potentiation of various stereotyped behaviors, and other abnor-
malities, leading to the first psychopharmacological therapy for humans devel-
oped on the basis of preclinical work that sought to understand emotional systems
in the mammalian brain (for a review, see Panksepp et al., 1991).

Although opioids are exquisitely effective in alleviating separation-distress in
all species that have been tested, there are many other chemistries that can modu-
late this emotional system (Panksepp, 1991), and presumably each has implica-
tions for understanding psychiatric disorders. Various chemistries can amplify the
separation response, including corticotrophin releasing factor (CRF), which has a
gross anatomical trajectory that resembles the neuronal circuits containing
B-endorphin (Figure 3). Indeed, both of these chemistries course through major
brain areas where localized electrical stimulation can activate the separation call
(including the bed nucleus of the stria terminalis, the dorsomedial thalamus, and
the central gray of the mesencephalon). Separation distress can also be activated
by intraventricularly administered glutamate analogs, especially those that acti-
vate kainate and NMDA receptors, as well as by centrally administered curare,
which may also exert its effect via interactions with the glutamate receptor sys-
tem. In addition, other neurochemistries can powerfully inhibit the separation call,
including somatostatin and oxytocin. Let us briefly focus on oxytocin, since it has
recently emerged as a preeminent social neurohormone in the brain (see Pedersen
etal., 1992).

Considering the importance of oxytocin for maternal nurturance (see below), it
was anticipated that this molecule might also inhibit the negative emotions that
rise from separation. Perhaps both mother and child derive physical and psycho-
logical pleasure from their ability to promote a mutual release of oxytocin in each
others brains during the act of nursing. Indeed, oxytocin and its ancestral mole-
cule, vasotocin (but not vasopressin, which differs from vasotocin by a single
amino acid), are both extremely powerful inhibitors of the separation call, further
affirming that social comfort was produced by the same brain chemistries that
help mediate maternal behaviors. In this context, it also becomes noteworthy that
the Proline-Leucine-Glycine (PLG) tail of the oxytocin molecule can modulate
the sensitivity of brain opioid systems. As is well known, organisms typically
exhibit tolerance to opiates; thus, addicts need to administer ever increasing
amounts to obtain the same psychological response. Both oxytocin and PLG can
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inhibit opioid tolerance, a dynamic that may provide a way for the maternal expe-
rience to sustain social reward from the release of endogenous opioids within the
brain. It would be disastrous for the future of any mammalian species if mothers
lost their ability to experience intense social reward when their offspring were still
quite young.

Additional Social Emotions: Maternal Nurturance and PLAY

Clearly, a momentous evolutionary passage occurred when animals capable of
caring for their young evolved on the face of the earth, but how could nurturance
have evolved from a state of nonnurturance? We cannot go back in evolutionary
history, but we now know the script was written with ancient chemistries, such as
vasotocin, which mediated egg-laying in reptiles. The pattern of hormone changes
in the body that precedes parturition (decreasing progesterone, with rapidly
increasing estrogen and prolactin) arouses brain systems that control maternal
urges. At this point, it should come as no surprise that one system genetically
aroused by this pattern of hormone change is the oxytocin system (through both
the increased transcription from the oxytocin gene and a proliferation of oxytocin
receptors in specific parts of the brain). Thus, at birth, oxytocin promotes the
delivery of infants by its effects on the proliferation of oxytocin receptors on uter-
ine smooth muscles, and concurrently, the mother’s psyche is given a nurturant
boost, making childcare a more attractive proposition for the mother than it may
have been before. If brain oxytocinergic synapses are blocked at the onset of the
first delivery (a manipulation that does not impair the ongoing process of birth),
maternal behavior is weak and inconsistent, at least in rats. However, oxytocin
receptor antagonists only function when administered during the first delivery,
before the mother has developed maternal habits. Likewise, oxytocin adminis-
tered into the brain can precipitate nurturant behavior in virgin female rats—if
testing conditions are optimal. Specifically, virgin rats must be primed with estro-
gen (to proliferate oxytocin receptive fields in the brain) and the oxytocin works
best if the potential step-mothers cannot smell the pups (since nonmaternal
females normally dislike the smell of rat pups and oxytocin apparently is not the
endogenous factor that counteracts this aversion at the time of birth).

At the present time, both oxytocin and opioid systems appear to be prime mov-
ers in the construction and maintenance of social bonds. Indeed, animals do prefer
to spend more time with others in whose presence they have received either oxy-
tocin or opioid infusions. It seems almost as if friendships are cemented by the
same chemical systems that mediate maternal urges and alleviate separation dis-
tress. Perhaps this is one of the primitive emotional reasons why we are more
likely to help family and friends than strangers. Not only do we feel better about
them than strangers, but we also have their subtle ways of being, their faces, and
their voices engraved in our memories.
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How does this engraving process occur? Again, there is evidence that low lev-
els of oxytocin (as well as vasopressin), can facilitate social recognition in ani-
mals. It is also known that animals are less likely to harm relatives than strangers,
especially when it comes to their offspring. In rats, administration of oxytocin
reduces infanticide, as well as practically all other forms of aggression. Since it
has been found that sexual experiences promote oxytocin synthesis within the
male brain, it would be predicted that availability of sex, at least within their own
family situation, might make males less aggressive. Indeed, it has now been
shown that sexual activity can diminish the tendency of male rats to exhibit infan-
ticide (especially at the time the offspring would be born—three weeks after
impregnation), but it remains to be proved that this effect is mediated by oxytocin.
Likewise, it is reasonable to hypothesize that the elevated tendency of sexually
experienced males to exhibit maternal nurturance in various species may be due
to the elevated oxytocin activity within their brains. In short, the tendency of
mammals to exhibit cooperative behaviors and to develop friendships probably
reflects, at least in part, the neurochemical dynamics of such intrinsic social emo-
tional systems of the brain.

Even within the context of friendship, however, there is always competition,
and there appear to be social emotional systems, specifically social play systems,
which facilitate vigorous competition and may help generate joy and feelings of
exhilaration. During childhood, specific brain circuits for playful/joyful behaviors
are especially strongly expressed in the brain. Although the importance of play
has long been recognized in human development, the basic brain substrates for
play have only recently received attention from neuroscientists (MacDonald,
1993). Because of newly developed animal models, which allow for rigorous,
well-controlled experiments on rough-and-tumble social play, new insights into
this important process are gradually emerging. Touch is an especially important
sensory stimulus for triggering play, and it is clear that playful animals have spe-
cific sensory areas on the body that resemble “tickle skin” in humans (i.e., around
the rib-cage), stimulation of which facilitates playful moods. Indeed, the brain
areas that receive and process touch messages (e.g., the parafascicular area of the
posterior thalamus and somatosensory cortex) are presently the ones that have
been most clearly implicated in the organization of play. Although a variety of
neurochemistries, including brain opioids and acetylcholine, control the instiga-
tion of playful activities, our understanding of the underlying neural systems
remains rudimentary. However, perhaps we can now understand why one cannot
physically tickle oneself--tickling is an innate social response that is tuned to the
presence of a playful interaction with another individual. Indeed, we have recently
discovered that even laboratory rats exhibit a tickling-induced chirping response
(that may be functionally related to human laughter; Panksepp, 1998).

In addition to these social emotional systems, several others may exist, but the
evidence is even more sketchy. For instance, the influence of PLAY systems on
brain activity appears to diminish as a function of age, and it is possible that these
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impulses gradually come to be expressed in dominance urges, which are prevalent
in nature and certainly figure in the power politics and sport-loving tendencies of
human beings. It may also be that there are dominance-promoting systems other
than those that arise from early playfulness. Considering the importance of mate-
rial resources in evolutionary fitness, it is likely that there are specific brain sys-
tems for hoarding and possessiveness. Such behaviors are easily measured in
animals. For instance, when one rat is given a special treat and another rat tries to
take it away, the owner shows a rapid pivoting response—of turning a
“cold-shoulder”—to that kind of approach. Does human greed emerge partially
from such circuits? We do not presently know, but a full understanding of these
types of behavior in animals is bound to have important implications for the
understanding of normal as well as abnormal human behaviors.

SEXUALITY SYSTEMS OF THE BRAIN

One dimension of emotionality that emotion researchers commonly ignore,
although no discussion can be complete without it, is sexuality. Sexuality is the
source for some of the most powerful human feelings, and we finally have a good
understanding of these systems in the animal brain (Crews, 1987, Levay, 1992).
There has been great resistance to accepting the implications of this work for the
human condition; that may largely represent a well established societal stance of
artificially separating the present cultural condition of humans from our animal
past. Of course the variety of sexual strategies in nature is vast, and the underlying
brain details will vary accordingly. For instance, the neural timing of sexual
receptivity is bound to be different between seasonal breeders who must advertise
their receptive status and those species who, through the social benefits of hidden
estrus, remain receptive throughout the year. However, we can still anticipate that
general principles of sexuality will still be conserved despite such differences.
The notion that human sexual behavior is largely a matter of choice as opposed to
biology, is an unfortunate exaggeration preferred by many psychologists (e.g.,
Bem, 1996) that is preventing a natural integration of biological knowledge
derived largely from animals into our thinking about the underlying matters.
Male and female sexuality are subservient to distinct brain controls, although
they also share some influences. If all biochemical events go according to sched-
ule during the neonatal organizational phase of gender determination, the male
brain is masculinized in utero by the timed secretion of testosterone after its con-
version to estrogen via aromatization. The female fetus is protected from mascu-
linization by prophylactic molecules, such as o.-fetoprotein, which help sequester
the influence of maternal estrogens that would otherwise tend to masculinize the
brain. To be masculinized means that certain areas of the brain, especially specific
nuclear groups in anterior hypothalamus, grow larger than is typical in females
(through the slowing of selective neuronal death as well as via the neurotrophic
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effects of estrogen). In rats, the major specific nuclear groups that are masculin-
ized are called the sexually dimorphic nuclei of the preoptic area (SDN-POA),
and in humans they are called the Intermediate Nuclei of Anterior Hypothalamus
(INAH). The magnitude of hypertrophy of these brain areas in male rats is much
greater than human males, which suggests that behavioral sex differences are
magnified in rodents as compared with humans. In both species, however, these
hypertrophied hypothalamic circuits surely participate in the elaboration of
male-typical sex behaviors. Thus, preoptic hypothalamic damage has a much
greater deleterious effect on male sexual behavior than female behavior. As we
will see, neural changes in the ventromedial hypothalamus are essential for
female receptivity but not for that of males. In other words, the male brain is also
defeminized by early testosterone secretions, a process that results in active sup-
pression of female sex potential (Becker et al., 1992).

The brain organizational effects of early hormone secretions go a long way
toward explaining homosexual tendencies, for the hormones that ultimately trig-
ger the organization of the male brain (testosterone aromatized to estrogen) are
distinct from those that trigger the organization of the male body (testosterone
Sa-reduced to dihydrotestosterone (DHT)). Due to this branching of control fac-
tors for brain and body organization, it is quite possible for the male body to con-
tain a female-type brain, and for a female body to contain a male-type brain.
Indeed, it has been repeatedly shown in animal models that maternal stress can
hinder the normal process of brain masculinization by desynchronizing the under-
lying physiological processes (neonatal testosterone is secreted too early, before
receptors are available to receive the message), and stress also impairs aromatase
activity, retarding conversion of testosterone to estrogen.

These different gender potentials in the brain, laid down during fetal develop-
ment, are brought to life (activated) by the maturation of gonadal steroid activity
during puberty. To have a male brain means many things, but one of the best
established effects in rats is the higher prevalence of arginine-vasopressin (AVP)
circuits in males than in females. These circuits are under the tonic influence of
testosterone, for the genetic expression of brain AVP and brain estrogen receptors
diminish dramatically following castration, although these neurochemical deficits
can be restored by testosterone injections. AVP appears to intensify male sexual
arousal in many ways, leading to increased behavioral persistence, especially in
matters of sex, as diverse as the marking of territories to sex-related aggression.
Without brain AVP, which is naturally low in certain genetic strains of animals
(e.g., the Brattleboro rat), male sexual behavior is sluggish. In human plasma,
AVP is elevated during the arousal phase of masturbation but it declines rapidly
at orgasm. Oxytocin, on the other hand, remains low during sexual arousal but is
released vigorously during orgasm. As discussed below, oxytocin in the brain can
facilitate both male and female sexual behavior, while AVP only promotes male
behavior. From the perspective that male and female sexual behavior is
differently organized in the brain, it is noteworthy that female sexual behavior is
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selectively diminished when AVP is infused into their brains while oxytocin can
increase sexual behavior in both males and females.

Although female sexual behavior is also partially controlled by the preoptic
area, such control appears to emerge from nearby zones other than the SDN-POA
that are larger in females than males, and where a key chemistry is Luteinizing
Hormone—Releasing Hormone (LH-RH), which can selectively increase female
libido. In addition, the area of the brain just caudal to this zone, namely the ven-
tromedial hypothalamus, is critical for sexual receptivity in females. Lesions of
these areas dramatically diminish female sex behavior without much effect on
male behavior. Indeed, hormonally induced receptivity (i.e., estrogen injections
for several days followed by progesterone a few hours before behavioral testing)
leads to dramatic anatomical and neurochemical changes in the medial hypothal-
amus. The prevailing neurochemical principle appears to be oxytocin. Hormone
priming (just like normal estrus) leads to a proliferation of oxytocin receptors in
the medial hypothalamus as well as an expansion of the dendritic fields that phys-
ically expand toward the incoming oxytocinergic innervation. The genetic expres-
sion of oxytocin is also under the positive control of estrogen. Female receptivity
can be markedly increased by administering oxytocin into various brain areas
which normally contain oxytocin circuits (but only if the females have been ade-
quately primed beforehand with estrogen) and sexual receptivity is compromised
by administration of oxytocin antagonists. Male sexual behavior is also strongly
diminished with these antagonists.

Thus, the distinct male and female sexual urges appear to come together with
oxytocin secretion. As already mentioned, male ejaculation and orgasm is accom-
panied by peripheral (and perhaps central) oxytocin secretion, although it is not
yet clear whether this mediates the actual experience of orgasm or the
“after-glow”, when sexual activity is inhibited. It may participate in both, for oxy-
tocin administered into the brain of male rats can provoke erections, but it can also
prolong the sexual refractory period following ejaculation. There have also been
occasional reports that intranasal oxytocin is able to facilitate sexual performance
in humans. Although much more needs to be learned about these fascinating sys-
tems before useful interfaces to psychiatric issues can be formulated, it is likely
that basic sexual urges are controlled by these neurochemistries in both rats and
humans.

Finally, it should be emphasized that the location of maternal behavior circuits
remains closely intermeshed with those that control sexuality in many areas of the
brain, especially the anterior hypothalamus. It is possible that the gratification of
maternal behavior arose from preexisting circuits that already mediated sexual
attraction and pleasure prior to the evolution of the “social bond” that came to
characterize mammalian species. This confluence may lend some credence to
widely-debated Freudian notions of infantile sexuality, but those types of connec-
tions require exceedingly large inferential leaps. Although future progress in deci-
phering the ancient neurosymbolic functions of the brain will require daring
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theoretical inferences, to be useful, they should be constructed in ways that are
empirically testable.

To what extent do the animal studies summarized above have implications for
the human condition? It is fair to say that we can not know for sure until the cor-
responding evidence is obtained from humans (which in most cases will prove to
be exceedingly difficult). However, if one ascribes to evolutionary principles
(e.g., that evolution can only build on preexisting solutions), then it seems
unlikely that the foundation principles for the basic emotions and motivations
could have been discarded or replaced in the short evolutionary time that sepa-
rates existing mammatian species. The fine details of the underlying mechanisms
are bound to be different, and the massive human cortex is bound to put a new
twist on the old solutions that arise from the subcortex, but until demonstrated
otherwise, it is wiser to assume that the general principles abide. While new levels
of cortical control that exist in the human brain can surely provide overriding
principles, the power of subcortical emotional circuits surely remains decisive in
the emotional quality of human lives (LeVay, 1993; Hamer and Copeland, 1994).

HOW DOES THE CORTEX PARTICIPATE IN
THE GENERATION OF EMOTIONS?

Although subcortical areas of the brain appear to contain the executive sys-
tems for the basic mammalian emotions, to appreciate the full complexity of
human emotions, we must also consider the role of higher cortical processes.
Unique emotional complexities arise from the massive cortical evolution in
hominids, and the utility of lower animal models in clarifying those processes
is limited.

Emotional subtleties, ranging from the appreciation of art to the need to express
oneself through creative acts, arise largely from neocortical functions, but the key
question is whether the cortex acts as more than an initial information processor
in the elaboration of emotions (e.g., as the initiator of appraisal processes that
have access to subcortical emotional circuits). A great number of studies employ-
ing localized electrical stimulation of the neocortex have found no clear affective
changes during such experiences. On the other hand, the more ancient paleocorti-
cal areas (in cingulate, frontal, and temporal limbic areas that receive strong
inputs form brainstem circuits) do help encode affective states. For instance, sei-
zures emerging from temporal areas are commonly accompanied by a variety of
affective auras and behaviors (MacLean, 1990).

The neocortex probably participates in emotions in at least three general ways.
Firstly, in order to function effectively in the elaboration of cognitive/rational pro-
cesses, the neocortex exerts tonic inhibition over lower circuits that might other-
wise trigger excessively impulsive and unproductive behaviors. The relative lack
of such downward inhibition may help explain the hyperkinetic symptoms of
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children with attention deficit disorders, as well as the impulsivity of young chil-
dren in general. Secondly, various subcortical circuits (Figure 2), including emo-
tional ones (Figure 3), can exert powerful effects over neocortical functions. How
each emotional system actually modifies and disrupts cognitive processes, how-
ever, remains an open area of inquiry. Thirdly, it seems likely that the neocortex
learns from emotional experiences. There is bound to be considerable functional
localization in the cortex for the processing of emotion-specific cues and cogni-
tive appraisals that modulate emotional processes. For instance, emotional per-
ceptions and feelings related to positive and negative social interactions appear to
find a locus of control within the cingulate cortex, and this helps to explain the
importance of such brain areas for depressive disorders (Drevets et al., 1997,
Mayberg. et al., 1997). Thus it is understandable how psychic tensions that lead to
panic disorders and agoraphobia can be markedly diminished following cingulate
cortex damage.

A reasonable working hypothesis is that specific emotional processes have
“centers of gravity” in specific cortical areas. In other words, different cortical
modules may preferentially process specific types of environmental representa-
tions (e.g., angry faces, sad voices, looming objects, etc.) and thereby help gener-
ate the appraisals (the decisions and judgments) that precipitate different
emotions. Thus, neural computations that lead to fear and anger appear to be
heavily represented in the temporal lobe. It is to be expected that various percep-
tions that are especially effective in arousing these emotions are processed in tem-
poral cortical areas with strong excitatory connections (learned as well as
instinctual) to specific regions of the amygdala. Likewise, it is generally accepted
that the frontal lobes help to anticipate events and hence help to generate expect-
ancies and foresights about the world. People with frontal lobe damage exhibit
deficits in planning, and consequently live at a “lower” level of psychic existence.
It is noteworthy that the left frontal lobes participate more in positively valenced
expectancies, while right frontal areas are more involved in negatively valenced
expectancies (Davidson, 1992).

The newer brain imaging techniques, including modem computational analy-
sis of EEG tracings, will eventually provide better answers to such localization
issues, but such experiments will first require the development and implemen-
tation of new procedures for the generation and control of emotions in labora-
tory settings (see Clynes and Panksepp, 1988). The utilization of music may be
an especially effective way to achieve this, but practically nothing is known yet
about the manner in which music comes to arouse emotions in people as effec-
tively as it does. Attempts to find specific higher areas that mediate the effects
of happy and sad music have not yet been found (Panksepp and Bekkedal,
1997).
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ON THE COMPLEXITY OF HUMAN EMOTIONS
AND PSYCHIATRIC IMPLICATIONS

Obviously human emotional subtleties are more complex than can be captured in
animal models. However, that complexity may not emerge from any fundamental
difference in the principles by which the basic emotional systems operate but
rather from the interactions of basic emotional systems within the higher cogni-
tive reaches of the human brain (see Gray, 1990; Wagner and Manstead, 1990). In
newborn humans, emotional responsivity is comparatively simple (as in “lower”
animals), but through life experience, our emotional repertoire can become as
complex as our most subtle psychological processes.

Accordingly, several levels of analysis need to be pursued in the laboratory as
well as in the clinic: At the most primitive level, one will need to approach emo-
tions as basic systems of the brain, while at a higher level, we need to recognize
that many different components of the nervous system can be coordinated by
emotional experiences. At still higher levels, we need to recognize that emotional
manifestations in artistic and cultural expressions can be constructed according to
sociocultural and individual existential standards. Although these levels of analy-
sis have traditionally vied for primacy as mutually exclusive ways of approaching
the question of emotions, we should recognize that they can all work together
(Zahn-Wacxler et al., 1986). While psychosocial approaches can help describe the
diversity of emotional manifestations in the everyday world, the neural level of
analysis can provide useful new biomedical approaches for the modification and
regulation of emotions with pharmacological and other somatic interventions
such as rapid Transcranial Magnetic Stimulation (rTMS) (George et al., 1996).
We can only hope that future generations of investigators will continue to bring
these levels of analysis closer together rather than farther apart.

Indeed, the complex interactions are such that even discarded Freudian notions
of how the psyche is organized may end up being compatible with the findings of
modern neuroscience. For instance, the concept of childhood sexuality is beginning
to make some sense as we recognize that infantile social bonding and adult sexual
behaviors and social attachments are cemented, in part, by common systems such
as brain oxytocin circuits (Insel, 1992; Nelson and Panksepp, 1996). This does not
mean that such a concept can be translated readily and precisely, but it should be
recognized that the subcortical localization of emotional circuits resembles quite
well the Freudian notion of subconscious psychic energies that control cognitive
development. One of Freud’s staunchest associates and best biographers, Ernest
Jones, highlighted such a view long ago when he suggested that Freud’s approach

**...has permitted access to a hitherto veiled part of the mind, designated the Unconscious, and
the explorations thus carried out have yielded information of very considerable value about the
unsuspected significance of this more emotional region of the mind. It would appear from
these investigations that man is endowed with a far more intense emotional nature than is
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generally imagined, and that powerful barriers exist, the function of which is to restrain its
manifestations. All the emotions of which we become aware, either in ourselves or in others,
represent only trickling through from the volcanic reservoir that is pent up in the unconscious
regions of the mind... The dams that impede a freer flow of emotion are the restrictions against
uncurbed action that have been painfully acquired during the civilization of the race and the
training of the individual, and the reason for their existence is the fact that the pent-up or
‘repressed’ emotional life is of a rude and savage character incompatible with the demands of
civilized standards.” (Jones, 1915)

Although it is no easy task to study the dynamic circuit properties of evolution-
arily ancient parts of the human brain that mediate emotionality, animal models
have provided a provisional outline of the hierarchical brain substrates whereby
our basic animal passions are constructed. Many external experiences can trigger
emotions, but only neuroscience can reveal the nature of the underlying mecha-
nisms that ultimately allow us to feel the way that we do. Since this knowledge
has to be collected in a piecemeal way, it is often difficult to envision how an indi-
vidual, as a whole, fits into this body of knowledge. Because of such difficulties,
many are prone to remain skeptical about empirical approaches that seek to isolate
distinct brain processes from the wholes in which they are embedded, especially
when it comes to matters as close to our heart as human feelings. Although there
are few empirical alternatives, we should never forget that in all biological sys-
tems, the whole is always more complex than its parts. Still, the knowledge that
has already been collected has profound implications for understanding human
nature and its emotional disorders. We are finally in a position to do what the
young Freud wished to do—to decode, in a scientifically credible way, the ancient
neurodynamic structures and molecules of the psyche that create our passions and
personalities. Through the continuation of such efforts, Freud’s early search for a
neurobiological science of the human psyche (as documented in his posthumously
published Project for a Scientific Psychology) will gradually materialize. Once
we understand the nature of the underlying circuitries, we will be in a much better
position to understand the longterm consequences of positive and negative
emotions on human mental and physical health (see Ryff and Singer, 1998).

SUMMARY

Evidence for basic brain systems that mediate affective-emotional processes is
summarized. The key to understanding the fundamental sources of human emo-
tions lies in unraveling the nature of a variety of subcortical neurochemical
circuits that mediate spontaneous emotional behaviors in animals: freezing and
flight (for fear), separation distress vocalizations (for grief), fighting and biting
(for anger), rough-and-tumble play (for joy), and appetitive approach and other
anticipatory behaviors (for interest/expectancy). There are also basic brain
circuits that generate various affective experiences, including male and female
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sexuality, dominance, and perhaps greed. These systems are modulated by a vari-
ety of nonspecific neurochemical systems, including acetylcholine, dopamine,
norepinephrine, and serotonin, which control arousal and attention. The arousal of
specific emotions appears to be related more to discrete neuropeptide systems.
Just as a detailed understanding of the former circuits served as a foundational pil-
lar for the biological psychiatry of the past, new knowledge of how neuropeptide
systems arouse distinct emotions will be a pillar for the biological psychiatry of
the future.
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INTRODUCTION

As the organ of psychology, the brain is clearly the organ of sexuality, but it also
can be considered a sex organ in the true physiological sense. Not only does it
modulate the autonomic aspects of sexual arousal, but by regulating the pituitary
gland, it influences the maturation and function of the gonads and the timing of
puberty. In addition to maintaining the sex organs and secondary sex characteris-
tics, the hormones secreted by the gonads have several actions on the brain. In lab-
oratory animals, these actions cause certain portions of the brain to develop differ-
ently in males and females. Over the past two decades, much has been learned
about the cellular and molecular mechanisms by which those sex differences
develop. The hormonally mediated sexual differentiation of the brain is responsi-
ble, in part, for the subsequent differences in the behavioral repertoires of males
and females. Whether or not the human brain exhibits sex differences comparable
to those described in animals remains a matter of ongoing research and debate.
This chapter will examine the various roles of the brain in sex and sexuality and
review the research on sexual differentiation of the human brain particularly as it
pertains to current theories of sexual orientation and gender identity.

THE BRAIN AND GONADAL ACTIVITY

The testes and ovaries secrete several hormones that are frequently referred to as
the “sex hormones” because of their roles in sexual development, fertility, and the
maintenance of the secondary sex characteristics. In addition, they act on the brain
where they influence sexual behavior and motivation. The sex hormones are all
steroids and thus similar to one another in chemical structure. While the andro-
gens (e.g., testosterone) are sometimes called the “male hormones™ and estrogens
(e.g., estradiol) and progestins (e.g., progesterone) are called the “female hor-
mones”, all of these hormones are manufactured by both testes and ovaries and
present in the bloodstreams of males and females, albeit in differing amounts
(Goy and McEwen, 1980; Wilson and Foster, 1985).

The Hypothalamic-Pituitary-Gonadal Axis

Of all brain regions, the hypothalamus is the most intimately associated with
the endocrinological aspects of sex. The hypothalamus is named for its position
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Figure 1. The hypothalamic-pituitary-gonadal axis. Testosterone exhibits only
negative feedback effects at the level of both the hypothalamus and the pituitary gland.
Low levels of estrogen exert negative feedback while high levels of estrogen exert
positive feedback resulting in increased secretion of both LH and FSH.

below (i.e., hypo), the thalamus. It is connected to the pituitary gland by a struc-
ture called the infundibulum (Figure 1). Within the hypothalamus are many spe-
cialized cell groups called nuclei. Some of these nuclei produce substances called
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releasing hormones that travel to the anterior pituitary gland through specialized
blood vessels in the infundibulum and regulate the secretion of the anterior pitu-
itary hormones. Some of these pituitary hormones in turn regulate the secretion of
other endocrine glands. Two anterior pituitary hormones, luteinizing hormone
(LH) and follicle stimulating hormone (FSH), regulate the function of the gonads
in both males and females (Wilson and Foster, 1985). Together, LH and FSH are
called gonadotropins and the hypothalamic hormone that regulates their secretion
is called gonadotropin-releasing hormone (GnRH).

Sex Hormone Systems in the Male

In the male, LH controls testosterone production while FSH and testosterone
act together to regulate sperm production. Testosterone levels are held at rela-
tively constant levels because the hypothalamus, the pituitary gland, and the testes
operate in a negative feedback loop. High levels of testosterone act at the brain to
inhibit GnRH secretion and at the pituitary to inhibit LH secretion. As testoster-
one levels fall, the inhibition of GnRH and LH secretion is reduced. This feedback
loop is similar to that between a thermostat and a furnace which acts to hold room
temperature constant. Testosterone levels show a daily variation (higher in the
morning than at night) and they may also vary in response to psychological fac-
tors including stress (Wilson and Foster, 1985; Banks and Gartrell, 1995).

Sex Hormone Systems in the Female

Gonadal function in the female is also regulated by the pituitary hormones, LH
and FSH. FSH acts to stimulate the growth of ovarian follicles, and LH stimulates
the follicles to secrete estrogen. As the follicles grow larger in response to FSH,
they secrete more and more estrogen. The low levels of estrogen secreted by
immature follicles exert negative feedback on the brain and pituitary to inhibit
both LH and FSH secretion, but when the follicles are mature and ready for ovu-
lation they secrete high levels of estrogen.

When estrogen reaches a high threshold level in the bloodstream, it no longer
exerts negative feedback effects. Instead, it does just the opposite: It exerts posi-
tive feedback effects that result in an abrupt increase in LH secretion. This abrupt
and transient rise in LH is referred to as the LH surge. The LH surge has two
effects. One is to cause the follicular membrane to rupture and release its oocyte;
the other is to stimulate the remnants of the foilicle (called the corpus luteum) to
secrete progesterone (Wilson and Foster, 1985).

Development of the Hypothalamic-Pituitary-Gonadal Axis

In the human fetus, the gonads become functional before the hypothalamus and
pituitary gland do. The activity of the fetal testis that initiates the differentiation
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of the external genitalia is not regulated by GnRH from the hypothalamus. Instead
it is regulated by a product of the placenta called human chorionic gonadotropin
(Moore, 1982). GnRH-producing cells in the hypothalamus appear by the tenth
week of gestation, and the gonadotropin-secreting cells of the pituitary gland
appear between the tenth and fifteenth weeks. The portal plexus that carries
releasing factors from the hypothalamus to the pituitary matures around the
middle of gestation and stimulates increased gonadal activity (Styne, 1994).

Gonadotropin secretion decreases toward the end of gestation presumably due
to the development of inhibitory inputs to the hypothalamus from other brain
regions in addition to the onset of responsiveness of the negative feedback system
described above. Following a transient increase in gonadotropin secretion at birth
(possibly due to release from the negative feedback effects of maternal estrogen),
a sharp reduction occurs in both pituitary and gonadal activity until 10 or 12 years
of age. The precise mechanism responsible for this juvenile pause is unknown, but
it is believed to be mediated by the central nervous system (Styne, 1994).

As puberty approaches, the hypothalamus begins to secrete more GnRH, partic-
ularly at night; the pituitary becomes increasingly sensitive to the effects of GnRH
and the levels of gonadal hormones in the bloodstream rise. In the later stages of
puberty, daytime gonadotropin secretion increases, while the nocturnal secretion
typical of early puberty decreases. The onset of positive feedback occurs later in
puberty. This allows high levels of estrogen to trigger the LH surge which induces
ovulation (Kulin and Reiter, 1976; Styne, 1994).

SEXUAL DIFFERENTIATION OF THE BRAIN
Rodent Studies

Most of what is known about the neurobiology of sex has been learned from
experiments carried out in laboratory rodents. While findings in one species may
sometimes apply to another, often they do not. One reason for this may be that
females of many species will copulate only when they are physiologically ready
to conceive. In such species, the hypothalamus must coordinate the physiological
and behavioral aspects of reproductive behavior to maximize the odds of concep-
tion. Because the reproductive strategies of different species vary tremendously as
a function of their ecological niche, it should not be surprising to find a corre-
sponding variation in the hormonal and brain mechanisms that underlie those
strategies. One must therefore be very cautious when trying to extrapolate
findings from one species to another.

Rodents display sex differences in a variety of behaviors and physiological func-
tions, not all of which seem to be directly related to sex or reproduction (Goy and
McEwen, 1980). One of the more obvious sex differences is in copulatory behav-
iors. Males mount females, and if the females are sexually receptive (i.e., in heat)
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they display a posture called lordosis which allows the male to achieve intromis-
sion. While mounting and lordosis are often referred to as male and female behav-
iors, respectively, it is not unusual for an animal to display a copulatory behavior
more typically associated with the other sex. Thus, sex differences in the display
of particular behaviors tend to be quantitative rather than qualitative.

Because males and females have different amounts of particular sex hormones
in their bloodstreams, one might wonder if those hormonal differences account for
sex differences in behavior. That is, would giving testosterone to a female rat cause
her to show male levels of mounting behavior; or would an adult male rat show
lordosis if he were injected with estrogen and progesterone? The answer to those
questions is, “No.” The primary role of the sex steroids in adult rodents is to activate
sexual behaviors, but whether or not a particular hormone will activate a specific
behavior depends largely on how the brain was organized in early development.
Thus, we may speak of the activational effects of hormones which bring preexisting
brain circuits into operation, and the organizational effects of hormones which were
responsible for wiring those brain circuits to begin with (Phoenix et al., 1959).

As we shall see, male and female rodents have differently organized brains.
Organizational effects that result in the absence of female-typical behaviors,
responses, or structures are referred to as defeminizing. Organizational effects that
instate male-typical behaviors or structures are referred to as masculinizing (Goy
and McEwen, 1980). Estrogen will activate female-typical behaviors and physio-
logical responses more readily from animals with brains that have not been
defeminized. Similarly, testosterone will activate male-typical behaviors more
readily from animals whose brains have been masculinized. The organizational
effects of hormones are relatively enduring compared to the activational effects,
which are temporary. Nevertheless, activational effects may persist for a while
after the hormone has been eliminated from the bloodstream. For example, in
males of most species, mounting behavior will not stop abruptly upon castration
but will gradually decrease in frequency.

Sexual Differentiation of the Rodent Brain

Although the brains of male and female rodents are organized differently in
many respects, studies of sexual differentiation have concentrated largely on the
origins of three differences: (1) sex differences in copulatory behaviors as dis-
cussed above; (2) sex differences in the positive feedback effects of estrogen on
LH secretion (high levels of estrogen exert positive feedback on LH release in
normal female rodents but not in male rodents); and (3) sex differences in brain
structure. A variety of structural sex differences have been described in the rodent
brain (Bleier et al., 1982). The best studied of these involves a cell group in the
hypothalamus of the rat that has come to be known as the sexually dimorphic
nucleus of the preoptic area (SDN-POA). This nucleus is much larger in males
than in females (Gorski et al., 1978).
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Table 1. Effects of Early Testosterone Exposure on Sexual Differentiation
of the Brain in Genetic Male and Female Rats

Perinatal Mounting Lordosis LH response
Cenotype  treatment  frequency®  frequency?  (-)feed back (+)feed back?  SDN-POA
XY none high low yes no large
(Male) castration low high yes yes small
XX none low high yes yes small
(Female)  ovariectomy low high yes yes small
testosterone high fow yes no large

Notes: ?In response to testosterone given in adulthood
BIn response to estrogen given in adulthood

The rat has been a particularly useful animal to employ in studies of sexual
differentiation of the brain because it is born at a very immature stage in which
sexual differentiation is still in progress. This allows researchers to easily observe
the impact of various experimental manipulations on sexual differentiation. As
summarized in Table 1, whether a rat has male-typical or female-typical brain
organization depends not on its genetic sex but on its pattern of early exposure to
testosterone or its metabolites, although other factors may also be involved
(Fausto-Sterling, 1992). Under normal circumstances, of course, hormonal
exposure is genetically regulated.

Time Course of Sexual Differentiation

In the rat, the testes begin to secrete testosterone around the 16th day of gesta-
tion, and birth occurs at approximately 22 days. Testosterone acts on the develop-
ing brain to masculinize behavior (e.g., increase mounting) between the 18th day
after conception and the fourth day after birth. Complete masculinization of hypo-
thalamic structure requires the presence of testosterone from the 18th day of con-
ception through the first week after birth. Defeminization of behavior (suppression
of the lordosis response) and of estrogen feedback (suppression of positive feed-
back) occur primarily during the first 3 days after birth. Because the various orga-
nizational effects of testosterone are exerted during different (but overlapping)
periods of development (Figure 2), they can be manipulated somewhat indepen-
dently by differently timed hormonal manipulations (Goy and McEwen, 1980;
Byne and Bleier, 1987).

Note that, in the rat, masculinization of behavior and of hypothalamic anatomy
begin prenatally and extend into the early postnatal period, while defeminization
of behavior and estrogen feedback occur postnatally. Thus, the brain of a male rat
that was castrated at birth will be partially masculinized, but it will not be defem-
inized. Due to the partial masculinization, testosterone injections in adulthood
would activate mounting behavior in such a male, but due to the lack of defi-
ninization such a male would readily exhibit an LH surge and the lordosis
response if injected with estrogen (Goy and McEwen, 1980).
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Figure 2. Approximate time course of sexual differentiation in the rat. Days refer to
time after conception.

Metabolic Requirements of Sexual Differentiation

As shown in Figure 3, testosterone may influence sexual differentiation of the
rodent brain by two different pathways (Goy and McEwen, 1980; Olsen, 1983).
In one of these pathways, which we refer to as the androgen pathway, testoster-
one (or its derivative, 5-a. dihydrotestosterone) interacts with target neurons that
contain androgen receptors. In the second pathway, which we refer to as the
aromatase pathway, testosterone is converted to estrogen by the enzyme aro-
matase after it enters the brain. This brain-derived estrogen exerts its effects by
interacting with estrogen receptors in target cells. In some of the more com-
monly studied laboratory species, it appears that defeminization of the brain
requires the aromatase pathway. The metabolic requirements of masculinization
show more variability across species. While the aromatase pathway may be
required for brain masculinization in some species including the rat, masculin-
ization in other species occurs independent of this pathway or involves the acti-
vation of both androgen and estrogen receptors (Goy and McEwen, 1980;
Olsen, 1983).

If estrogen can cause defeminization and masculinization of the brain, one
might wonder why the brains of developing female rodents are not defemi-
nized and masculinized by estrogen of ovarian origin. Part of the answer to this
may be that estrogen that enters the bloodstream becomes bound to a protein
called o-fetal protein, which prevents it from entering the brain (McEwen et
al., 1977).
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Figure 3. Metabolic pathways by which testosterone influences sexual differentiation
in laboratory rodents.

Human Studies

Men and women exhibit differences in a large variety of behaviors, cognitive
traits, and social roles (McGlone, 1980; Fausto-Sterling, 1992; Hyde, 1994). Most
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of these differences are of a statistical nature. That is, the trait may be observed to
some degree in both genders, but it is more common in one than the other. For
example, boys tend to do better on tests of visuospatial ability than girls, but many
girls do very well on these tests and many boys do poorly. Although gender is a
poor predictor of visuospatial ability and vice versa, statistically speaking, there is
a gender difference in performance on tests of visuospatial ability.

The origins of psychological and behavioral gender differences are poorly
understood. Three general hypotheses have been advanced to account for them.
Of course, all differences need not be explained by the same hypothesis. Accord-
ing to the biological hypothesis, the human brain, like that of rats, undergoes a
process of sexual differentiation in early development. Behavioral and psycholog-
ical gender differences would then follow from the sexually differentiated state of
the brain. According to the psychosocial hypothesis, these differences would be
determined primarily by social forces. Advocates of psychosocial explanations
emphasize that boys and girls are socialized differently from the moment of birth.
The interactional hypothesis holds that behavioral and psychological differences
are shaped by a dynamic interplay between both biological and psychosocial fac-
tors. Advocates of the interactional hypothesis emphasize that experience can pro-
duce measurable changes in brain anatomy and chemistry (Bhide and Bedi, 1984;
Kraemer et al., 1984; Turner and Greenough, 1985). One can thus imagine an
ongoing cycle of mutual influence in which experience alters the brain, which in
turn influences behavior and the future experiences that alter the brain and so on.

We have already discussed some of the well-documented sex differences in the
brains of laboratory animals. We will now examine the evidence for differences
between the brains of men and women.

Functional Studies

A popular hypothesis holds that men tend to use predominantly the left hemi-
sphere of their brains for language functions and the right hemisphere for visu-
ospatial functions, while women tend to use both hemispheres more symmetrically
(McGlone, 1980). In other words, men’s brains are held to be more lateralized than
those of women. Extensive reviews of the literature, however, suggest that the
issue of gender differences in brain lateralization is a complicated matter that has
yet to be resolved (McGlone, 1980; McKeever, 1981; Hier et al., 1994).

If language functions are indeed more lateralized to the left hemisphere in men
than in women, one would predict that men would suffer more pronounced lan-
guage deficits following left-sided strokes. While a number of studies have found
more male than female stroke patients in language disorder clinics, most failed to
adequately account for gender differences in the incidence and severity of strokes.
A study that controlled for these variables found no evidence for gender differ-
ences in the cerebral lateralization of language; however, another gender differ-
ence was suggested. Compared to women with language disturbances men tended



The Sexual Brain 69

to have more extensive brain damage and the damage tended to be located more
posteriorly within the left hemisphere than in women (Hier et al., 1994).

Recently developed techniques have allowed brain function to be visualized in
living subjects. One study described differences in the regional activity of the
brain between resting men and women (Gur et al., 1995), and another study
found gender differences in subjects performing a language task (Shaywitz et al.,
1995). During the language task, brain activity was more lateralized to the left
hemisphere in men than in women. While functional brain imaging studies may
be used to demonstrate differences in patterns of brain activity between men and
women, they do not say much about the reason for those differences. Gender dif-
ferences in patterns of brain activation are consistent with the hypothesis that
men and women have different brains, but they are equally compatible with the
hypothesis that men and women have identical brains, which they use differ-
ently. For example, a visuospatial approach to solving a particular problem
would result in a different pattern of brain activity than a verbal approach to
solving the same problem.

Neuroanatomical Studies

Since the middle of the last century, many reports have described sex differ-
ences in the structure of the human brain. Historically, however, such reports have
had a poor track record for reliability owing in part to the difficulty of obtaining
sizeable numbers of autopsied human brains that have been adequately preserved
for quantitative anatomical studies (Fee, 1979; Gould, 1981; Fausto-Sterling,
1992; Byne, 1995). On the basis of this track record, it has been suggested that
reports of sex differences in the human brain should be viewed skeptically until
they have been replicated by at least three independent laboratories—provided
there are no intervening failures of replication (see Byne, 1996). To date, no
report of structural sex differences in the human brain meets that criterion except
for the finding that men tend to have slightly larger brains than women. This does
not mean that other structural sex differences do not exist—just that to date none
has been unequivocally demonstrated. It would be surprising if no other structural
sex differences exist in the human brain given that there are sex differences in vir-
tually every other organ system, that various regions of the brain contain receptors
for the gonadal steroid hormones, and that men and women have different con-
centrations of these hormones in their circulations throughout much of their lives.

Recent studies have described sex differences in several brain regions, includ-
ing the corpus callosum, the planum temporale, the anterior commissure, the
massa intermedia, two subcomponents of the bed nucleus of the stria terminalis
(BNST), and three interstitial nuclei of the anterior hypothalamus (see Byne,
1995). These structures are shown schematically in Figure 4. The corpus callosum
is the largest bundle of fibers that connects the right and left hemispheres of the
brain. A few studies have found portions of the callosum to be larger or thicker in
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Figure 4. A profile view of several brain structures that have been reported to differ
between men and women.

women than in men. If correct, those studies might suggest that more fibers inter-
connect the right and left hemispheres in women than in men. This increased con-
nectivity between the hemispheres might then explain why the two hemispheres
are sometimes observed to function more symmetrically in women than in men.
However tantilizing, such conjectures must be viewed cautiously in light of the
lack of consensus that has emerged among the large number of studies (more than
40) that have examined the corpus callosum for gender differences (Wahlsten and
Bishop, 1997).

The anterior commissure is a small bundle of fibers that interconnects por-
tions of the left and right temporal and frontal lobes. Two studies from one
laboratory found it to be larger in women than in men, whereas another labora-
tory found it to be larger in men. The massa intermedia is a small group of
nerve cells that usually crosses the midline of the brain to interconnect the left
and right thalamus. This structure that is missing in perhaps 20% of individu-
als has been reported to be larger in women than in men. The planum tempo-
rale is a portion of the temporal lobe that is believed to play a role in language.
A sex difference in the left-to-right asymmetry of this structure has been
described but has yet to be replicated. The stria terminalis is a collection of
fibers that connects portions of the amygdala with portions of the hypothala-
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Figure 5. Comparison of the interstitial nuclei of the anterior hypothalamus (INAH)
in the human with the sexually dimorphic nucleus of the preoptic area in the rat. The
four interstitial nuclei in the human are indicated by the corresponding numbers. Note
that INAH3, like the SDN-POA, is contained within the medial preoptic nucleus
(MPN).

mus. It is surrounded by collections of nerve cells known as its bed nucleus.
Portions of the BNST have been reported to vary according to sex in labora-
tory animals and humans. In rodents the BNST is thought to play a role in
reproductive behavior such as orchestrating behavioral responses to salient
olfactory stimuli. Its role in humans remains unknown. The first, second, and
third interstitial nuclei of the anterior hypothalamus (INAHI, INAH2, and
INAH3, respectively) have been reported to be larger in men than in women.
Nothing is known regarding the function of these nuclei, although it has been
suggested that one or more of them may correspond to the SDN-POA of the
rat. Positional criteria suggest that INAH3 may be the best candidate for
homology since, like the SDN-POA, it is situated within the medial preoptic
nucleus. In contrast, INAH1 and INAH?2 are situated more laterally (Figure 5).
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Neurohormonal Studies

One of the most-studied sex differences in the rat brain pertains to its role in the
positive feedback effect of estrogen on LH release. As discussed above, the brain
of the normal female rat will support the positive feedback effects of estrogen on
LH secretion but the brain of the normal male will not. This is because in the
course of normal development testosterone defeminizes the feedback mechanism
in male rats.

Many textbooks and popular accounts suggest that defeminization of the posi-
tive feedback mechanism also occurs in human male development; however, sev-
eral lines of evidence suggest that it does not. In fact, laboratory work carried out
on nonhuman primates suggests that defeminization of the positive feedback
mechanism may not occur in any primates (see Byne and Parsons, 1993). Pro-
longed developmental exposure to testosterone defeminizes the feedback mecha-
nism in neither genetic female monkeys (Goy and Resko, 1972) nor in human
females with congenital virilizing adrenal hyperplasia (Wilkins et al., 1952).
Moreover, ovarian tissue continues its cyclic pattern of hormonal secretion when
transplanted into male monkeys that were castrated as adults (Norman and Spies,
1986). Developmental studies suggest that the positive feedback system matures
during puberty in boys as well as in girls (Kulin and Reiter, 1976).

SEXUAL ORIENTATION AND GENDER IDENTITY

From the turn of the century into the 1970s a popular hypothesis held that the
amounts of androgens or estrogens in the bloodstream of adult men and women
might influence or determine their sexual orientation. This hypothesis is no longer
viewed favorably because an overwhelming majority of studies failed to demon-
strate a correlation between sexual orientation and adult hormone levels
(Meyer-Bahlburg 1977; 1984). In fact, androgens have been found to increase
libido (interest in sex) in both sexes with no effect on sexual orientation (Sherwin,
1991; Glass and Johnson, 1944). Moreover, sexual orientation has not been
shown to shift in adults as a consequence of alterations in hormone levels
resulting from gonadal malignancies, trauma, or surgical removal (Gooren, 1990).
Currently, the major impetus for research into a hormonal basis of sexual orien-
tation focuses on the role of prenatal hormones. The prenatal hormonal hypothesis
of sexual orientation posits that heterosexual men and homosexual women were
exposed to high levels of androgens during a critical period of early development
and consequently have brains that are defeminized and masculinized. Conversely,
heterosexual women and homosexual men are held to have been exposed prena-
tally to low androgen levels and consequently have brains that retain their intrin-
sic female organization (Domer et al., 1975; Gladue et al, 1984; LeVay, 1991).
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It has also been proposed that prenatal hormonal exposure influences subse-
quent gender identity (Zhou et al., 1995). Gender identity refers to one’s concept
of being a man or a woman and should not be confused with or conflated with sex-
nal orientation. Because sexual orientation and gender identity can vary indepen-
dently of one another, one must propose that gender identity and sexual
orientation would be sensitive to the organizing effects of androgens during dif-
ferent periods of development. Men who identify as women are called male to
female transsexuals (MTF); women who identify as men are female to male trans-
sexuals (FTM). Among MTF who have sex-change surgery, the majority are sex-
vally attracted primarily to men, but a substantial minority (perhaps 40 percent)
are attracted either exclusively to women or to both women and men. Similarly, a
majority, but not all, FTM are sexually attracted to women (Coleman et al., 1993;
Zucker, 1995).

The prenatal hormonal hypothesis of sexual orientation draws upon the obser-
vation that in rodents the balance between male and female patterns of mating
behaviors is strongly influenced by the amount and timing of early testosterone
exposure (Dorner et al., 1975). Extrapolating from observable behaviors in
rodents to psychological phenomena in humans is problematic. The neonatally
castrated male rat that shows lordosis when mounted by another male is some-
times considered to be homosexual as is the prenatally androgenized female rat
that mounts others (Dorner et al., 1975). The male that mounts another male is
sometimes considered to be heterosexual as is the female that displays lordosis
when mounted by another female. Thus, in this particular laboratory paradigm,
sexual orientation is defined in terms of specific behaviors and postures. In con-
trast, sexual orientation in humans is defined not by the motor patterns of copula-
tion but by one’s pattern of erotic responsiveness and the gender of one’s
preferred sex partner (Byne and Parsons, 1993).

Because of the problems in equating behaviors in rodents with sexual orienta-
tion, researchers have begun to employ a variety of strategies to assess partner
preference in animals (Paredes and Baum, 1995). This is sometimes done by see-
ing whether a test animal chooses to approach a male or a female stimulus animal
placed in opposite arms of a T-maze. While some unaltered laboratory animals
will spontaneously direct most of their sexual behaviors toward their own sex,
such studies are usually carried out on animals that have been experimentally
manipulated. For example, a genetically male rodent may either be castrated as a
neonate (Goy and McEwen, 1980), depriving his developing brain of androgens,
or particular androgen-responsive regions of his brain may be destroyed (Hennes-
sey et al., 1986; Paredes and Baum, 1995). In order to activate the display of
female-typical behaviors and preferences in such animals, estrogen injections are
required in adulthood (Goy and McEwen, 1980; Hennessey et al, 1986, Paredes
and Baum, 1995). Because homosexual men and women have hormonal profiles
that are indistinguishable from those of their heterosexual counterparts
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(Meyer-Bahlberg, 1977; 1984), it is not clear how findings based on these
hormonally abnormal animals relate to human sexual orientation.

Human Intersexes

If the prenatal hormonal hypothesis were correct, one might expect that a large
proportion of men with medical conditions known to involve prenatal androgen
deficiency or insensitivity would be homosexual or transsexual, as would a large
proportion of women exposed prenatally to excess androgens. Because androgens
are required for the development of the external male genitalia, such individuals
may be born with genitals that are intermediate in morphology between those of
normal males and females. Such individuals are referred to as intersexes because
their sexual differentiation is in some respects intermediate between male and
female.

Regardless of their genetic sex or the nature of their prenatal hormonal expo-
sure, it has been reported that intersexes often become heterosexual in accordance
with the gender they are assigned—provided that the gender assignment is made
early and that rearing is unambiguous with respect to that assignment
(Meyer-Bahlburg, 1993). It seems unlikely, however, that the rearing of individu-
als born with genital ambiguity is unambiguous with regard to gender (Zucker,
1995). This may be especially so when the individual has had multiple surgeries
in attempt to construct more normal appearing genitalia. Even if the surgeries
were performed so early that the individual has no memory of them, they may
leave scars or other anomalies which give rise to concerns about gender. More-
over, parents may remain ambivalent about the gender of the child, and this
ambivalence may be unwittingly and nonverbally communicated to the child. Ina
related case, which did not involve an intersex condition, the penis of an eight
month old XY infant was damaged during circumcision and it was subsequently
decided to ablate the penis and to raise the individual as a girl. Initially, this indi-
vidual was described as developing into a normally functioning female; however,
subsequently it was reported that the gender of rearing was rejected at puberty and
that this individual switched to living as a male. While this case was cited initially
in support of the theory that gender identity is determined by socialization and
independent of biology, it has more recently been cited as evidence for the
reverse—that gender identity is relatively independent of socialization. In actual-
ity, however, the realities of this case are far more complex than suggested by
either of those simple interpretations. Although the article describing the switch to
a male gender identity is titled, “Sex Reassignment at Birth: Long Term Review
and Clinical Implications”, the sex reassignment was not done at birth but many
months later. Moreover, the mother’s ambivalence about the reassignment is evi-
denced by the following quotation, “As soon as he had the surgery, the doctor said
I should start treating him as a girl.... But that was a disaster. I put this beautiful
little dress on him and he [immediately tried] to rip it off; I think he knew it...was
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for girls, and he wasn’t a girl” (Diamond and Sigmundson, 1987). In the mother’s
mind, if not in reality, at least the rudiments of male gender identity were in place
prior to the reassignment. The relative contributions of biological and social fac-
tors in the outcome of this case are anything but clear.

Three intersex conditions are often discussed in the context of hormonal theo-
ries of sexual orientation and gender identity. These will be briefly reviewed here.

Congenital Virilizing Adrenal Hyperplasia. In this genetically recessive con-
dition, the adrenal glands enlarge and over-secrete androgens beginning in fetal
life. A number of studies have suggested an increased incidence of homosexual
fantasy or behavior in affected women. At present, however, these findings are
inconclusive due to problems in experimental design such as of finding appropri-
ate comparison groups (Friedman and Downey, 1993). Affected individuals
require ongoing medical management to control the adrenal over-secretion, and
many receive repeated genital examinations. It is therefore possible that, com-
pared to most control subjects, they would have lowered thresholds for describing
sexual behaviors and fantasies to medical researchers. Moreover, even if such an
increase were to be unequivocally demonstrated, it could not automatically be
attributed to a hormonal effect on the brain. Psychosocial factors such as those
discussed above would need to be considered.

5-a Reductase Deficiency. The enzyme, 5-a reductase, converts testosterone
to dihydrotestosterone, the hormone responsible for masculinizing the external
genitalia. Human males with this deficiency are born with severe genital ambigu-
ity and are sometimes assumed to be females. If the condition is untreated, mas-
culinization occurs at puberty: The voice deepens, the phallus enlarges, the testes
descend into the labialike scrotum, and a muscular habitus develops. Despite hav-
ing been raised as girls, during puberty many untreated individuals with this con-
dition develop the gender identity and sexual orientation of heterosexual men
(Imperato-McGinley et al., 1979). Taken at face value, these observations might
suggest that the sex of rearing is not as important as prenatal exposure of the brain
to testosterone; however, some have questioned whether these individuals were
truly reared unambiguousy as girls (Zucker, 1995). If the condition is diagnosed
prior to puberty and the individuals are castrated to prevent masculinization of the
body, they may be more likely to develop the gender identity and sexual orienta-
tion of heterosexual women (Johnson et al., 1986). While these observations
allow no definitive conclusions to be drawn concerning the relative importance of
hormone exposure and sex of rearing, one possibility is that the outcome depends
largely on whether or not the individual was castrated prior to puberty. It has been
suggested that androgen exposure, both prenatally and at the time of puberty, is
important for the evolution of male gender identity and heterosexual orientation
(Imperato-McGinley et al., 1979).
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Androgen insensitivity. A number of syndromes have been described in
which target cells are unable to fully respond to normal or even elevated levels of
androgens. This insensitivity, which may be partial or complete, may result from
either a deficiency of androgen receptors or a defect in other intracellular mecha-
nisms (see Byne and Parsons, 1993). The complete form of androgen insensitivity
is sometimes referred to as the syndrome of testicular feminization (Tfm). In this
sex-linked condition, the testes are normal but there is a congenital reduction of
androgen receptors. Although affected individuals are genetically male and have
abdominal testes they have normal appearing female external genitalia and are
reared as girls. In the absence of androgen receptors, breast development and
female fat distribution occur at puberty in response to estrogen of testicular origin.
Unless the testes become prominent within the labia, they are usually left in place
until after puberty so that secondary sex characteristics can develop without the
need for hormonal replacement therapy. Sometimes these individuals do not come
to medical attention until after puberty when they present with complaints of
amenorrhea (failure to menstruate) and infertility (Moore, 1982). In addition to
having normally functioning testes, humans with complete androgen insensitivity
are believed to have normal levels of aromatase enzymes and estrogen receptors
in their brains. Recalling that, in rats, the majority of testosterone’s organizational
effects on the brain are exerted through the aromatase pathway and do not require
androgen receptors (refer back to Figure 3), we might predict that the brains of
individuals with complete androgen insensitivity would be defeminized and mas-
culinized. In fact, a syndrome comparable to complete androgen insensitivity has
been described in mice. Genetically male mice with this syndrome have female
genitalia, but defeminized and partially masculinized brains. That is, these mice
look like normal females but respond behaviorally and endocrinologically more
like males (Olsen, 1983).

In contrast, psychosexual assessments of humans with androgen insensitivity
suggest that they are indistinguishable from heterosexual genetic females (Money
et al., 1984). Some authors have conjectured that the “complete absence of mas-
culine tendencies” in these individuals suggests that defeminization and mascu-
linization of the human brain are independent of the aromatase pathway and are
mediated via the androgen pathway instead (Goy and McEwen, 1980). However,
an equally plausible hypothesis is that the absence of masculine tendencies in
these individuals is a byproduct of their female appearance and rearing. Precisely
because androgen-insensitive individuals are usually reared unambiguously as
girls (due to the delay in diagnosing the condition), this syndrome cannot provide
unequivocal evidence favoring a major role of hormones in the development of
either gender identity or sexual orientation.
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Hormonal Feedback Studies

Two laboratories have published evidence that homosexual men exhibit femi-
nized positive feedback responses when injected with estrogen (Dorner et al.,
1975; Gladue et al. 1984). However, other studies have found no correlation
between sexual orientation and the amount of LH secreted in response to estrogen
(Gooren 1986a, 1986b; Hendricks et al., 1989). The suggestion that homosexual
men might have feminized feedback responses to estrogen injections is highly
suspect on theoretical grounds since, as discussed above, the brain mechanism
regulating LH appears to be the same in both men and women rather than taking
two sexually distinct forms as in rodents (Gooren, 1986). While men and women
do have different patterns of LH secretion, that is because they have different
gonads and different levels of androgens and estrogens in their circulations—not
because they have differently organized brains. If there is no sex difference in the
human feedback mechanism to begin with, then it cannot be argued that the mech-
anism should be feminized in male homosexuals.

Neuroanatomical Studies

Speculation that the SDN-POA may be involved in the regulation of mounting
behavior in male rats has stimulated considerable interest in finding a comparable
nucleus in humans. Four candidates have been identified and designated as the
interstitial nuclei of the anterior hypothalamus (INAH1, INAH2, etc.)(see Figure
4)(Allen et al., 1989). As shown in Table 2, measurement of these nuclei by dif-
ferent laboratories has generated inconsistent results. Nevertheless, two studies
are in agreement in finding INAH3 to be larger in men than in women (Allen et
al., 1989; LeVay, 1991). One of these studies also reported that in homosexual
men, INAH3 was as small as in women (LeVay, 1991).

Although that study has been widely interpreted as strong evidence that the
size of the INAH3 determines or influences sexual orientation, it has yet to be
corroborated and a variety of problems render its evidence inconclusive (Byne

Table 2. Summary of Studies of Hypothalamic Interstitial Nuclei

INAH1 INAH2 INAH3 INAH4
Swaab & Fliers (1985) Larger in men Not studied Not studied Not studied
Allen et al. {1989).  No sex difference Largerin men  Largerin men  No sex difference
LeVay (1991). No sex difference No sex Larger in No sex difference
difference heterosexual
men than in
women or

gay men
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and Parsons, 1993; Byne, 1995). Furthermore, all of the brains of gay men
came from persons with AIDS. This poses an interpretive problem because at
the time of death virtually all men with AIDS have decreased testosterone lev-
els as the result of AIDS itself or of the side effects of particular treatments
(Croxon et al., 1989). In some laboratory animals, the size of a structure compa-
rable to the SDN-POA of rats is influenced by testosterone levels in adulthood
as well as in early development (Commins and Yahr, 1984). Thus, it is possible
that the effects on the size of the INAH3 that were attributed to sexual orienta-
tion were actually due to the hormonal abnormalities associated with AIDS.
The inclusion of a few brains from heterosexual men with AIDS did not consti-
tute an adequate control to rule out that possibility.

In addition to INAH3, single uncorroborated studies have reported that the
size of the anterior commissure (Allen and Gorski, 1992) and suprachiasmatic
nucleus (Swaab and Hoffman, 1990) vary with sexual orientation in men. Both
of these studies relied on the brains of homosexual men who died from causes
related to AIDS and are subject to some of the same interpretive problems the
study of INAH3.

SEX CIRCUITS IN THE BRAIN

The sexual circuitry of the brain is exceedingly complex and poorly understood.
It may be best conceptualized as involving a number of “centers” that receive sex-
ually salient inputs from diverse brain regions and process or relay those inputs to
other components of the circuit. In this sense, a “center” is merely a node within
a complex circuit where connections with other brain regions converge. In order
for sex behavior to occur in an appropriate context and in response to appropriate
social and sensory cues, the sex “centers” must, at a minimum, receive inputs
from most sensory modalities and some higher cortical centers. Because sex
behavior involves motoric responses and activity of the both the sympathetic and
parasympathetic divisions of the autonomic nervous system (Jacobs, 1984) at a
minimum, the sex “centers” must communicate with the nuclei of the autonomic
nervous system as well as those brain regions involved in the coordination and
execution of movement.

Animal Studies

The medial preoptic area of the hypothalamus has been consistently implicated
in the regulation of mounting behavior by a variety of experimental approaches.
Destruction of portions of this region reduce or abolish mounting behavior (Aren-
dash and Gorski, 1983), while electrical stimulation of electrodes implanted in
this region has the opposite effect (Perachio et al., 1979). Recording the activity
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of single neurons in this region reveals that they change their firing rates during
sexual activity and in response to sexually salient stimuli (Oomura et al., 1988).

The medial preoptic area contains a number of nuclei that differ in size between
males and females (Gorski et al., 1978; Bleier et al., 1982; Commins and Yabhr,
1984; Hines et al., 1985). It is likely that these sexually dimorphic nuclei have
some sexual function. They are rich in receptors for the sex hormones, and the sex
differences in their volumes depend on sex differences in early exposure to test-
osterone during the period of behavioral masculinization and defeminization (see
Byne and Bleier, 1987). For the most part, however, the precise functions of these
nuclei remain to be elucidated. The size of the much-studied SDN-POA correlates
positively with the amount of mounting behavior displayed by rats: the larger the
nucleus, the more mounting is displayed (Anderson et al., 1986). This correlation
has generated much speculation regarding a role for the SDN-POA in the regula-
tion of mounting. Correlation, however, does not prove causation as evidenced by
the fact that the SDN-POA can be destroyed on both sides of the rat’s brain
without decreasing mounting behavior (Arendash and Gorski, 1983).

The precise region of the medial preoptic area that must be destroyed to impair
mounting behavior is situated slightly above the SDN-POA in the vicinity of a
structure called the bed nucleus of the stria terminalis (BNST). Like the
SDN-POA, portions of the BNST are larger in males than in females and are rich
in sex hormone receptors (Bleier et al., 1982; Hines et al., 1985). The SDN-POA
may function to block the expression of lordosis in males. Following relatively
large lesions that included the SDN-POA, male rats were found to exhibit lordosis
in response to appropriate tactile stimulation if they were injected with estrogen
and progesterone (Hennessey et al., 1996).

Another brain region consistently implicated in male-typical sex behavior is the
medial amygdala (MA). This structure, which is located to the side of the hypo-
thalamus, communicates with the BNST as well as with other regions of the
medial preoptic area. Like the SDN-POA and portions of the BNST, the postero-
dorsal portion of the MA (MApd) is larger in male rats than in females and is rich
in steroid hormone receptors (Hines et al., 1992). The BNST and MApd are com-
ponents of a circuit believed to relay sexually salient olfactory information to the
medial preoptic area.

The same experimental approaches that have established the importance of the
medial preoptic area in male-typical sex behavior have implicated the ventrome-
dial nucleus (VMN) of the hypothalamus in the regulation of female-typical sex-
val behaviors (Pfaff, 1980). In addition to impairing the lordosis response,
damage to the ventrolateral portion of the VMN in rats also impairs the expression
of female-typical courtship behaviors. Conversely, electrical stimulation of the
VMN elicits these behaviors. Recording experiments have found that the activity
of some neurons in the VMN is strongly correlated with sexual activity.

The ventrolateral VMN is rich in receptors for both estrogen and progesterone.
Estrogen acts in part by inducing the VMN cells to manufacture receptors for
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progesterone. Following the induction of progesterone receptors, injections of
progesterone into the VMN will bring female rats into heat (Cohen and Pfaff,
1992). As noted above, male rats that were castrated in adulthood can be stimu-
lated to display lordosis if their medial preoptic area is damaged (Hennessey et al.,
1986). Because the VMN receives projections from the medial preoptic area, it is
possible that neurons in the medial preoptic area (possibly the SDN-POA) of nor-
mal males prevent the display of lordosis by inhibiting the VMN.

Another important nucleus for sexual functioning in female rats is the anterior
periventricular nucleus (AVPVN). This nucleus is situated in the very front of the
medial preoptic area, is larger in females than in males, and is rich in estrogen and
progesterone receptors (Bleier et al., 1982 [AVPVN is designated MPN]; Byne
and Bleier, 1987). In rats this nucleus is believed to be the primary site where
estrogen exerts its positive feedback effects on LH release (Terasawa et al., 1980).
Estrogen will not induce an LH surge in rats whose AVPVN has been destroyed.
The site where estrogen exerts its positive feedback effects varies considerably
from one species to the next. In guinea pigs, positive feedback seems to be exerted
at the ventrobasal portion of the hypothalamus (Terasawa and Weigand, 1978),
whereas in most primates, the pituitary gland may be the primary site of positive
feedback (Karsch et al., 1973).

Human Studies

Sexual arousal is dependent upon the integrity and interaction of the neural,
hormonal, vascular, and psychological systems. Studies pertaining to sexual cir-
cuitry in humans are by and large limited to observations of changes in sexuality
or sexual functioning following brain damage (Miller et al., 1986). Hyposexuality
is common following brain injury, but lesions seen with this condition are suffi-
ciently variable to prevent the identification of any particular brain region respon-
sible for the diminished sexual interest. Hypersexuality is seen less commonly
and is usually seen in the context of lesions, such as those of the frontal lobes, that
impair judgment and result in a general disinhibition of behavior. Consequently,
it is not clear whether such lesions increase sex drive or merely decrease the inhi-
bitions that regulate its expression. Hypersexuality may be especially common
following lesions that involve or are adjacent to the medial septal area. Interest-
ingly, patients have described experiencing sexual sensations following electrical
stimulation of this region (Heath, 1964).

The new onset of overt homosexual interests has also been reported to accom-
pany brain pathology (Cummings, 1985; Miller et al., 1986). Again, however, it
is possible that these changes were the result of decreased social inhibition. For
example, one description told of a married female patient who began to show sex-
ual interest in other women following bilateral temporal lobe damage. She report-
edly lost sexual interest in her husband but would comply with his sexual
advances (Miller et al., 1986). It is not possible, however, determine whether the
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temporal lobe damage changed the woman’s sexual orientation or merely pro-
duced disinhibition that allowed her to express preexisting sexual desires.

The importance of the hypothalmus in sexual functioning across species,
including primate species, suggests that it is also important in human sexual
behavior. While there has been much speculation regarding the role of particular
portions of the hypothalamus in sexual orientation (Dorner et al., 1975; LeVay,
1991) and gender identity (Zhou et al., 1995), existing evidence allows no defini-
tive conclusions to be drawn (Byne, 1996). At a minimum, the hypothalamus
plays a role in the autonomic nervous system and the hormonal systems integral
to sexual arousal and functioning. The most common sexual effect of hypotha-
lamic damage in humans is hyposexuality (Bauer, 1958; Miller et al., 1986).

SUMMARY AND CONCLUSIONS

In addition to its psychological role, the brain plays a major role in the physiology
of sex. It modulates the autonomic aspects of sexual arousal and, by regulating the
pituitary, influences the maturation and function of the gonads as well as the tim-
ing of puberty. In addition to maintaining the sex organs and the secondary sex
characteristics, the hormones secreted by the gonads exert many influences on the
brain. To a first approximation, these influences can be described as
organizational effects that determine how particular brain circuits are wired
during development and activational effects that subsequently put those circuits
into action.

In laboratory animals, the organizational effects of testosterone and its deriva-
tives result in differences between the brains of males and females through the
process of sexual differentiation. The extent to which the human brain undergoes
a similar process of sexual differentiation remains to be determined. Similarly,
whether or not sexual orientation and gender identity are influenced by the sexu-
ally differentiated state of the brain has yet to be established. Because all psycho-
logical phenomena rely on brain activity, behavioral gender differences, gender
identity, and sexual orientation require a biological substrate. The fact that they
require a biological substrate, however, does not suggest that they are necessarily
biologically determined. The structure and function of the brain are influenced not
only by biological factors but also by learning and experience. An integrated
biopsychosocial perspective is necessary to fully appreciate the complexities of
the human brain and its roles in sex and sexuality.
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INTRODUCTION

The relative importance given to environmental and biological factors in determin-
ing personality has fluctuated throughout history. The western medical tradition has
tended to emphasize biological factors in explaining human behavior. Many of the
theories presented a simplistic and even prejudiced view of human behavior. How-
ever, there now exists an extensive body of data from disparate fields of research
that supports the concept that biology contributes significantly to personality.

This chapter will briefly review the history linking biology to personality. It
will then discuss the evidence for the importance of biological factors influencing
behavior. Current biological theories will be examined and research on these the-
ories presented. Finally, an attempt will be made to link biology of personality
with current medical and psychiatric practice.

DEFINITION

The word “personality” has been described as one of the most abstract words in
our language. Its exact meaning generally varies within the context in which it is
used. The concept of personality discussed in this chapter might be more properly
labeled temperament. Temperament may be seen as simple, nonmotivational,
noncognitive, stylistic characteristics. Such behaviors appear early in childhood,
show substantial stability over time, and reflect a significant heritable bias. This
contrasts with the “higher nervous system”, which through language, thought,
memory, and other cognitive processes, shapes the expansion of the underlying
temperamental dispositions.

MODELS OF PERSONALITY

The history of formal personality characterization can be traced to the Greeks.
The two major theories to explain personality were based on the concepts of con-
stitution and temperament. Both have continued in one form or other until the
present. Constitution is equivalent to the “conformation of the body” and relates
behavioral style to physical attributes. Physiognomy or “character writing” was
possibly the first constitutional classification system and was brought to its finest
form by Theophrastus. He presented brief descriptions delineating a particular
trait to highlight major features in an individual. Many of these descriptions are
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often based on physical appearance of various animals (hence the expression “sly
as a fox”) as well as on facial expressions or racial stereotypes.

The concept of temperament has been even more influential. The Hippocratic
view, later elaborated by Galen, classified behaviors into four temperaments—
sanguine, phlegmatic, choleric, and melancholic. These were related respectively
to excessive blood, phlegm, yellow bile, or black bile. Galen elaborated the
behavioral manifestations so that sanguine temperament had a leaning toward
optimism, the phlegmatic temperament was associated with an apathetic disposi-
tion, the choleric temperament was related to irascibility, and the melancholic
temperament was inclined to sadness.

Attempts to appraise others by observing facial expressions, postural attitudes,
and style of movement have continued until the present. The first widely practiced
systematic attempt to relate psychological functioning to external morphology
was phrenology, introduced by Gall in the late eighteenth century. Contending
that the brain is the central organ of thought and emotion, Gall concluded that the
intensity and character of thought and emotion should correlate with variations in
the size and shape of the brain’s encasement, the skull. Despite the transparent
weakness of Gall’s system, it was widely accepted for several decades. Earlier
this century, Kretschmer and Sheldon developed systems of describing personal-
ity based on body shape. Sheldon’s typology postulated on three basic types,
endomorphy (a predominance of roundness of the body), mesomorphy (predomi-
nance of bone and connective tissue), and ectomorphy (fragile body build).

The humoral theory of temperament has had a more profound impact on medi-
cal tradition, and the principle of psychophysical substances being seen as the
determinants of behavior survives in a modified form in our current era of
empirical research.

While the dominant paradigm within the literate medical tradition has been that
biology and personality are linked, there have always existed folk and magical
views, which ascribed human behavior to external malevolent agents. By the
nineteenth century, the medical literature had become reoccupied with the relative
weight to be attributed to physical and to moral (roughly psychological) determi-
nants of behavior and insanity. Some believed that moral causes, centering on an
individual’s lack of moderation and on excesses of all kinds were important. Oth-
ers favored physical causes, especially hereditary endowment. A philosophical
movement, Associationism, proposed by Hobbs, Locke and others, argued that
the mind was an empty slate and that behavior were acquired due to what was
seen and heard and which habits were practiced or encouraged.

These ideas were given a further boost by the growth of psychoanalysis around
the turn of the century. Personality was believed to be related to the frustrations
and indulgences of instinctual drives associated with specific stages of psycho-
sexual maturation. Early behaviorists also appeared to exclude the concept of
temperament altogether—the most dogmatic arguing that even human sexual
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behavior has no basis in biology. There was therefore no need to measure or
explain concepts such as temperament or personality.

By the middle decades of this century, the medical tradition widely endorsed an
overwhelmingly environmental view of personality, particularly in the United
States. Neonates were considered psychological nonentities, a bundle of reflexes
and therefore totally malleable. “Heredity” was widely misinterpreted to mean
determined, or fated, as it sometimes is now. In addition, the distortion of racial
and behavioral characteristics by Nazi ideology and the horrific consequences this
brought about further strengthened the case of those who put forward an over-
whelmingly environmental view of personality. Genetics steered clear of behav-
ior even as they found gene after gene that was intimately involved in most other
aspects of human metabolism and functioning. Differences in children’s moods
and behaviors were seen primarily the result of early family experiences. Exces-
sive timidity or aggressiveness in a child was a sign that the family had done
something wrong.The dangers inherent in a primarily psychosocial model of per-
sonality should not be underestimated. Assuming that any child can become
schizophrenic and that all cases of panic or antisocial behavior are psychologi-
cally traceable to parental failures 20 years earlier is just as flawed and simplistic
as the racial eugenics arguments. These theories generated a great deal of
suffering and undeserved guilt in patients and their families.

THE BIOLOGY OF PERSONALITY

The change from antipathy to acceptance of biological factors with regard to per-
sonality has occurred rapidly. Today’s scientific and popular presses are fueled
with claims that biology plays a role in everything from sexual attraction to shy-
ness. The reason for this shift in attitude is related to a number of factors. These
include the resurgence in interest in behavioral genetics, studies of child
temperament, neurochemical studies, and a number of sociopolitical factors.

Genetics

As discussed previously, the eugenics movement and Nazi Germany had meant
that, for a long time after World War II, geneticists avoided the search for genes
linked with behavior. Eventually the evidence became too much to ignore. The
huge accumulation of data about hereditary influences in animal behavior could
not be overlooked. Nor could the larger and more sophisticated twin and adoption
studies of human beings that were consistently reporting that between 40 and 60%
of observed variance in personality was due to genetic factors. Behavioral genet-
ics is now a major field of research and there is general acceptance that genetics
play at least some role in determining personality and behavior.
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Temperament

The modern study of child temperament began with the New York Longitudi-
nal Study initiated in the 1950s by Thomas and Chess. Rather than focusing on
parent—child interactions, the study focused on individual differences in the child
as an active agent in its own environment with an emphasis on emotional rather
cognitive aspects of development. This study and several others made it increas-
ingly clear that individual children differ from each other in a host of ways that
can be reliably measured. These measures include concepts such as activity level,
autonomic activity, behavioral inhibition, sociability, and impulsivity. These dif-
ferences are relatively stable and matter in terms of later psychological develop-
ment: More recent studies have shown that infants have relatively sophisticated
sensory discriminations at birth, that they have learning abilities, and that they
already display substantial interindividual variability.

Neurobiology

The third influence results from the study of central neurotransmitters and their
relationship to observable behavior. Forty years ago, mapping behavior onto
existing models of the brain was impossible. Noradrenaline and acetylcholine
were the only chemicals known to act at the synapse. There is now a large litera-
ture on the chemistry of the brain that is full of apparent contradictions and lacks
compelling heuristic models. Nevertheless, there is some consensus on the behav-
ioral functions of the central neurotransmitters and explanations for the apparent
contradictions are becoming clearer. Methodology is becoming more sophisti-
cated and there is now copious evidence that altering neurochemical pathways,
either pharmacologically or anatomically, affect behavior in quite specific ways.

Sociocultural

Finally, the influence of sociopolitical factors in augmenting acceptance of the
importance of biology and personality should not be underestimated. There is
arguably less need at present to promote a view of humankind as being shaped
almost exclusively by culture. This is not to say that some social scientists and
others do not still argue forcefully for the basic similarity of all haman groups and
the capacity of humans to change their personal qualities through experience.
What is often not appreciated is that temperamental differences are malleable by
experience. Temperament does not imply a rigid determinism. While major brain
pathways are specified in the genome, neural connections and levels of
neurotransmitters reflect socially mediated experiences as well.
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THE CURRENT ERA

We have now reached a point where some matters are less controversial. Today,
few would dispute that children are temperamentally different from one another
and that some of this difference is genetically determined. It is also generally
accepted that brain pathways affect behavior. The major challenges lie in
measuring these neurophysiological changes and constructing a model of
temperament with which to test possible relationships.

The logical place to look for biological correlates of temperament is in brain
anatomy and brain physiology. At this point, it appears most likely that tempera-
ment will be related to physiological differences, particularly those involving neu-
rochemistry. However, there is some evidence, in animals at least, that
neuroanatomy may be linked with behavior. Domesticated strains of horses and
pigs, for example, have smaller brains than wild varieties and are much less fear-
ful. Animals who are reluctant to explore novel environments have larger
hippocampus projections than those who are highly exploratory.

Neurophysiological Studies

Exploring brain physiology in humans presents a number of problems. A fun-
damental difficulty is that the activity of the central nervous system (CNS) path-
ways can only be measured indirectly. Using the electroencephalogram (EEG),
early studies related electrical activity to arousal level or used evoked potentials
and event-related potentials to study the nervous system’s reaction and response
to environmental stimuli. The studies particularly focused on measures of intro-
version and neuroticism and they also often used “psychopaths” (contrasting their
responses to nonpsychopathic individuals). Unfortunately, despite a considerable
number of studies, the results have been inconsistent. Similarly, studies of auto-
nomic functioning, including electrodermal activity and heart rate, which have
attempted to relate these to measures of psychopathy and various personality
scales, have been disappointing. Although there appears to be a trend for
decreased electrochemical activity and lower tonic heart rate in psychopaths, the
studies remain inconclusive. Theories have been advanced to explain the variable
results, but little consensus is emerging.

Neurochemical Studies

Another area of study is CNS neurochemical measures, particularly monoam-
ine oxidase systems. Studies use cerebrospinal fluid (CSF) measures, probes that
exploit monoamine-mediated functions such as hormone release, receptor studies,
and timed urine collections. These indirect measures have significant shortcom-
ings. Lumbar puncture is invasive and difficult to justify in normal subjects, and
the trauma of the procedure may bias measures. Measurement of the concentra-
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tion of catecholamines and their metabolites in humans has not yet yielded
uniform results across laboratories.

Seasonality, time of day, diet, age, sex, and weight may also affect measures.
Despite this, some results are beginning to emerge with reasonable consistency.
Most studies, until now, have centered on the three main monoamines and their
role as neurotransmitters.

Serotonin

Reasonable agreement has been reached on the role of the serotonergic system.
Most regard it as a behavioral inhibition system, which acts in opposition to the
two catecholamine systems, noradrenaline and dopamine. Human studies have
linked the 5-HT metabolite (5-hydroxindol acetic acid, 5-HIAA), with measures
of aggression, impulsivity, and disinhibition in humans. Low CSF 5-H1AA has
been linked to violent suicide, impulsivity, arson, and aggressive behavior. This
evidence has been supported by more recent studies using serotonin probes, such
as prolactin release, with several studies reporting that indices of serotonergic
function are negatively correlated with impulsivity and aggression.

Noradrenaline

The role of noradrenaline is less clear. Animal studies suggest that noradrenergic
neurones play a reinforcement role assisting in reward-associated learning. Several
studies have demonstrated impaired learning in animals with noradrenaline depres-
sion. Recent studies in rats and moles report that highly affilative animals showed
distress in response to social isolation, a phenomenon be reduced by the adminis-
tration of oxytocin. There have also been hypotheses that noradrenaline mediates
general arousal of all motor systems. Human studies looking at noradrenaline blood
levels are uncommon. Some have shown that compulsive gamblers may have sig-
nificantly higher levels of noradrenaline metabolites than controls, and alcohol
craving has been linked with low levels of the neurotransmitter.

Dopamine

There is more consensus on the role of dopamine. This monoamine appears to
be related to behavioral activation. Dopamine-depleting drugs reduce active behav-
ior, whereas facilitation of dopaminergic neurotransmission increases motor activ-
ity, exploratory behavior, and approach to novel stimuli. Studies on rodents link
highly active behavior with independent hippocampal fiber terminal fields con-
taining high levels of dopamine. Human studies indicate that low basal dopamin-
ergic activity is associated with suicidal behavior. There is also some evidence that
decreased dopamine B-hydroxylase has been associated with unsocialized conduct
disorder in boys, and this may reflect a disorder of CNS dopaminergic transmission.
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A recent study reported that striatal dopamine re-uptake site densities were mark-
edly lower in nonviolent alcoholics than in those who were violent.

In summary, human studies show some degree of consistency with animal
studies. There is considerable evidence that serotonin and behavioral inhibition are
linked. Depletion of this neurotransmitter leads to general disinhibition of behavior.
Dopamine has been associated with activating an incentive function in animals, and
it is possible that it is related to exploratory and possibly antisocial behavior in
humans. The role of noradrenaline in both animals and humans is much less clear.

MODELS OF TEMPERAMENT

As we have seen, there is now strong evidence that individual differences appear
to be relatively stable, genetically influenced temperamental traits that are related
to CNS neurotransmitter functioning. A major problem impeding further research
is a lack of an agreed upon cohesive psychobiological model. An ideal model of
temperament would be useful at a number of levels. Firstly, at the descriptive
level, it would situate individuals in a unique multidimensional personality space.
Ideally the measures obtained would also relate to current concepts of psychiatric
illness. Secondly, the measured dimensions would reflect the underlying genetic
structure, and thirdly, the dimensions would reflect the underlying biological
causal mechanisms.

A number of descriptive models have been proposed. It is probable that a
model involving three to seven measurable dimensions would be most useful. If,
as seems likely, muitiple genes are responsible for genetic influences on behav-
ioral dimensions, a continuum of genetic risk is likely to extend from normal to
abnormal behavior. Therefore, such dimensions should be reasonably normally
distributed in a general population. In addition, neurochemical measures that are
related to behavior appear to follow a dimensional pattern and cut across categor-
ical boundaries. Although there have been some interesting links between cate-
gorical classes of personality disorder and biological measures, this is unlikely to
be fruitful in the long run.

Models using factor analytic techniques reduce down to two to five major inde-
pendent dimensions of variation (besides intelligence) in personality space. The
most influential are Eysenck’s model of personality and the so-called “big-five”
or five-factor model (FFM), which overlap to some degree. The FFM has received
extensive psychometric evaluation and has arguably the most compelling empirical
support as a dimensional model of normal personality functioning. The five factors
are called neuroticism (N), extroversion (E), openness to experience (0), agree-
ableness (A), and conscientiousness (C). (See Table 1 below for further explana-
tion of what these terms mean). Unfortunately, there has been very little theoretical
or empirical work relating these measures to biological factors. This does not seem
to have been a priority for those using the model to study personality. There have
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Table 1. Five Main Determinants of Personality

Extraversion

Is outgoing, decisive, persuasive, and enjoys Is retiring, reserved, withdrawn, and does not
leadership roles enjoy being the center of attention
Neuroticism

Is emotionally unstable, nervous, irritable, and Quickly gets over upsetting experiences and is
prone to worry stable and not prone to worries and fears

Conscientiousness
Is planful, organized, responsible, practical, and  Is impulsive, careless, irresponsible, and
dependable cannot be depended upon

Agreeableness

Is sympathetic, warm, kind, good-natured, and  Is quarrelsome, aggressive, unfriendly, cold,
will not take advantage of others and vindictive

Openness

Is insighful, curious, orginal, imaginative, and Has narow interest, is unintelligent,

open to novel experiences and stimuli unreflective, and shallow

Note: Modified from Bouchard, 1994.

been some studies looking at the heritability of the five factors and this is reported
to be between 40% to 50%, which is similar to most other dimensional behavioral
measures. The FFM is difficult to relate to current psychiatric categories. Neurot-
icism has been well studied and is increased in most psychiatric illnesses, but the
other dimensions are less closely linked. There have been attempts to relate the
dimensions to personality disorders, but the results are mixed.

Eysenck’s model has three dimensions: extroversion/introversion (E), neuroti-
cism (N), (which is similar to but not identical to the FFM neuroticism scale), and
psychoticism (P). The central core of Eysenck’s work was his hypothesis that the
ease of acquiring a conditioned response was related to an individual’s location on
the axes of extroversion and neuroticism. Introverted (low E) subjects conditioned
more rapidly and extinguished more slowly than extroverts; these effects were
exaggerated if they were also neurotic (high N). A number of biological mea-
sures—galvanic skin response, salivation, eye blinks, and so forth—were related
to these differences. However, intercorrelations were modest and the effects of
these measures were small. Eysenck’s attempts to relate his dimensions to the
CNS, particularly the ascending reticular activating system and the limbic system,
were less successful .

The Tridimensional Model of Temperament
A more recent biosocial model of temperament was the tridimensional model of

personality proposed by Cloninger. This was a theoretical model specifically
designed to encompass current knowledge about the biology of behavior.
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Cloninger began by postulating brain systems and then worked outward to their
behavioral manifestations. There are three temperament dimensions named
novelty seeking (NS), harm avoidance (HA), and reward dependence (RD).
Variation of each of these dimensions was held to be associated with activity in a
specific monoamine pathway. Novelty seeking (NS) was hypothesized to effect
heritable individual differences in the behavioral activation system. High novelty
seeking manifested itself in exploratory and active avoidance of monotony and
was associated with low basal firing rates of dopaminergic neurons. In contrast,
individuals with high spontaneous firing rates would be expected to be relatively
placid and content regardless of external circumstances. Harm avoidance (HA)
reflects heritable individual differences in the activity of the behavioral inhibition
system. High harm avoidance manifests itself as a tendency to respond intensely
to aversive stimuli and to learn to avoid punishment, and it is associated with high
basal firing rates of serotonergic neurones. Individuals with low spontaneous
firing rates would be expected to be confident, bold, risk-taking, and disinhibited.

Finally, reward dependence (RD) is supposed to reflect heritable individual dif-
ferences in the behavioral maintenance system. High reward dependence mani-
fests itself with an intense response to signals and reward, as well as with
maintaining or resisting extinction of behavior. It is associated with low basal
noradrenergic activity. Reward-dependent individuals may be described as
dedicated, committed, loving, and emotionally dependent.

There is a pleasing simplicity about the way Cloninger’s model relates each
dimension to a single monoamine, but it is probably preferable to think of three
monoamines as “emblematic” neurotransmitters that might reflect overall CNS
activity. Multiple other substances including amino acids, neuropeptides, second

Table 2. The Tridimensional Model of Temperament

Principal Monoamine

Brain System Neuromodular Behavior
(Related Temperament
Dimension) High Scorers Low Scorers
Behavioral Activation Dopamine exploratory & curious; indifferent; reflec-
(Novelty Seeking) impulsive; extravagant tive; frugal &
& enthusiastic; detached; orderly &
disorderly regimented
Behavioral Inhibition Serotonin worrying & pessimistic; relaxed & optimistic;
(Harm Avoidance) fearful & doubtful; shy; bold & confident;
fatigable outgoing; vigorous
Behavioral Maintenance Noradrenaline sentimental & warm;  practical & cold;
(Reward Dependence) dedicated & attached; withdrawn &
dependent detached;

independent




The Biology of Personality 97

messengers, and so on, are also important in regulating behavior. Cloninger’s
model, like Eysenck’s, has been made operational by the construction of a hundred-
item self-report—the tridimensional personality questionnaire (TPQ), which gen-
erates scores for novelty seeking, harm avoidance, and reward dependence.

Research Using the TPQ

At a descriptive level, results using the TPQ have been promising. Internal con-
sistency and factor analysis suggest that there are three normally distributed inde-
pendent measures. The findings were problematic for reward dependence and this
has resulted in a subsequent fourth dimension—persistence, which was extracted
from reward dependence. Personality disorders are related to the temperament
extremes in a logical way. DSM 111 cluster A personality disorders (paranoid,
schizoid, and schizotypal) have low reward dependence, cluster B personality dis-
orders (antisocial, borderline, narcissistic, and histrionic) have high novelty-seek-
ing, and cluster C personality disorders (avoidant, dependent, and obsessive
compulsive) have high harm avoidance. Recent revision has seen the addition of
three character measures to the original four temperament measures, but their rel-
evance to biological measures is less obvious and they will not be discussed here.

Genetic analysis of data from 2680 twin pairs demonstrated that the genetic
contribution accounts for 54% to 61% of the stable variation in the traits of
novelty seeking, harm avoidance, and reward dependence. Further analysis
suggests that the TPQ is measuring other (although still incomplete) descrip-
tors of heritable personality that are different from those measured by Eysenck
or the FFM. There have been two reports of a modest association between the
dopamine D4 receptors and the trait of novelty seeking, but these were not
replicated.

At a biological level, results using the TPQ have been mixed. Studies using tra-
ditional methods of measuring CNS monoamines have been unable to show any
significant relationship between such measures and the TPQ dimensions. This
was the case whether the biological examples were obtained using imipramine
binding, prolactin response to alcohol, CSF monoamine metabolite concentration,
or sensitivity to diazepam. On the other hand, there have been some more prom-
ising findings. One study showed a significant correlation between dopamine
uptake in the left caudate and TPQ novelty seeking as would be predicted. It also
reported that patients with Parkinson’s disease have less novelty-seeking behav-
iors, an observation consistent with expectations since patients with Parkinson’s
disease have Jow dopamine turnover. High plasma GABA levels, which are
related to anxiety proneness, have been correlated with low harm avoidance. Low
levels of urinary 3-methoxy-4-hydroxyphenylglycol (MPGH), the metabolite of
noradrenaline, have been reported in alcoholic patients with high reward
dependence.
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Which Model of Temperament

It emerges that the major difficulty in constructing a model of temperament is
that there is an infinite number of alternative ways of summarizing temperamental
traits and placing them in a three-dimensional space. Factor analysis can help
determine the minimum number of measured dimensions but cannot decompose
the underlying causal structure. Any useful biological model needs to be validated
at the genetic and biological level as well as at the descriptive level. Presently, it
seems fair to say that models are based on authority or tradition. Cloninger’s tri-
dimensional model is a qualified success at the descriptive level since the dimen-
sions are independent, stable, conceptually attractive, able to be related to animal
models, and reasonably easy to integrate with psychiatric diagnoses. At the genetic
level, the TPQ measures appear genetically homogeneous and independent.
However, it remains limited at the biochemical level.

A fundamental question is whether there is a significant problem using ques-
tionnaires to measure temperament. There may be serious differences between an
adult self-evaluation and direct observation of that person. For example, many
more adults answer to being shy than those who inherit a temperamental bias to
be unusually shy. The items in questionnaires are restrictive and reflect the beliefs
of the individuals who designed them. Factors that emerge depend on the ques-
tionnaire containing several items that reflect the same quality. Unfortunately, the
alternative strategy of prolonged close observation of infant (or adult) behavior
means that only small samples can be used. This may result in subtle differences
in temperament being missed or in exaggerated importance being placed on a few
unusual cases. Computer technology has begun to provide a middle road. In these
systems, the way a questionnaire is scored as well as the answer to individual
items are considered. For example, if individuals answer questions rapidly, then
this is taken into account when scoring dimensions such as novelty-seeking or
impulsivity.

There have also been new animal models for studying the biology of tempera-
ment, and this gives a further strategy to tackle the problem. Rather than measure
behavior and relate this to biological variables, genetic manipulations of trans-
porter genes allow highly specific alterations of CNS neurochemistry, and the
resultant behavioral change can then be carefully observed. For example, a recent
study produced a strain of mice in which the gene encoding the dopamine trans-
port gene (DAT) had been disrupted—so called “DAT knockout mice”. This
resulted in CNS dopamine persisting at least 100 times longer in the extracellular
space. The mice were extremely hyperactive and exploratory, gained weight more
slowly than the control mice, and had impaired maternal behavior—something
akin to extreme novelty seeking.

Another study produced mice lacking monoamine oxidase A (MAO-A), an
enzyme that degrades serotonin and norepinephrine. In pup brains, serotonin con-
centrations were increased and pup behavioral alterations including trembling and
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fearfulness (resembling increased behavioral inhibition or harm avoidance) were
reversed by a serotonin synthesis inhibitor. Adult mice had a different pattern of
behavioral alterations consisting of offensive, aggressive behavior. Deficiency in
MAO-A was shown to be associated with aggressive behavior in men in a Dutch
family, so this parallel is interesting. The problems in these models include the
common one of translating animal behavior to human behavior and also the fact
that the genetic manipulations result in extreme biochemical abnormalities rather
than a variance on normal CNS biochemistry. Such extremes may resulit in cate-
gorical behavioral differences rather than representing one end of dimensional
continuum.

THE IMPORTANCE OF THE BIOLOGY OF TEMPERAMENT

An obvious question is that, given the serious problems in measuring both tem-
perament and biology, why bother to pursue this area of research? The obvious
answer is that this research is important. Most models of medical and psychiatric
research have assumed specificity from a nosological/categorical perspective.
Researchers have studied symptoms and biological measures within diagnostic
categories in an attempt to guide treatment and predict the course of illness. Mea-
suring temperament affords an additional strategy that proposes that behavioral
traits are present across categories. It is these traits that have biological relation-
ships rather than symptom measures. For example, serotonin disturbances have
been reported in a variety of illnesses including major depression, antisocial per-
sonality disorder, obsessive—compulsive disorder, schizophrenia, and disruptive
behavior disorder in children. The reason for this may be that such disturbances
are nonspecific from the illness perspective but specific from a functional/dimen-
sional perspective in that they correlate with particular temperament dimensions
(in this case, impulsivity and aggression) across diagnoses.

The evidence also suggests that temperament differences within diagnostic cat-
egories may help explain the contradictory biological findings and diverse treat-
ment responses. Cortisol hypersecretion, for example, which is present in many
depressed patients, may be more related to measures of temperament than depres-
sive symptoms. Hence, this biological marker is not especially specific for depres-
sion and may not be reported in some samples of depressed patients. Patients
within categories may also respond differently to specific treatments. Depressed
individuals with extreme temperaments often respond less well to tricyclic antide-
pressants. One study has found that temperament measures were much more sig-
nificant in predicting the response to antidepressants than were any clinical
symptoms or signs.

The finding from many studies that different psychiatric ilinesses exist in one
family might reflect a pedigree based on vulnerable temperamental traits rather
than implying that these illnesses are directly related in some way. It may be more
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fruitful to map genes contributing to temperament, which has a relatively simple
genetic architecture, than to attempt to map genes to a disease such as schizophre-
nia, which is probably caused by multiple susceptibility dimensions, each of
which may be oligogenic. If it is possible to successfully map temperament, sub-
sequent susceptibility to complex disorders like schizophrenia and alcoholism
could be evaluated in the terms of risk from heritable temperament traits and
possible disease-specific factors.

CONCLUDING REMARKS

This chapter offers a selected review of the literature in the field of biology and
personality. It has done little more than hint at the confusion inherent in the large
quantity of pertinent data that exists. However, this confusion should not obscure
the fact that there is now overwhelming evidence to suggest that biology and per-
sonality are linked. Temperament traits appear to be relatively stable, measurable,
genetically influenced, and related to CNS neurotransmitter functioning. Classifi-
cation is a necessary step for this science to proceed. It is currently not clear
whether research should proceed with animal models using genetic manipulation
of CNS neurochemistry and analysis of resultant behavior, with human models
using simple questionnaires, or with prolonged observation of small children. All
have significant problems related to measurement and the meaning of the mea-
sured behavior.

It is hoped that all methods of research continue. New theoretical models are
needed to help link biology and temperament. These models will overlap to some
extent with the proposed current models but, until then, the existing models must
serve for the coherent formulation of available data and the generation of testable
hypotheses. It is now clear that it is no longer tenable to ignore the biological
aspects of temperament in research or clinical practice.

SUMMARY

Historically, models of personality have generally postulated a link with biology.
This century has witnessed a major revision of these ideas, with behavioral and
psychoanalytic theorists emphasizing life experiences as being mainly responsi-
ble for behavior as adults. Challenges to this assumption have come from genetic
studies, infant temperament studies, and neurobiological research. An extensive
body of data now exists that suggests that biology contributes significantly to
individual variability. This biological contribution occurs at a relatively low level
in the central nervous system and is better defined as temperament. This biologi-
cal contribution has suffered from the lack of a cohesive psychobiological model.
A number of models are reviewed; all of them have significant shortcomings.
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Alternative strategies of observing infant behavior or using genetically modified
animals are discussed. The importance of continuing research into the biology of
personality for psychiatry is reviewed. Biological abnormalities in psychiatric ill-
ness may be related to temperament traits instead of diagnostic categories. Such
traits may predict treatment response. Genetic vulnerability to psychiatric illness
may be via heritable temperamental traits rather than disease-specific factors. It is
no longer reasonable to ignore the biological aspects of personality in research or
clinical practice.
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INTRODUCTION

The main problem with specifying the biology of “aggression” is knowing which
phenomena the biological variables should be related to. Aggression is clearly a
heterogeneous concept (Brain, 1984) in which biological variables, environmental
factors, and social learning all play complex, intertwined roles. Violence is a com-
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plex phenomenon and one must specify the importance (and limitations) of genes,
diet, neural systems, hormones, and drugs in its expression. Furthermore, as well
as forming the basis of some clinical treatments, a knowledge of biological corre-
lates may have some predictive value in assessing the risk of aggression in popu-
lations of humans. It must also be maintained that individuals with greatly disor-
dered biologies (e.g., brain tumors or endocrine disorders) cannot be regarded as
wholly responsible for their actions, but the legitimate use of such claims in legal
circles is often contentious. It should be self-evident that there are considerable
dangers in seeking to equate all examples of human aggression to medical disor-
ders. If a disordered biology has a role, it is only likely to be of relevance to some
forms of interpersonal behavior, not group activities such as riots and war, which
clearly have a largely sociocultural basis. It should be admitted at the outset that
even focusing on particular expressions of aggression, such as assault, homicide,
or rape, does not lead to simple associations with biological factors.

This review broadly looks at some of the more recent writings on the role(s) of
biological factors in aggression with the intention of illustrating the modern
approaches and concerns.

AGGRESSION AND GENES

Behavior genetics (e.g., Royce and Mos, 1979) is currently a growth area of
research. In spite of the public misconception that scientists are looking for the gene
involved in aggression, it is obvious that genes interact, influence developing ana-
tomical and physiological systems, and are involved in interplay with the environ-
ment. For many years, people have been intrigued about suggestions of links
between genetic endowment and human hostility (e.g., Christiansen, 1968; Owen,
1972; Cadaret, 1978; Gottesman et al., 1983; Mednick et al.,1987). This area has
been recently substantially reviewed and re-evaluated by Carey (1994) and a Sym-
posium on Genetics of Criminal and Antisocial Behaviour (edited by Bock and
Goode, 1996). Carey (1994) concludes that “there is a trend in most studies (of vio-
lence and human genetics), albeit not always a statistically significant one, consis-
tent with the hypothesis of a genetic effect on adult and perhaps adolescent anti-
social behaviour.” (p. 42). He points out, however, that it is not easy to integrate
this literature into contemporary criminological research on violence in the U.S.
In addition, the genetics of antisocial behavior do not fit any simple additive model.

Carey (1994) points out that “the joint effects of marital assortment, temporal
trends over time, nonadditive genetic variance, special twin effects, etc., must be
considered in studying the genetics of antisocial behaviour” (p. 42). The evidence
for a genetic effect primarily on offenses involving physical aggression is not
impressive. This is partially due to the relatively low base rate for violent
offenses, which consequently require large samples to give meaningful and repli-
cable results. There is no real evidence that violent crime aggregates in twins or in
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biological relatives of violent adoptees despite a genetic liability to crime. Rutter
(1996) supports the view that the genetic influence on violent crime is less than
that in petty property crime. Although there is good evidence that the Y chromo-
some contributes to some forms of aggressive behavior in the mouse (Maxson,
1996), there is no evidence (Baker et al., 1989) for a similar effect on human anti-
social behavior. The 47 XYY chromosomal anomaly (with double the “male”
chromosome), although not leading to violent behavior as initially maintained, is
associated with behavioral factors that increase the likelihood of antisocial acts
(Ratcliffe, 1994).

There is evidence (Carey, 1994) for a genetic association between antisocial
behavior and alcohol (as well as possibly other substance) abuse. There is a strong
suspicion (Cloninger, 1987) that alcohol abuse is genetically heterogeneous and
that one meaningful subgroup is related to antisocial personality. Rutter (1996)
claims that "adoptee data also point to the need to differentiate criminality associ-
ated with alcohol abuse from that unassociated with alcohol problems” (p. 266).
Virkkunen and colleagues (1996) are of the view that “it is likely that several new
gene markers linked to and associated with impulsive violence, alcoholism, and
related behaviors will be characterized within the next few years” (p. 174). One
should note that alcohol abuse (Brain, 1986a) has very wide-ranging effects on
physiology and may impair the cognitive skills required to solve potentially vio-
lent social interactions (Brain et al., 1993). Rutter (1996) concludes that “never-
theless, it is evident that genetic factors do play a significant role in antisocial
behaviour and that their investigation is likely to be useful, with respect to both
theory and practice” (p. 265). He suggests that “...it is apparent that researchers in
this arena are constructively self-critical, with a deep awareness of the method-
ological hazards to be avoided, the inconsistencies across studies to be explained,
and the marked limitations in the inference that can be drawn from the findings so
far” (p. 265). Genes seem most influential in early-onset pervasive hyperactivity,
which is an excellent predictor of adult antisocial behavior (Farrington et al.,
1990), and they have less effect on adolescent-onset delinquency nonpreceded by
hyperactivity.

Although genetic research concentrates on individual differences in liability for
violence (i.e., the predictive value), it may be used to look at changes in rates of
crime with time or differences between different geographical locations. Rutter
(1996) maintains that there is a requirement to consider person—environment cor-
relations and interactions and to establish whether part of the genetic influence on
antisocial behavior involves modifying the ways that people select and shape their
environments.
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AGGRESSION AND DIET

Brain (1984) claimed that “there are many reports, both anecdotal and scientific,
suggesting that diet influences aggression in populations” (p. 105). Substances
such as glucose, caffeine, alcohol, tryptophan (an amino acid), environmental
lead, food additives, natural salicylates, vitamins, and minerals have all at various
times been investigated as potential dietary influences on antisocial behavior.
Benton (1996) has reviewed the evidence and concludes that “...there is little
doubt that in a minority of people food intolerance can induce antisocial behav-
iour” (p. 140) including extreme violence. Such effects are, however, only
revealed with careful use of double-blind studies. Cases of food intolerance have
involved red dye, peanuts, wheat, sugar, milk, and potatoes, and the defence has
been used successfully in both the U.S. and U.K.

Benton (1996) has also looked at the claimed links between low blood sugar
levels and aggression expressed in many diverse situations and concludes that
modest declines in blood glucose levels can cause increased irritability. Whether
this mood change leads to aggressive behavior depends on the degree of provoca-
tion, the individual’s social skills, and other features of the situation. This area is
also examined by Kanarek (1994) who concludes that neither violent behavior nor
attention deficit hyperactivity disorder (ADHD) can be clearly related to reduced
blood sugar levels. Violent behavior is not easily related to changes in carbohy-
drate metabolism because studies are often confounded by uncontrolled variables
(such as overcrowding or drug use), food intake is rarely measured, and the anti-
social behaviors are inadequately specified. Neither dietary challenge studies nor
contrasting hyperactive and normal children support the view that blood sugar
level plays a major role in ADHD. Notwithstanding this lack of scientific evi-
dence, the belief that there is such a connection persists in sections of the parent-
ing and teaching communities.There is some support for the claim (Kanarek,
1995) that low blood cholesterol levels can be linked to violent behavior (e.g.,
accidents, suicide, or homicide). Although such relationships are not revealed in
all studies, such behavioral changes have been seen in cases where blood choles-
terol values are reduced by dietary manipulation as well as by drug treatment.
There is sometimes a failure to record levels of alcohol ingestion in the popula-
tions studied—a problem because this activity influences blood cholesterol levels.

Exposure to lead (especially in early life) has been associated with increased
antisocial behavior (Kanarek, 1994). This toxic metal increases the incidence of
ADHD, which we have already noted is an established risk factor for adult antiso-
cial behavior.Benton (1996) has also looked at the claimed links between vitamin
and mineral intake and antisocial behaviors in institutionalized (i.e., in prisons
and orphanages) individuals. Recent adequately controlled studies have con-
firmed earlier impressions that correcting inadequate diets with multivitamin and
mineral supplements decreases the incidence of rule-breaking activity.
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Neither Kanarek (1994) nor Benton (1996) regard diet as being especially
important in influencing the incidence of aggressive behaviors. Both seem con-
vinced, however, that it may change the predisposition for producing such
responses.

AGGRESSION AND NEURAL SYSTEMS

There has been a long tradition of considering the roles of parts of the brain in
aggression. Animal experiments with cats suggested that activities such as “sham
rage” could be manipulated by stimulating parts of the hypothalamic region of the
brain or ablating other areas. The simplistic view that there are “on” and “off”
centers for aggression in the brains of higher vertebrates has been challenged by
the following: (a) the recognition that different forms of attack have very different
physiologies (Brain, 1981a); (b) the acceptance that the brain functions via “con-
stellations™ of linked areas acting on a common process by modulating subpro-
cesses and each other (Delgado, 1981), and (c) demonstrations that precisely the
same input will have different outcomes when the same animal is in different
social contexts (Plotnik et al., 1971).

The initial technologies of “correcting” human aggression via psychosurgery
(as advocated by, for example, Heath, 1981) were challenged by Valenstein
(1980). The whole area has been re-evaluated by Mirsky and Siegel (1994) who
conclude that, so far as patients with neuropsychiatric disorders are concerned,
there is tentative evidence of a connection between aggression and alcohol abuse
that seems mediated via alcohol-induced brain damage. The links between alco-
hol ingestion and violence are complex (Brain et al., 1993), in some cases being
produced by alcohol-induced deficiencies in cognitive and social skills (this may
be the genesis of the “battered alcoholic” syndrome). The links between epilepsy
and aggression have also been reviewed (Mirsky and Siegel, 1994). Ictal violence
(i.e., seizure-concomitant) is unusual, being found in around 0.25% of epileptics,
is only rarely associated with angry mood (fear is more common), and can hardly
be viewed as “deliberate” attack on another person. Interictal violence (i.e., occur-
ring between seizures) is much more difficult. Violence associated with this con-
dition has been regarded as an occult, or hidden, seizure or as evidence of
damaged neural mechanisms associated with emotions. There is a debate concern-
ing whether one can abolish interictal violence by surgical removal of a seizure
focus. There are also some provocative claims concerning the incidence of subtle
brain abnormalities in sexual offenders, including the view that the actual abnor-
mality may differ in the varied types of offender. Mirsky and Siegel (1994) con-
clude, however, that it is uncertain whether human aggression can be
unequivocally linked to disordered brain mechanisms. There is the difficulty of
controlling for the effects of lifestyle, and brain injuries are likely to be more
common in certain groups of individuals.
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AGGRESSION AND HORMONES

Brain (1981b, 1994) and Brain and Susman (1997) have reviewed the wide-range-
ing literature, which has attempted to link the secretions of the endocrine system
(notably the hormones of the hypothalamus-pituitary-gonadal [HPG] and the
hypothalamus-pituitary-adrenal axes along with the thyroid and the adrenal
medulla) to various manifestations of aggression in human and infra-human ani-
mals. Some hormones are implicated in this behavior, but the effects may be
properly categorized as the following:

1. the organizing effects of perinatal hormones on the potential for adult
behavior

2. direct activational effects in adulthood presumably mediated via hormonal
influences on the central nervous system

3. indirect signaling effects by altering the cues used in social interactions
(e.g., anatomy, odors, etc.)

4. effects of social experiences on hormone production

In terms of their organizing effects, sex steroids in prenatal life (humans) and/
or postnatal life (rats and mice) produce subtle structural changes in the brain that
masculinize and defeminize the behavioral potential (Meyer-Bahlberg et al.,
1995). A wide range of reproductive and nonreproductive behaviors appear to be
influenced by the sexual dimorphisms induced by gonadal steroids. For example,
Hines (1990) has reviewed the evidence that gonadal hormones influence human
cognitive development. These include sexual orientation, cognitive characteris-
tics concerned with language and visuospatial abilities, patterns of childhood
play, and propensities for physical aggression. The humans involved in such
studies are generally subjects in which the early hormones are elevated endoge-
nously (by an endocrine disorder such as congenital adrenal hyperplasia, which
increases maternal androgens) or exogenously by direct hormonal treatment (e.g.,
to prevent a miscarriage). Interestingly, “males” may be individuals who are
exposed at key developmental stages to sex steroids (the testis is active earlier
than the ovary), estrogens may be more strongly implicated in masculinization
than androgens, and sociocultural effects can augment or override hormonal influ-
ences on behavior at many points in development.

Adolescence is associated with dramatic changes in hormonal secretions, and
these have been linked with the “rebeilious attitude said to characterize this
phase of development. Testosterone and adrenal androgens can influence antiso-
cial behavior in adolescents, but these effects are complicated by factors noted by
Hays (1981). She attaches a series of provisos to this area:
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a. Mood changes produced by hormones (including factors unrelated to the
gonadal system) are perhaps consequences of the instigation of drives with
few socially acceptable outlets in young people.

b. Development can involve changes in behavioral sensitivities to hormones
as well as changes in hormones per se.

c. Circadian rhythms are important considerations when relating hormones
and behavior at puberty as hormonal concentrations seem to covary with
moods and behaviors.

d. Interactions between hormones may be more important than titers of single
hormones.

Truscott (1992) has provided support for the view that violence is transmitted
intergenerationally from parents to their adolescent offspring and that psycholog-
ical mechanisms (perhaps including hormones) have a role in this phenomenon.
Early established aggressive tendencies are predictive factors in adult unprovoked
aggression in a laboratory test (Hammock and Richardson, 1992).

Brain and Susman (1997) have reviewed the use of manipulations of the HPG
axis hormones to control human aggression. Certainly, castration, estrogen thera-
pies, and anti-hormone treatments have all been utilized clinically. For a variety
of reasons (e.g., the view that not all forms of aggression are amenable to such treat-
ments, development of side-effects, ethical considerations), they conclude that,
currently, there is an apparent reduction in the enthusiasm for treating human vio-
lence by castration or by anti-androgens, estrogens, or progesterone derivatives.

It has also been noted (Brain and Susman, 1997) that there were many early
attempts to link plasma levels of testosterone with human aggression in prison
populations and others with a known history of anti-social behavior. Brain’s
(1994) conclusion was “it seems unlikely that androgens have a simple causal
effect on human aggression and violence but the patterns of sex steroids do appear
to alter several factors (e.g., “aggressive feelings”, self image, and social signal-
ling) that predispose individuals towards (sic.) carrying out actions that can
receive this label” (p. 221). The reasons for this conclusion are as follows:

1. Meta analysis of studies using the Buss-Burkee Hostility Inventory score
and plasma testosterone titers shows a low but positive relationship
between these factors (N.B. this links aggressive feelings, i.e. angry mood,
rather than actions).

2. Studies on sexually aggressive men show that certain categories of
offender evidence altered levels of particular hormones (notably the
adrenal androgen dehydroepiandrosterone).

3. Investigations of “winners” in a variety of circumstances reveal that altered
mood and apparent status increase plasma testosterone levels.

4. Saliva concentrations of testosterone have been positively correlated with
self-rated spontaneous aggression.
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5. Males (but not females) show links between plasma levels of testosterone
and estradiol and a variety of types of self-reported aggression.

6. “Free” testosterone in saliva has been correlated with the degree of vio-
lence involved in the crimes for which young male U.S. prisoners were
convicted.

It is evident that there are some complex effects of environmental and develop-
mental factors on the associations between hormones and the plethora of forms of
human aggression.

AGGRESSION AND DRUGS

This association between psychoactive compounds and violence has been looked
at in a variety of ways. There have been numerous attempts to link human aggres-
sion to the use of a range of legal (e.g., alcohol; Brain, 1986) and illegal (e.g.,
amphetamines, heroin, hallucinogens, and cocaine; Reiss and Roth, 1993) drugs.
Suffice it to say that the links are not simple here. Many psychoactive drugs can
influence neural development in the offspring of mothers who take the material
while pregnant (e.g., fetal alcohol syndrome and “crack babies”) but these effects
are induced in a variety of ways (Brain et al., 1994). These same drugs will alter
certain emotions or impair, in some cases, cognitive and social skills, which could
both make the escalation of conflict more common. The links to violence can be
less direct, in other cases, with the drug use altering relevant circumstances such
as the perceived reliability of witnesses, the ease of capture of offending individ-
uals, or the need to resort to crime to maintain an expensive habit. The Reiss and
Roth (1993) volume, for example, concludes “there is fairly strong evidence that
individual differences beyond the biological processes discussed above intervene
in the relationships between violent behavior and the use of alcohol and other
psychoactive drugs” (p. 195).

The other way in which psychoactive drugs have been linked with human
aggression has been in the clinical use of these compounds to control such activi-
ties. Itil (1981) suggested that drugs had an important role in the acute emergency
situation when sedation was effectively required. He suggested that barbiturates,
neuroleptics (major tranquilizers), and anxiolytics (minor tranquilizers) all could
be useful in controlling acute aggressive states. The “anti-aggressive” effects in
such cases are simply due to CNS depression. The treatment of persistent or epi-
sodic aggression was, according to Itil (1981), much more complicated, with “the
classical CNS depressants, CNS stimulants, anticonvulsants, hormones, narcot-
ics, and compounds without classical pharmacological properties” (p. 497), all
being advocated for the treatment of aggression largely on empirical grounds. Itil
maintains that “...the aggressive symptomatology may be better controlled with a
drug that can “normalize” a deviated human brain function as determined by
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electroencephalogram” (p. 497). There have, notably, been recent concerns about
the appropriateness of using “chemical coshs” to treat human violence and there
certainly have been cases when drug treatments have been used inappropriately.
Miczek and colleagues (1994) confirm that, “in emergency situations, injections
of benzodiazepines effectively calm violent individuals” (p. 280) but suggest that
extended treatment of aggressive subjects within clinical populations typically
results in a development of tolerance to the sedative actions without reducing the
therapeutic influences on violent behavior. Miczek and colleagues (1994) main-
tain that the selective serotonin 1A anxiolytics show considerable promise as anti-
aggressive agents that lack sedative effects. Some patients, however, show “para-
doxical rage” following benzodiazepine treatment, and there is an urgent need to
identify factors that predispose individuals to react in this way. Attempts to
develop other specific anti-aggressive compounds such as fluprazine or DU
27716 have had only limited success (e.g., Olivier et al., 1984), probably because
it is not really possible to influence the wide range of aggressive behaviors with-
out changing other behavioral elements (Benton et al., 1983).

CONCLUSIONS

It should be evident from the detailed considerations of the individual sections on
biological factors that there is considerable interaction and overlap between them.
Our current theme is that “aggression” is such a diverse concept that maintaining
that any one biological variable will be a unique predictor of violence or even of
a potential specific therapy is a deeply flawed view. Biology can certainly be
implicated in aggression, but biology is expressed differently in different forms of
behavior, operates at different stages of the individual’s life, and cannot easily be
divorced from environmental and learned responses in our species. Perhaps even
more problematic is a gradual recognition that even defined classes of aggressive
acts (e.g., homicide, rape, and assault) are markedly heterogeneous such that biol-
ogy will vary its degree of involvement on a case-by-case basis. This means that
one cannot make sweeping generalizations about the biology of aggression.
Although such a view may cause some initial distress in individuals who desire
general statements, I feel that this growing appreciation of the complexities of
biological effects on aggression has some real benefits. It should improve our
understanding of a complex (and essentially biological) phenomenon and counter
the unhelpful, overly simplistic ideas that have surrounded some areas of study.
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INTRODUCTION

The hypothalamo—pituitary—adrenal (HPA) axis plays a central role in the integra-
tion of the response of the organism to stress. This is achieved through various
homeostatic mechanisms controlling intermediary metabolism, blood pressure,
and behavior. The neuroendocrine cascade triggered by stress begins with central
perception of a stressor, thus leading to the release of corticotropin releasing hor-
mone (CRH), arginine vasopressin (AVP), and other secretagogues for adreno-
corticotrophin (ACTH). ACTH is released from the corticotrophic cells of the
anterior pituitary, following posttranslational modification of its parent molecule
proopiomelanocortin (POMC), and this peptide promotes the release of
glucocorticoids from the adrenal gland.

For technical reasons of accessibility, early work on the physiology of the
HPA axis mostly concentrated on the distal effector limb of this cascade. Thus
cortisol has long been known to be secreted in response to a wide range of envi-
ronmental stimuli. Cortisol activates lipolysis, gluconeogenesis, and a whole
host of additional metabolic pathways aimed at increasing the supply of circulat-
ing energy substrates. It has also been known that glucocorticoids inhibit numer-
ous “energy-expensive” processes, including growth, reproductive function, and
immunological and inflammatory responses. More recent findings of widespread
glucocorticoid receptor immunoreactivity within the central nervous system
indicate that cortisol plays a role in behavioral modulation through its effects on
neurophysiological function.

Technical inaccessibility has meant that less is known about the rostral connec-
tions of the HPA axis and, in particular, about the regulatory role played by the
hippocampus, a major component of the limbic system and the dominant site of
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glucocorticoid receptor activity in the brain. In this chapter, we set out to review
the evidence linking the hippocamus with stress responses and particularly with
activation of the HPA axis.

Since the isolation and characterization of CRH-41 (Vale et al., 1981), interest
has developed in the central effects of this compound aside from those involved
in the promotion of corticotropin release. Direct intracerebroventricular instilla-
tion of CRH has resulted in increased sympathetic-nervous-system activity, sup-
pression of luteinizing hormone (LH) release, and a number of behavioral
changes unrelated to ACTH and steroid activation.

Other factors with significant roles in the modulation of ACTH secretion are also
known to exhibit profound neurotropic activity. AVP, an important (if not preem-
inent) secretagogue for corticotropin, is thought to play a role in memory. In view
of their putative role in the neurophysiology of affect, it is of interest that there is
compelling morphological and pharmacological evidence for the involvement of
monoamines and especially central catecholaminergic modulation of HPA axis
function. The role of endogenous opiates in the control and function of the HPA
axis remains unclear, as does the physiological significance of opioid analogues
co-released with ACTH in response to acute stressors. Nevertheless it is notewor-
thy that differential processing of POMC takes place and this appears to be deter-
mined by qualitative factors in the stressful situation. In more recent years, there
has been intense speculation about the role of cytokines, excitatory amino acids,
and nitric oxide in the control of the HPA axis and in the functions these novel mod-
ulators may have in mediating the biochemical substrates of behavioral effects.

Ever since Cushing’s original description of the pituitary, significant distur-
bances of psychological function have been recognized to be among the cardinal
manifestations of several conditions of pituitary—adrenal dysfunction of primarily
endocrine etiology. Recently, consistent disturbances in HPA axis function have
been found in a number of disorders of psychiatric origin, the best characterized
example of which is the hypercortisolemia of depression. Obviously, as our
knowledge of HPA axis physiology has improved, it has become possible to
construct and test a number of hypotheses that seek to explain these findings.

STRESS

It has been a hotly debatable issue as to whether stress represents the principle
paradigm for HPA axis activation. The psychobiological concept of stress contin-
ues to defy definition. Thus, stress is variously described as either a characteristic
of the environment, of the response of the individual, or of the interaction of the
individual’s perception of the environment with his response. Researchers have
emphasized differences between acute and chronic stress, the importance of the
psychological aspects of the provocative stimulus, and the ability of the organism
to respond appropriately and effectively.
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Selye’s (1936) notion of a specific “general adaptational syndrome” has fallen
out of favor with current workers who prefer to define a variable constellation of
adaptive changes, which are brought into play by a number of neurohumoral
effectors. Sokolov (1966) has provided a model for a system in which the organ-
ism matches immediate events with a neural representation of prior events. In this
model, the stressed organism has a set of prior expectations. If the environment
contains new contingencies that defy the preexisting conditions, a physiological
response is evoked. In this context, Gray (1984) introduced a further psychologi-
cal concept—that of coping—which is defined as an ability to predict and control
stressors, a process that results in modulation of physiological activation and the
damping of autonomic and hormonal excursions.

STRESS AND THE HYPOTHALAMO-PITUITARY-ADRENAL
(HPA) RESPONSE

Over the past fifty years, numerous studies have been carried out looking at corti-
sol responses to stressful circumstances generated by a wide variety of experi-
mental paradigms. These have been reviewed by Mason (1968), Rose (1980), and
Ur (1991). Comparisons must be made cautiously in view of the wide variation in
operational definitions for stress, in subjects, and in experimental design. Never-
theless, it has become increasingly clear through the demonstration of differential
sensitivity, that Selye’s (1936) notion of an undifferentiated and nonspecific
stress response is no longer tenable. What is recognized is that an individual’s
psychological perceptions of a stressor are more important than the physical char-
acteristics of the stress itself in determining adrenocortical responses. Factors that
modulate this response can be ascribed to parameters specific to the stimulus or to
the individual (Table 1).

Stimulus Parameters

With regard to environmental parameters, those most readily studied involve
stimulus intensity. Although it is not possible to devise a protocol to look at strict

Table 1. Parameters Modulating Cortisol Responses

Stimulus Parameters ~ Physiological Parameters Psychological Parameters Social Parameters

Stimulus Intensity Gender Personality Ei?asri:r(():?\)i/n
Stimulus Duration Age Behavior

Novelty Physical Fitness Affect

Control Coping Mechanisms

Predictability Locus of Control
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dose—response relationships in humans, a number of studies looking at the prob-
lem from a qualitative perspective have demonstrated that corticosteroid
responses are proportional to the intensity of stress. Plumpton and colleagues
(1969) have shown that the cortisol response to major surgery is larger and of
longer duration than that occurring with minor procedures. Other stimulus param-
eters are even less amenable to precise definition; for example, the duration of a
stress may be prolonged, despite its relatively discrete temporal onset, by its
psychological sequelae (e.g., bereavement).

Studies of cortisol responses looking at paradigms involving persistent threat or
constant high levels of demand, have generally shown rapid adaptation to the stim-
ulus such that the individual’s baseline response to chronic stimulation shows little
if any hormonal difference from the unstimulated state. As it turns out, it is apparent
that psychobiological stress responses are most intense when the provoking stim-
ulus is anovel one, and this is particularly true of glucocorticoid responses. Levine’s
(1983) classical study of parachutists and other studies of individuals engaged in
similarly dangerous pursuits have demonstrated maximal glucocorticoid and cat-
echolamine responses on the first exposure to the stimulus, with rapid diminution
over repeated exposure. Such progressive insensitivity may be a consequence of
psychological modulation (e.g., coping; see below) or may reflect physiological
adaptation built into many neurobiological mechanisms. It certainly is not a man-
ifestation of Selye’s (1936) notion of “exhaustion”, as adequate adrenal reserve may
be readily demonstrated through the application of an appropriate novel stimulus.

Behavioral control is a psychological notion that refers to the availability of a
behavioral response that can be used to switch off or modulate an aversive stimu-
lus. Animal studies have shown that individuals lacking such control typically
have higher corticosteroid responses.

Individual Parameters

Even if controls for variation in stimulus parameters are maintained, there are
still significant interindividual differences in stress responses. Constitutional fac-
tors, including gender, age, and physical fitness have all been cited as important
contibutors to such variations. Moreover, it has become clear that an individual’s
psychological perception of a stressor is just as important as the physical charac-
teristics of the stress itself in determining adrenocortical responses. For example,
a number of studies have demonstrated that anticipation of a stressful event (e.g.,
surgery, exercise, examination) is as effective a stimulus as the stressful event itseif.

Attempts have been made to ascribe interindividual differences to a variety of
psychological factors including variations in personality type as well as the use of
different coping mechanisms. Several personality variables have been shown to
modulate psychobiological stress responses. In the majority of studies, personal-
ity traits such as anxiety, neuroticism/emotional lability, and type-A behavioral
characteristics have been highlighted as important factors accounting for major
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interindividual differences in stress-induced adrenocortical responses; even so,
some workers have reported no relationship between cortisol responses to stress
and psychological variables. Herbert (1986), looking at endocrine and psycholog-
ical function in 38 male medical students, found that increased cortisol was pre-
dicted by several trait scales. The “lie” scale of the Eysenck personality inventory
and “debilitating” anxiety as defined by the Alpert-Heber scale correlated nega-
tively with changes in cortisol. Type-A coronary-prone behavior has been evalu-
ated in relation to glucocorticoid response in a number of studies; the data
obtained from these are rather conflicting, with evidence both for and against dif-
ferences in cortisol responses between groups defined according to the A/B
dichotomy. This is probably because of the wide variety of populations studied,
paradigms invoked, and techniques used, for assessing type-A behavior. Lambert
and colleagues (1987) looked at 149 young Swedish adults using a Jenkin’s activ-
ity survey in order to assess for clustering of type-A behavior (irritability, compet-
itiveness, hurried behavior, and work achievement) among a checklist of
parameters. Their results showed that only certain aspects of the type-A “syn-
drome” correlated with stress responses, whereas other variations were gender
dictated. Specifically, in males, higher irritability and increased competitiveness
were predictive of lower cortisol levels, but in females, it was higher irritability
and lower competitiveness.

Coping

Coping is a psychological concept that is used to denote those mechanisms
invoked by an individual in order to avert or reduce the impact of potentially
stressful events once they have taken place. It involves both cognitive processes
(appraisal of the stressor) and behavioral strategies (denial, displacement, and
disengagement). Coping styles are important modulators of the adrenal stress
response, although it is probable that it is the effectiveness rather than the type of
the coping strategy applied by an individual that is of prime significance. Vickers
(1988) has suggested that effectiveness of defense, a clinical assessment based on
emotional reaction to stress, disruption of psychological and social functioning,
and the ability to mobilize additional defenses to deal with acute superimposed
stress correlates well with cortisol responses and that ineffective defenses are
associated with higher cortisol excursions. Thus, psychological conditions such
as depression and anxiety, which interfere with and impair coping strategies, may
result in unattenuated cortisol stimulation.

Disturbances in affect, such as depression or anxiety, are undoubtedly associ-
ated with abnormal cortisol responses. Whether these come about as a conse-
quence of disrupted psychological homeostasis through impairment of coping
strategies or represent derangements at a more fundamental level (neurotransmit-
ter control of HPA axis activity—vidé infra) remains a matter for speculation.



Psychological Aspects of Hypothalamic—Pituitary-Adrenal Axis Activity 121
Social Parameters

The final set of factors that have a bearing on glucocorticoid responses relate to
the individual’s position in a social hierarchy. Thus, it has been shown in human
and in animal studies that individuals with a low level of control over their envi-
ronment (i.e., external locus of control)—those who lie at the lowest echelons of
a social structure—tend to display the most dramatic adrenocortical responses in
reply to a given stimulus (Sapolsky, 1989).

In conclusion, it may be stated that maximal cortisol responses may be invoked
by stressors that are life-threatening, unpredictable, and novel in individuals who
are socially nondominant, behaviorally submissive, and in possession of poor
coping strategies and a disturbed affect.

LIMBIC SYSTEM AND HIPPOCAMPUS

The role played by psychological elements in the modulation of adrenocortical
responses to stressors points to the importance of higher centers in the brain in the
regulation of hormonal output. At the center of such modulation lies the mecha-
nism of neurohumoral transduction whereby cognitive processes are transformed
into hormonal ones.

Although our structural understanding of the limbic system is firmly grounded
upon decades of neuroanatomical work, the functional significance of its various
constituents and the role they play in the neurophysiology of emotion remain sub-
stantially unaltered since Papez’s (1937) hypothesis. While appreciating the fact
that cognitive elements perceived at cortical levels acquire “emotional” attribu-
tion and humoral sequelae by the interposition of limbic and hypothalamic influ-
ences, evidence for specific functional/structural correlation remains scanty.

Theories that attempt to explain the neurophysiology underlying mechanisms
that control the neurohumoral transduction center on the integrative role of the
hippocampus. This region is of particular interest and importance because of its
highly organized structure and its recognized role in memory. Studies of the accu-
mulation of radiolabeled glucocorticoid have shown that the hippocampus is the
principal uptake site for cortisol in the brain. The significance of this finding
remains unclear.

A model has been proposed whereby the hippocampus, bearing a representation
of the external environment based on previous experience and stored as neural
engrams, acts as a comparator looking for mismatches between expected and
actual events. When a mismatch is found, an effector sequence is initiated that
results in the activation of a neuroendocrine cascade. Constant modulation (cop-
ing) dampens this output unless the mismatch is perceived as a threat to the organ-
ism in which case this system takes control of behavior. Thus the hippocampus
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functions in two modes: checking or scanning for most of the time, and then on
appropriate occasions, transforming itself into an activating role.

CORTICOTROPIN-RELEASING HORMONE (CRH)

Geoffrey Harris (1948) hypothesized that the hypothalamus acts as the key medi-
ator between the central nervous system and the pituitary gland, effecting a wide
range of adaptive responses to both physical and psychological stimuli. Soon after
that, Saffran and Schally (1955) demonstrated the presence in hypothalamic
extracts of humoral factors capable of stimulating the secretion of ACTH from the
pituitary gland. Sequencing and synthesis of the 41-amino-acid, corticotro-
pin-releasing hormone was achieved in 1981.

There are several major systems of CRH neurons. The best characterized of
these is the paraventricular nucleus-median eminence (PVN-ME) pathway,
which is responsible for most of the ACTH regulatory activity associated with
CRH. CRH neurons are also found in the limbic system (particularly the
amygdala and the nucleus of the stria terminalis) and as scattered interneurons
within the cerebral cortex. CRH immunoreactivity has also been localized to a
number of peripheral sites including the lungs, liver, gastrointestinal tract, adrenal
medulla, and testis, but the role played by CRH at these sites is unclear. The
human placenta is particularly rich in CRH immunoreactivity. The CRH gene has
been isolated from a variety of species and shows considerable interspecies
homology. The rat and human sequences share 94% nucleotide homology, while
the ovine sequence shares approximately 80% with each of these. In humans, the
gene is located on chromosome 8 (Arbiser et al., 1988). Tissue-specific expres-
sion of the rat CRH gene has been reported (Thompson et al., 1987) and closely
parallels the immunohistochemical distribution described above. The hCRH gene
has cAMP, glucocorticoid, and estrogen response elements (Vamvakopolous and
Chrousos, 1994). The demonstration of direct estrogen effects implicates the
CRH gene as a mediator of gender-related differences in the stress response. As
far as the gene product is concerned, the rat and human peptides are identical
while the ovine molecule varies by only seven amino-acid substitutions. CRH
stimulatory action causes a dose-related increase in the synthesis and secretion of
ACTH; this effect is brought about by the binding of the peptide to specific cell
membrane receptors on corticotrophs. In addition to the pituitary, CRH receptors
are also present in most areas of the cerebral cortex, limbic system, and brain stem
which are known to contain CRH neurons (Aguilera et al., 1987).

Most studies indicate that there is only one class of receptor: this is coupled to
guanylyl nucleotide proteins and adenylyl cyclase. Activation induces a rise in
intracellular cAMP, transmembrane Ca®* flux, ACTH secretion and proopiomel-
anocortin (POMC) synthesis (Insel et al., 1988).
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Hypothalamic CRH

CRH motoneurons are concentrated in the paraventricular nucleus of the
hypothalamus and project to the median eminence, thereby effecting the activa-
tion of the HPA axis. These neurons receive a variety of inputs. Chief among
these are relays via the striae terminalis from limbic structures, which include
the amygdala and the hippocampus formation, as well as ascending visceral
sensory information (o,-noradrenergic from the nucleus solitarius and o,-nora-
drenergic neurons from the ventrolateral medulla). There is also a wealth of
connections from nearby hypothalamic regions—no doubt acting as a mecha-
nism for mediating local hormonal interactions.

Behavioral Effects of CRH

In the rat, direct intracerebroventricular (ICV) administration of CRH (Koob
and Bloom, 1985) results in activation of the HPA axis as well as of the sym-
pathetic nervous system, with consequent elevation in plasma catecholamines
and suppression of the hypothalamopituitary gonadal axis. Distinct behavioral
responses have also been observed including dose-dependent locomoter stimu-
lation, general arousal, decreased feeding and sexual behavior, increased
exploratory maneuvers, hostility, enhancement of conditioned fear responses,
and improved acquisition of the learned response in a visual discrimination
task. These effects are independent of factors at lower levels of the HPA axis
as they occur in hypophysectomized and dexamethasone pretreated animals. In
contradistinction to the effects of the agonist, ICV administration of a CRH
antagonist increases exploratory behavior and diminishes the acquisition of
conditioned fear responses (Britton et al., 1986).

As there is no evidence to support the suggestion that peptides can cross the
bloodbrain barrier, it is interesting to note that a number of observers have
described neurotropic effects of CRH administered peripherally. These include
behavioral changes in rhesus monkeys after peripheral intravenous administra-
tion of ovine CRH. In humans, hCRH has been shown to augment selective
attention as indicated by an increased difference between evoked potential
waveforms to attended and unattended stimuli (Fehm, 1987). Circumventricu-
lar organs (the subfornical organ, the subcommisural organ, and the area pos-
trema) may be subject to bloodborne peptides, and a number of hormones are
known to influence receptors located there.
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ARGININE VASOPRESSIN (AVP)
AVP-Containing Pathways in the Hypothalamus

There are several distinct AVP-containing pathways in the hypothalamus. A
pathway originating in the magnocellular neurons of the PVN and SON, passing
through the zona interna of the median eminence, and concluding at the neurohy-
pophysis is responsible for the circulating peptide with its classical renal and vas-
cular actions. Another pathway originates in the medial parvocellular nucleus of
the PVN and passes to the zona externa of the median eminence at the portal cap-
illary plexus. AVP secreted into the portal blood acts as a secretogogue for
ACTH, potentiating the action of CRH.

Behavioral Effects of AVP

Apart from its well known effects on the renal collecting ducts and arteriolar
smooth muscle, AVP plays an important role in the control of ACTH release and
also manifests significant behavioral effects. There is an extensive literature on
the role of vasopressin in memory. This stems from the primary observation that
the removal of the posterior pituitary from the rat was found to interfere with
escape behavior, a deficit that was restored using pitressin. Subsequent studies
have shown that AVP and endocrinologically inactive analogues enhance con-
solidation and retrieval of memory and that these effects are long-lived, lasting
for several days or even weeks. The posterior thalamus and, in particular, the
parafascicular nucleus, appear to be the main site of this action. Bilateral lesions
to this area have abolished the behavioral effects of AVP. Interestingly, the
effect of AVP on passive avoidance has been shown to be blocked by lesions to
the dorsal noradrenergic system made in the locus ceruleus (Kovacs et al.,
1979). In human subjects, desmopressin given daily for one week has been
shown to improve both long- and short-term episodic memory (Nebes et al.,
1984). Studies looking at patients with senile dementia of the Alzheimer type
(SDAT) who were given desmopressin show significant enhancement of seman-
tic memory (Weingartner et al., 1981). Therapeutic responses have also been
seen in patients with retrograde amnesia and Korsakoff’s syndrome, although
there also are data that conflict with these findings.

ADRENOCORTICOTROPIC HORMONE (ACTH)
Regulation of ACTH

Adrenocorticotropin (ACTH) derives from a larger precursor molecule, proop-
iomelanocortin (POMC), which also gives rise to a number of other peptides
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including $-lipotrophin (BLPH) and its carboxy terminal opioid B-endorphin.
ACTH and BLPH are stored in the same secretory granules and are released
simultaneously. The release of POMC products is under the control of a number
of mechanisms. The most straightforward of these is the regulatory role played by
cortisol through the mechanism of inhibitory feedback. A rate-sensitive feedback
system maintains fine control over basal secretion of ACTH in situations of acute
stress, modulating release of ACTH from secretory granules. A second delayed
system acts on POMC gene transcription and mRNA translation. In addition to
these mechanisms, ACTH release has also been shown to be modulated by a num-
ber of hypothalamic factors. These include AVP and CRH, which have been
shown to act as effective secretagogues both individually and in synergy. The
functional significance of an o -noradrenergic stimulatory mechanism is
unknown. It seems to be mediated through AVP and is known to play a part in the
ACTH response to ingestion of a meal, and the cortisol secretory pattern during
waking hours (Aldamluyj et al., 1987). ACTH release is known to be inhibited by
opiates, though this effect would seem to be mediated through CRH and atrial
natriuretic peptide. The roles played by other monoamine neurotransmitter
mechanisms remain unclear.

Behavioral Effects of ACTH

There is substantial evidence showing that peptides derived from POMC
exert neurotropic effects. De Wied has shown that hypophysectomized rats,
which are thus rendered deficient in ACTH, show impaired acquisition of
avoidance conditioning. This can subsequently be restored by the administration
of ACTH or indeed by a number of the ACTH molecule’s fragments including
oMSH and ACTH,_ ;. BLPH, which shares the amino acid sequence 4-10, has
even more potent effects. Smotherman and Levine (1978) have shown that, in
rats, ACTH delays the extinction of learned responses such as taste aversion
induced with lithium and alleviates the amnesia produced by CO, inhalation,
electroconvulsive shock, or intracerebral administration of puromycin, an inhib-
itor of protein synthesis. Lesions to the nucleus parafascicularis in the thalamus
and the anterior hippocampus block these effects. Administration of ACTH,_;,
to human subjects has been shown to increase selective attention to the exclu-
sion of other environmental clues but does not alter consolidation or retrieval of
memory (d’Elia and Frederikson, 1980). These behavioral effects are generally
short-lived lasting from one to four hours. Thus, ACTH and subfragments such
as ACTHy,. which lack endocrine capability, appear to exert profound behav-
ioral effects. They do not have a direct effect on memory but accentuate selec-
tive attention allowing the individual to focus on the task at hand, and
eliminating extraneous influences.
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CORTISOL AND CEREBRAL
GLUCOCORTICOID RECEPTORS

In recent years, there has been great interest in the molecular biology of corti-
costeroid action on the brain, particularly with regard to the interaction between
the hormone molecule and receptor systems. Studies in rats reveal the presence
of two distinct populations among glucocorticoid receptors (De Kloet, 1991). It
appears that the CR (corticosterone-preferring receptor) has its principal local-
ization in neurons of the hippocampus and mediates tonic influences of corti-
costerone (the dominant glucocorticoid in the rat) on hippocampus-associated
functions. On the other hand, the glucocorticoid receptor (GR) mediates feed-
back action of corticosterone on stress-activated brain processes. A number of
behavioral effects of corticosteroids have been attributed to their action via GR
receptors. These include effects on sleep, the detection and perception of sen-
sory stimuli, food intake, and affect. In contrast to CR receptors, GR receptors
are subject to autoregulation. Thus, adrenalectomy results in the upregulation of
GR receptors (increased activity or numbers of receptors) but has no effect on
CR receptors.

PSYCHOLOGICAL ASPECTS OF ENDOCRINE
DISORDERS OF THE HPA AXIS

Cushing’s Syndrome

Since Cushing’s original observation published in the American Journal of
Insanity in 1913, psychiatric disturbances have been recognized as a central
feature of hyperadrenocorticalism. Despite the heterogenous nature of Cush-
ing’s syndrome, most investigations of behavioral change in these disorders
have made no distinction between pituitary and ectopic ACTH-dependent or
adrenal diseases. Mental changes are usually diagnostically nonspecific,
although depressive symptoms predominate in Cushing’s disease whereas
euphoria is generally believed to be more common in exogenous hypercortiso-
lism. Risk factors for depression, including an excess of adverse early life
events and a family history of suicide and affective disorders, are common in
patients with Cushing’s disease, prompting the (not—so—far-fetched) suggestion
that psychiatric factors may even be etiological in pituitary-dependent dis-
eases. In Trethowan and Cobb’s (1952) original study of 25 patients with
Cushing’s syndrome, depression was the most common complaint. In Cohen’s
(1980) study of 29 patients, 86% displayed depressive symptoms that included
insomnia, tearfulness, irritability, and somatic preoccupation; 50% had a fam-
ily history of depression. Kelly and colleagues (1980), using a present state
examination, found that 50% of their patients were depressed. Symptoms were
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more prominent in patients with active as compared with inactive disease.
Treatment resulted in a significant decline in the severity of their depression as
measured by the Hamilton Rating Scale.

Acute administration of corticosteroids at doses above 30 mg prednisolone per
day is commonly associated with the onset of hyperactivity, hyperphagia,
insomnia, and other euphoric symptoms within several days (Ling et al., 1981).
Their sudden withdrawal may precipitate depressive symptoms. There has been
considerable speculation about the relative contributions of ACTH and cortisol
in the etiology of these behavioral changes. A number of investigators have
found a much higher rate of depression in patients with pituitary-dependent dis-
ease suggesting that ACTH levels may be significant. Interestingly, however,
treatments that elevate ACTH, such as metyrapone, mitotane, and adrenalec-
tomy, have been used effectively to eliminate mental symptoms. In the case of
Nelson’s syndrome, the exceedingly high levels of ACTH that arise as a conse-
quence of bilateral adrenalectomy are not known to be associated with any psy-
chiatric complications. The increased propensity of ACTH-dependent sources to
invoke mental changes may be related to some other as yet unexplored charac-
teristic. For example, it has been suggested that the critical factor in these mental
disturbances is not absolute levels of corticosteroid but rather sudden changes in
output against a background of cerebral corticosteroid receptor up- or downregu-
lation (Ur et al., 1992b). In this respect, the increasingly recognized tendency of
pituitary-dependent and ectopic sources to cycle may be a significant factor.
Further studies are warranted.

Addison’s Disease

The occurrence of psychological symptoms in Addison’s disease is well recog-
nized and has formed the basis for a number of studies. In Addison’s original
study, patients with adrenal insufficiency were described as having “an inability
to concentrate, drowsiness, restlessness, insomnia, irritability, apprehension, and
disturbed sleep”. Engel and Margolin’s (1941) study of 25 Addisonian patients
revealed 16 with significant psychiatric symptoms. Of these three were psychoti-
cally depressed, and a further six, were severely depressed. Symptomatic
improvement has depended upon hydrocortisone replacement. Ur and colleagues
(1992b) describe an acute self limiting manic response to treatment with physio-
logical doses of glucocorticoids, which they suggest is due to upregulation of hip-
pocampal glucocorticoid receptors as a consequence of prolonged
hypocortisolemia.
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HPA AXIS DISTURBANCES IN
NEUROPSYCHIATRIC DISORDERS

Major Depression

Over the past 30 years, there has been extensive research into the relationship
between the hypothalamic—pituitary—adrenal axis activity and psychiatric disor-
ders. Studies involving the measurement of plasma cortisol concentrations have
shown increased secretion of this hormone in some depressed subjects (Butler and
Besser, 1968). Large numbers of studies have shown that a certain proportion of
patients with major depression (MD) demonstrate resistance to pituitary—adrenal
suppression with the administration of dexamethasone, and this phenomenon has
been clinically formalized in the dexamethasone suppression test (DST) as
described by Carroll (1982). In this paper and in subsequent publications, a range
of 40% to 50% of DST nonsuppressors has been found within selected popula-
tions of patients diagnosed as depressed according to various criteria. Pfohl and
colleagues (1985) have shown consistently high ACTH levels in dexamethasone
nonsuppressors with significant differences compared to suppressors and nor-
mals. Further studies have shown enhanced adrenal sensitivity to exogenous syn-
acthen stimulation and radiographic evidence of adrenal hyperplasia in depressed
subjects relative to normal controls.

It has been suggested that the hypercortisolemia of depression is a consequence
of excessive hypothalamic CRH drive. Nemeroff and colleagues (1984) have
shown raised levels of immunoreactive CRH in the cerebrospinal fluid of
depressed subjects. Studies examining hormonal responses to an intravenous
bolus dose of oCRH have shown characteristic rises in ACTH levels in normal
subjects and exaggerated responses in patients with Cushing’s disease (CD). In
contrast, patients with ED have shown attenuated ACTH (though normal cortisol)
responses (Gold et al., 1984). Continuous 24-hour infusions of oCRH in normal
subjects have resulted in a modest hypercortisolemia, which shares some of the
features of that found in MD. These include the preservation of circadian rhythms
in cortisol and ACTH secretion and an attenuated ACTH response to a further
bolus dose of oCRH (Schulte et al., 1985). It has been suggested that the attenu-
ated ACTH response to a bolus injection of oCRH in depressives is a consequence
of the functionally robust negative feedback inhibition exerted by raised levels of
cortisol. More recent studies have shown that with the abolition of this negative
feedback inhibition using metyrapone—an 11-B-hydroxylase inhibitor—hyper-
cortisolemic depressives show exaggerated rises in ACTH as compared with nor-
mocortisolemic controls (Ur et al., 1992a). Similar responses are seen in normal
subjects infused with CRH over 48 hours, suggesting that CRH hyperactivity may
be an underlying characteristic of major depression.
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Although the hypercortisolemia of depressive illness and the underlying CRH
overdrive appear to be consistently demonstrable, it remains unclear as to whether
these biological markers reflect primary derangements in neural mechanisms that
modulate HPA axis activity or whether they exist purely as epiphenomena.
Mullen and colleagues (1986) have argued that HPA axis activation is a conse-
quence of sleep disturbance and weight loss alone and have replicated dexametha-
sone resistance in normal volunteers by fasting and sleep deprivation. On the
other hand, animal studies have consistently shown that central administration of
CRH produces behavioral and neuroendocrine changes characteristic of severe
stress, many of which are also seen in major depression. These include behavioral
activation in nonstressful surroundings and anxiogeniclike effects in novel envi-
ronments that appear to augment the effects of stress. It has therefore been pro-
posed that activation of CRH, both hypothalamic and possibly extrahypothalamic,
plays a crucial role in the central and peripheral manifestations of depressive ill-
ness. The development of lipid-soluble, orally active analogues of CRH-41, both
agonists and antagonists, should advance our understanding of the pathogenesis
of depression considerably.

Posttraumatic Stress Disorder

Posttraumatic stress disorder (PTSD) is another psychiatric condition that is
associated with significant alterations in neuroendocrine regulation. The syn-
drome is characterized by three sets of symptoms: (i) recurrent and intrusive rec-
ollections of a traumatic event, (ii) avoidant symptoms (feelings of detachment
and estrangement), and (iii) persistent symptoms of hyperarousal (e.g., hypervig-
ilance, exaggerated startle response).

Evidence of HPA dysregulation in these patients includes lower mean 24-hour
urinary cortisol secretion, lower baseline plasma cortiso! concentrations,
increased glucocorticoid binding in lymphocytes, increased sensitivity to the
HPA-suppressive effects of dexamethasone, and lower levels of pituitary ACTH
secretion in response to exogenous challenge with CRH. Taken together, these
abnormalities suggest enhanced negative-feedback sensitivity in these patients.

There is also evidence for hyperactivity in the sympathetic nervous system.
Twenty-four—hour urinary excretion of catecholamines is significantly elevated in
patients with PTSD and this probably underlies observed increases in resting
heart rate, systolic blood pressure, and conditioned response. Moreover, cate-
cholamine levels appear to correlate with specifically intrusive PTSD symptoms
such as flashbacks (Southwick et al., 1993). It has been suggested by several
experts, notably Yehuda and his colleagues that the development of PTSD may be
facilitated by an atypical biological response in the immediate aftermath of a
traumatic event, which in turn leads to a maladaptive psychological state.
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Chronic Fatigue Syndrome

A chronic fatigue syndrome (CFS) has been described following various infec-
tions. This syndrome is associated with hypersomnia or sleep disturbance and
may be closely related to the vegetative form of atypical depression. The Centers
for Disease Control (CDC) have defined chronic fatigue syndrome as a persistent
or relapsing debilitating fatigue for at least six months in the absence of any defin-
able medical diagnosis. Symptom criteria include abrupt onset of fever, arthral-
gias, myalgias, painful adenopathy, neuropsychological complaints, and sleep
disturbances. A number of hypotheses have been advanced in order to account for
the etiology of this condition. Recent findings of abnormalities in cell-mediated
and humoral immunity, along with atypical profiles of antibody responses to viral
antigens, have led to the suggestion that persistent viral infection is of pathoge-
netic significance. Chronic and excessive production of cytokines after viral
infection or other antigenic challenge has been proposed as the pathophysiologic
basis of CFS. This suggestion has been supported by the fact that a syndrome
resembling CFS results from the administration for therapeutic purposes of
recombinant ¢-interferon and of interleukin-2 (IL-2). Several pieces of evidence
suggest that the HPA axis is of interest as a possible site of pathology in patients
with CFS. Many of the symptoms of the syndrome, and fatigue in particular, are
characteristic of glucocorticoid insufficiency. Demitrack and colleagues (1991)
have found evidence for impaired activation of the HPA axis in a large group of
patients with CFS and have proposed a putative deficiency of CRH as being
fundamental to the pathophysiology of the condition.

CONCLUSIONS

While stress is difficult to define and even harder to quantify, activation of the
HPA axis has long been considered one of its most crucial hallmarks. Most stud-
ies have concluded that activation of the HPA axis during psychological stress
will occur either as a specific type of coping response, particularly passive coping,
or as subjective perception of inability to cope. Activation of the HPA axis under
these circumstances gives rise to a cascade of neuropeptide events including
release of central peptides such as CRH-41, vasopressin, and ACTH, and periph-
eral activation of ACTH and cortisol. The latter seems to have as its principal tar-
get the glucocorticoid receptors in the hippocampus, the hippocampus itself being
a site where cognitive and motivational systems interact. The neuropsychological
effects of corticosteroids at these sites remain obscure, expecially as data in
humans arise principally from pathological states of chronic excess in which seri-
ous defects in effective mental functioning are apparent. However, extrapolation
from animal studies might suggest that steroid receptor activation in the hippoc-
ampus modifies information-processing at this site, enabling the organism to deal
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more effectively with changes in its environment. While changes in this system
clearly occur in states of depressive illness, the relation between cause and effect
in this situation remains unelucidated.
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INTRODUCTION

Over the past several decades, a large body of data has been amassed that convinc-
ingly demonstrates the capability of stress to modulate a wide range of immune
responses. Studies in the late 1950s and early 1960s on laboratory animals focused
primarily on the ability of stress to influence disease expression including infections
and virus-induced tumors, while more recent efforts have focused on the immu-
nologic and neuroendocrine mechanisms of these effects and the impact of stress
in humans. Although much of the interest has been on the negative impact of stress
on immune function, studies have also shown that stressors can both enhance and
inhibit immune responses. Many of these qualitative issues appear to be related to
whether the stress is acute or chronic and which immune response in what immune
compartment (blood, spleen, lymph nodes, gut, skin, lung, etc.) is being examined.
In addition, stressors applied in the context of an active immune response (e.g., dur-
ing an infection) may have differential effects depending on the timing of the stress.
For example, there can be either an exacerbation (typically if the stressor is initiated
after exposure to an immune challenge) or an attenuation (typically if the stressor
is initiated and terminated prior to an immune challenge) of disease expression.
Similarly, the effects of stress relate to the particular type of immune response,
which is being elicited by the pathogen (e.g., humoral versus cellular response).

Most recently, data indicate that stress can elicit the release of immune media-
tors such as proinflammatory cytokines in the absence of a more formal immune
challenge, that is, a pathogen. These cytokines have in turn been shown to induce
behavioral syndromes (sickness behavior) and neuroendocrine changes that may
contribute to the behavioral and neuroendocrine response to stress. Taken
together, the data indicate that stressors enter into a complex equation involving
interactions between the neuroendocrine and immune systems. The impact of
stress therefore is highly context specific and “relative” to the many host factors
“in play” at the time of stress exposure.

The following chapter is designed to provide a foundation for understanding
the richness and complexity of the impact of stress on the immune and neuroen-
docrine systems and attempts to give a balanced perspective as to whether
stress-induced changes serve to enhance or inhibit the immunologic response to
challenge and the development of diseases.

STRESS AND THE IMMUNE SYSTEM IN
LABORATORY ANIMALS

Effects of Stress on Viral Infections and Virus-Induced Tumors

Interest in the effects of stress on the immune response grew out of early studies
in laboratory animals that examined the influence of stress on the development of
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diseases involving the immune system, most notably infectious diseases and
tumors. For example, the studies of Rasmussen and colleagues (1957) utilized an
experimental model of psychosocial stress and demonstrated that repeatedly
exposing mice to a shock-avoidance procedure as well as to physical restraint and
high intensity sound resulted in increased susceptibility to herpes simplex virus,
poliomyelitis virus (Johnsson and Rasmussen, 1965), Coxsackie B virus (Johns-
son et al., 1963), vesicular stomatitis virus (Jensen and Rasmussen, 1963), and
polyoma virus infection (Rasmussen, 1969). Similar studies by Ader and Fried-
man (1965) demonstrated that brief daily handling and mild electric shock admin-
istration early in life modified the rate of tumor development and survival of rats
injected with Walker 256 sarcoma. In order to understand the mechanisms of
these effects of stress on disease development, studies logically began to focus on
the direct influence of stress on the immune system.

Effects of Stress on Immune Parameters

Some of the first studies of stress and the immune system utilized electric shock
as a stressor. For example, Keller and colleagues (1981) demonstrated a relation-
ship between the nature and intensity of an acute stressor and the degree of sup-
pression of cellular measures of the immune system. A graded series of low-level
and high-level tail shock produced a progressively greater suppression of both the
number of circulating lymphocytes and of the peripheral blood lymphocyte pro-
liferative response to the mitogen, phytohemagglutinin (PHA). There was no
effect of stress, however, on the response to PHA of lymphocytes isolated from
the spleen. More recently, Lysle and co-workers (1987) also found that the mag-
nitude of suppression of the mitogen response to electric shock was related to the
numbers of shocks administered.

Over the years a wide variety of stressors have been examined in laboratory ani-
mals including crowding, rotation, restraint, electric footshock, noise, exposure to
a predator, exercise, and so forth (Weiss and Sundar, 1992). These stressors have
been shown to inhibit virtually every aspect of the immune response. Stress-
induced effects range from decreasing the number of lymphocytes and monocytes
in the peripheral blood to inhibiting natural killer cell activity, mitogen-induced
lymphocyte proliferation, and the production of antibodies. However, in some
cases, especially with very brief and/or mild stressors and repeated or prolonged
exposure to a stressor (e.g., restraint, electric footshock, sound), adaptation of the
immune response or enhanced immune responses have been found using a variety
of immune measures including lymphocyte and splenocyte proliferative
responses to mitogens or antigens, natural killer (NK) cell activity, antibody pro-
duction, and cutaneous delayed-type hypersensitivity (Solomon, 1969; Lysle et
al., 1990; Berkenbosch et al., 1991; Jain and Stevenson, 1991; Wood et al., 1993;
Dhabhar and McEwen, 1996).
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It has been proposed that stress may differentially affect various compartments
of the immune system and that some immune parameters may be less stress-sen-
sitive, possibly due to redundancy in control pathways. For example, during a
viral infection, physical restraint has been shown to suppress cellular immune
responses but not humoral responses in the same animal (Sheridan et al., 1991).
Moreover, electric footshock stress was found to enhance antigen-specific
humoral and cell-mediated immunity whereas no changes were observed in
proliferative responses to polyclonal mitogens (Wood et al., 1993).

Interestingly, Keller and colleagues (1981) described stress-induced
decreases in the peripheral blood lymphocyte proliferative response to the
mitogen PHA but found no effect of the stress on the response to PHA of lym-
phocytes isolated from the spleen. In contrast, Lysle and co-workers (1987)
observed a marked reduction in the response to mitogenic stimulation of both
peripheral blood and splenic lymphocytes. Recently, however, Shurin and col-
leagues (1994) used a brief stressor (a single, 5 s electric foot shock) in order
to limit the activation of multiple hormonal pathways and found that splenic
lymphocyte mitogenic activity was suppressed for 1 to 60 min after foot-shock.
Blood lymphocyte mitogenic function, on the other hand, was significantly
enhanced after one foot-shock, returned to control level 10 min later, was sig-
nificantly suppressed 30 min later, and was then back to normal an hour later.
Differences in stress-induced patterns of changes between spleen and periph-
eral blood lymphocytes may indicate that different hormonal pathways are
responsible for immune changes in the various immune compartments or may
represent changes in the lymphocyte subsets in the two compartments second-
ary to altered cell trafficking patterns as a function of stress (see section below
on mechanisms).

Effects of Stress on Proinflammatory Cytokines

It has been shown that different mild stressors like open-field exposure, elec-
tric foot-shock, and restraint induce an elevation in plasma levels of interleu-
kin-6 (IL-6) in rodents (LeMay et al., 1990; Zhou et al., 1993). IL-6 is a
proinflammatory cytokine that is important as a mediator of the acute phase
response (Abbas et al.,, 1994). Like other proinflammatory cytokines such as
IL-1B and tumor necrosis factor o, IL-6 has potent neuroendocrine effects
including the capacity to stimulate the release of corticotropin releasing factor
(CRF) and adrenocorticotrophic hormone (ACTH)(Besedovsky and Del Rey,
1996)(Figure 1).

Proinflammatory cytokines, like IL-6, also exhibit the capacity to induce a
group of behavioral symptoms referred to as “sickness behavior” (Kent et al.,
1992). Sickness behavior is a behavioral syndrome that commonly accompa-
nies serious viral or bacterial infections and includes fatigue, loss of appetite,
sleep disturbance, social withdrawal, decreased libido, depressed mood, and
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Figure 1. Pathways mediating stress effects on the immune system. Depicted are
two major outflow pathways, which are involved in mediating the effects of stress on
the immune system: the hypothalamic—pituitary—adrenal axis, which ultimately leads to
the release of corticosteroids, and the sympathetic nervous system, which co-releases
catecholamines and peptides. Corticotropin releasing factor (CRF) is a neuropeptide
that serves as a pivotal regulator of these two pathways. The ability of the immune
response to elicit a CRF response through the release of cytokines following a viral
infection or inflammation is also indicated, and emphasizes the bi-directional nature of
the communication between the brain and immune system.

general malaise. Sickness behavior also occurs in patients undergoing high
dose cytokine therapies for neoplastic or viral illnesses. The overlap of symp-
toms in certain psychiatric disorders (especially major depression) with sick-
ness behavior has raised the possibility that cytokines elicited during stress
may contribute to the expression of behavioral alterations in stress-related dis-
orders like major depression. Finally, since IL-6 has potent effects on the
immune system, this cytokine may contribute to stress-related changes in
immune function.
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STRESS AND THE IMMUNE SYSTEM IN HUMANS
Stressful Life Events

Laboratory and clinical studies with humans also have indicated that stress
influences the immune response. One of the first studies to suggest a link between
stressful events and the immune system in humans was conducted by Bartrop and
colleagues (1977) who found that bereaved individuals had lower mitogen-stimu-
lated lymphocyte proliferative responses compared to controls. Schleifer and co-
workers (1983) confirmed these findings in a prospective study of spouses of
women with advanced breast carcinoma. In this study, lymphocyte proliferative
responses to the mitogens PHA, concanavalin A (Con A), and pokeweed mitogen
(PWM) were significantly lower during the first two months following bereave-
ment compared to prebereavement responses, while no differences in lymphocyte
subpopulations in the peripheral blood were found. In some of the individuals, the
impaired proliferative responses were still present up to one year after the death
of the spouse.

Kiecolt-Glaser and Glaser (1991), who have investigated the association of a
range of stressful life events with the immune response, initially focused their
attention on academic stress among medical students as a commonplace stressful
situation. They found a decrease in natural killer (NK) cell activity during the
final examination period as compared to the preexamination baseline response.
The examination stress was also associated with decreases in the number of T
cells, decreased mitogen responses and interferon production, increased antibody
titers to latent herpes viruses (a putative marker of decreased cellular immune
function), and a reduced antibody response to recombinant hepatitis B vaccine
(Glaser et al., 1992).

Kiecolt-Glaser and colleagues also evaluated the effects of chronic life stressors
such as caregiving for Alzheimer’s patients and found alterations in lymphocyte
subpopulations and increased antibody titers to herpes simplex virus (Kiecolt-
Glaser et al., 1987). In a prospective study on a similar population, caregivers to
Alzheimer’s victims also exhibited decreased proliferative responses to mitogens
and more days of illness from infectious disease compared to matched controls
(Kiecolt-Glaser et al., 1991). Finally, and most noteworthy from a clinical point
of view, subjects exposed to chronic stress also were found to exhibit impaired
antibody responses to an influenza virus vaccine (Kiecolt-Glaser et al., 1996) and
a longer latency in wound healing (Kiecolt-Glaser et al., 1995).

It is an interesting observation that advancing age increases the responsivity
of the neuroendocrine and immune systems to the physiologic effects of stress
and depression. For example, studies with laboratory animals suggest that older
animals show both a greater sensitivity to stress-induced immune alterations
(Lorens et al., 1990) and an impaired capacity to terminate the hypothalamic—
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pituitary—adrenal (HPA) axis (Sapolsky et al., 1986) and the sympathetic ner-
vous system (Lorens et al., 1990; Milakofsky et al., 1993) responses to stress.

In humans, age has been shown to be a factor along with chronic stress and
social support in determining the cardiovascular reactivity to stress (Uchino et al.,
1992). In the largest study to date investigating immune abnormalities in major
depression (Schleifer et al., 1989), examination of 91 depressed patients and 91
age- and sex-matched controls failed to provide evidence of between-group dif-
ferences but revealed significant age-related differences. For example, compared
to controls, depressed patients showed decreased lymphocyte responses as a func-
tion of advancing age. Similar age-related differences between depressed subjects
and controls were found for CD4+ lymphocytes.

The interaction between stress, depression, and age is important because older
people also show age-related alterations in immune function (immunosenes-
cence), a phenomenon that may leave them more vulnerable to stress-induced
immune alterations and the development of immune-related diseases including
infectious diseases and cancer. A case in point is the findings of Pariante and col-
leagues (1996), who examined female caregivers of handicapped people. Care-
givers had a significantly lower percentage of T cells, a significantly higher
percentage of T-suppressor/cytotoxic cells and a significantly lower T-
helper:suppressor ratio. It is a matter of interest that older caregivers (>45 years,
median of age) also had lower numbers of T cells and T-Helper cells and higher
antibody titers for cytomegalovirus. Altogether, such results confirm the view that
age plays a role in modulating the influence of stress on the immune system.

Laboratory Stressors

In addition to life stressors, brief experimental stressors like mathematical tests
and puzzle solving, with or without “frustrating” conditions, have also been
shown to influence immune parameters. Typically, the immune alterations
include decreased proliferative responses to mitogens and increased numbers of
circulating NK and T-suppressor/cytotoxic cells (Kiecolt-Glaser et al., 1992).
Although it is difficult to compare these paradigms with stressful life events, lab-
oratory studies have provided insight into the possible mechanisms of stress-
related immune alterations in humans. For example, immune changes have been
reported to occur within 5 minutes of the onset of the stressor and are more pro-
nounced in those subjects who have the greatest cardiovascular reactivity (mea-
sured by systolic and diastolic blood pressure and heart rate). Such results have
led to the suggestions that catecholamines play a predominant role in mediating
these effects (Herbert et al., 1994). In addition, these modifications in immune
parameters induced by experimental stress appear to be influenced by previous
life experiences such as increased daily hassles being associated with greater
stressor-induced decrease in T and NK cells in peripheral blood. These findings
support the hypothesis that psychological stress, chronic psychological stress in
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particular, may not only have a direct effect on immune system per se, but also
may modify the reaction of the immune system to subsequent acute stressful
events (Brosschot et al., 1994).

MECHANISMS OF STRESS EFFECTS ON
THE IMMUNE SYSTEM

It is widely recognized that the primary biological components of the stress
response are the HPA axis and the autonomic nervous system (ANS), specifically
the sympathetic branch. Both outflow pathways are involved in mediating stress-
induced alterations in immune parameters, depending upon the type of stress and/
or immune compartment (Figure 1).

Hypothalamic-Pituitary-Adrenal Axis

The HPA axis is responsive to three distinct physiological stimuli: circadian
rhythm inputs from the suprachiasmatic nucleus, physical and psychological
stress, and inflammatory and immune reactions. Stressful experiences of a wide
range are capable of stimulating the HPA axis with the resultant release of corti-
costeroids (i.e., cortisol in humans and nonhuman primates, and corticosterone in
mice and rats). Corticosteroids mediate their actions on target tissues through two
distinct intracellular receptor subtypes referred to as the mineralocorticoid recep-
tor (MR) or type-1 adrenal steroid receptor, and the glucocorticoid receptor (GR)
or type-2 adrenal steroid receptor (Reul and DeKloet, 1985). MRs have a high
affinity for endogenous corticosteroids and are believed to play a role in the reg-
ulation of circadian fluctuations in these hormones (especially the regulation of
ACTH secretion during the diurnal trough in cortisol secretion). GRs, on the other
hand, have a lower affinity for endogenous corticosteroids than MRs and are
therefore believed to be more important in the regulation of the response to stress
when endogenous levels of glucocorticoids are high.

Immune tissues exhibit a high degree of heterogeneity in the expression of adre-
nal steroid receptor subtypes. For example, the thymus expresses one of the high-
est concentrations of GR in the body (~1000 fmol/mg protein), followed by the
spleen (~500 fmol/mg protein) and the peripheral blood mononuclear cells (~250
fmol/mg protein). In addition, where only GR is expressed in the thymus, both GR
and MR are expressed in the spleen (Miller et al., 1990; Spencer et al., 1991).

Corticosteroids have potent effects on the immune system and are capable of
both decreasing immune cell function and inducing lymphocyte subset redistribu-
tion between blood and other bodily compartments. Clinically, pharmacologic
doses of corticosteroids (the adrenal hormones and their synthetic analogues) are
used because of their well known antiinflammatory and immunosuppressive
effects, mainly due to the inhibition of the synthesis of several cytokines and
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mediators of inflammation (Schleimer et al., 1989). However, under physiologic
conditions these hormones have been found to be important modulators of immu-
nity (McEwen et al., 1997). For exampie, peaks in corticosterone levels related to
the diurnal cycle or experimental stress have been shown to induce selective
changes in peripheral blood leukocyte subsets (Dhabhar et al., 1994, Dhabhar et
al., 1996). Moreover, it has been hypothesized that glucocorticoids shift the bal-
ance of an ongoing immune reaction from a THI-directed (cell-mediated)
response to a TH2-directed (antibody-mediated) response, by regulating the pro-
duction of specific interleukins ( Mosmann and Coffman, 1989; Mason, 1991).
Studies on adrenalectomized animals (Keller et al., 1988) have shown that stress-
induced lymphopenia in rats occurs in association with stress-induced secretion of
corticosteroids and can be prevented by adrenalectomy, while other stress-
induced modifications seem unrelated to adrenal hormones. For example, in a
study by Keller and colleagues (1983), adrenalectomized animals undergoing a
tail shock continued to exhibit a significant decrease in PHA-induced prolifera-
tive response of peripheral blood lymphocytes, while the stress-induced lym-
phopenia previously noted in stressed intact animals was no longer apparent.

The role of adrenal steroid hormones in blood leukocyte distribution has been
systematically evaluated in a series of studies conducted by Dhabhar and col-
leagues (1994; 1995; 1996) on the effects of diurnal cycle, acute stress, and corti-
costeroid secretion on immune cell distribution. Using a mild acute stress model
(two hours of restraint), significant and selective changes in peripheral blood cell
distribution were found including decreased numbers of white blood cells, dimin-
ished numbers and percentages of monocytes and lymphocytes—namely, B cells,
NK cells, and, to a lesser degree, T cells—and a slight increase in neutrophil num-
bers and percentages. These changes were associated with a concomitant increase
in plasma corticosterone and were aimost completely abolished by adrenalectomy
or by treatment of the animals with an inhibitor of the synthesis of corticosterone.
Moreover, administration of corticosterone (MR and GR agonist) or the selective
GR agonist RU28362 to adrenalectomized animals resulted in close replication of
the stress-induced changes observed in intact animals. This suggests that corticos-
teroid activation of the GR plays a major role in stress-induced leukocyte redistri-
bution (Miller et al., 1994). Finally, these stress-induced changes in leukocyte
subpopulations were remarkably similar to those obtained in nonstressed animals
at the beginning of their active period, the time when corticosteroids reach their
highest peak during the diurnal cycle (Dhabhar et al., 1994).

It is noteworthy that stress-induced changes in immune cell numbers and distri-
bution between the blood and various immune compartments may have profound
effects on the effectiveness and functioning of the immune system. For example,
it has been suggested that circadian variation in lymphocyte proliferation in
response to polyclonal mitogens is related to diurnal changes in peripheral blood
leukocyte subsets (Tavadia et al., 1975; Dhabhar et al., 1994) and that stress-
induced suppression of splenic and peripheral blood NK activity is related to
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stress-induced migration of NK cells out of these compartments (Ghoneum et al.,
1987). Lymphocyte redistribution may imply that cells are directed toward various
immune compartments (i.e., lymph nodes, spleen, mucosa, skin), where they may
be more likely to encounter antigens (Dhabhar et al., 1994; Dhabhar et al., 1996).

Sympathetic Nervous System

The second fundamental pathway of the stress response, the ANS, also plays a
relevant role in the immune response to stress. Historically, the identification of
nerve fibers derived from the ANS in immune tissues was one of the first indica-
tions that communication between the central nervous system and immune system
was possible. Parasympathetic and sympathetic nerve fibers have been identified
in organs that are responsible for the development, growth, and function of lym-
phocytes: bone marrow, thymus, spleen, and lymph nodes. Sympathetic nerve
fibers typically enter these lymphoid tissues in association with the vascular sup-
ply. However, inside the organs, the nerves are associated with both smooth mus-
cle cells of the blood vessels, as they play a role in vascular tone, and also in the
parenchyma associated with lymphocytes and other immune cells. Therefore, the
ANS can influence the immune system either by changing the vascular tone and
the blood flow into the lymphoid organs or through a direct effect of the released
neurotransmitters, especially catecholamines (norepinephrine) and peptides (neu-
ropeptide Y, substance P, vasoactive intestinal peptide, calcitonin gene-related
peptide) that in turn interact with specific receptors on nearby immune cells
(Bellinger et al., 1992).

Indeed, animal studies have demonstrated that surgical or chemical sympathec-
tomy alters immune responses in rodents as well as attenuates stress-induced
immune changes (Hori et al., 1995). As might be anticipated from the pattern of
nervous innervation of lymphoid tissues, abrogation of stress-induced immune
changes by antagonizing the sympathetic nervous system is most apparent in solid
immune tissues such as the spleen. For example, a previous study by Cunnick and
colleagues (1990) showed that stress-induced suppression of splenic lymphocyte
proliferation to polyclonal mitogens is not influenced by adrenalectomy but is
markedly attenuated by B-adrenergic receptor antagonists.

In humans, the sympathetic nervous system might play a role in changes
induced by brief experimental stressors as suggested by the rapid onset of the
immune changes and the higher sensitivity of those subjects with increased car-
diovascular responses (Herbert et al., 1994). However, evidence of elevated sym-
pathetic activity has also been described in subjects experiencing a chronic,
stressful situation (Uchino et al., 1992) and it is therefore conceivable that the
sympathetic nervous system may play a role in some of the immune changes
occurring in association with naturalistic stressors as well.
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Corticotropin Releasing Factor

Interestingly, in laboratory animals, intracerebroventricular (ICV) administra-
tion of CRF, which is copiously released during the stress response and activates
the HPA axis, is also able to stimulate the sympathetic nervous system, which in
turn leads to suppression of splenic NK activity (Irwin et al., 1988). In fact, the
effect of ICV CRF on splenic NK activity is reversed by sympathetic nervous
system blockade using the sympathetic ganglionic blocker chlorisondamine.

It should also be mentioned that CRF is capable of directly modulating immune
and inflammatory responses (Karalis et al., 1991). Local production of CRF has
been demonstrated in inflammatory diseases such as ulcerative colitis (Kawahito
et al., 1995) and arthritis (Nishioka et al., 1996) where it is proposed to act as a
local proinflammatory agent. Recent evidence also suggests that CRF may act as
a protective factor against inflammation-induced pain (Schafer et al., 1994) and
plasma extravasation (Yoshihara et al., 1995).

HPA axis hormones and catecholamines are not the only factors involved in the
modulation of the immune response following stress. In fact, studies conducted
on hypophysectomized rats (Keller et al., 1988) show that the stress-induced sup-
pression of peripheral blood lymphocyte proliferative response to the mitogen
PHA is more pronounced in stressed, hypophysectomized animals than in stressed
intact animals (controls). These findings suggest that a pituitary hormone may be
involved in counteracting stress-induced immunosuppressive mechanisms. The
specific pituitary-dependent mitigating or compensating hormones are not
known, but they probably involve multiple hormones with immunoenhancing
properties, for instance, growth hormone and prolactin (Kelley, 1991; Bernton et
al., 1991). These findings also hint that a regulatory network of hormonal and
nonhormonal systems is involved in the maintenance of immunologic capacity
following exposure to stressors. The restraining influence of the pituitary on stress
response may be of relevance to the understanding of homeostatic maintenance of
critical body functions.

As far as the biochemical mechanisms of the effects of stress on the immune
system are concerned, it is important to mention that nitric oxide (NO) has been
shown to be involved in the physiological and pathological responses to stress in
various organs including the immune compartments. NO is a ubiquitous molecule
that is involved in very different phenomena such as blood vessel tone, gastric
mucosa protection, neurotoxicity, and macrophage function, and that acts mainly
by forming covalent linkages to several targets such as enzymes. For example,
NO stimulates cyclic-GMP synthesis by linking and therefore activating the gua-
nylyl cyclase enzyme. Evidence is now available that NO production in the
immune system is induced in acutely stressed rats (Persoons et al., 1995). Stress-
induced changes in NO production by macrophages are relevant for the stress-
induced decrease in the lymphocyte proliferative response, since both depletion of
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macrophages and addition of the NO synthesis inhibitor L-NMMA attenuate this
stress-induced phenomenon (Coussons-Read et al., 1994).

RELEVANCE OF STRESS EFFECTS ON
THE IMMUNE SYSTEM TO MEDICAL DISEASE

An important area of investigation in humans is the connection between stressful
events and the progression or outcome of medical illness involving the immune
system, especially cancer and viral infections including acquired immune
deficiency syndrome (AIDS).

Stress and Cancer

That psychosocial interventions such as group therapy could improve the sur-
vival in patients with cancer was first suggested by Grossarth-Maticek and col-
leagues (1984) and then elegantly confirmed by two independent series of studies
conducted by Spiegel and colleagues (1981; 1989) and Fawzy and colleagues
(1990 a,b; 1993). Both describe the influence of psychosocial interventions on the
course of illness in patients with different kinds of cancer using a randomized
study design.

Spiegel and colleagues (1989) treated women with metastatic breast cancer by
means of a weekly group therapy. The intervention focused on encouraging dis-
cussion of how to cope with cancer and expression of feelings about the illness
and its physical consequences and on increasing social supports by developing
relationships among the members. While self-hypnosis was used for pain control,
the patients did not use imagery of the immune system fighting against the tumor
(as used by Achterberg et al., 1977) nor were they told that group therapy might
affect the course of their illness. Following the first report about the usefulness of
this approach in improving the quality of life of the patients (Spiegel et al., 1981),
a survival analysis was conducted comparing a group receiving one year of the
psychosocial treatment against a control group (both undergoing routine oncolog-
ical care). After 10 years of follow-up, the survival time of patients in the inter-
vention group was almost double that of the controls (36.6 mo vs. 18.9 mo,
starting from the onset of the intervention). The divergence in survival was not
evident during the treatment but appeared 20 mo after study entry, almost 8 mo
after the end of the treatment.

Fawzy and colleagues (1990 a,b; 1993) also used a group therapy approach in
the treatment of patients with malignant melanoma, but the intervention consisted
of a shortterm (6 weeks) structured approach focused on health education,
enhancement of problem-solving skills, stress management with relaxation tech-
niques, and psychological support. They found that at a 6 mo follow-up, this inter-
vention (compared to a control group obtained by a randomization design) was
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not only effective in reducing psychological distress of patients (1990a) but was
also capable of inducing changes in immune parameters; results showed increases
in NK cell percentage and NK cytotoxic activity (two assays of possible relevance
in the reaction of the immune system against cancer cells) and small decreases in
CD4+ (T-helper cells)(1990b). More interesting was the fact that after 5 to 6 years
of follow-up (1993), patients who underwent the psychosocial intervention had a
lower rate of death and cancer recurrence than controls. However, the relationship
between immune parameters and outcome was not conspicuous in that only the
baseline NK activity was predictive of recurrence (not of survival) and the
changes over time of the immune parameters had no apparent effect on the course
of the illness. While these studies testify to the positive effect of psychosocial
intervention on the course of illness (and quality of life) of cancer patients, the
role of putative changes in the immune system in determining this influence has
yet to be firmly established.

Stress and Viral Infection

Data concerning the effects of stress on viral infections show that individuals
who exhibit higher levels of perceived life stress are significantly more likely to
be infected and develop a “cold” following intranasal inoculation of standardized
doses of a series of respiratory viruses (Cohen et al., 1991). This approach has
been extended to include an investigation of the influence of stressful life events
in subjects infected with the human immunodeficiency virus (HIV), especially
HIV-positive asymptomatic subjects. This issue is not trivial, because the hypoth-
esis that psychological factors might influence the progression from the seroposi-
tive asymptomatic state to actual AIDS has led to the development of strategies
for avoiding exposure to stressful events or for controlling the psychological reac-
tion to these events (Kessler et al., 1991). However, the scientific evidence of an
association between psychosocial factors and disease progression remains contro-
versial. Conflicting findings have been reported on the effects of stress on
immune parameters in this population; for example, three studies have failed to
find an influence of psychosocial factors on CD4+ cells alone (Rabkin et al.,
1991; Kessler et al., 1991), CD4+ and CD8+ cells (Perry et al., 1992), and mark-
ers of disease progression including the onset of fever and thrush (Kessler et al.,
1991). In contrast, two recent studies have found that HIV-positive subjects who
experienced severe life stress have relevant changes in immune parameters. In
one study (Evans et al., 1995) on HIV-positive asymptomatic homosexual men,
the presence of severe stress in the previous 6 months was associated with lower
CD8+ and lower NK cell counts, whereas no such association was evident in a
control group of HIV-negative controls. In another study (Kemeny et al., 1995),
HIV-positive and HIV-negative homosexual men were followed prospectively to
evaluate the effect of the death of their intimate partner on immune parameters.
Those who experienced bereavement during the follow-up had a significant
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increase in the level of serum neopterin (a marker of immune activation) and a
significant decrease in the proliferative response to PHA compared to their
prebereavement evaluation. These changes were not present in the control groups
composed of HIV-positive and HIV-negative nonbereaved men. It is worth men-
tioning that the latter study showed no effect of stress on lymphocyte subsets,
including CD4+, CD8+, and NK cells.

Several methodological issues may account for the discrepancies in the litera-
ture such as differences in the stage of illness, the behavioral influences on the
immune system, and above all, the immune measures evaluated (Goodkin et al.,
1994). In fact, negative studies by Rabkin and colleagues (1991) and Perry and
colleagues (1992) evaluated mainly CD4+ cells, a lymphocyte subset that is
heavily damaged by HIV infection. Indeed, the studies by Evans and colleagues
(1995) and Kemeny and colleagues (1995) also failed to find any influence of
stress on this parameter. These negative findings concerning the CD4+ subset
count are intriguing given the importance of this cell subset as a marker of pro-
gression of the iliness. However, it is possible that this immune measure may sim-
ply not be appropriate or meaningful in this context because the relevant role of
the HIV virulence in determining the CD4+ level might confound the influence of
psychosocial factors (Stein et al., 1991).

On the other hand, studies by Evans and colleagues (1995) and Kemeny col-
leagues (1995) have shown that, in HIV-positive subjects, stress influences
CD8+ cells, NK cells, serum neopterin, and proliferative responses to PHA.
Each of these parameters bear relevance to disease progression: the CD8+, cyto-
toxic T lymphocytes, and NK cells are important in the immune responses
against viral infections and thus may have a role in controlling HIV infection;
both increased neopterin level and decreased PHA proliferation in HIV-positive
subjects have been described to predict the development of AIDS. Recent work
by Evans and colleagues (1997) also supports the notion that severe life stress
through effects on the immune response predicts early disease progression in
HIV infected individuals.

CONCLUSIONS

We have reviewed the most compelling evidence demonstrating that stress influ-
ences the immune system. The state of the field is far more complicated than it
appeared to be when investigation in this area first began. Results of studies
examining various aspects of the immune response have demonstrated that, based
on the type and timing of the stressors, different hormonal and/or neurotransmitter
pathways can be activated with distinct results in the various immune compart-
ments. Although epidemiological studies in humans have shown that stress can
influence the outcome of medical illnesses, most notably infectious diseases (Gra-
ham et al., 1986), the role of the stress-induced changes in the immune system in
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determining these findings remains to be clarified. Moreover, the relevance of
changes in immune assays, lymphocyte subsets, or plasma soluble factors to the
function of the immune system is still unclear. Therefore, more detailed knowl-
edge about brain—neuroendocrine—immune relationships is required if the basic
mechanisms of stress—immune interactions and their significance for health and
illness in humans are to be elucidated.
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INTRODUCTION

Earlier in this century it was not uncommon for theorists to believe that fear was
simply the belief that something is dangerous. Accordingly, it was assumed that
we would come to clarify the nature of fear by talking to people about what makes
them scared and anxious. Although cognitive appraisals obviously can precipitate
emotions, this level of analysis is no longer deemed sufficient for a scientific
understanding of fear. To understand fear we must specify the brain systems that
elaborate not only the cognitive and bodily features of fear but also the emotional
feelings that characterize fear. At present, many theorists believe that even though
the cognitions and beliefs associated with fear may vary widely among species,
depending on their degree of encephalization, the bodily expressions and affective
feelings of fear emerge directly from ancient emotional circuits (or “affect pro-
grams”) of the mammalian brain that can be analyzed with the tools of modern
neuroscience (for one comprehensive survey, see Burrows et al., 1990). Through
such strategies, we are currently learning a great deal about human fear by
studying the animal brain.

In line with the outdated psychological perspectives, earlier animal models
were also premised on the supposition that fear simply reflected learned anticipa-
tion of harmful events. Now, however, it is evident that the capacity for fear is a
genetically ingrained and endogenously coordinated function of the mammalian
nervous system that responds to unconditional threatening stimuli in the environ-
ment, and with experience, various neutral associated stimuli (i.e., conditional
stimuli) can come to evoke the integrated fear response. This should come as no
surprise. An organism’s ability to perceive and anticipate dangers was of such
obvious importance during evolution that it was not left simply to the vagaries of
individual learning. Even though learning is essential for animals to utilize their
fear systems effectively in the real world, learning does not create fears by pasting
together a variety of external experiences or internal bodily components. Evolu-
tion created a coherently operating neural substrate for this emotional response, as
it did for many others (see Chapter 2). Thus, to understand the deep experiential
nature of fear in humans and the intrinsic bodily consequences of such brain
states, we must seek to fully understand the genetically dictated but developmen-
tally refined neural processes that mediate homologous neuroaffective states in
other mammals (Panksepp, 1990).

The essence of fear in humans consists of an aversive state of the nervous sys-
tem, characterized by apprehensive worry, general nervousness, and tension,
which automatically informs them that their safety is threatened. It is accompa-
nied by specific forms of autonomic and behavioral arousal. The driving force for
the experiential and behavioral coherence of fear appears to arise from a distinct,
widely ramifying, subcortical system of the brain that prompts animals to hide
(freeze) if danger is distant or escape (flee) if danger is close. When such states
become conditioned by aversive events being associated with previously neutral
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stimuli and perceptions, animals and humans develop the ability to anticipate dan-
gers and hence protect themselves in advance of imminent threats. When activity
in such systems becomes free-floating, or disconnected from external events,
individuals come to exhibit generalized anxiety disorders and posttraumatic stress
disorders. Thus, in adult organisms, fear is always a mixture of specific types of
instinctual and learned brain activities.

The neural trajectory of one major fear system of the brain (Figure 1) arises
from the central amygdala (and perhaps other higher brain zones such as the lat-
eral septal area) and projects downward through the anterior and medial hypothal-
amus to the periaqueductal gray (PAG) of the midbrain and adjacent tegmental
fields. Henceforth, this system will be called the FEAR system, to distinguish it
from other, less well understood, negative affective systems such as those that
precipitate panic attacks and social separation anxiety. It is not yet known pre-
cisely how the FEAR system helps create the phenomenological experience of
anxiety, but we can be reasonably certain that it does. Electrical stimulation along
the circuits generates apparently fearful states along with many fear-related
behaviors in both experimental animals and humans (Panksepp, 1985; Depaulis
and Bandler, 1991).

Also, the system appears to be hierarchically arranged, with higher areas col-
lecting perceptual/cognitive information, the middle hypothalamic zones control-
ling various hormonal and other autonomic responses, and the most essential
lower zones putting together an integrated instinctual behavioral/bodily response.
The more caudally the artifical stimulation is applied along this system, (e.g.,
within the PAG), the easier it is to generate a coherent fear response with the
smallest amount of electrical current. During stimulation of the higher reaches
such as the amygdala and lateral septal area, fear responses emerge more slowly
and with less intensity and require electrical current levels higher than those
needed in the PAG or anterior hypothalamus. Responses from higher areas are
integrally dependent on the integrity of the lower areas but not vice versa.
Pharmacological and surgical dampening of activity along this circuit makes ani-
mals and humans placid, and the consequences of activity in the FEAR system for
other brain functions are substantial (for summary, see Panksepp, 1991).

THE DISPERSION OF THE FEAR SYSTEM
WITHIN THE BRAIN

Modern neuroscience techniques have finally detailed the widespread extent of
the FEAR system in the brain. This has been most clearly highlighted by tech-
niques such as visualization of the expression of early genes such as ¢-fos in ani-
mals that have received predictable fear provoking stimuli including foot shock
(Beck and Fibiger, 1995), exposure to nonpainful threatening stimuli such as
scary environments (Silviera et al., 1993), and direct electrical stimulation of the
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“FEAR” CIRCUITRY ORIGINATES IN
CENTRAL NUCLEUS OF AMYGDALA

INPUTS: OUTPUTS:

UNCONDITIONED INPUTS INCREASED HEART RATE
PAIN, NOISE, Etc. DECREASED SALIVATION
PREDATORS STOMACH ULCERS
OPEN SPACES RESPIRATORY CHANGES
SUDDEN MOVEMENTS SCANNING & VIGILANCE

INCREASED STARTLE
AMYGDALA DEFECATION
All External Cues FREEZING
HIPPOCAMPUS FLIGHT

Spatial Contexts

Figure 1. Schematic of the FEAR system depicted on a saggital section of the rat
brain (the background of which highlights high density acetylcholine esterase staining
in black). This transhypothalamic executive system for FEAR orchestrates many
cognitive, affective, behavioral, hormonal, and physiological changes that characterize
various fearful states. The executive circuit is a two-way avenue of communication
between central regions of the amygdala (which transmits information caudally
primarily by the ventral amygdalofugal pathway and the mesencephalic periaqueductal
or central gray (CG). This circuit courses through the anterior and medial hypothalamic
areas of the diencephalon where it is especially easy to elicit fearful behaviors (both
freezing and flight) using electrical stimulation. There are multiple entry and exit points
in this circuit (as depicted by the branching bubbles) that synchronize the many brain
and bodily processes, which must be concurrently influenced when an animal is
threatened. Anatomical designations are as follows: AHA, anterior hypothalamic area;
CA, caudate nucleus; Ce, cerebellum; CG, central gray; BN, bed nucleus of the stria
terminalis; FC, frontal cortex; Hc, Hippocampus; LC, locus coeruleus; MH, medial
hypothalamus; NA, nucleus accumbens; Th, thalamus; V, motor nucleus of the
trigeminal nerve; VII, nucleus of the facial nerve (Adapted from Panksepp, 1996).
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underlying brain circuitry (Sitviera et al., 1995). Similar brain patterns are seen in
animals that have been defeated while fighting (Kollack-Walker et al., 1997) and
in those that have been exposed to the fearful sounds of conspecifics (Beckett et
al., 1997). These widespread changes must be contrasted with the rather modest
brain changes that have been documented in human brain imaging studies. Func-
tional magnetic resonance imaging (fMRI) and positron emission tomography
(PET) studies conducted on anxious, individuals yield only modest regional
arousal in areas such as the amygdala (Rauch et al., 1995; Irwin et al., 1996). This
is partly explained by the the fact that, typically, rather weak cognitive fear stim-
uli must be used in human studies. Also, such technologies may not yet have the
resolution to highlight many of the subcortical brain areas that are, in fact, aroused
during fear. Thus, it is reasonable to suppose that functional imaging studies of
the human brain have not yet provided reasonably comprehensive estimates of the
neural systems that mediate anxiety. So far they have probably only highlighted
some of the higher brain areas (i.e., only the canopy of neural systems) that medi-
ate anxiety as well as some extracerebral artifacts (Drevets et al., 1992). Most pre-
clinical investigators now tend to agree that the animal work is clarifying the
fuller extent of fear systems that may also operate within the human brain. Such
work is revealing neuroanatomical, neurophysiological, and neurochemical
details that no human brain imaging technique can yet approximate. Totally new
types of anti-anxiety drugs will eventually emerge from such animal work
(Blanchard et al., 1993; Heilig et al., 1994; Johnson and Lydiard, 1995).

THE SYMPTOMS OF ANXIETY

Under anxiety disorders, the Diagnostic and Statistical Manual of Mental Disor-
ders (DSM-1IV) includes eight major types of disturbances, including panic
attacks, agoraphobia, specific phobias, social phobias, obsessive—compulsive dis-
orders, posttraumatic stress disorder, acute stress disorder, and generalized anxi-
ety disorder. The most common clinical symptom of all these disorders is exces-
sive anxiety and worry that causes sustained distress. Most of the focus of this
chapter will be on these last dimensions of anxiety. Among the common symp-
toms of generalized anxiety, we often find a variety of psychological distrubances
such as uncontrollable apprehensive expectations, jumpiness, and a tendency for
excessive vigilance and fidgeting. The various autonomic symptoms commonly
include gastrointestinal symptoms like upset stomach, diarrhea, and frequent uri-
nation, as well as other visceral symptoms like tachycardia, chronic dryness of the
mouth, and increased but shallow respiration. Some are bothered more by the
physical symptoms, whereas in others, psychological distress is the prevailing
concern. Practically all of these changes can be evoked by artificial activation of
the FEAR system.
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From a clinical perspective, it is especially important to understand the neuro-
physiological and neurochemical mechanisms that can counteract these pro-
cesses. Optimal medical control of anxiety must ultimately be based on this
knowledge. Progress in this area was a matter of chance and exceptional good for-
tune during the early days of modern biological psychiatry. For example, the effi-
cacy of the future minor tranquilizers such as chlordiazepoxide in dampening
emotionality in animals was identified in 1960 during the final experiment just
prior to the scheduled termination of a relatively unfruitful research program on
benzodiazepines (BZs) at Hoffman-LaRoche labs. Over the past decade, emerg-
ing knowledge about the underlying brain systems has allowed investigators to
proceed in more systematic and logical ways, and we can predict where the break-
throughs will be.

Among the new generation of anti-anxiety medicines will be ones that can
reduce the arousal of the corticotrophin releasing factor (CRF) system, which
seems to be a major neuropeptide component of various anxieties (Dunn and Ber-
ridge, 1990; Chalmers et al., 1996). The utility of nonpeptide CRF receptor anat-
gonists has already been validated in animal models (Schuliz et al., 1996), and
such agents will soon undergo clinical evaluation. Neuropeptide-Y and ACTH
antagonists may soon follow (Heilig et al., 1994). While cholecystokinin (CCK)
antagonists have already been evaluated and little benefit has been observed, the
preclinical data were also often rather contradictory and confusing (Harro et al.,
1995). In any event, all of these peptides and many others are concentrated along
the trajectory of the FEAR system.

Before proceeding with a discussion of the amygdalo-hypothalamo-PAG
FEAR circuit, let me briefly summarize the vast number of animal models of anx-
iety that have been developed by behaviorists during the past few decades. Most
of the preclinical pharmacological work on new anti-anxiety agents is emerging
from the systematic analysis of such animal models. Unfortunately, it is not yet
clear how most of these models relate to the various FEAR circuit components. A
great deal of basic preclinical work remains to be done and thus the existing
behavioral literature still gives the impression of being chaotic and unintegrated.
Let me briefly summarize in a systematic way, the diversity of models that are
available.

PRECLINICAL MODELS FOR THE STUDY OF FEAR

The various preclinical laboratory models for the study of anxiety can be con-
veniently broken down into those that use painful stimuli to produce symp-
toms of anxiety (i.e., punishment procedures) and those that use no explicit
punishments. In addition, each of these categories includes some models that
analyze changes in learned behaviors while others rely on measures of uncon-
ditional, or instinctual behaviors (yielding the four general types of models, as
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Table 1. A Taxonomy of Animal Models of Fear

With Punishment No Punishment

3 ¢ Active avoidance * Partial reinforcement
g tasks extinction effect
%+ Conditioned emotional responses

* Punished behavior tasks
2 * Passive avoidance tasks
3
@ . ' )
= * Freezing to shock *  Open-field exporation
§ * Defensive burying * Avoidance of bright lights
& ¢ Stimulation of fear circuits * Social interaction tests

* responses to loud sounds (startle) *  Plus-Maze test
* Predatory odors

summarized in Table 1). More detailed descriptions of these models are
available elsewhere (Panksepp, 1998).

Most of these models are quite sensitive to the effects of minor tranquilizers,
suggesting that they share common motivational features, but a conceptual prob-
lem runs through much of the literature on this topic. Anti-anxiety effects are gen-
erally assumed to exist when drugs release previously punished (and hence
inhibited) behaviors. For instance, animals that have received shocks upon press-
ing a bar for food tend to inhibit lever pressing, while under presumed anti-anxi-
ety agents they resume bar-pressing more readily. Unfortunately, there are at least
two distinct explanations for such effects: Animals may be less anxious or they
may simply be more disinhibited. This second possibility was rarely considered in
earlier discussions of how animal models can relate to our understanding of
human anxiety. Another problem is that there are so many differences in formal
procedures and drug sensitivity among the various experimental models that it is
not yet possible to argue for a shared anxiety process for all of them. There are
also no accepted guidelines as to which models are the best predictors for which
clinical problems and why. Accordingly, the literature may actually be describing
many different types of fears and/or different ways in which the brain handles the
same type of fear. Although this is not the place to contrast and compare these
models in any detail, the organizational scheme of Table 1 helps visualize how the
various models conceptually interrelate, and there is considerable room for further
development.

The large variety of models that exist for the analysis of fear may also highlight
the fact that multiple processes exist for the elaboration of trepidation in the brain.
Fearful states can be evoked by painful stimuli, cues that have been previously
associated with aversive stimuli, various nonpainful stimuli that have indicated
danger in the evolutionary history of a species, and perhaps even certain frustrat-
ing events. Since these models are often differentially sensitive to various phar-
macological manipulations, it is clear that there are many distinct cognitive and
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motivational controls over fear processes at the neurological level. However, for
present purposes, we shall assume that many of the stimuli that evoke anxiety do
derive their motivational impact from a shared neural circuit, namely, the transhy-
pothalamic FEAR system.

THE NATURE OF A MAJOR BRAIN SYSTEM
THAT MEDIATES FEAR

As already emphasized, brain-stimulation studies have long suggested that a
coherently operating FEAR system extends from the temporal lobe (from spe-
cific areas of the amygdala) through the anterior and medial hypothalamus to the
lower brain stem (through the PAG substance of the mesencephalon) and then
down to specific autonomic and behavioral output components of the lower
brain stem and spinal cord, which control the physiological symptoms of fear.
(These symptoms include increases in heart rate, blood pressure, the startle
response, elimination, and perspiration; for summary, see Figure 1). A consen-
sus is emerging that a fundamental form of unconditional fear is mediated by
this neural system (Panksepp, 1982, 1990; Davis, 1992; 1994; LeDoux, 1993;
1995; Maren and Fanselow, 1996). When this system is activated by electrical
stimulation, animals exhibit a variety of fearlike behaviors ranging from an ini-
tial freezing response at low current levels, which may reflect the appropriate
response to fearful objects at a distance, to an increasingly precipitous flight
response at higher current intensities, reflecting the appropriate response to fear-
ful objects at a closer, more threatening, distance. The responses evoked artifi-
cially by brain stimulation look very similar to the behavior of an animal being
pursued by a predator or receiving repeated foot shock. Even though such ani-
mals appear to be severely distressed, it seems unlikely that the brain stimulation
is activating a pain pathway since animals typically do not squeal or exhibit
other apparent symptoms of pain. Minor tranquilizers exert at least part of their
anti-anxiety effect by reducing arousal of this brain system. This chapter will
focus most on this preeminent FEAR system, but it will also touch upon several
other brain systems that mediate aversive central states that have often been
subsumed under the concepts of fear and anxiety (e.g., separation anxiety).
Although we cannot directly measure subjective experience, the behavioral evi-
dence from all mammals that have been studied with sensitive avoidance mea-
sures such as “place aversions” strongly suggests that a coherent internal state of
dread is elaborated by the FEAR system. Humans verbally report powerful feel-
ings of foreboding as stimulation is applied to these brain sites during the course
of neurosurgery. Animals readily learn to escape such stimulation suggesting that
they experience strong negative feelings. If given the opportunity, they avoid
environments in which they received such stimulation (Panksepp, 1996), and if no
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avenue of escape is provided, they will freeze as if in the presence of a predator
(Panksepp et al., 1991).

Whether the subjective experience of fear is mediated directly by this circuit or
via interactions with other interconnected brain areas will have to be resolved by
further research. However, the evidence favors the idea that affective experience
is an intrinsic subcortical function, for decorticate animals still exhibit escape and
fear behaviors when such circuits are stimulated. Although we do not have any
detailed understanding of how affective experience is actually generated by basic
emotional circuits such as these or whether higher reaches in the amygdala or
lower reaches in the PAG are more essential for the experiential response, it is
reasonable to suppose that this whole circuit is essential for the integrated fear
response and that it lies at the very heart of many human and animal anxieties. I
have advocated the view that the feeling states of the various emotions are created
by such emotional systems interacting with a primitive, but extended, neurosym-
bolic representation of the body that originates within the midbrain (Panksepp,
1998). In any event, these circuits can be sensitized by repeated activation,
whether induced by direct brain stimulation (Adamec, 1993) or by life experi-
ences (Adamec and Stark-Adamec, 1989). Once this type of “limbic permeabil-
ity” is established, it is difficult to permanently reverse the hypersensitivities, but
many consider such states to be an important testing ground for evaluating new
therapies for free-floating anxieties and posttraumatic stress disorders (PTSDs)
(van der Kolk, 1987).

ON THE VARIETIES OF ANXIETY SYSTEMS IN THE BRAIN

We must not oversimplify the complexities that face us in our attempts to obtain
a definitive understanding of trepidation within the mammalian brain. Almost cer-
tainly, several distinct forms of “anxiety” may exist that we are not yet able to dif-
ferentiate. Indeed, the FEAR system probably has differential inputs such as the
simple cue-based systems from the amygdala and spatial information systems
from the hippocampus (Phillips and Le Doux, 1992; Fanselow et al., 1994). In
addition, several distinct types of anxiety-related information may be mediated in
one brain zone such as the amygdala (Killcross et al., 1997).

Before proceeding with a more detailed discussion of the FEAR system, it is
worth briefly highlighting another distinct neuroemotional sytem that can mediate
aversive states related to anxiety. For instance, there is clearly a distinct separa-
tion distress system (as indexed by measures of separation calls in species as
diverse as primates, rodents, and birds) which runs from the preoptic area and bed
nucleus of the stria terminalis down through the dorsomedial thalamus to the mes-
encephalic PAG region where virtually all emotional systems appear to converge
and interdigitate (Panksepp et al., 1988). This system has been postulated to medi-
ate such negative feelings as loneliness, grief, and other forms of separation
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anxiety and to contribute substantially to the precipitous forms of acute distress
known as panic attacks.

Clinically, a distinction between the brain mechanisms that control panic
attacks and those that produce anticipatory anxiety first became apparent when it
was found that the best available anti-anxiety agents (e.g., BZs such as chlordiaz-
epoxide and diazepam) neither inhibited panic attacks in humans nor separation
anxiety in animals. However, drugs such as tricyclic antidepressants (e.g., imi-
pramine and chlorimipramine), which were found to exert excellent anti-panic
effects in humans and reduced separation distress in animals, had little effect on
anticipatory anxiety. Quite remarkably, people whose panic attacks had been
effectively attenuated with tricyclics still suffered from the fear that their attacks
might recur (Klein and Rabkin, 1981).

A clinical distinction can also be made between fearful anxiety and separation
anxiety. The former is characterized by generalized apprehensive tension with a
tendency toward various autonomic symptoms such as tachycardia, sweating, and
gastrointestinal symptoms. The latter, especially in intense forms such as grief, is
accompanied by feelings of weakness and depressive lassitude with autonomic
symptoms of a parasympathetic nature (e.g., strong urges to cry) often accompa-
nied by tightness in the chest and the feeling of having a lump in the throat. The
former beckons one to escape situations that intensify the anxiety, whereas the lat-
ter tends to motivate thoughts about the lost object of affection and impels one to
seek succor and the company of special loved ones.

A compelling case has been put forward asserting that panic attacks emerge
from primitive suffocation-alarm systems of the brain that may be closely cou-
pled with separation distress systems (Klein, 1993). Although separation dis-
tress/PANIC systems and FEAR systems can be distinguished in the brain, it is
to be expected that they can also operate synergistically: Chronic anxiety can
increase the incidence of panic attacks, and panic attacks can lead to chronic
anxiety. The ability of some new anti-anxiety agents to reduce panic may also
indicate that the two emotional systems share some common inhibitory influ-
ences. For instance, alprazolam can quell panic (Schweizer et al., 1993)
perhaps because, in addition to BZ receptor effects, it can also promote
serotonin transmission and reduce B-adrenoreceptor activity.

The chronic mood changes that commonly accompany PTSD, including mix-
tures of anger and anxiety, may also need to be distinguished from the types of
anxiety already discussed. The severity of PTSD can be diminished with anti-sei-
zure medications such as carbamazepine, an agent that is not consistently effec-
tive in the control of either panic attacks or anticipatory anxiety (Charney et al.,
1993). In addition to facilitating GABA activity, carbamazepine has a spectrum of
other neurochemical effects. It is noteworthy that this drug can block “kin-
dling”—the induction of chronic seizure potentials in the brain via the periodic
application of brief electrical stimulation to seizure-prone areas of the temporal
lobe such as the amygdala. It is not unusual for kindled animals to exhibit chronic
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emotional changes (increases in irritability as well as heightened sexuality), fur-
ther suggesting that similarities may exist between this type of evoked brain
change and PTSD.

In addition, other psychiatric disorders are commonly accompanied by anxiety.
For instance, obsessive—compulsive behaviors and rituals may often represent an
attempt to ward off various encroaching anxieties. We do not know how or
whether these incipient anxieties are mediated by any of the systems discussed
above. It is noteworthy, however, that the serotonin uptake inhibitor chlorimi-
pramine, which is so effective in controlling obsessive—compulsive behaviors, is
also an effective anti-panic agent suggesting a shared neurochemical substrate for
both (Altemus, 1995). It is also effective in reducing separation distress in ani-
mals, although its efficacy in other anxiety disorders remains to be adequately
evaluated.

It currently seems evident that brain systems that mediate anticipatory and
chronic generalized anxiety and those that mediate panic attacks, separation anx-
iety, and posttraumatic stress disorders can be distinguished in terms of brain
mechanisms. However, all strong emotional states appear to share some nonspe-
cific alarm or alerting components when threatening stimuli first appear on the
psychological horizon. For instance, generalized cerebral arousal/attentional sys-
tems such as cholinergic and noradrenergic arousal circuits of the brain stem (see
Chapter 2, Figure 1) would fall into such a category. Also, most anxieties are
accompanied by arousal of the pituitary—adrenal stress response, which helps
recruit bodily and cerebral resources to cope with various stressors (for reviews,
also see Puglisi-Allegra and Oliverio, 1990).

RELATIONSHIPS BETWEEN PAIN AND FEAR

In addition to the different forms of anxiety, there are many other types of aver-
sive internal feelings—ranging from pain to various types of hungers, thirsts, and
other bodily needs. It is especially important to consider the role of pain in the
genesis of anxiety, since that has been the traditional way to produce fear-condi-
tioning in animal models. Animals readily learn to escape from and avoid places
where they have been hurt. Current evidence suggests that pain and fear systems
can be dissociated even though they interact strongly at various locations within
the neuroaxis. One of the most compelling lines of evidence of this is that fearlike
behaviors in animals and fear states in humans are not readily produced by elec-
trical stimulation of the classical spinothalamic pain systems. It is only at mid-
brain levels, where the classical pain systems diverge into reticular fields, that
localized brain stimulation begins to yield fear behaviors such as freezing and
flight. Thus, even though pain systems do send inputs into areas of the brain that
mediate fear (such as the PAG of the mesencephalon), electrical activation of the
FEAR system does not appear to readily evoke the sensation of pain in humans or
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animals. Humans who have been stimulated in these latter brain areas typically
report fear rather than pain, and animals exhibit flight and escape with no apparent
pain (at least as indicated by squealing). Likewise, lesions of brain areas that con-
tain fear circuitry do not typically affect pain thresholds in animals (for summary
of evidence, see Panksepp et al., 1991).

In addition to the pathways whereby pain gains access to the FEAR system, it
may well be the case that the FEAR system reduces pain sensitivity. It is well doc-
umented that animals and humans do not focus on their bodily injuries when they
are scared (Fanselow, 1991), and there is now some evidence that fear-induced
analgesia emerges from arousal of pain inhibition circuits such as serotonin and
endogenous opioids near the PAG of the mesencephalon.

The rest of this chapter will highlight some of the neurochemistries that are
implicated in the FEAR system. Although a great deal of work remains to be
done, it is becoming clear that along with mediating the unconditional aspects of
fear, this system also permits the construction of learned behavioral strategies to
cope with fear. In addition to controlling urges to flee, FEAR circuitry also estab-
lishes brain conditions for the expression of passive fear tendencies such as freez-
ing (and hence perhaps the up-tight feeling of nervous tension that characterize
chronic anxiety neuroses).

THE NEUROCHEMISTRY AND PHARMACOLOGY OF FEAR

The most useful knowledge about fear and anxiety for medical purposes will
emerge from an understanding of the neurochemical systems that elaborate and
modulate fearful impulses within the brain (Leonard, 1992). It is clear that BZ
receptors are concentrated along the trajectory of the FEAR circuit (Figure 1),
from the central amygdala, downward via the ventral amygdalofugal pathway,
through the anterior and medial hypothalamus, across the substantia nigra to the
PAG and the nucleus reticularis pontis caudalis (where fear modulation of the
startle reflex occurs). The discovery of the BZ- GABA receptor complex has been
the single most important discovery for explaining how traditional minor tranquil-
izers (i.e., alcohol, barbiturates, and the benzodiazepines) inhibit anxiety
(Haefely, 1990). This receptor complex has distinct GABA binding sites and BZ
binding sites as well as binding sites for the older anxiolytics such as barbiturates,
all of which can act synergistically to increase neuronal inhibition (by facilitating
chloride ion flow into the cell). In other words, anxiety is quelled by BZs through
the hyperpolarization of the neuronal elements that pass the anxiety message
through the neuroaxis. While agonists for the BZ receptor, such as the many vari-
ants of BZ-type minor tranquilizers, suppress activity in the FEAR circuit, they
may also modulate higher processing of associated stimuli (e.g., anxious thoughts
and appraisals), perhaps via effects on the relatively abundant BZ receptors in the
neocortex. Antagonists for the receptor (such as flumazenil) are usually



Fear and Anxiety Mechanisms of the Brain 167

behaviorally inactive by themselves, suggesting that endogenous anxiety signals
are not tonically present at BZ receptor sites. Of course, these antagonists can
block the anti- anxiety effects of exogenously administered BZs and the anxiety
provoked by B-carboline “inverse agonists” (see below).

One of the key questions has been what type of endogenous molecule normally
acts on the BZ receptor. Even though definitive evidence is not available, one likely
candidate continues to be the endogenous neuropeptide called diazepam binding
inhibitor (DBI), which appears to promote anxiety when it is released onto BZ
receptors (Ferrarese et al., 1993). Thus, it is suspected that DBI exerts an “inverse
agonist” effect at BZ receptors, actively decreasing chloride flow and hence
increasing activity in the basic brain substrates for anxiety. This “inverse agonist”
concept was first generated by the discovery of various B-carboline drugs, which
had the opposite effect to BZs, that is, they actively inhibited chloride entry into
neurons via interaction with the BZ-GABA complex and thereby could promote
anxiety in both humans and animals. This is surely only part of the story.

Which other neurotransmitters convey the signal of fear through the neuroaxis?
There are presently several reasonable candidates. Although norepinephrine (NE)
and serotonin have been touted as signals for transmitting anxiety, they are
unlikely to be specific anxiety transmitters. Certain drugs that can increase certain
types of NE and serotonin activity (e.g., yohimbine and m-chlorophenylpipera-
zine (MCPP), respectively) do promote the experience of anxiety in humans
(Chamney et al., 1987), but these effects could easily reflect indirect gen-
eral-arousal effects (amplifying whatever tendencies already exist in the nervous
system) rather than specific emotional responses. There are many other neuropep-
tide and amino-acid candidates that appear to modulate anxiety-type behaviors
more powerfully and more specifically; hence they will probably figure more
heavily in our future understanding of fear substrates in the brain.

At present, one compelling candidate is the simple amino-acid neurotransmitter
glutamate. A remarkably powerful behavioral syndrome that resembles the
arousal of fear can be evoked by administering the glutamate agonists kainic acid
and N-methyl-D-asparatate (NMDA) into the lower ventricular system. Within
minutes, animals begin to run around in apparent psychic anguish (often in a
semicrouched posture) with rapid head scanning, persistent vocalization, and
bulging eyes suggestive of profound terror. The fact that these episodes can be
inhibited by appropriate glutamate receptor antagonists (those that block kainate
or NMDA receptors) may suggest that new anti-anxiety agents could be created
through the selective pharmacological manipulation of these systems. However,
since so many fundamental brain processes are controlled by glutamate circuits
(from simple sensory processes to memory), such a strategy may be impractical
due to the probability of many side-effects.

In addition to DBI, there are several other anxiogenic neuropeptide transmitters
that operate along anatomical pathways parallel to the trajectory of the FEAR sys-
tem (compare Figures 1 and 2 of Chapter 2). Most strikingly, central administra-
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tion of the neuropeptide CRF can promote symptoms of anxiety in animals.
Briefly, the effects of this peptide are as follows: CRF causes agitated arousal and
can reduce a variety of positively motivated behaviors including feeding, sexual
activities, and other social activities (for review, see Dunn and Berridge, 1990).
Animals also tend to freeze in environments in which they previously received
CREF, and normal shock-induced freezing can be diminished by CRF antagonists
(Candor et al., 1992). Since CRF arising from the paraventricular nucleus of the
hypothalamus also controls the pituitary—adrenal stress response (which accom-
panies many emotions as well as many psychiatric disturbances, such as depres-
sion), it is generally believed that CRF receptor antagonists will prove to be potent
anti-anxiety and anti-stress agents (Heilig et al., 1994).

Also, the neuropeptide a-melanocyte stimulating hormone (aMSH) promotes
camouflage-type pigmentary changes in many fish and reptiles, and not surpris-
ingly, a vigorous freezing/hiding pattern can be evoked by central administration
of this peptide in chicks (Panksepp, 1993). Adrenocorticotrophic hormone
(ACTH), which comes from the same segment of the proopiomelanocortin
(POMC) gene as oMSH, has essentially identical effects. There is little compara-
ble data on mammalian behavior patterns, even though microinjections of high
doses of ACTH into the PAG can precipitate vigorous jumping and flight. The
affective effects of such treatments remain to be evaluated using conditioned
freezing and place-avoidance paradigms, but antagonists of these neuropeptide
receptor systems may well reduce certain types of fearful behavioral inhibition in
humans. Another intriguing anxiogenic peptide is cholecystokinin (CCK), which
can precipitate panic attacks in humans and a broad spectrum of anxiogenic symp-
toms in animals with the use of a variety of models described above (Harro et al.,
1993). As mentioned earlier, however, preliminary clinical trials with CCK antag-
onist have not been promising.

A variety of other neuropeptides appear to reduce anxiety symptoms following
central administration. Centrally administered opioids (acting at |1 receptor sites)
as well as oxytocin and prolactin are very effective agents for reducing separation
anxiety (Panksepp, 1991; 1993). Neuropeptide Y (NPY) has emerged as a major
anti-anxiety system that may have receptors that are independent of those that reg-
ulate feeding behavior (Heilig, 1995). Recently neurosteroids that can modulate
GABA receptors have also appeared as potential anti-anxiety agents (Paul and
Purdy, 1992).

An especially important dimension of future research is to specify precisely
how these various neurochemical vectors mediate aspects of processes subsumed
by the broad category of anxiety. Do certain neurochemistries convey specific
fears while others are indirect modulators (e.g., providing gain settings, duration
controls, etc.) within the FEAR system? Future research with animal models
should be able to tease apart the distinct functions of the diverse chemistries that
control anxiety.
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LEARNING WITHIN FEAR SYSTEMS

Learning mechanisms allow organisms to effectively channel their specific fears
into appropriate responses within the environment. The FEAR system of the brain
has some intrinsic sensitivities (e.g., responding unconditionally to painful stimuli
and the presence of potential predators), but it also has the ability to establish new
input components to inform the organism about various specific threats that
require learning. Some environmental circumstances lead to rapid conditioning,
presumably because certain perceptions have comparatively easy access to the
FEAR system within the brain, whereas totally neutral stimuli take longer to con-
dition. For instance, it has been found that in humans, autonomic fear responses
condition more rapidly when shock is paired with angry faces than when it is
paired with smiling faces (Ohman et al., 1989). Presumably, the brain is predis-
posed to associate the potentially threatening configuration of an angry face with
fear more easily than that of a pleasant face. In other words, we can anticipate that
the neural configurations (which are probably in the amygdala and surrounding
inferotemporal cortex) that decode emotional expressions have “sensitized” input
channels to the FEAR circuit {Adolphs et al., 1994).

There is probably a variety of such channels to the FEAR system that are differ-
ent in different species. Thus, humans are presumably more apt to develop fears
of dark places, high places, approaching strangers (especially those with angry
faces), and snakes and spiders. Rats are especially apt to fear well-illuminated
areas, open spaces, and the smell of cats and other potential predators. However,
completely neutral stimuli and the imagination can also access the FEAR system
of the brain. One can come to fear unseen bacteria. During the past few years,
great progress has been made in unraveling the manner in which this system is
capable of being conditioned by specific learning experiences.

Stimuli that have been paired with painful events can access FEAR circuits
directly from subcortical sensory analyzers of the thalamus or from the more com-
plex analyzers of the cortex. It is especially important to emphasize that FEAR
circuits can be conditioned directly via thalamoamygdala connections, with no
need for cortical processing of the signals that predict aversive events (LeDoux,
1993). There are both direct anatomical entry points from the thalamus into the
central nucleus of the amygdala and more indirect cortical ones (LeDoux et al.,
1990; Davis et al., 1995). The intraamygdaloid circuitries that mediate the neural
computations that impinge on the unconditional FEAR circuits, a process that
starts in the central nucleus of the amygdala, are now being detailed (Pitkanen et
al., 1997). Learned fear associations may be mediated by glutamatergic synapses
and B-adrenergic synapses, which are concentrated in the amygdala (Chaill et al.,
1994), but it is expected that many other amines and neuropeptides localized there
will also prove to be influential. Also, it is likely that conditioning can be elabo-
rated at lower levels of the fear circuit (i.e., at hypothalamic and mesencephalic
levels), but that remains to be demonstrated. Once the details of the learning
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mechanisms have been worked out (Davis 1992; 1994), it should be possible to
facilitate the deconditioning of learned fears with new pharmacological maneu-
vers (Muller et al., 1997). Indeed, it has been demonstrated that glutamate antag-
onists can retard the extinction of conditioned fears (Falls et al., 1992), suggesting
that fears need to be deconditioned by an active form of new learning, which is
mediated by glutamate.

Although it is clear that the amygdala is essential for processing various cogni-
tive stimuli associated with fear (Bechara et al., 1995; Young et al., 1996), it is not
certain that the exclusive or even major area of the brain that generates the affec-
tive experience of fear are the higher reaches of the brain that process knowledge
concerning fearful stimuli. Indeed, recent work indicates that autonomic condi-
tioning of fear can still occur in humans even after higher limbic structures such
as amygdala and hippocampus have been destroyed (Tranel and Damasio, 1990).
It seems likely that a great deal of affective experience can still be generated by
the FEAR system even though its highest reaches,which harvest cognitive inputs,
are severely impaired.

THE TREATMENT OF ANXIETY IN CLINICAL PRACTICE

Until the development of benzodiazepine-type minor tranquilizers, the drugs that
could successfully control human anxiety were opioids, alcohol, barbiturates, and
meprobamate (Gray, 1987). The treatment of anxiety was revolutionized by the
serendipitous discovery that chlordiazepoxide (CDP) could calm wild animals.
The entry of this agent into pharmaceutical practice, under the trade name of Lib-
rium, was rapid because of its remarkable specificity and safety margin as com-
pared to anything that had been used before. CDP could reduce anxiety at less
than a hundredth of the lethal dose, which was a remarkable improvement over
any other agent that existed. Not long thereafter, potent versions such as diazepam
(Valium) became available and many others have surfaced since. The mild seda-
tive effects commonly observed at the beginning of drug therapy exhibited rapid
tolerance, whereas the anxiolytic effects were sustained, evoking little tolerance
during longterm use. The efficacy of BZs in diminishing anticipatory anxiety and
chronic anxiety neurosis was demonstrated in a large number of well controlled
clinical studies (Nutt, 1990). These drugs produced no apparent physical depen-
dence during modest use, even though longterm use of high doses, which became
a common practice, did yield dependence and a withdrawal syndrome resembling
that of alcoholism. The utility of BZs in inhibiting alcohol withdrawal symptoms
further affirmed that these agents work upon common GABA-related substrates
in the brain (Tallman and Gallagher, 1985).

The BZs rapidly supplanted all other anti-anxiety medications on the market.
Several additional medical uses were soon discovered, including relaxation of
muscular spasms, and effective control of certain types of seizures, especially
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those that emanate from the limbic system. BZs also found a receptive market as
sleep-promoting agents, and because of their cross-tolerance, they became effec-
tive medications for the alleviation of alcohol withdrawal (Roy-Byme and
Cowley, 1991).

Although a variety of BZs came on the market, it was not until 1979, that the
BZ receptor was finally identified in the brain (Young and Kuhar, 1980). A differ-
ent type of receptor was later identified in the periphery. Since then, a great num-
ber of the subsequently developed BZs are now tailor-made and marketed for
specific disorders even though their basic mode of neuronal action remains funda-
mentally unchanged. The practice of using different agents for different disorders,
such as fast-acting BZs for sleep disorders and long-acting ones for alcohol with-
drawal and anxiety, is not based on any fundamental difference in their mode of
action but rather on differences in potency and speed of entry into and exit from
the brain.

Even though BZs turned out to be remarkably safe medicinal agents, various
shortcomings have been revealed during the ensuing years, including (as men-
tioned above) a dependence syndrome during longterm use. Other side-effects
include increased appetite, disorientation and memory loss (especially in the
elderly), and the release of aggressive tendencies in passive—aggressive individ-
uals. In clinical practice, the sedation produced by BZs is usually of short dura-
tion, although it tends to persist among the elderly. Due to these drawbacks,
particularly the potentiation of confusional states, these drugs should not be
used in conjunction with alcohol, which operates, at least in part, through the
same neural systems. Although these drawbacks of BZs are modest compared
to most other psychotropic medications, care in monitoring side-effects is
essential. Problems that can arise with such agents could prove troublesome in
our litigious society. Indeed, the development of novel BZ receptor antagonists
for the treatment of drunkenness was aborted because of the potential liabilities
that might result from individuals having traffic accidents after taking such
drugs. Because of such shortcomings of BZs, and the additional profits to be
made, there has been a concerted effort to find additional anti-anxiety agents
(Kunovac and Stahl, 1995).

Even though there are many candidates in the wings, the only major item that
has reached the market is buspirone (Buspar), which has a profile of action
quite distinct from the BZs (Eison and Temple, 1986). The therapeutic effect of
this agent appears to be based on the ability of the serotonin system to modulate
anxiety. Buspirone has the relatively selective effect of stimulating 5-HT;4
receptors, which are predominantly concentrated on serotonin cell bodies. At
this site, buspirone reduces serotonin neuronal activity, and hence it acutely
diminishes serotonin release in higher brain areas, which can lead to longterm
upregulation of postsynaptic serotonin receptors. Although some investigators
believe that buspirone alleviates anxiety by reducing 5-HT activity, the benefits
may be due to a compensatory functional elevation of brain serotonin activity.
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It should be remembered that there are also abundant postsynaptic 5-HT, 5
receptors in the brain, and it presently remains possible that the postsynaptic
effects of buspirone contribute as much to the control of anxiety as the effects
of the drug on presynaptic ones. Thus, even though certain types of serotonin
activity are still widely considered to be anxiogenic, the anti-anxiety effects of
buspirone could well be due to a longterm facilitation of serotonin sensitivity in
the brain (Stahl et al., 1992).

In any event, the therapeutic effects of buspirone tend to be milder than those
obtained with BZs, but many fewer side-effects are encountered. Buspirone nei-
the