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Preface

For many practicing engineers, undergraduate and graduate students, or
researchers who are engaged in fire modeling, the evolution of digital computers
has further enhanced the reliance on computational models to better understand
and predict the fire phenomenon. Modeling of fires is challenging and encom-
passes a wide spectrum of different length scales, a broad range of engineering
disciplines, and a multitude of different computational approaches. Not surpris-
ingly, the number of books dealing with the fundamentals of fire dynamics is
staggering; they include the predictive treatment of fires via physical models
based on theoretical or analytical approaches. Among the many sweeping
changes in the subject of fire dynamics, the use of the field model, a physical
model utilizing the computational fluid dynamics (CFD) concepts, techni-
ques, and models along with fire models, is gaining significant momentum and
recognition within the fire community. The feasible application of these compu-
tational fire models has certainly brought about the modern development of fire
safety science and the emergence of such modeling in fire engineering.

Because of the increasing importance on the field modeling of fire dynamics
in fire engineering, there is therefore an increasing compelling need to develop
a single comprehensive compendium in providing a systematic exposition of
the many important aspects of the field modeling approach. The authors can
fully understand the predicament and difficulties experienced by fire modelers
mustering the knowledge in order to apply the field model with confidence in
their investigative studies. For the uninitiated fire modeler who is learning
about CFD for the first time, the nitty-gritty elements within this particular
mathematically sophisticated discipline can be difficult to master. For the
uninitiated fire modeler who needs to also learn about combustion, radiation,
soot production, and solid pyrolysis—the essential elements in fire models—for
the first time, the learning of each of these complex disciplines may well be a
long laborious process; most will become disheartened toward continuing fur-
ther. In obtaining the numerical results for a range of fire problems, the
modeler may be unwittingly applying the field model without a prior under-
standing of the basic theory behind the formulation and therefore limits of
applicability of the many models within its scope.

The aim of the present text is to try to consolidate the fundamental under-
standing of the many disciplines in the field modeling approach. There are
many textbooks dealing with each individual discipline ranging from introduc-
tory to advanced levels. This book attempts, however, to present a unifying
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approach of the fundamental ideas of fire modeling in one single volume. In a
way, it may be argued that some of the materials covered are “old-fashioned”
or “common knowledge.” Nevertheless, the tried-and-proven ideas actually
form a wonderfully intuitive and meaningful learning experience for the unini-
tiated fire modeler. This book as such does not pretend to present a compre-
hensive review of the background theory and development of the respective
models from each discipline. Rather, the material in this book is written with
a view to satisfy the initiated fire modeler through an intuitive, practically
oriented approach to fire modeling. More sophisticated aspects such as the
state-of-the-art modeling of soot and solid pyrolysis and the advanced turbu-
lence modeling via the large eddy simulation approach are presented and dis-
cussed in Chapters 4 and 5, respectively. In Chapter 6, the authors illustrate
other possible modeling approaches of varying degrees of sophistication and
scope to describe every aspect of the fire problem. These include the applica-
tion of artificial neural network to fire predictions, evacuation calculation for
the occupant escaping from a building in the event of a fire, and the probabi-
listic approach to assess the total fire safety system. By the end of the chapter,
the authors’ primary objective is to expound on the concept of a total fire
safety engineering analysis for fire safety assessments and evaluations.

The materials contained in this book have been accumulated through years
of research at Commonwealth Science Industry Research Organization
(CSIRO), Australia; the Australian Nuclear Science Technology Organization
(ANSTO), Australia; and the Department Building and Construction, City
University of Hong Kong, Hong Kong; to each of which, we wish to acknowl-
edge our indebtness. This book would not have been possible without the com-
bined efforts of the many colleagues and fellow researchers who have
generously assisted us in various ways towards its completion. The authors
are particularly indebted to Siu Ming Lo, Eric Lee, Alice Cheung, Sherman
Cheung, Mark Ho, Hechao Huang and Chunmei Zhao for their invaluable
contributions in giving shape to the final version of the text. Special thanks
are given to Jonathan Simpson, senior acquisition editor of Elsevier Science &
Technology, who applauded the book’s inception and provided the necessary
encouragement in bringing to fruition the writing of this book. The authors
are also grateful to the publisher for having offered their immense assistance
both in academic elucidation and professional skills in the publication process.

This book is dedicated with great affection to our families. Dr Yeoh
acknowledges the untiring support and love of his wife, Natalie, and his
daughters, Genevieve and Ellana, for their magnanimous understanding and
unflinching encouragement during the untold amount of hours spent in prepar-
ing and writing this book. Dr Yuen would also like to extend his deepest appre-
ciation to his wife, Irene, and his son, Anthony, for their support in the writing
of this text.

To all who have been involved, we express our most heartfelt appreciation.

Guan Heng Yeoh and Kwok Kit Yuen



1 Introduction

Abstract

Modeling of fires bhas contributed significantly to the modern development of
fire safety science and the emergence of the discipline of fire engineering. Suitable
numerical simulation tools have effectively taken center stage for practicing
fire engineers to exploit the freedoms offered under the performance-based, fire
safety engineering approach. The core of all fire modeling activities remains
essentially on the proper treatment of the gas phenomena of the fire itself
for any subsequent assessment of impact on structures, people, or environment.
In this chapter, the deterministic model based on the field model or computational
fluid dynamics in fire modeling is introduced by examining its historical develop-
ment, impact in reviewing major fire disasters, utilization in research, and appli-
cation in practice. At the end of this chapter, the scope of the book foreshadows
the many important aspects of fire modeling that will be covered in later chapters.

1.1 Historical Development of Fire Modeling

Amongst the many incidents of uncontrollable fires, unwanted fires in enclo-
sures are the most frequently encountered. Significant examples of some major
fire disasters recorded in history are the Kings Cross Fire in the London Under-
ground, which occurred on 18 November 1987, and the collapse of the
World Trade Center Towers in New York on 11 September 2001. The hazard
that these fires represent is usually associated with the uncontrolled nature of
the exothermic chemical reactions, especially between organic or combustible
materials and air and their interaction with the structural components. What fol-
lows from the analysis of this fire hazard is that it cannot, in general, be totally
eliminated, but it can be reduced to an acceptably low level via appropriate
design considerations and procedures.

Fire dynamics embraces numerous complicated physical and chemical inter-
actions, which include fluid dynamics, thermodynamics, combustion, radia-
tion, or even multi-phase effects. During the early investigations of enclosure
fire development, a great deal of attention has been focused on better under-
standing the fire behaviors using experimental techniques and theoretical
approaches. Experiments provide useful observations and measurements of
the flaming process, while theoretical models employ a mathematical descrip-
tion of the physical phenomena through the input of experimental data. There
are, however, limitations in fully applying experimental techniques and theo-
retical approaches to a range of fire problems. Conducting full-scale experi-
ments can be rather expensive due to the high costs of construction of a fire
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facility and the instrumentation and hardware required for data collection. On
the other hand, in spite of the low computational costs associated with the use
of theoretical approaches, these models are still highly dependent on the exper-
imental data from which they are correlated and the specific geometrical configura-
tion where the fire experiments are carried out.

With the advent of digital computers, the use of numerical methodologies
in fire modeling offers fire modelers the flexibility of aptly simulating the fire
behaviors in different enclosure configurations, hence overcoming the con-
straints in experimental techniques and theoretical approaches. There are essen-
tially two major categories of computer models for analyzing enclosure fire
development. The first category is the stochastic or probabilistic models, which
treat the fire growth as a series of sequential events or states. Here, mathematical
rules are established to govern the transition from one event to another—for
example, from ignition to established burning—and probabilities are assigned
to each transfer point based on the analysis of relevant experimental data, his-
torical fire incident data, and computer model results. The second category,
which is the primary focus of this book, is the deterministic models. Through
these models, the processes encountered in a compartment fire are represented
by interrelated mathematical expressions based on physics and chemistry.
Generally speaking, these models—normally known as room fire, computer fire,
or mathematical fire models—can provide an accurate estimate of the impact of
fire and, more importantly, suggested measures for fire prevention or control.

In fire modeling, the most widely used physically based fire model is the
“zone” or “control volume” model. Zone modeling has proven to be a prac-
tical methodology in providing estimates to the fire processes in enclosure.
Essentially, it solves the conservations equations for distinct and relatively large
control volumes. On the basis of the “Two Layers Assumption,” the dominant
characteristic of this type of model is exemplified in Figure 1.1. The zone
model assumes that the burn room is divided into two layers (i.e., the upper
layer of hot gases and the bottom layer of cold gases). Within the enclosure,
the hot layer contains all the combustion products, which are taken to be
well mixed and homogenous in temperature, while the cold layer is filled with
the entrained ambient air. The transient layer height and temperature change
(i.e., hy and Ty) are calculated by considering the global conservation of mass
and energy. Invoking the mass conservation, the mass accumulated in the hot
layer 717, is given by

My = 1p — 1, (1.1.1)
where 71p is the mass flow rate of the combustion products from the plume
entering the hot layer and 7, is the mass flow rate of the exhausting hot gases.

Similarly, the net energy gain in the hot layer E; through applying the energy
conservation is calculated according to

E; =Ep—E,—E, (1.1.2)
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Figure 1.1 Schematic representation of “Two Layers Assumption” taken in zone
modeling.

where Ep is the energy gain due to the exothermic chemical reaction between
the fuel and air, E, is the energy loss to the surroundings, and E. is the energy
loss due to the convective heat transfer to the boundaries of enclosure.

The beginnings of zone modeling can be traced back to the mid-1970s with
the description of the fundamental equations in Quintiere (1977). Based on
these equations, the very first zone model published was RFIRES by Pape
et al. (1981). This was followed by the Harvard series of models developed
by Emmons, Mitler, and co-workers (Mitler and Emmons, 1981, Mitler and
Rockett, 1987), ASET model and ASET-B model in Walton (1985), FPETOOL,
a descendant of the FIREFORM model, by Nelson (1986, 1990), CFAST
model from the National Institute of Standards and Technology (NIST) as
reported in Peacock et al. (1993), and a variety of other different models
(Babrauskas, 1979, Davis and Cooper, 1991). The development of these zone
models has been facilitated by advancements both in the understanding of
the basic physics of fire growth in a compartment and in the computational
technology. While most of the zone models are based on the same
fundamental principals, significant variation in features exists among these
models—single-room or multi-room enclosure, sprinkler/detector activation,
smoke filling through openings, and many others. As aforementioned, typical
model outputs of the zone models are the prediction of the evolution of
the gas temperatures (Ty) and the thickness of the upper smoke layer (hy).
Comprehensive investigations on the use of zone models to specific fire
problems can be found in Friedman (1991), Cox (19935), Walton (1995), and
Novozhilov (2001).

Although zone models have been widely adopted and have demonstrated
considerable success, they still remain a prescriptive approach to fire modeling.



4 Computational Fluid Dynamics in Fire Engineering

These models generally require the necessity of a priori knowledge of the flow
pattern and the vanishing of the local effect within the two zones. In spite of
their ease of usage, they are very likely to be imprecise in predicting fire scenar-
ios where the empirical correlations are breached—for example, fires that have
restricted entrainment areas or irregular geometrical structures. Owing to
global averaging that is performed on the variables of interest over the two
zones within the computational domain, these models are generally unable to
predict the local physical quantities as required. The field model, an alterna-
tive to deterministic modeling, improves the spatial resolution of the zone
model by further dividing the computational domain into a three-dimensional
mesh comprised of many tiny cells. Field modeling of fires calculates changes
in each cell by using the fundamental equations of fluid dynamics. They consist
generally of a set of three-dimensional, time-dependent equations, non-linear
partial differential equations expressing the conservation of mass, momentum,
and energy. This process of solving the fundamental dynamics with digital
computers is commonly referred as Computational Fluid Dynamics (CFD).
Field model calculates the physical conditions in each cell, which results from
changes in adjacent cells. In hindsight, the ability to simulate a range of fire
scenarios without the limitations associated with empirical correlations and
the feasibility of accommodating complex geometries represent some of the
many advantages that the field model has over the zone model. Owing to the
evolution of computer technology, there have been intensifying activities
toward the concerted development of CFD-based fire models. The enormous
contribution of CFD in fire modeling is reviewed in the next section.

1.2 Overview of Current Trends in Fire Modeling

Fire modeling, which emphasizes the application of CFD techniques in fire
engineering, first appeared in the late 1970s by the development of the com-
puter code UNDSAFE-I (Yang and Chang, 1977) and subsequently in the late
1980s and early 1990s by the application of JASMINE (developed by Fire
Research Station, UK) and FLOW-3D (developed by Atomic Energy Authority,
Harwell, UK) to unravel the cause of fatalities suffered in the Kings Cross Fire
in the London Underground station (Cox et al., 1989, Simcox et al., 1992).
Within reasonable limits of computer usage and cost, early field modeling
approaches have assumed the fire to be adequately represented by a volu-
metric heat source, thus removing the need of including combustion in the
model. Non-uniform buoyancy forces were, however, allowed to affect both
the mean flow and fluctuating motions. This rather simplified approach con-
sisted of only solving the transport equations governing mass, momentum,
and energy with the addition of a two-equation k (kinetic energy) and ¢ (dissi-
pation of kinetic energy) closure model to describe the turbulent flow. In build-
ing construction, numerical simulations adopting the volumetric heat source
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approach provided the feasibility of predicting and analyzing the complicated
phenomena of the smoke filling processes for three categories of atria config-
urations of high, flat, or cubic in Hong Kong, China, with additional con-
siderations of whether the atria are (1) open to adjacent compartments,
(2) separated from other parts of the buildings by glazing, and (3) a combina-
tion of 1 and 2 (Chow and Wong, 1991).

Treatment of the fire via the volumetric heat source approach, which only
affects the temperature distribution by modifying the source term in the energy
equation, neglects, however, the important consideration of combustion chem-
istry between the fuel and air, and is thus unable to predict the necessary con-
centrations of the products within the smoke layer. For naturally developing
fires, radiation heat loss, which is due to the radiation from hot, smoky gases
such as carbon dioxide, water vapor, carbon monoxide, as well as finely
dispersed soot particles, accounts for a substantial fraction of the total heat
release rate. As demonstrated in Markatos et al. (1982), a reduction of 20%
of the total net calorific value of the fire was specified in their field model to
consider the radiation contribution in simulating the buoyancy-induced flow
in the shopping mall fire test facility. Such ad hoc prescription is commonplace
in field modeling, but the assumption may introduce errors and uncertainties in
the predicted results. To overcome the shortcomings of the volumetric heat
source approach, combustion models capable of predicting the spatial distribu-
tion of the species concentrations that are also required for radiation calcula-
tions for non-luminous and luminous flames have been further developed
and incorporated in the field model.

Since most naturally developing fires are diffusion flames, the consideration
based on the fast chemistry assumption has resulted in a number of practical
models to treat the combustion of fires. The conserved scalar approach based
on the mixture fraction (Bilger, 1980) and the eddy break-up (Spalding,
1976) or eddy dissipation (Magnussen and Hjertager, 1976) models have been
widely adopted and validated rigorously against experimental data. Coupled
with useful radiation models such as the discrete transfer radiative method
(Lockwood and Shah, 1981) or discrete ordinates method (Jamaluddin and
Smith, 1988), the many notable examples of the applications of different com-
binations of the combustion and radiation models in fire modeling are exempli-
fied by the predictions of wall fires in Wang and Joulain (1996, 2000), Yan and
Holmstedt (1996), Jia et al. (1999), and Yuen et al. (2000); tunnel fires in
Fletcher et al. (1994) and Woodburn and Britter (1996a, 1996b); and compart-
ment fires in Luo and Beck (1994), Lewis et al. (1997), Wen et al. (2000,
2001), Yeoh et al. (2002a, 2002b, 2003a, 2003b), and Cheung et al. (2004).
According to the review performed by Novozhilov (2001), radiation due to
luminous diffusion flames contributes rather significantly in lowering the flame
temperatures. This thereby constitutes the additional need of incorporating
appropriate models to determine the production of soot particles in order to
ascertain the net effect of emission due to the concentrations of these minute
carbonaceous particles.
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Lewis et al. (1997) studied the significance of incorporating radiation in fire
modeling for a single-room compartment based on the experimental setup
and measurement carried out by Steckler et al. (1984). They discovered that
the inclusion of radiation significantly improved the upper-layer temperatures
by 12%. The predictions with the eddy-dissipation model and radiative heat
exchange provided good agreement with the experimental data. Implementa-
tion of the soot radiation model has appeared in Luo and Beck (1996) to investi-
gate the flashover characteristic in a full-scale multi-room building structure.
In their simulations, the soot model of Tesner et al. (1971a, 1971b) was
employed, and radiation heat transfer was accounted by the use of the discrete
transfer radiative method. In general, the field model predictions captured the
basic trends and profiles of the measured data. Wen et al. (2001) investigated
the effect of microscopic and global radiative heat exchange on the field
prediction in a single-room compartment jet fire situation. By accounting
the effect of soot contribution via the soot model by Leung et al. (1991), the inclu-
sion of radiation and soot models significantly improved the temperature’s pre-
diction. In comparing the predicted results with and without microscopic
radiation, temperature differences up to approximately 100 K were attained,
and soot concentration was over-predicted by up to 50% when the microscopic
radiation was neglected.

Unlike the radiation model adopted in Luo and Beck (1996), the current
authors along with other co-workers adopted the discrete ordinates method
and included the most established models of combustion and soot for simulat-
ing different compartment fire scenarios in their fire model (Cheung et al.,
2004, Yeoh et al., 2002b, 2003a, 2003b). With regards to soot, two different
models by Moss et al. and Syed et al. have been adopted in the numerical
studies. On the basis of the good agreement achieved between the predicted
results, especially those with soot consideration and measured data, the
presence of soot was seen to greatly augment the radiation in the compartment
fire. Without solving the spatial distribution of the soot concentrations, the
temperature distributions were inadequately predicted.

Almost all of the entire above-mentioned fire modeling studies applied the
standard k- model to characterize the turbulence in the fluid flow. With
regards to other similar or more complicated turbulence models that could also
be feasibly applied in fire modeling, Liu and Wen (2002) have demonstrated
the applicability of a modified second order moment closure model originally
proposed by Hanjalic and Jakirlic (1993) to aptly simulate a buoyant diffusion
flame. Their model predictions revealed a more comparable agreement with
the fire measurements of McCaffrey (1979). Another notable contribution is
the use of the Algebraic Reynolds Stress Model to predict the fire behavior in
an enclosure as exemplified in Than and Savilonis (1993). The Reynolds Stress
Model, which is able to capture the anisotropic behavior of the turbulent
stresses, represents a more sophisticated turbulent model for fire modeling, but
such a model has been known to be rather unstable in character. For example,
Woodburn and Drysdale (1998) reported convergence difficulties in achieving
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reasonable computational results in their numerical study of flame development
in trenches. The requirement to solve additional transport equations in the Rey-
nolds Stress Model generally results in higher computational costs; it is therefore
not widely considered in many fire-modeling investigations.

The k—-& model of turbulence, the mixture fraction based and eddy dissipa-
tion combustion models, the discrete transfer radiative and discrete ordinates
methods, and the soot models proposed by Magnussen and Hjertager (1976),
Moss et al. (1988), and Syed et al. (1990) can now be regarded as standard
models for most field modeling applications. For compartment fires, these
models have proven to be appropriate in simulating pre-flashover fires such
as evidenced by the range of validation studies carried out in Luo and Beck
(1996), Lewis et al. (1997), Wen et al. (2000, 2001), and Yeoh et al. (2002a,
2002b, 2003a, 2003b). Particularly in Yeoh et al. (2003b), the current authors
have demonstrated the feasibility of extending the application of a complete
numerical procedure involving the modeling of the simultaneously occurring
flow, convection, combustion, soot generation, and radiation phenomena pro-
cesses of turbulent buoyant fires to different full-scale compartment configura-
tions: a single-room, two-room, and multi-room compartment. The numerical
study clearly showed the presence of soot significantly augmenting the radia-
tion heat exchange in lowering the flame temperatures. Figure 1.2 depicts
the predicted distribution of soot mass fraction on the center plane bisecting
the burner, doorway, and open end of the two-room compartment structure.
As expected, the soot loading increases with increasing fire intensity, reaching
a maximum concentration of about 1% for the fire size of 160 kW, which is
a typical value commonly registered for weakly sooty flames. Owing to high
soot loading in the burn room, the inclusion of soot radiation into the field
model is pivotal in attaining accurate temperature predictions. Without the
presence of soot contributing to the radiation effect, the absence of such mech-
anism will inadvertently result in much higher predicted flame temperatures.

Recently, CFD investigations based on the concept of large eddy simulation
in turbulence modeling has emerged as the next focus of development in fire
modeling. The underlying theory of large eddy simulation includes the use of
subgrid-scale models to characterize the small-scale motion, while the large-
scale motion is resolved based on as fine a scale as the underlying computa-
tional grid will allow. As such, it can provide a more complete description of
the transient flow structure instead of the k— representation of the turbulent
flow, where the flow variables are generally averaged with respect to time.
McGrattan et al. (1994) first developed a two-dimensional large eddy simula-
tion fire model using finite difference and vorticity-stream function formula-
tion. This code has been gradually extended to incorporate increasing
complexities in handling the fire dynamics such as illustrated in Baum et al.
(1994), McGrattan et al. (1996, 1998), and Xin et al. (2002, 2005). Currently,
this well-known three-dimensional computer code known as the Fire Dynamic
Simulator (FDS) is readily available as a freeware and can be downloaded from
the NIST Web page.
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Figure 1.2 Predicted soot distribution through the center of fire source, doorway, and
open end for different fire sizes.

As encouraging results are continuously being reported in literatures for the
use of the large eddy simulation methodology, fire modelers and researchers
are beginning to extensively study a variety of fire-related problems through
this particular approach. For example, Wang et al. (2002) examined the fire
propagation phenomenon over a vertical wall, Gao et al. (2004) performed
large eddy simulation investigations on the smoke movement in a ventilated
tunnel fire, Qin et al. (2005) parametrically studied the fire-induced flow
through a stairwell, and Chow and Zou (2005) used the large eddy simulation
results to derive an empirical equation on the fire-induced air mass flow
through the doorway.
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On a more fundamental understanding of the fire dynamics, the current
authors along with other co-workers have carried out large eddy simulation
investigations to capture and identify several key features or physical aspects
of a turbulent buoyant fire with a burner diameter of approximately 0.3 m
(Cheung et al., 2007a). Generally categorized as a medium-scale fire, the puff-
ing behavior as well as the three distinct regimes of the fire plume—persistent
flame, intermittent flame, and buoyant flame—were adequately represented by
the large eddy simulation model, which includes the salient features of a two-
step predictor-corrector scheme for low Mach number compressible flows, a
Smagroinsky subgrid-scale turbulent model, a subgrid-scale combustion model,
which explicitly determines the local heat release rate, discrete ordinates
method for radiation heat transfer, and the soot model of Moss et al. (1988)
and Syed et al. (1990). Figure 1.3 shows the model prediction of the instanta-
neous temperature contours that clearly indicate the three-zone flame structure
as proposed by Cox and Chitty (1980) and McCaffrey (1983). The formation
of large vortical structures was seen to be well captured with the predicted
puffing frequency agreeing closely with experimentally determined frequencies.
Comparisons of instantaneous, mean, and root-mean-square quantities also
showed quantitative agreement against other experimental data.

3
o
25
2 -
15
I Buoyant Plume
1 —
L Intermittent Flame
05
B Persistent Flame
0
0 3

Figure 1.3 Instantaneous temperature contours accompanied by the distinction of the
three-zone flame structure predicted by the current authors and co-workers.
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Kang and Wen (2004) have applied the large eddy simulation fire model
to predict a small-scale buoyant fire (burner diameter of 0.057 m) experimen-
tally tested by Venkatesh et al. (1996). In their fire simulations, they have mod-
ified the FDS computer code by incorporating the modified laminar flamelet
model based on the Cook and Riley (1998) approach for the subgrid-scale
combustion modeling. The numerical predictions have managed to capture
unique characteristics specifically belonging to small-scale buoyant fires such
as flame anchoring and double flame. The extended five-zone flame structure
of Venkatesh et al. (1996) is illustrated in Figure 1.4. According to Venkatesh
et al. (1996), the persistent flame region of a small-scale fire can be further
divided into three sub-zones: the quenching zone, the primary anchoring zone
(PAZ), and the post-PAZ. It is believed that flame anchoring at PAZ is the
distinctive characteristic that distinguishes small-scale fires from medium-scale
or large-scale fires. Comparing the predicted results with the experimental
data, Kang and Wen (2004) have demonstrated that the use of the model
improved the predictions of temperature, velocities, and heat release rate by
up to 30%. Their study showed that the large eddy simulation approach was
capable of capturing the fine details and unique characteristics of a small-scale
buoyant fire such as the five-zone structure of the fire plume.

Direct numerical simulation instead of large eddy simulation has been
adopted by Luo (2005) to investigate the dynamics of buoyant diffusion flames
from rectangular, square, and round fuel sources. Here, the turbulent fluid flow
was solved directly by the governing transport equations without undertaking
any averaging or approximation other than the consideration of appropriate

! Buoyant
n Plume
vy
A
Intermittent
Flame
_vY
)
Post-PAZ Persistent
v Flame
! PAZ

Quenching Zone

[
A

Figure 1.4 Schematic drawing illustrating the five-zone flame structure.

Burner
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numerical discretisations performed on them. Fully three-dimensional simula-
tions were performed employing numerical methods as high as the sixth order
to solve the governing equations for variable-density flow and single-step
finite-rate Arrhenius chemistry. Significant differences among the different
shape fuel sources as revealed during the numerical simulations were found
in the vortex dynamics, entrainment rate of the surrounding air, small-scale
mixing and consequently the flame structures. Concentrated regions of fine-
scale mixing and intense reactions located around the corners were ascertained
for the presence of corners in non-circular flames. Moreover, the rectangular
flame exhibited a different dynamic behavior from the square flame by creating
different entrainment, mixing, and combustion characteristics between the
minor and major axis directions. It was the first time that axis switching was
observed by direct numerical simulation in a rectangular flame of an aspect
ratio of 3, of which the study by Luo (2005) raised further questions in
combustion prediction and control.

CFD in fire modeling has certainly come a long way and is increasingly being
employed with greater frequency due to the ever-increasing power of digital
computers and the development of quicker numerical algorithms. The feasibil-
ity and applicability of the field model is further reviewed in its enormous
impact on fire modeling, particularly through the investigations of major fire
disasters in the preceding section.

1.3 Review of Major Fire Disasters and Impact on
Fire Modeling

1.3.1 Kings Cross Fire

The Kings Cross Fire in the London Underground, which occurred on
18 November 1987, represented one of the most dreadful fires, resulting in
31 fatalities and more than 60 recorded injuries ranging from severe burns to
smoke inhalation. The fire incident was most probably caused by a lit match
discarded on the wooden escalator, which fell down the side of the escalator.
Once the fire started beneath the escalator due to the burning of rubbish and
residual grease, the fire spread, and once it had taken hold, the shape and slope
of the escalator caused the upwardly moving rising plume to be entrained with
the rising escalator itself. This provided a channel for the fire to travel swiftly
and eventually flashed over and very rapidly filled the ticket hall with flames
and hot, smoky gases. Investigations later revealed that trains that were
approaching and departing the actual underground station created the fanning
effect that accelerated the combustion process and the spread of flames over
the escalator.

One key aspect revealed from the Kings Cross Fire incident was the acute
realization of the rapid development of the fire once it had seized the whole
escalator, and then propagated like a firestorm engulfing the entire ticket hall.
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At that time, fire experts failed to understand and could not explain why the
fire was so severe and why it progressed so rapidly in the underground station.
The use of computers to investigate the Kings Cross Fire was heralded as a piv-
otal moment in the development in fire modeling by uncovering the cause of
this major disaster. Simcox et al. (1992) carried out computer simulations of
the flow of hot gases and drew attention to the indirect consequence of a com-
bustion phenomenon known as the trench effect. This mechanism was sug-
gested as the most plausible explanation responsible for the rapid spread of
the fire. A CFD fire model was constructed with the emphasis on investigating
the flow phenomena within the principal region of interest, which was the
Piccadilly line escalator tunnel and the ticket hall. Figure 1.5a shows an iso-
metric view of the surface grid above the ticket hall as well as the location of
the tunnel, the exits to the orbital passageway, and the entrance to the Victoria
line escalator. A vertical section through the grid in Figure 1.5b illustrates the
slope of the tunnel and the ticket hall, while the grid on a perpendicular section
through the tunnel in Figure 1.5¢ describes the treatment of the escalators and
the location of the fire source, which was characterized by the time-varying
volumetric heat source approach with different heat release rates.

On the basis of the numerical results shown in Figure 1.6, the compelling
feature of the fire spread was the way that the hot gases in the buoyant plume
laid along the escalator with a velocity through the heat source registering
as high as 14.5 m s™'. This clearly illustrated the trench effect. According to
Simcox et al. (1992), the combination of the Conada and chimney effects
was responsible for the trench effect. The former caused the buoyant plume
to be attached to the floor of the escalator, since air was unable to be entrained
from the side of the wall and it therefore has a tendency to stick to the wall.
Once the trench effect was fully established, the hot gases flowing up the
trench preheated the wooden escalator and in turn caused the fire to further
spread up the escalator much quicker than would be expected. In addition
to the strong flow up the trench, secondary flow also existed along the tunnel
above the heat source, as shown in Figure 1.7, which exemplified the
characteristic of a curling flow in accordance with the eyewitness evidence
and experimental results from scale models. More detailed results and in-depth
analyses can be referred to in Simcox et al. (1992).

1.3.2 World Trade Center Fire

The attack of the twin towers of the World Trade Center (WTC) in New York
City due to the impact of two jet airliners on 11 September 2001, as shown in
Figure 1.8, is considered the single greatest fire disaster in history,
which resulted in a total of 2758 fatalities and another 24 listed as missing
and presumed dead. A large proportion of the occupants in the twin towers
were killed instantly by the impact, while the rest were trapped and died after
the towers collapsed. Following the tragedy, computer simulations of fires were
carried out by McGratten et al. (2005) in an attempt to better understand the
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Figure 1.5 Grid layouts of the Kings Cross ticket hall and the inflow and outflow
boundaries employed in the computer simulations; (b) grid slice illustrating the tunnel
and ticket hall; and (c) cross-sectional grid through the tunnel, where the shaded area
indicates the location of the heat source (after Simcox et al., 1992).
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Figure 1.6 (Left) Flooded contours illustrating the temperature distribution within the
tunnel, with the lighter-colored regions indicating the hotter temperatures in the
escalator trench. (Right) A cross-sectional view of the velocity vectors cutting through
the heat source showing the trench effect of the flow of hot gases in the buoyant
plume lying along the escalator (after Simcox et al., 1992).

Figure 1.7 Velocity vectors illustrating the presence of secondary flow along the
escalator tunnel (after Simcox et al., 1992).
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Figure 1.8 Attack on the twin towers of the WTC in New York City.

collapse of the WTC towers. In order to determine the initial and boundary
conditions for the establishment of fires in the towers, the collision character-
istic of the airplanes damaging the fire structures, opening up vents, rear-
ranging the furnishings, and the distribution of jet fuel (including the jet fuel
consumed in the fire ball) were first determined through the structural dynam-
ics software package called LS-DYNA (Kirpatrick et al., 2005). Subject to the
availability of these conditions, the large eddy simulation FDS computer code
was later employed to model the spreading of fire and determine the tempera-
ture and products of combustion from the fire. Figure 1.9 illustrates some
sample numerical results of the transient development of the upper-layer tem-
perature of the 94th floor of WTC Tower 1 shortly after impact. The stripes
surrounding the images depicted a summary of the visual observations, with
the black stripes representing the broken windows and the rest indicating either
external flaming or fires that were seen inside the building.

On this floor, a substantial amount of the jet fuel was spread throughout the
east side of the floor due to the direct impact by the left wing of the airplane.
This particular simulation captured the migration of the fires rather well. For
the first 30 minutes, the fires burnt vigorously in the northeast quadrant. After
30 minutes, the fire spread at almost the same rate as the real fires toward the
southeast and northwest regions. In McGratten et al. (2005), it was noted that
the close match in the spread rate could be attributed by the model of the
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Figure 1.9 Upper-layer temperature contours of WTC Tower 1, 94th Floor (after
McGratten et al., 2005).
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actual window breakage pattern. Note that the window breaking times were
prescribed as model inputs in the fire simulations. In reality, the window break-
age phenomenon was caused by the build-up of heat from adjacent fires, which
often were seen to flare up due to the increased supply of oxygen from newly
broken windows. This was adequately captured in the simulation although it
was unlikely that the model would have been capable of replicating the exact
window breakage pattern, but rather it served to provide a rough sense of
the probable mechanism for the simulated fire spread. The duration of high
temperatures exceeding 1000°C, typical of a fully engulfing compartment
fire, was largely a function of the presence of combustible load in any particu-
lar place. The more furnishings to burn, the longer the fire was sustained.
Other analyses were also carried out for other designated floors, which have
been detailed in their report. These simulations formed part of a chain of four
major modeling efforts that have been run serially: (1) impact analysis, (2) fire
simulation, (3) thermal analysis of the structural steel, and (4) mechanical
analysis of the collapse sequence. For the third modeling aspect, predicted
results from FDS were employed as model inputs such as radiative fluxes and
assigned temperatures and temperature gradients to compute the structural
response due to the high temperatures and level of deformation weakening
the steel structures, which led to the imminent collapse of the WTC towers
(Zarghamee et al., 2005a, 2005b).

1.4 Application of Fire Dynamics Tools in Practice

The two major fire disasters, as exemplified in the previous section, describe
the increasing usage of the field model as an attractively viable tool in fire
investigation. Relatively low computer hardware costs are now ensuring
greater accessibility, and inevitable improvements in hardware capacities are
also fostering the type of CFD model that can be employed, which is evidenced
by the large eddy simulation investigation performed for the WTC fire and
the time-averaging approach adopted in the Kings Cross fire. For other fire
disasters, lessons are also being learned through the use of fire modeling
investigations of the catastrophic tunnel fire in the road tunnel of Mont
Blanc between France and Italy on 24 March 1999, which resulted in 39 fatal-
ities, and the nightclub fire in Gothenburg on 30 October 1998 where 63 peo-
ple were killed. Fire simulations formed part of the recent deliberations of the
French courts on the Mont Blanc tunnel fire and on the inquiry into the
Gothenburg disco fire.

In fire safety engineering, a good understanding of a pre-flashover fire is vital
for providing scientific data for designing workable fire services systems.
According to Drysdale (1999), the pre-flashover fire can be taken as the
growth stage in which the average compartment temperature is relatively low
and the fire is localized in the vicinity of its origin. It is crucial to understand
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the development and distribution of temperature for a pre-flashover fire, as
most of the services systems are supposed to operate during the growth stage.
For example, fire detectors are expected to sense smoke or heat and alert
the occupants to evacuate via fire alarms, and sprinkler heads should be acti-
vated by temperature/smoke sensors to discharge water downward. The key
to fire safety design is to adopt practical preventive measures of not allowing
the fire to grow to flashover, which can inflict severe damage to the building
structure and the contents within. Such a flaming scenario at this flaming stage
is known as a post-flashover fire. In a more succinct definition according to
Drysdale (1999), the fully developed, or post-flashover, fire can be realized as
the stage during which all combustible items in the compartment are involved
and flames appear to fill the entire volume. The fire behaviors of the Kings
Cross fire and WTC fire in the previous section depict the typical prevalent
nature of post-flashover fires. Once flashover has occurred, the occupants in
the building are threatened directly, and anyone who has not escaped before
flashover is unlikely to survive. This explains why much of the field modeling
efforts have concentrated in developing suitable models to predict the early
stages of a growing or pre-flashover fire.

Knowledge on the distribution of hot air flow from the fire origin during a
pre-flashover fire is related to the proper understanding of the smoke spread
mechanism. For most applications in practice, the assessment of smoke control
design strategies with field modeling is increasingly being considered as the
method of choice in innovative designs. As building designs become more com-
plex, it is in these kinds of structures where traditional prescriptive-based reg-
ulations are often not readily applicable, and an engineered solution obtained
from the performance-based, fire safety engineering approach is essential.
High-rise buildings, covered shopping malls, airport and railway terminals,
tunnels, and atrium hotels are just some of many examples where the utility
of field modeling is becoming more prevalent. Often, these structures are
unique in their construction, which requires the use of field models for fire
safety assessment.

An illustration of the use of CFD fire modeling in practice is provided in
Figure 1.10, where the safeness of a refuge floor under a fire situation is investi-
gated for the smoke spilling out of the fire room from the window opening and
spreading into the upper refuge floor due to various wind velocities. A refuge
floor as stipulated in the building code of a number of countries is considered
as part of the exit route in a high-rise building and acts as a safe place for a
short rest before continuing escape downward. An in-house computer code
FIRE3D considering turbulence with the fire source represented as volumetric
heat source producing a heat release rate of 300 kW, which is the typical out-
put from an office fire, as well as a volumetric smoke source, is applied for the
numerical simulation. The surface plot corresponding to scalar smoke concen-
tration of 0.01 with a wind velocity of 1 m s' clearly demonstrates that smoke
that emerges from the fire compartment below tends to re-enter the refuge
floor at the windward side of the building. Near the lift core, the smoke layer
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Figure 1.10 Surface plot corresponding to scalar smoke concentration of 0.01 (wind
velocity at 1 m s~') at 5 minutes.

is found to be deep, which could affect the safe evacuation of the occupants. Nev-
ertheless, the smoke layer remains thin in a majority of locations of the refuge
floor.

Another practical application of a CFD fire model is demonstrated below for
the assessment of the smoke distribution in a covered basketball stadium in
Adelaide, South Australia. The configuration for the Adelaide Basketball
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Sports Centre has a hexagonal outer perimeter (top view in Figure 1.11) with
sloping concourse level seating at the upper half and sloping court level seat-
ing at the lower half all the way around the stadium (isometric view in
Figure 1.12). Basketball courts are located at the ground level of the building
with the fire source centrally located during the fire test, as depicted in
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WF, MFand EF are positions of Western, Middle and Eastern Exhaust Fans

Figure 1.11 Stadium configuration and locations of exhaust fans and thermocouple
trees.
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Figure 1.12 Three-dimensional cut-off view of the basketball stadium.
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Figure 1.12. Exhaust fans are located above the ceiling, as indicated in
Figure 1.11, with an extraction capacity of 40 m® s, All fire escape doors
are closed except for the western door opening (see Figure 1.12). Temperature
measurements of the hot smoke at various locations in the interior of the
stadium are indicated in Figure 1.11. The in-house computer code FIRE3D,
considering turbulence, combustion, and radiation models, is applied to pro-
vide insights into the transient flow and thermal structures within the stadium,
which are represented by the velocity vectors and isotherms after 200 seconds
elapsed in Figures 1.13, 1.14, and 1.15, respectively.

For the flow behavior depicted on a plane located 7.7 m above the fire
source in Figure 1.13, large entrainment of the cold air enters the stadium
through the western door due to the operation of the exhaust fans. Distur-
bances induced by the operation of the exhaust fans show erratic and irregular
flow patterns as exemplified by the large recirculation region. For the constant
x-y plane cutting across the fire source in Figure 1.14 (left), the incoming cold
air becomes totally mixed with the combustion products at the level where the
western door is situated, instead of being completely entrained into the com-
bustion zone. Generated combustion products are seen to be re-circulated back
into the region above the western door. In another view, velocity distribution
plotted at constant x-z plane cutting across the fire source in Figure 1.15 (left)
reveals that the turbulent flow re-circulates at the concourse level seating as
well as at the court level seating. The flame above the fire source displays a dis-
organized plume structure as indicated by the isotherms in Figures 1.14 (right)
and 1.15 (right), respectively. As illustrated in Figure 1.16, the computed mean
temperatures in the stadium away from the fire of approximately 310 K agree
well with the experimental measurements performed during the fire test.
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Figure 1.13 Plan view of velocity distribution at 200 seconds.
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Figure 1.14 Velocity and temperature distributions at a constant x-y plane across the
fire source at 200 seconds.

In spite of the significant advances that have been achieved, fire modeling
remains a developing and evolving technology. The ability to simulate the fun-
damental fire spread on a condensed solid material is still a challenging pros-
pect, although the current authors have made some considerable strides in
combining the gas phase field model with the solid phase pyrolysis model
developed for cellulosic fuels, in predicting the flame spread over a vertical
combustible wall lining in Yuen et al. (2000) with reasonable success. Suitable
models for the prediction of the onset of a flashover and back draft are also
other important areas that are currently under development. For structural
analysis, time scales that are relevant in affecting the structure behavior imply
in most cases fully developed or post-flashover fires. Clear intentions to couple
models of the fire and its impact on the structure of a building have been
brought into the sharp focus by the requirement to analyze the WTC collapse.
Numerous ways of effectively coupling the CFD fire models to Finite Element
structural analysis models are underway, and although a seamless coupling has
yet to be attained or achieved at this present time, it may possibly be attainable
in the not too distant future.
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Figure 1.15 Velocity and temperature distributions at a constant x-z plane across the
fire source at 200 seconds.

1.5 Validation and Verification of Fire Dynamics Tools

In the context of fire engineering, turbulence treatment achieved either through
time averaging or subgrid scaling in large eddy simulation, and models for
combustion, radiation, soot production, and solid pyrolysis, need to be validated
for their representation of reality. The issue of verification is attested on the
model equations, which are then solved to adequate numerical accuracy sub-
ject to sources of errors, which could be due to numerical assumptions in the
models, numerical solution techniques, computer software and hardware,
and application particularly due to human error. According to Beard (1997),
these errors are based upon the following limitations:

(i) Numerical assumptions in a model can only ever be an approximation (good or
bad) to the real world

(ii) Computational results from the field model are greatly influenced by the numer-
ical techniques adopted, resolution of the grid, and may depend somewhat on
the boundary conditions that are assumed
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Figure 1.16 Computed temperatures plotted alongside with experimental measurements
of “K,” “HS,” “NS 1,” and “NS 2” thermocouple trees at 200 seconds.

(iii) The possibility of computer software error requires assessment on the methods
and procedures that have been developed and applied. With regards to com-
puter hardware error, users should be mindful of plausible faults that may exist
in the hardware

(iv) Owing to the prevalence of unavoidable human error, probable mistakes in
inserting input or in the analysis of output should always be minimized

Verification and validation have very distinct definitions. In spite of the

absence of a universal agreement on the details of these definitions, there is a
fairly standard and consistent agreement on their usage. Verification can be
defined as a process for assessing the numerical approximation and, when con-
ditions permit, estimating the sign and magnitude of the solution error and the
uncertainty in that estimated error. On the other hand, validation can be
defined as a process for assessing simulation model uncertainty by using bench-
mark experimental data, and when conditions permit, estimating the sign and
magnitude of the simulation modeling error itself.

In the fire literature, there are many comparisons of CFD fire modeling pre-

dictions with experimental data. Most of them contain elements of both vali-
dation and verification. A series of experiments have been initially preformed
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by various researchers (Chitty and Cox, 1979, McCaffrey, 1979, 1995, You
and Faeth, 1979) to better understand the flame structure or so-called fire
plume. In their experiments, the average flame heights were measured and cor-
related to the heat release rate of the fire. Based on the measured variation of
centerline temperature rise with height, McCaffrey (1979) correlated the tem-
perature variation to the heat release of a free-standing buoyant diffusion
flame. Experimental studies preformed by the aforementioned researchers have
contributed significantly to the knowledge of fire plumes. Their studies have
also led to the development of the fire plume empirical equation. The database
is currently utilized in the validation and verification of the large eddy simula-
tion fire model.

For the single-room compartment fire, Heselden (1971) conducted a short
series of fire tests in a shopping mall test facility at the Fire Research Station
in the early 1970s. As the fire tests were performed just prior to the demolition
of the mall, only four experiments were conducted before excessive air leak-
ages occurred through the fabric into the system. Since experimental data of
two-dimensional representation of the actual fire tests were only attained, early-
fire modeling development has predominantly focused on the validation
of two-dimensional numerical models (Markatos et al., 1982, Xue et al., 2001,
Yang and Chang, 1977). A more comprehensive three-dimensional experimen-
tal study was nonetheless performed by Steckler et al. (1982) of which a total
of 55 full-scale experiments were carried out in a single-room compartment
configuration. In order to study the behavior of fire-induced flow, a number
of geometrical factors were parametrically investigated: fire size and its various
locations, door width, and window opening area. Velocity and temperature
profiles, mass flow rates, as well as the thermal interface and the height of
the neutral plane of room openings were also recorded during the experi-
ments. Their experimental dataset has become a standard benchmark test for
validating numerous numerical fire models (Kerrison et al., 1994a, 1994b,
Kumar et al., 1991, Lewis et al., 1997, and Yeoh et al., 2002a). Similar experi-
ments can be also found in Nakaya et al. (1985) and Tran and Janssens (1989).
All the experimental works as reviewed previously have provided not only a large
existing database of reliable results for validation studies, but also contributed
to the significant knowledge of the behaviors of enclosure fires.

Following the series of fire tests carried out in single-room compartment
situations, a number of fire tests in more complex and sophisticated geometric
arrangements have also been investigated. Cooper et al. (1982) have studied
the upper hot layer stratification in a multi-room fire experiment, while Luo
and Beck (1994, 1996) have obtained useful experimental results from a
three-story Experimental Building-Fire Facility (EBFF) by examining the fire
spread behavior of two flashover and non-flashover fires in the multi-room
compartment configuration. Within the three-story EBFF, measurements of
temperatures, radiation heat flux, gas composition, smoke optical density,
and soot concentration have been obtained. He and Beck (1997) carried out
more experiments and ascertained the smoke spread behavior in the three-story



26 Computational Fluid Dynamics in Fire Engineering

fire facility. These comprehensive experimental datasets have been widely
adopted for validating fire models (Luo et al., 1997, Yeoh et al., 2003a,
2003b). Fleischmann and his co-workers have also performed a number of
experiments to study various phenomena in enclosure fires (Fleischmann
et al., 1990, 1994, Nielsen and Fleischmann, 2000). The work by Nielsen
and Fleischmann (2000) studied a pre-flashover fire in a two-compartment
structure. By controlling the fire sizes and its location, four different fire
scenarios were studied in their experiments. A total of nine thermocouple trees
were placed evenly along the centerline of the compartments to measure the
temperature development of the hot and cold layer. Variations of the O, and
CO, concentrations were also monitored at the gas sampling points. These
comprehensive experimental data have been employed for model comparison
and validation (Cheung et al., 2004, Yeoh et al., 2002b, Yeoh et al., 2003a).

1.6 Scope of the Book

Field modeling of the fire dynamics comprises mainly of two components: the
CFD methodology and the fire model. The former represents the core of
the field model, which provides the basic transport mechanisms for mass,
momentum, and energy (including heat transfer due to conduction convection
and radiation), while the latter contains the detailed specification of the fire
description such as combustion, non-luminous and luminous radiation, soot
production, and solid pyrolysis. Acceptable use of the field model therefore
requires a good CFD computer code, a good fire model, and ultimately the
knowledge as well as proficient use of the CFD-based fire model.

A number of field models currently available fall into one of two distinct
categories: general-purpose CFD commercial software packages that can be
used for fire modeling applications, and specific field modeling computer codes
that are intended only for modeling fires. The general-purpose CFD codes such
as PHONEICS, STAR-CD, ANSYS-CFX, and ANSYS-FLUENT are examples
of the former. For the latter, examples are JASMINE (developed by Fire
Research Station, UK), KAMELON (developed by SINTEF/NTH, Norway),
SMARTFIRE (developed by University of Greenwich, UK), SOFIE (developed
by Cranfield University/Fire Research Station, UK), FDS (developed by NIST,
USA), and our in-house computer code FIRE3D. Regardless of which com-
puter code is employed, it is imperative that intended fire users or modelers
must possess the required level of knowledge of the basic “theory,” assessing
different “modeling” strategies, and how these models of varying degrees of
sophistication are employed in “practice” in order to better apply the field
model in a suitable manner to deal with a range of fire problems. The scope
of this book covering the essential aspects of field modeling pre-flashover fires
can thus be envisaged by the road map depicted in Figure 1.17.

On the mathematical level, the fundamental laws of fluid mechanics and
heat transfer that relate to the conservation mass, momentum, and energy
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Figure 1.17 Road map of scope of the book.

equations together with other concepts and equations that supplement the field
modeling approach are discussed in Part T of Chapter 2. Since most practi-
cal fires are turbulent in nature, the concept of time-averaging based upon
Reynolds-averaging and Favre-averaging along with a variety of models rang-
ing from the simple k—¢ to the complex Reynolds Stress representations of
the turbulence, are described in Part II of Chapter 2. Parts I and II in this chap-
ter represent the essential flow equations of field modeling.

The importance of combustion in fires is dealt with in Part IIT of Chapter 3.
There, the principle knowledge of whether the process is governed by chemical
kinetics or turbulent mixing strongly influences the selection of appropriate
combustion models for fires. Also, since most practical fires experience signifi-
cant radiation heat loss during the burning process, radiation heat transfer is
treated in Part IV of Chapter 3. The choice of radiation models generally
requires considerations on the level of simplification assumed for the radiation
properties of absorbing gases corresponding to the level of sophistication
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adopted for the radiative transfer methods. Parts III and IV in this chapter
establish the additional considerations in field modeling.

Part V of Chapter 4 is devoted to the consideration of models determining the
concentration of fine carbonaceous particles (soot). Insights into the controlling
physical and chemical mechanisms associated with the soot formation and soot
oxidation are discussed along with the proposal of suitable models. The ability
to simulate and predict the prospect of flame spreading over condensed solids
is described in Part VI of Chapter 4. A three-dimensional solid pyrolysis model
for charring materials, including moisture migration, is presented. Parts V and
VI in this chapter constitute the supplemental considerations in field modeling.

Chapter 5 is dedicated predominantly on the description of the large eddy
simulation (LES) technique in fire modeling. Subgrid scale modeling is illus-
trated with special emphasis on suitable explicit time-marching methods, the
effects of subgrid fluctuations on the chemical heat release rate, and appropriate
radiation and soot modeling for large eddy simulation of turbulent fires.

The use of CFD fire modeling in conjunction with other important practical
aspects in fire engineering such as artificial neural network, evacuation model-
ing, and probabilistic approach, is discussed in Chapter 6.

In addition to the treatment of basic theory and CFD fire models from the
these chapters, worked examples and test cases are included to purposefully
demonstrate the utility of the field model in practice, especially tackling
practical fires in full-scale configurations.

Review Questions

1.1. In analyzing enclosure fire development using computational models, what are
probabilistic methods? Alternatively, what are deterministic methods?

1.2. In deterministic methods, what is the difference between zone models and field
models?

1.3. In field modeling, how are fires treated in early computational studies?

1.4. What are the many standard models or features in most current field modeling
applications?

1.5. What is large eddy simulation and how is it transforming fire modeling?

1.6. Which fire disaster heralded the use of computer fire models in ascertaining
the cause of fatalities and what phenomenon was uncovered in this
particular disaster?

1.7. What is a pre-flashover fire?

1.8. What is a post-flashover fire?

1.9. Why is the understanding of a pre-flashover fire important?

1.10. How are field models applied in practice, and from what aspects are they
increasingly being considered?

1.11. What are the challenges ahead for fire modeling?

1.12. What are the possible limitations in the application of fire models?

1.13. Provide suitable definitions of verification and validation. Why are they
important in fire modeling?

1.14. Field modeling of the fire dynamics consists of two components. What are
they?




2 Field Modeling Approach

Abstract

Field modeling is the branch of applied mathematical modeling that fire dynamics
is concerned with. The analysis of the behavior of fire begins with the con-
sideration of the fundamental laws of fluid mechanics and heat transfer as
encapsulated in the laws of conservation mass, momentum, and energy. This,
together with other concepts and equations that supplement the field modeling
approach, is the fundamental basis of the field modeling of fire. Since most fires
are gaseous by nature, the concern with the static and dynamic bebavior of the
gases as a continuous fluid with open boundaries is frequently encountered.
Practical fires are generally turbulent. Even at the present level of research
computational capacity, it is still not feasible to solve the conservation equations
directly to the required accuracy. Turbulent flows are extremely complex time-
dependent flows, and to resolve such flows, the use of turbulence models has
proven to be reasonably satisfactory. A variety of models are described in this
chapter to differentiate their applicability and usefulness to field modeling.

PARTI MATHEMATICAL EQUATIONS

2.1 Computational Fluid Dynamics: Brief Introduction

Computational fluid dynamics is a branch of study that continues to gain in
popularity and importance in the modern practice of fluid dynamics. Better
known by its acronym CFD, three basic questions are posed following to suc-
cinctly describe this terminology.

What is CFD? In essence, CFD is simply the study of fluid systems that could
be static or dynamically changing in time and space. The fluid dynamics
component is performed through numerical methods on high-speed digital
computers, which incidentally represents the computational description of
the terminology. Additionally, the physical characteristics of a fluid in motion
can usually be described by the consideration of fundamental mathematical
equations, usually in partial differential form, governing a process of interest.
In order to solve these mathematical equations, they are converted into discrete
forms using high-level computer programming languages into in-house com-
puter programs or commercial CFD software packages. These algebraic equa-
tions are solved through dedicated techniques, which will be described in

Computational Fluid Dynamics in Fire Engineering
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later sections within this chapter. CFD actually covers three major disciplines:
fluids engineering, mathematics, and computer science. Acquiring some basic
knowledge from each of these disciplines is usually required to better under-
stand CFD.

Where is CED applied? Through decades of active research and develop-
ment, this versatile technique has undeniably come of age during this recent
era. High-technology industries such as aeronautics and astronautics have
heavily integrated CFD techniques into the process of designing and
manufacturing aircrafts, spacecrafts, and engines. The long-standing history
of applying this powerful methodology is thoroughly demonstrated by the
countless aeronautical systems one finds at airports and space-pads. A com-
mercial airliner taking off on a runway or a space shuttle rocketing off into
space is an awesome spectacle, symbolic of unprecedented human advance-
ment since the Wright brothers. Another major player in the usage of CFD is
none other than the automotive industry. For example, many Formula One
vehicles that are shaving off crucial seconds in lap times are due to the system-
atic application of CFD studies of horizontal drag reduction. As CFD becomes
more accessible, many traditional engineering industries are rapidly adopting
this analytical tool to solve a variety of complex flow systems. Mechanical,
civil, chemical, electrical, electronic, and environmental engineering industries
have benefited greatly through the use of CFD, to understand and resolve
numerous fluid flow problems that could not have been solved by prescrip-
tive and exhausting trial-and-error approaches. Mechanical ventilation in
buildings, molding and extrusion processes, cooling of micro-circuit and com-
puter boards, and distribution of pollutants and effluents in air and water are
just some of the typical examples where CFD has played an important role in
the design of industrial products and processes. This methodology is also
finding its way in a number of non-industrial application areas, not withstand-
ing the engineering industries as aforementioned. Whether from obtaining our
daily weather forecast from meteorology, understanding the fluid flows in
rivers or oceans in hydrology and oceanography, or even in blood and air flows
within our respective vascular and respiratory systems in biomedical research,
CFD has increasingly become an economic and robust method of analysis and
will only gain in prominence for years to come.

Why CFD? Traditionally, both experimental and analytical methods have
been used to study the various aspects of fluid dynamics and assist in the design
of equipment and industrial processes involving fluid flow and heat transfer.
With the advent of high-speed digital computers, the computational aspect
has emerged as another viable approach to resolve complex fluid dynamics
issues. With the lowering costs of computer hardware and greater speeds of
computer chips, the trend is clearly toward greater reliance on the computa-
tional approach for industrial designs, particularly when the fluid flows are
very complex. Also, multi-purpose CFD programs have gradually found favor
in industrial as well as in academic institutions. With advanced robust models
to better encapsulate the flow physics, these commercially available software
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packages provide incentive to scientifically adopt CFD techniques in the quest
to find unique solutions to fluid dynamics and heat transfer problems. It is
important to note that analytical methods will continue to be used by many,
especially for simple fluid flow problems, and experimental methods will fea-
ture significantly for prototype testing as well as for the validation of CFD
models. Hence, we still require analytical and experimental methods to com-
plement the CFD analytical tool in some specific investigative studies and ana-
lyses. For most flow problems, there are, however, numerous advantages in
applying CFD over analytical and experimental methods. First and foremost,
the cost-effectiveness of carrying out multiple parametric studies with greater
accuracy allows the construction of new and more improved system designs
and concerted optimization carried out on existing equipment with substantial
reduction of lead times, which results in enhanced efficiency and lower
operating costs. Secondly, the primary objective is to gain an increased knowl-
edge of how systems (such as an aircraft) are expected to perform, so evolu-
tionary improvements during the design and optimization process can be
made. Based on this second point, CFD therefore continually asks the question
“What if ... ?” in all investigative studies and analyses. With such a positive
overview, the importance of computational fluid dynamics in field modeling
is described in the subsequent section.

2.2 Computational Fluid Dynamics in Field Modeling

In the context of fire engineering, what is the relationship between CFD and
field modeling and the role CFD plays in field modeling? Within the fire com-
munity, field modeling is a well-recognized terminology. But what does it usu-
ally entail? As described in the previous section, CFD encompasses the study of
fluids that are in motion through computational means. Conservation equa-
tions are solved to describe the transport phenomena usually through numeri-
cal techniques. However, a burning fire constitutes more than just a description
of the fluid mechanics. Let us further investigate the behavior of a burning fire,
as demonstrated by the schematic diagram in Figure 2.1.

Most fires involve combustible gases. According to Drysdale (1999), the
term fuel, required for combustion, can be defined as the state of matter—be
it in the form of gases, liquids, or solids—burning in the atmosphere. Consider
the burning of a solid fuel such as a piece of furniture in a room, for the
purpose of illustration. For almost all types of solids, chemical decomposition
(pyrolysis) is responsible for yielding products of sufficiently low molecular
weight that can be volatilized from the surface and enter the flame as fuel.
Clearly, the visible flame is a gas phase phenomenon, and flaming combustion
of a solid fuel, as described by the pyrolysis process, or a liquid fuel must
involve the conversion of fuel to gaseous form. For a burning liquid, the
process is generally simpler where volatiles are released due to evaporative
boiling at the surface.



32 Computational Fluid Dynamics in Fire Engineering

Radiation

T/
b\ Vol

Visible Flame

Air Entrainment Air Entrainment

W Force or Free

Convection
Release of Radiation
Volatiles ﬁ ﬁ ﬁ

Feedback

Solid Fuel \b Pyrolysis Zone

Combustion Zone

Fuel + Oxygen — Products

Figure 2.1 Schematic representation of a burning solid fuel in air showing the
respective physical processes involved.

As the combustible volatiles fuel the burning fire, as shown in Figure 2.1,
they react with the oxygen in the air, which is being entrained into the combus-
tion zone under appropriate conditions in the gas phase. The air entrainment
may be driven by force or free convection depending on the environmental
conditions surrounding the burning fire. Assuming a carbon-based fuel, com-
bustion products such as carbon dioxide and water vapor are generated for a
complete chemical reaction. In reality, such a chemical reaction is an idealiza-
tion of the actual gas phase combustion, whereby the complexity of the overall
process is hidden. The true picture usually consists of a series of elementary
reaction steps taking part in the course of combustion. Heat is released follow-
ing the chemical reaction—an exothermic process. With very few exceptions,
particulate smoke is usually produced in all fires. Depending on the nature of
different fuels, smoke can contain high concentrations of finely dispersed par-
ticles, commonly known as soot, or narcotic gases such as carbon monoxide,
in addition to the production of combustion products. Radiation from these
hot combustion gases and non-luminous flames also plays an important
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consideration in fires. For an unabated fire, radiation heat transfer causes the
heat supplied by the visible flame onto the solid surface to sustain a continuous
supply of volatiles into the combustion zone for flaming combustion.

The example of the burning of a solid fuel in an open space as described in
Figure 2.1 can usually be categorized as a free-standing fire. Another important
classification, “compartment fire,” exhibits some distinguishing features and
characteristics that are usually different from a free-standing fire. Here, the
confining rigid boundaries surrounding the enclosure greatly influence the fire
dynamics.

As shown in Figure 2.2 for a compartment fire, a fire source that could be a
gas, liquid, or solid fuel ignites and burns at the center of the enclosure. Com-
bustion takes place resulting in a heat release due to the exothermal reaction;
this fire source can now be considered as a heat source discharging energy onto
the surrounding fluid or wall boundaries by three modes of heat transfer: con-
duction, convection, and radiation. For natural fires, the hot fluid heated by
the fire source is driven by buoyancy; the development of an upward flow, nor-
mally turbulent in nature, transfers the hot fluid into the upper region of the
room. At this early stage of the fire growth, the pyrolysis rate and energy
release rate are affected only by the burning of the fuel itself, and not by the
presence of the boundaries of the compartment. In time, the presence of the
wall boundaries and the soffit of the room create a “reservoir” for the accumu-
lation of the hot gases or smoke below the ceiling, which is commonly referred
as the “Hot Layer.” While hot gases accumulate in the upper region, fresh air
from the outside surrounding is entrained into the room through the doorway
to supply oxygen to the fire in the lower level. This represents the “Cold
Layer” region of the compartment. In fire engineering, the two-layer flow pat-
tern is a prevalent feature identifying compartment fires. The height of this
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Figure 2.2 Schematic representation of a fire source in a single-compartment enclosure.
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interface is often considered as an important datum of measure in fire experi-
ment; the term “Thermal Interface” is usually introduced to characterize the
averaged height of the interface. As this interface continues to descend due to
increasing concentrations of hot gases, especially down to the level below the
depth of the soffit, the amount of hot gases eventually exceeds the volume of
the reservoir, and some of these hot gases will spill into the surrounding below
the soffit, as shown in Figure 2.2. These two counter flows have a tendency of
creating a rapid change of velocity at the doorway. As a result, positive pres-
sure is sustained at the top to exhaust the hot gases, while negative pressure
entrains the fresh air at the bottom of the doorway.

Free-standing and compartment fires as described are just some of the many
representative fires that have been studied extensively to gain invaluable
insights into the fire phenomena. From the standpoint of modeling consider-
ation, can all the associated physical processes as described in fires be viably
studied using CFD techniques and appropriate numerical models? There have
been significant advances achieved in the last two decades, especially through
the feasibility of attaining solutions through conservations equations of fluid
dynamics and heat transfer coupled with suitable models capturing the com-
plex physical processes associated with combustion, radiation, smoke move-
ment and production, and solid pyrolysis. Increasing usage of these models
to resolve many current fire problems—incidentally also recognized as the art
of field modeling—are indicative of the state-of-the-art development and matu-
rity of CFD techniques and models. With greater speeds expected in digital
computers (arriving sooner rather than later), field modeling will undoubtedly
play an even greater role and cement its place as the preferred approach in the
areas of fire science and fire engineering.

Nevertheless, adopting simplified models to resolve the fire phenomena can
at best only provide a general description of the fluid and heat flow distribu-
tion. More sophisticated approaches need to take into account the many asso-
ciated complexities involving combustion, radiation, smoke movement and
production, and solid pyrolysis. However, the simplified approach generally
gives a basic understanding of the actual dynamics of the real fire, despite its
simplistic representation of reality. Therefore, the modeling of fires still
remains a very challenging task for fire modelers, because of his or her need
to scope the general dynamics of the system before applying analytical tech-
niques to the problem. One of the main difficulties from the modeling perspec-
tive lies in the need of acquiring the necessary background knowledge, basic
as well as advanced, stemming from different yet integrated disciplines. Con-
sider for the moment the study of physical chemistry of laminar or turbulent
flaming combustion. Within this discipline alone, a large database of literatures
exists, and volumes of books have been written primarily to explain and
address the fundamental principals and theories of combustion. Such an accu-
mulation of knowledge does not precipitate overnight but is the result of years
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of dedicated research and to the formulation of techniques devoted to solving a
range of combustion problems. Similar inference can also be ascribed to other
disciplines such as radiation and solid pyrolysis. So, how can we adequately
assimilate and integrate all these important concepts from the varied disciplines
into field modeling?

Fortunately, like the advancement in CFD, these disciplines have also
reached a level of maturity in establishing stable and robust models for a wide
range of applications. The techniques and models from each of these disci-
plines can now be readily employed to adequately describe the fire phenomena.
From this stance, this book therefore aims to consolidate the existing knowl-
edge and technical know-how behind many of these available techniques and
models employed in practice. Particularly, the relevance toward modeling
and application in fires is emphasized. In addition, some future developments
in the context of field modeling are provided to further demonstrate the
enhancement of the state-of-the-art toward modeling fires. For the rest of this
chapter, the formulation of the fundamental transport equations governing the
fluid flow and heat transfer as well as turbulence in fires is described. First and
foremost, the equation of state is illustrated in the next section.

2.3 Equation of State

In general, thermodynamics is concerned with substances in all three phases:
solid, liquid, and gas. Most thermodynamic problems ordinarily involve gases
or vapors such as in burning fires, though some of thermodynamic problems
encountered may, in a few instances, involve liquids and solid. Such problems
generally involve the intensive and extensive properties of systems. In deter-
mining the interrelationship between the various properties of a substance, it
shall be assumed in the proceeding discussion that the intensive properties
are uniform throughout the system under consideration, meaning that the sys-
tem is in thermal and mechanical equilibrium. When the system is in thermal,
mechanical, and chemical equilibrium, the system is said to be in a state of
thermodynamic equilibrium. In other words, it can be said that although the
intensive properties can change rapidly from place to place, the system can
thermodynamically adjust to new conditions so quickly that the changes are
effectively instantaneous. Hence the system always remains in thermodynamic
equilibrium.

According to Kuo (1986), an intensive property can be defined as one that is
unchanged when the size of the system is increased by adding to it any number
of systems that are identical to the original system, while an extensive property
can be conversely defined as one that increases in proportion to the size of the
system in such a process.
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Intensive properties commonly found in a fluid in motion are the density (p),
pressure (p), specific internal energy (e), and temperature (T), while other vari-
ables such as volume (V), mass (m), total enthalpy (b), and others are charac-
teristically considered as extensive properties. Invoking the thermodynamic
equilibrium provides the means whereby the state of substance can usually be
described in terms of only two thermodynamic variables or intensive proper-
ties. For an ideal or perfect gas, the following widely adopted equation of state
that obeys the laws of two famous investigators, Boyle and Charles, is

pV =nR,T (2.3.1)

where R,, is the universal gas constant (8.31431 kJ kmol 'K™'). Setting the
pressure p = 101325 Pa, T = 273.15 K (0°C) and #» = 1 mole, V =
0.022414 m>. For ideal gases, this volume represents the total volume that will
be occupied by 28 g N, (nitrogen), 32 g O, (oxygen), 44 g CO, (carbon di-
oxide), 18 g H,O (water vapor), or 16 g CH,4 (methane).

The density or concentration of a gas can be determined according to

nM pM
=V TRT (2.3.2)
where M is the molecular weight of a gas mixture. It can be shown for air that
one mole corresponds to a molecular weight of 0.02895 kg. For a pressure of
p = 101325 Pa and a temperature of T = 0°C (273.15 K), the density will be
1.292 kg m™.

The combustion process in a fire usually causes substantial changes in the
temperature of the surroundings as a result of many combustion products
being formed at high temperatures. For a reacting fluid flow in chemical equi-
librium, the number of moles for each chemical species can usually be
expressed by a known material at a volume V and temperature T:

n =f(V,T) (2.3.3)

where the superscript * denotes the equilibrium values. The equation of state
for a system in equilibrium becomes

p=Ff(V,T,nj,n5, ... .0nY) (2.3.4)
From Dalton’s law of partial pressures p;, the expression for a mixture of ther-

mally perfect gases in thermodynamic equilibrium can thus be alternatively
given similar to equation (2.3.1) as:

N
p=> pi= %Zrz;‘RuT (2.3.5)
i i=1
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The mixture pressure for a system in chemical non-equilibrium can be simply
represented by removing the superscript * in equation (2.3.5).

Gases flowing at high speeds are generally categorized as compressible
flows. Here, the density varies dramatically across a broad range of pressures
as well as temperatures in the flow field. In such flows, the equation of state
provides the necessary linkage between the energy conservation equation and
the equations for the conservation of mass and momentum. There are also a
number of situations where gases flowing at low speeds behave as incompres-
sible fluids. The density remains invariant, and the fluid flow can thus be
solved by only considering the equations pertaining to the conservation of mass
and momentum. For other low-speed flows that are typical of burning fires,
these are regarded nonetheless as weakly compressible. The term weakly refers
to the consequence of density change being affected mainly by the substantial
temperature variations due to chemical reactions in the flow field but not from
the pressure variations, since the pressure remains relatively unperturbed
within the surroundings. If a perfect gas is assumed, the equation of state
derived in equation (2.3.2) may be simplified under the weakly compressible
condition by setting the pressure to the fixed ambient pressure Pp—in other
words,

= pOM
R, T

p (2.3.6)

To establish the appropriate linkage, the energy equation is still required to be
solved alongside with the mass conservation and momentum equations to
determine the local temperature T in equation (2.3.6).

2.4 Equations of Motion

To solve the flow physics within the physical domain, CFD requires the sub-
division of the domain into a number of smaller, non-overlapping sub-
domains. This subsequently results in the generation of a mesh (or grid) of cells
(elements or control volumes) covering the whole domain. The essential fluid
flows that are described in each of these cells are usually solved numerically
through fundamental equations governing the fluid dynamics. Discrete values
of the flow properties, such as the velocity, pressure, temperature, and other
transport parameters of interest, are thereafter determined at each of the
respective cells.

The purpose of this section is to derive these governing equations. To obtain
the basic equations of fluid motion, the following philosophy is adopted.
Firstly, the appropriate fundamental principles from conservation laws of phys-
ics are chosen—namely the conservation of mass, Newton’s second law for the
conservation of momentum, and the first law of thermodynamics for the
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conservation of energy. Secondly, these physical principles are applied to
a suitable model of the fluid flow. Thirdly, the mathematical equations
that embody such physical principles are extracted from the model under
consideration.

For general applications in fire, the significance of these equations of motion
hinges on the basis of a continuum fluid. Let us consider the infinitesimal small
fluid element or control volume represented in the flow field with a differential
volume AV in Figure 2.4. This fluid element can be taken to be infinitesimal
and viewed in the same sense as differential calculus. However, it is large
enough to encapsulate molecules at macroscopic length scales—say, 1 um or
larger—so that it can be regarded as a continuous medium. The behavior of
the fluid can thus be described in terms of macroscopic properties such as
the velocity, pressure, density, and temperature as well as their space and time
derivatives. These macroscopic properties are not influenced by individual
molecules, and this leads immediately to the development of fundamental
equations in partial differential form.

2.4.1 Continuity Equation

Consider the following: matter may neither be created nor destroyed, which
means that mass must always be conserved. This conservation law is
pertinent to the derivation of the continuity equation. Applying to the ele-
mental volume AV inside the flow field, as shown in Figure 2.3, the funda-
mental physical principle for which the conservation of mass is satisfied
requires:

The rate of The net rate at

increase of mass __ which mass enters (2.4.1)
within the fluid ~—  the elemental o
element volume

Let us further consider the enlarged infinitesimal fluid element in a
Cartesian coordinate system with a volume AV of Ax Ay Az that is
fixed in space where the mass conservation statement applies to the (u,v,w)
flow field (see Figure 2.4). Since the mass of the fluid element m is
given by p AV (= Ax Ay Az), the rate of increase of mass within the fluid ele-
ment is

om 0 Jp
Tl (p Ax Ay Az) = EAX Ay Az (2.4.2)

To account for the mass flow across each of the faces of the element, it can be
seen from Figure 2.4 that the net rate at which mass enters the elemental vol-
ume is given by:
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Figure 2.3 The infinitesimal fluid element approach. Representation models of a fluid
flow in (a) free-standing fire and (b) single-compartment fire.
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Figure 2.4 The conservation of mass in an infinitesimal fluid element.
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The rates at which mass enters the control volume through the surfaces perpen-
dicular to x, y, and z are respectively the inflow components of (pu) Ay Az, (pv)
Ax Az, and (p W) Ax Ay. They are assigned as positive to signify an increase of
mass in the element. Since mass needs to be conserved within the element, the
rates at which mass leaves the surfaces of x + Ax, y + Ay, and z + Az are repre-
sented by the negative outflow components as indicated in equation (2.4.3). By
equating equations (2.4.2) and (2.4.3), canceling terms and dividing by the
constant-size Ax Ay Az, equation (2.4.1) becomes:

dp , 9pu)  I(pv)  O(pw)
o Tox oy | oz

=0 (2.4.4)

Equation (2.4.4) is essentially the partial differential form of the unsteady,
three-dimensional mass conservation or continuity equation.

2.4.2 Momentum Equation

For the derivation of the momentum equation, the concept of substantial deriv-
ative is introduced and derived. It is conceivable that the generalization of any
variable property ¢ can be expressed in conservative form as:

dpp)  O(pug)  9d(pve)  O(pwe)
o TTox oy | oz

=0 (2.4.5)

Note that the partial differential form for the mass conservation equation (2.4.4)
is already expressed in conservative form. The preceding formula expresses the
rate of change of ¢ per unit volume with the addition of the net flow of ¢ out of
the fluid element per unit volume. By applying the chain-rule to equation (2.4.5),
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Ape) | Apug) O(pve) Olpwe)
8t+8x+8y+8z_

Jd¢ Jd¢ o¢ 9¢ dp  O(pu) O(pv)  O(pw)| _
Pt TP TPy TPt T T Ty T | T

= 0 by definition of the continuity equation (2.10)

o9 . 0p 3
Plac ™ ox "oy T o

D¢ /Dt
(2.4.6)

Equation (2.4.6) represents the non-conservative form of the rate of change of
the variable property ¢ per unit volume. The terms that are represented within
the bracket in equation (2.4.6) are essentially the substantial derivative of ¢
with respect to time, designated as D¢/Dt. Both of the conservative and non-
conservative forms can be used to express the conservation of a physical quan-
tity. We shall adopt the non-conservative form to derive the next physical law
encountered in flow problems, which is the momentum theorem.

In deriving this physical law, let us reconsider the fluid element as described
in Figure 2.4 for mass conservation. Newton’s second law of motion states that
the sum of forces that is acting on the fluid element, as illustrated in Figure 2.5,
equals the rate of change of momentum, which is the product of its mass and
the acceleration of the element.

The rate increase The sum of forces
of momentum of = acting on the (2.4.7)
the fluid element fluid element

Essentially, there are three scalar relations along the x, y, and z directions of
the Cartesian frame of which this particular fundamental law can be invoked.
The x component of Newton’s second law can be expressed as:

> Fe = ma, (2.4.8)

where F, and a, are the force and acceleration along the x direction. The accel-
eration 4, at the right-hand side of the preceding equation is simply the time
rate change of u, which is given by the substantial derivative. Thus,

Du

B (2.4.9)

ay =
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Figure 2.5 Normal and tangential stresses acting on infinitesimal control volumes for
velocity components #, v, and w along the Cartesian directions of x, y, and z.

Recalling that the mass of the fluid element m2 is pAV (= Ax Ay Az), the rate of
increase of x-momentum is

pDD—IZAxAyAz (2.4.10)

On the left-hand side of equation (2.4.7), two sources of this force that the
moving fluid element generally experiences are body forces and surface forces.
These effects are usually incorporated by introducing them as additional source
terms into the momentum equations. The surface forces for the velocity com-
ponent #, as seen in Figure 2.5, that deform the fluid element are due to the
normal stress o, and tangential stresses 7,, and 7, acting on the surfaces of
the fluid element. The net force in the x direction is the sum of the force com-
ponents acting on the fluid element. Considering the velocity component u as
seen in Figure 2.5, the surface forces are due to the normal stress o., and
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tangential stresses 7,, and 7., acting on the surfaces of the fluid element. The
total net force per unit volume on the fluid due to these surface stresses should
be equal to the sum of the normal and tangential forces. Hence, the total net
force per unit volume along the x direction is:

ox oy oz

[8(’” Oy ‘%zx] AxAyAz (2.4.11)

The total net forces per unit volume on the rest of the control volume surfaces
along the y direction and z direction can be similarly derived to yield:

Oty 00y, 01y
O0ty; 01y, 00

AxAyA 2.4.1
[8x ay * bz | TR ( 3)

Combining equation (2.4.11) with the time rate of change of the horizontal
velocity component # and body forces, the x-momentum equation after divid-
ing by the control volume Ax Ay Az becomes

Du 60xx afyx 87:zx bod
_ Fbo ly forces 2.4.14
P Dt 8x+8y+8z+zx ( )

In a similar fashion, the y-momentum and z-momentum equations, using equa-
tions (2.4.12) and (2.4.13), can be obtained through

Dv Oty  OJoyy Oty bod
v _ Y%y Fbo ly forces 241
"= oy T T 2T (24.15)

Dw 0Oty Oty 00y bod
_ Fbo ly forces 241
P Dt c‘)ac—~_6‘31—1—63z+23z ( 6)

In many fluid flows, a suitable model for the viscous stresses is required.
The stresses can usually be expressed as a function of the local deformation
rate (or strain rate). It is a common practice to assume that the fluid is
Newtonian and that all gases and the majority of liquids are isotropic.
The rate of linear deformation on the control volume Ax Ay Az caused by
the motion of fluid can be expressed in terms of the velocity gradients.
Describing the normal stress relationships for oy, 0,,, and o, appearing
in equations (2.4.14), (2.4.15), and (2.4.16) in terms of pressure p and nor-
mal viscous stress components Tyy, Tyy, and 7., acting perpendicular to the
control volume:

Oxx = _p + Tox O'yy = —p + ‘L'yy Oy = —p + Tz (2.4.17)
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the normal and tangential viscous stress components according to Newton’s
law of viscosity can be expressed by

B ML au+@+a£ N VLA LR
Fox " ox "oy " oz oy ™" ox "oy " oz
Tpe = 2 a—er) %Jr@Jra—w
== Mgy T ox Ty T Bz

SN O3 IR -
Ty = e = H Ox Oy fa = e = Ox 0z
ow Ov
e =T =1 5 T

The proportionality constants of u and 4 are the (first) dynamic viscosity that
relates stresses to linear deformation and the second viscosity that relates
stresses to the volumetric deformation, respectively. To this present day, not
much is known about the second viscosity. Nevertheless, Stokes hypothesis of
A= —2/3u is frequently used, and it has been found for gases to be a good
working approximation.

Combining equations (2.4.17) and (2.4.18) with equations (2.4.14),
(2.4.15), and (2.4.16), the three-dimensional momentum equations for the
velocity components u, v, and w can now be rewritten in the following partial
differential forms as

%—_@_A'_é 2 @4’_1 8”4_@_’_8_“/
PDr ™ "ox Tox |Max T \ox T oy T Bz

(2.4.18)

(2.4.19)
2 8_14 @ 2 @ ow body forces
+8y[ <8y+8x }—F(‘)z [M(8z+8x)]+ZF
Q—_@_’_g 2 @_’_/’L @_F@_Ar_aiw
PDr~ dy Oy “ay x  dy 0Oz
- (2.4.20)
0 Ou Ov 0 ov  Ow bod
I ST . e e Fbo ly forces
*ox ["(aﬁm } Tz [“(aﬁ@)] N
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By applying equation (2.4.6), equations (2.4.19), (2.4.20), and (2.4.21) can be
re-expressed in their conservative partial differential forms as:

Opu) | O(puu)  O(pvu)  O(pwu)
ot Ox Jdy 0z
— (9_[) + 3 2 % + ] @ +—+ a_w
ax " ox | Fox T\ ox 2 (2.4.22)
g a_u @ 2 a_u Ow body forces
+6y {u (8)} +8x)] +8z [’u<8z + 8x>] + ZF
d(pv)  O(puv)  O(pvv) n pwv) _
ot Ox 1)) 0z
L9 Oy, O [0 O O
~dy 5‘y ay Ox oz (2.4.23)
é % @ 0 ov  Ow body forces
Tox [“(aﬁax)}jLaz az+a>]+zF
pw)  Opuw)  I(pvw)  Opww)
ot Ox dy 0z
— a_p + 2 2 a_w + 1 % +—+ 6_11)
9z 0z | Moz ox "y 0z (2.4.24)

AR
ox |\ 9z " ox Ay

@ 8w body forces

Note that the preceding equations are also commonly known as the Navier-Stokes

equations for a Newtonian fluid.
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2.4.3 Energy Equation

Based on the consideration of the first law of thermodynamics, the energy
equation can be derived for a combusting fire system, which states that
the rate of change of energy is equal to the net rate of heat addition, plus
the heat rate of work done, plus the rate of heat added or removed by the
heat source.

The rate The net rate The net rate The rate of heat
increase of of heat of work done added or removed
energy of the = dddedtothe | onthe fluid | by heat source on
fluid element fluid element element the fluid element
2.0 2w 0,AV
(2.4.25)

As discussed in section 2.4.2, the time rate of change of any arbitrary variable
property ¢ is defined as the product between the density and the substantial
derivative of ¢. The time rate of change of energy for the moving fluid element
can thus be given by:

DE
P gy Axdyiz (2.4.26)

Two terms represented by 3> O and 3_ W in equation (2.4.25) describe the net
rate of heat addition to the fluid within the control volume and the net rate of
work done by surface forces on the fluid. Referring to Figure 2.6, the rate of
work done on the control volume in the x direction is equivalent to the product
between the surface forces (caused by the normal viscous stress o, and tangen-
tial viscous stresses 1,, and 7.,) with the velocity component %. The net rate of
work done by these surface forces acting along the x direction is:

O(uoyy)  O(utyx)  O(uty)

AxAyA 2.4.27
[ Ox T oy * 0z YEYER ( )
Work done due to surface stress components along the y direction and z direc-
tion can also be similarly derived and these additional rates of work done on

the fluid, which are:

a(l’fxy) a(ww) a(”zy)
[ Tyt o ]AxAyAz (2.4.28)

[8(wrxz) N O(wrye) N A(way,)

= % o ]AxAyAz (2.4.29)
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Work done due to normal stresses y, v
[v A, ]A A
O, + XAZ X, U
w5y Y
zZ,w
y+Ay wo,; AXAY Work done due to tangential
[ stresses along x
I(Uoyy) [ 14 UTyx)
ngXAyAz<——y ———>|Uoyy + ox AXx|AyAz Uty + oy Ay|AXAz
X X+ Ax i
Az >
Z+Az <« AXA
vo,, AXAz AUtz > Y
AWoyy) T Oyy [urzx + Az] AxAy| —
[Wazz + . Az| AxAy 9z
Uty AXAz
Work done due to tangential Work done due to tangential
stresses along y stresses along z
VT, AXAY
- AWry)
| Wty + Ay | AxAz
a(vt,,)
Viy, AyAZ l T i T [Vrzy + ik Ax] AyAz v
ox
o w ¢9(Wryz)A AVA
T, + X V4
wr,, AyAz | /! T 4
avt,,) i
z L
wr,, AXAZz

Figure 2.6 Work done due to normal and tangential stresses along the Cartesian
directions of x, y, and z.

In addition to the work done by surface forces on the fluid element, it is worth
mentioning the possible consideration of work done due to body forces. Gen-
erally, this effect is ignored for most practical applications. The net rate work
done on the fluid element can thus be comprised of:

S = O(uo ) N d(voyy) N Iwoz;)

Ox Oy 0z
Outyy) Outy) O(vtwy) O(vty) O(wry) O(wry)
+ Oy + 0z * Ox + 0z + Ox + Oy

(2.4.30)

For heat added, the net rate of heat transfer to the fluid due to the heat flow
along the x direction is given by the difference between the heat input at
surface at x and heat loss at surface x + Ax as depicted in Figure 2.7.
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yv
[qy+ 9% Ay] AXAz
X, u %Y
z,w v+ Ay T q, AXAy
[
99
qyx AyAz > 45| Qx+ X Ax|AyAz
y X X+ Ax
v
Z+ Az
d
[qz+ aqz Az] AXAzy
z qy AXAz

Figure 2.7 Heat added to the fluid along the Cartesian directions of x, y, and z.

Similar considerations are also applied for the net rates of heat transfer along
the y direction and z direction. The total rate of heat added to the fluid
results in:

Y o= - [%jﬁ_‘;ua_‘lj AxAyAz (2.4.31)

The energy fluxes g, q,, and g, in equation (2.4.31) can be formulated by
applying the Fourier’s law of heat conduction that relates the heat flux to the
local temperature gradient:

oT oT oT
qx = —ka qy = —ka—y q. = —ka—z (2.4.32)

where k is the thermal conductivity. It is also worth mentioning that
besides conduction, reacting flows generally require the consideration
of two additional contributions to the heat flux in a combusting fire
system. The first is the additional contribution to the heat flux caused
by the inter-diffusion process, while the second is Soret and Dufour effects.
The latter is essentially based on the Onsager’s reciprocal relations for
the thermodynamics of irreversible processes, which imply if temperature
gives rise to diffusion velocities (the thermal-diffusion effect or Soret
effect), concentration gradients must also produce a heat flux. In most
cases, the Soret and Dufour effects are rather small, even when thermal
diffusion is not negligible, and they are usually omitted in most applica-
tions. For the inter-diffusion process, there is no consensus in the literature
whether this effect should always be included or excluded totally. Appro-
priate expressions for this term will nonetheless be presented in the
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next chapter for completeness. The net rate of heat added to the fluid ele-
ment without inter-diffusion processes and Soret and Dufour effects
becomes:

> 0= { ( ‘;D *a% (k%) +8% </e %)]Amwz (2.4.33)

With regards to the last term appearing in equation (2.4.25), heat gener-
ally may be added into the system due to a chemical reaction or removed
from the system due to radiation heat transfer. For succinctness, the gen-
eric description of the source term is retained in this present derivation.
Combining all the contributions based on equations (2.4.30) and (2.4.33),
and substituting these expressions along with the time rate of change of
energy E, from equation (2.4.26) into equation (2.4.25), the equation for
the conservation of energy after dividing by the control volume Ax Ay Az
is given as:

DE  O(uoxy) N d(voyy) N O(woa,)

PDr = ox dy 0z
O(utye) | O(utw)  O(vtyy) | O(vty)  O(wix) | O(wry)
Ty TTaz T ax o T ox T oy (2434)

7] oT 0 oT 0 8T

By applying the normal stresses described in equation (2.4.17), the preceding
energy equation can be alternatively expressed as:

,PE _ _0p) (wp) Owp) 9 { ﬂ} 9 { @]
Dr Ox Jy 0z +®+8x k(?x +8y kay
20k 3T | O
0z

(2.4.35)

The effects due to the viscous stresses in the energy equation are described by
the dissipation function ® that can be shown to be

O(utyy) N 3(myx) N O(utyy)
Ox y 0z
Ovtyy)  O(vty)  O(vty)  O(wiy) O(wiy) O wry)
+8x+8y+8z+8x+8y+8z

(I):

(2.4.36)
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The dissipation function represents a source of energy due to work done
deforming the fluid element. This work is extracted from the mechanical
energy that causes fluid movement, which is subsequently converted into heat.

The specific energy E of a fluid can often be defined as the sum of the inter-
nal energy and kinetic energy. In three dimensions, the specific energy E can be
defined as

(uz + UZ + wz)

N =

E = e +

specific internal energy

(2.4.37)

kinetic energy

For compressible flows, equation (2.4.37) is often re-arranged to give an equa-
tion for the enthalpy. The sensible enthalpy b, and the total enthalpy » of a
fluid can be defined as

bs=€+§ andh:hs+%(u2+vz+w2)

Combining these two definitions with the specific energy E, we obtain

h:e+%+%(u2+vz+w2):E+% (2.4.38)

Substituting equation (2.4.38) into equation (2.4.34) and after some re-
arrangement, the conservative partial differential form of the energy equation
in terms of the total enthalpy 5 is given by

ph) | O(pub)  d(prh)  O(pwh) _ op

ot Ox dy 0z Ot

(2.4.39)
o |, oT| ol or| ol or
7- Ro—| + = |k

+8_x Ox +8_y Oy 0z 8_z+QS

2.4.4 Scalar Equation

The scalar equation can also be similarly formulated based on the derivation of
the energy equation described in the previous section. The governing equation
of any scalar property can simply be stated as the rate of change of scalar prop-
erty equal to the net rate of scalar property added plus the rate of creation or
destruction caused by external source.
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The rate of increase The net rate of The rate of creation or
of scalar property of  scalar property destruction by external
the fluid element = added to the fluid + source on the fluid
element element
RAV
(2.4.40)

The time rate of change of any scalar property ¢ is essentially the same
expression derived in equation (2.4.6). For the time rate of change of scalar
property on a moving fluid element, it can be expressed as:

D
prAxAyAz (2.4.41)

In Figure 2.8, the net rate of scalar transfer to the fluid due to the transport
of scalar property in the x direction is given by the difference between the
inflow of mass scalar flux at surface at x and outflow of mass scalar flux at sur-
face x + Ax. Similar considerations can also be applied to obtain the net rates
of the transport of scalar property along the y direction and the z direction.
The total rate of scalar property added to the fluid results in:

O Oy | 9
[ax + Dy + % AxAyAz (2.4.42)

Substituting equations (2.4.41) and (2.4.42) into equation (2.4.40), and after
dividing by the control volume Ax Ay Az, yields the equation for the conserva-
tion of scalar property—in other words,

Y, v
aJ,
J LAy | AxA
[ "oy y] e
X, U
J, AXA
zZw y+ Ay T p4 y
aJ,
Jy AyAz N _ > [JX+ 3; Ax] AyAz
{,/..ZX X+ AX
A
Z+ AZ
J.
[Jz+ (;Z Az] AxAzy
z JyAxAz

Figure 2.8 Scalar property added to the fluid along the Cartesian directions of x, y, and z.
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Dy . 9y 0] .
_ 9, » 2.4.43
Dt ox dy 0z R ( )
To formulate the appropriate scalar mass fluxes of J,, /,, and ], in equation
(2.4.42), the Fick’s law of diffusion can be invoked, which relates the scalar
mass flux to the local scalar property gradient:

15, 19, Ok
Jo=—-pD55 Iy = —pDa—j Je=—pD% (2.4.44)

where D is the mass diffusivity. Note the similarity between the scalar mass
fluxes just formulated with the heat fluxes. Just as heat flows in the direction
of decreasing temperature, the scalar property also experiences the same effect
through diffusion in the direction of decreasing . The last term R, appearing
in equation (2.4.49) depicts the possibility of the increase or decrease of the
scalar property within the fluid element due to some prescribed external
sources. For example, the creation or destruction of chemical species in a com-
busting fire system such as in fire is due to the presence of chemical reactions.
Here again, we shall retain the generic description of the source term in this
present derivation for succinctness. By applying the scalar mass flux to the
local scalar property gradients as described and substitution of these expres-
sions into equation (2.4.44) and applying equation (2.4.6) yields the conserva-
tive partial differential form as

Apy) | Opup)  Olpve)  O(pwy)
o TTox oy ez

5 5 5 5 5 5 (2.4.45)
\4 \4 14 ;
ox \ 7 ox + 1)) D Jdy + 0z pD 0z TR

2.5 Differential and Integral Forms of the
Transport Equations

Based on the derivation of the fundamental equations just described, let us
collate the conservative form of the set of equations, as summarized in Table
2.1, which governs the time-dependent three-dimensional fluid flow and heat
transfer of a compressible Newtonian fluid in a combusting fire system.

It can be observed from Table 2.1 that there are commonalities between
the various equations. If we employ the general variable ¢ as introduced in



Table 2.1 Governing equations of the flow of a compressible Newtonian fluid in Cartesian coordinates.
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section 2.4.2 and expressing all the fluid flow equations, including equations of
enthalpy and scalar quantities, the conservative compressible form of the gov-
erning equation can usually be written as

8(555) +8(gz¢) +8(gl;¢) n (p;;@ [ } o [r Zﬂ
;’[u gﬂ s,

(2.5.1)

Equation (2.5.1) is aptly known as the transport equation for any variable
property ¢. It illustrates the various physical transport processes occurring in
the fluid flow: the rate of change of ¢, which is the local acceleration term,
accompanied by the advection terms on the left-hand side is respectively equiv-
alent to the diffusion term (I, is designated as the diffusion coefficient) and the
source term (S,) on the right-hand side. In order to bring forth the common
features, terms that are not shared between the equations are placed into the
source terms. It is noted that the additional source terms in the momentum
equations Syr,, Sm, and Sy, comprised of the pressure and non-pressure gradient
terms and other possible sources such as gravity that influence the fluid
motion.

For incompressible and weakly compressible flows, it is common practice to
transform the energy equation by replacing the heat flux according to the local
enthalpy gradient instead of the temperature gradient—in other words,

k 9b k oh k 9h
“= 5 DG T (2.5.2)

where C,, is the specific heat of constant pressure. Employing the preceding
heat fluxes, the enthalpy equation can be alternatively expressed as

Dph) , Dlpub)  Olpvh)  dpwh) _ 0 [k OB 0 [k Oh
ot Ox Jy 0z 0x|C,0x| 0y |C,0y
k ob
+ 4 02 [C,,@ :| + S, (2.5.3)

which now shares the same form as equation (2.5.1). The additional source
term S, in the equation (2.5.3) contains the time derivative of the pressure, dis-
sipation function given by equation (2.4.36), and heat sources or sinks affecting
the enthalpy within the reacting flow system. In field modeling, the energy
equation in the form of equation (2.5.3) is usually adopted. Note that the
kinetic energy 1 (4> + v* + w?) in the definition of enthalpy, the pressure work
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term Jp/0¢, and the dissipation function that represents the source of energy
due to work done deforming the fluid element are usually ignored in most
practical applications.

By setting the transport property ¢ equal to 1, u, v, w, b, ¢ and selecting appro-
priate values for the diffusion coefficient I'j, and source terms S, we obtain the
special forms presented in Table 2.2 for each of the partial differential equa-
tions for the conservation of mass, momentum, energy, and scalar property.
Although we have systematically walked through the derivation of the
complete set of governing equations in detail from basic conservation princi-
ples, the final general form pertaining to the fluid motion, heat transfer, and so
forth conforms simply to the generic form of equation (2.5.1). This equation is
of enormous significance, as it allows increasing complexity of physical processes
to be accommodated within the CFD framework for solving more complicated
problems.

Table 2.2 General form of governing equations for compressible flow in
Cartesian coordinates.

¢ F4> S¢,
1 0 0
iap o ou| o] o] o] ow
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In order to numerically solve the approximate form of equation (2.5.1), it is
convenient to consider the integral form of this generic transport equation
over a finite control volume. The advantage of adopting such a form will be
covered in more detail in section 2.7. Integration of this equation over a
three-dimensional control volume V yields

(p9) Apud) O(pve)  Olpwd)
Jatdvj ox oy | oz

flafe] 2l 2o

By applying Gauss’ divergence theorem to the volume integral, the second term
on the left-hand side—for example, the spatial derivative along the x direction—
can be rewritten as

dv
(2.5.4)

Ja(gz¢> v — J(puqs)dAx (2.5.5)
\% A

where dA”™ is the elemental projected area along the x direction. The projected
area is positive if their outward normal vector from the volume surface is
directed in the same direction along the Cartesian coordinate system; otherwise
it is negative. Similarly, the first term on the right side for the spatial derivative
along the x direction according to Gauss’ divergence theorem can be obtained
according to

J { gﬂ V= ” ai]dAx (2.5.6)

A

The surface integrals along the y and z directions are also attained in exactly
the same fashion. Based on the preceding surface integrals, equation (2.5.4)
can now be written as:

|22 v + [{(pusrant + (pug)dar + (pod)day
\%

4 (2.5.7)
_ J{ { g‘ﬂ dA* 1 {ra‘f’] dAY + {ra‘ﬂ dAz} +JS¢dV

A \%
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2.6 Physical Interpretation of Boundary Conditions for
Field Modeling

The mass, momentum, and energy expressed as the preceding enthalpy and scalar
property equations govern the flow and heat transfer of a fluid in a combusting fire
system. Boundary conditions, and sometimes initial conditions, strongly dictate
the particular solutions to be obtained from the governing equations. This
creates particular significance, especially in field modeling, as any numerical solu-
tion of the governing equations must result in a strong and compelling numerical
representation of the specification of appropriate boundary conditions.

For the velocities, the no-slip condition on solid boundaries is described. For
this boundary condition, the solid surface can be assumed to have zero relative
velocity between the surface and the fluid immediately at the surface. If the sur-
face is stationary, all the velocity components along the Cartesian coordinate
directions can be taken to be zero—in other words,

u=v=w=0 at the surface (2.6.1)

The condition for most flows at inflow boundaries requires at least one veloc-
ity component to be given for the solution of the governing equations for any
transport property ¢. This can be provided by the Dirichlet boundary condi-
tion on the velocity—for example, in the x direction, the boundary condition
is given by:

u=f and v=w=0 at the inflow boundary (2.6.2)

where f can either be specified as a constant value or a velocity profile at the
surface. From a computational perspective, Dirichlet boundary conditions
can be applied rather accurately as long as f is continuous. It is important that
outflow boundaries need to be positioned at locations where the flow is
approximately unidirectional and where surface stresses can take known
values. In a fully developed flow, the velocity component in the direction across
the boundary remains unchanged, and by satisfying stress continuity, the shear
forces along the surface are taken to be zero to provide the following outflow
condition:

g—z = % = Z—Z =0 at the outflow boundary (2.6.3)
where 7 is the direction normal to the surface. This condition is commonly
known as the Neumann boundary condition. Physically, in reference to the
continuity equation (2.4.4), it is clear that the appropriate boundary conditions
(2.6.1), (2.6.2), and (2.6.3) imposed at any location on the surface walls close
the system mathematically and satisfy local and overall mass conservation.
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For other transport variables besides velocities, a no-slip condition can also be
analogously imposed for the rest of the transport variables. Take, for example,
the temperature at the wall surface. If the material temperature of the surface is
at some temperature designated by T,,, then the temperature fluid layer imme-
diately in contact with the surface should also be T,,. For a given problem
where the wall temperature is known, the Dirichlet boundary condition applies
and the fluid temperature is

T=T, at the wall (2.6.4)

The Dirichlet boundary condition equally applies for the enthalpy and scalar
property to yield

h=hy, o=y, at the wall (2.6.5)

However, if the wall temperature is not known (e.g., if the temperature is
changing as a function of time due to the heat transfer to or from the surface),
then Fourier’s law of heat condition can be applied to provide the necessary
boundary condition at the surface. If we denote the instantaneous wall heat
flux as q,,, then, according to Fourier’s law,

quw = — (k g—:) at the wall (2.6.6)

Here, the changing surface temperature T,, is responding to the thermal
response of the wall material through the heat transfer to the wall g,,. This
condition can also be similarly applied for the enthalpy as

k b
w=—| == h 1l 2.6.7
q (Cp6n>w at the wa (2.6.7)
Equations (2.6.6) and (2.6.7), as far as the flow is concerned, are boundary
conditions for the temperature and enthalpy gradients at the wall. For the sca-
lar property, Fick’s law of diffusion can be applied to provide the necessary

boundary condition at the surface. Denoting the instantaneous wall mass flux
as J,,, then, according to Fick’s law,

Jw = —(pD g—i) at the wall (2.6.8)

For the case where there is no heat and mass transfer to the surface, the proper
boundary condition comes from equations (2.6.6) and (2.6.7) with g,, = 0 and
from equation (2.6.8) with [, = 0; hence,
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oT\  (ob\  [op\
(%>w = <6_n>w = (%)ﬂ =0 at the wall (2.6.9)

This condition immediately falls in line with the Neumann boundary condition
for the velocity at the outflow boundaries. On the inflow and outflow bound-
aries of the flow domain, it is common to have the variables specified at the
inflow boundary and the zero normal gradients to be adopted at the outflow
boundary.

Other boundary conditions that are also of importance and often required
for field modeling include the open, symmetry, and periodic boundary condi-
tions. For the free-standing fire case, the far free-stream boundary requires
the application of an open boundary, which simply states that the normal gra-
dient of any of the transport property ¢ is zero—that is,

(Z—i) =0 at the open boundary (2.6.10)

Gresho and Sani (1991) reviewed the intricacies of open boundary conditions
and state that there are some theoretical concerns regarding this boundary con-
dition. However, its success in CFD practice left them to recommend it as the
simplest and cheapest method when compared with theoretically more satisfy-
ing selections. Furthermore, the symmetric boundary condition can be
employed to take advantage of special geometrical features of the solution
region. This boundary condition can be imposed by prescribing the normal
velocity at the surface and the normal gradients of the other velocity compo-
nents to be zero. Neumann boundary condition is subsequently applied for
the rest of the variables. For the periodic boundary condition, the transport
property of one of the surface ¢ is taken to be equivalent to the transport property
of the second surface ¢p,—thatis, ¢; = ¢,, depending on which two surfaces of the
flow domain experience periodicity. The application of the aforementioned
boundary conditions for specific fire cases will be described in more detail in
section 2.7.3.

2.7 Numerical Approximations of Transport Equations
for Field Modeling

There are four discretisation methods that are currently available in the main
stream of CFD: finite difference, finite element, spectral, and finite volume
methods.

The finite difference method is believed to be the oldest of the numerical
methods. Developed by Euler in 1768, it was used to obtain numerical solu-
tions to partial differential equations by hand calculation. The basic idea of
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this method stems from the consideration of Taylor series expansions being
employed at each nodal point of the grid to generate appropriate finite
difference expressions to approximate the partial derivatives of the governing
equations. These derivatives, replaced by finite difference approximations,
yield an algebraic equation for the flow solution at each grid point. This
method is generally more suited for structured grids, since it requires a mesh
having a high degree of regularity.

The finite element method requires the application of simple piecewise polyno-
mial functions that are employed on local elements to describe the variations
of the unknown flow variables. The concept of weighted residuals is intro-
duced to measure the errors associated with the approximate functions, which
are later minimized. A set of non-linear algebraic equations for the unknown
terms of the approximating functions is solved, hence yielding the flow
solution. The finite element method has not enjoyed extensive usage in CFD
despite its ability in handling unstructured grids of arbitrary geometries. It
has generally been found that the finite element method requires greater
computational resources and computer processing power than the equivalent
finite volume method.

The spectral method employs the same general approach as the finite dif-
ference and finite element methods where the unknowns of the governing
equations are replaced with a truncated series. The difference is that where
the previous two methods employ local approximations, the spectral method
uses global approximation that is either by means of a truncated Fourier
series or a series of Chebyshev polynomials for the entire flow domain.
The discrepancy between the exact solution and the approximation is dealt
with by using a weighted residuals concept similar to the finite element
method.

The finite volume method, like the finite element method, has the ability
of handling arbitrary geometries with ease. It can be applied to structured as
well as unstructured meshes. The latter is gaining in popularity and usage
especially in the majority of commercial CFD codes. Be definition,
structured mesh is a mesh containing cells having either a regular-shaped
element with four-nodal corner points in two dimensions or a hexahedral-
shaped element with eight-nodal corner points in three dimensions.
Unstructured mesh can, however, be described as a mesh overlaying with
cells in the form of either a triangle-shaped element in two dimensions or
a tetrahedron-shaped in three dimensions. More importantly, this method
bears many similarities to the finite difference method and is simple to
apply. The many advantages it represents, as well as the consistency of the
concept of the control volume approach with the finite volume method,
favor its application to field modeling. The integrated form of the generic
transport equation (2.4.7) through the finite volume method is elaborated
in the next section.
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2.7.1 Discretisation Methods
2.7.1.1 Steady Flows

The basis for computational procedures in the finite volume method can be
illustrated by simplifying equation (2.5.7) into its integral form of a steady
transport equation of property ¢:

t(puordas + (pugrdar + (puograay

A
advection
(2.7.1)
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In essence, the finite volume method discretises the integral form of the conser-
vation equations directly in the physical space. Consider the physical geometry
to be subdivided into a number of finite contiguous control volumes, where the
resulting statements express the exact conservation of relevant properties for
each of the control volumes. At the centroid of these volumes, the property ¢
is calculated. The cornerstone of the finite volume method is the control vol-
ume integration. In a control volume, the bounding surface areas of the ele-
ment are directly linked to the discretisation of the advection and diffusion
terms for ¢ in equation (2.7.1). The discretised form of the advection term
from which the surfaces, fluxes are determined at the control volume faces is
given by
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where N is the number of surfaces bounding the control volume. Similarly, the
algebraic form of the surface fluxes of the diffusion term is:
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The source term can be approximated accordingly as

J%JV:%AV (2.7.4)
14

For the purpose of illustration, let us consider the three-dimensional structured
grid arrangement as depicted in Figure 2.9 where the centroid of the central
control volume indicated by the point P is surrounded by six adjacent control
volumes having their respective centroids indicated by the central points: east,
E; west, W; north, N; south, S; top, T; and bottom, B. The control volume face
between points P and E is separated by the area AY. Subsequently, the rest of
the control volume faces are respectively A}, A}, A, A}, and Aj. The surface
fluxes along the x direction of the advection term in equation (2.7.2) are:

6
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=1
=0 =0 —0 =0
+ (pug), A5 — (pug), AT+ (pugh), AT — (pudf), Ay

1

(2.7.5)

Note that for areas on the control volume sides of w, s, and b, the projected
areas are negative, since their outward normal vectors are directed in the oppo-
site directions to the Cartesian coordinate system. The projection areas of A%,
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Central and Neighboring Central Control Volume
Control Volumes

Figure 2.9 Schematic illustration of a three-dimensional structured grid arrangement.
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A}, A}, and Ay are essentially zero for the structured uniform grid arrange-
ment. For the surface fluxes along the y and z directions in equation (2.51),
they are respectively given by:
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The discretised form of the advection term for a structured grid arrangement is
thus given by:
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Similar to equation (2.7.8), the discretised form of the diffusion term for a
structured grid arrangement in equation (2.7.3) can be ascertained as
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As the finite volume method works with control volumes and not the grid inter-
section points, it has the capacity to accommodate any type of grid. Here, instead
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of structured grids, unstructured grids that usually comprise of triangular ele-
ments in the case of two dimensions or a tetrahedra element in three dimensions
can be readily employed. This thereby allows a large number of options for the
definition of the shape and location of the control volumes. For such types of
grids, computations are now required to evaluate all appropriate projection
areas in their respective Cartesian coordinate directions: A}, A7, Y, and A,

The first order derivatives at the control volume faces in equatlon (2. 7 9) can
usually be approximated from the discrete ¢ values of the surrounding ele-
ments. For example, in a structured mesh arrangement as shown in Figure
2.9 where the central control volume is surrounded by only one adjacent con-
trol volume at each face, the discrete form of the first order derivatives could
be obtained by imposing a piecewise linear gradient profile between the central
and adjacent nodes. By denoting the distance between points Wand P as dxy
and points P and E as dxg, the diffusive fluxes at the control volume faces
e and w along the x direction can be evaluated as

) o (o) ()

(2.7.10)

Other diffusive fluxes at other bounding surfaces of the control volume can also
be similarly obtained according to the preceding formulae—in other words,
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For simplicity, values for the interface diffusion coefficients I',, T',,, I',,, T's, T';, and
I', could be approximated by linear interpolation. If needed, higher-order qua-
dratic profiles may be employed to attain higher accuracy for the numerical solu-
tion, which nevertheless require the inclusion of more surrounding elemental
volumes in addition to the neighboring control volumes presented in Figure 2.9.
The principal problem in the discretisation of the advection term in equation
(2.7.8) is the calculation of the interface values of property ¢ at control volume
faces and its convective fluxes across these boundaries. For the latter, special
treatment is required to evaluate the convective fluxes in order to ensure con-
servation of mass, which will be elucidated in the next section. A suitable inter-
polation procedure is usually used to express the variable values at the control
volume surface in terms of the central and neighboring values. In hindsight, it
appears rather straightforward, but the stability of the numerical solution has



Field Modeling Approach 65

been found to be strongly dependent on the flow direction. The various inter-
polation schemes are explored following.

Commonly-used schemes

Consider the uniform one-dimensional structured grid arrangement as depicted
in Figure 2.10. The interface values of property ¢ at the control volume faces
of e and w are designated by ¢,, and ¢,. As a direct consequence of piecewise
linear gradient profiles applied to approximate the first order gradients in the
diffusion term as just described, it seems rather sensible that linear interpola-
tion could also be realized between the central and neighboring nodes. The
interface values ¢,, and ¢, can be determined as

bu=y O tdr) b= (bp+p) (27.13)

The preceding approximation is second order accurate, and this interpolation
procedure, commonly known as the central differencing scheme, does not exhibit
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-

Figure 2.10 The central differencing scheme.
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any bias on the flow direction. It has been well documented in literature
(Patankar, 1980, Versteeg and Malasekera, 1995) that the inadequacy of this
scheme in a strongly convective flow is its inability to identify the flow direc-
tion. The preceding treatment usually results in large “undershoots” and “over-
shoots” in some flow problems, eventually causing the numerical procedure
to diverge. In some circumstances, it may yield non-physical solutions. Increas-
ing the mesh resolution for the computational domain with very small grid
spacing could possibly overcome the problem. Such an approach, however,
usually precludes practical flow calculations to be carried out robustly and
effectively in practice.

To overcome the problem due to central differencing, much emphasis has
been placed in developing an array of interpolation schemes that accommodate
some recognition of the flow direction. Consider for a moment the flow
moving across three control volumes from the upstream node W (left) to the
downstream node E (right) as illustrated in Figure 2.11. Through the central
differencing approximation, the interface values of ¢ are always assumed to
be weighted by the influence of the available variables at the neighboring grid

<
3
m

Figure 2.11 The upwind differencing scheme.
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nodal points; the downstream values of ¢p and ¢ are always required during
the evaluation of ¢,, and ¢,. These values are usually not known a priori in the
majority of flow cases. By exerting an unequal weighting influence based on
the available variables located at the surrounding nodes, a numerical solution
can thus be designed to recognize the direction of the flow in order to appro-
priately determine the interface values. This is essentially the hallmark of the
upwind or donor-cell concept, which is described as follows. If the interface
velocities along the Cartesian x direction are positive: #,, > 0 and u, > 0,
the interface values ¢,, and ¢, according to the donor-cell concept can be
approximated according to their upstream neighboring counterparts as

¢w = ¢W7 ¢e = (/)P (2714)

Similarly, if the interface velocities are negative: #,, < 0 and #, < 0, the inter-
face values ¢, and ¢, are conversely evaluated by

by =bp; P =PE (2.7.15)

This scheme, known as the upwind scheme, promotes numerical stability; satis-
fies transportiveness (flow direction); boundness (diagonally dominant matrix
coefficients ensuring numerical convergence, which will be discussed in the
next section); and conservativeness (fluxes that are represented in a consistent
manner). Albeit its simplicity, this scheme is only first order accurate.

In order to improve the solution accuracy, Spalding (1972) developed a
scheme that combines the central and upwind differencing schemes by
employing piecewise formulae based on the local Peclet number Pe. By defini-
tion, the Peclet number determines the relative contribution of the convective
and diffusive fluxes. This so-called hybrid differencing scheme retains a second
order accuracy for small Peclet numbers due to central differencing but reverts
to the first order upwind differencing for large Peclet numbers. For the case
where the interface velocities are positive: #,, > 0 and u, > 0, the interface
values ¢,, and ¢, according to the hybrid differencing formulae are given by

bu=3 byt b =3 (bptdp) forPeyPec<2  (27.16)

b = dw; ¢, = dp for Pe,,, Pe, > 2 (2.7.17)
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Following equations (2.7.13) and (2.7.15), similar considerations can be
obtained for the respective interface values of ¢,, and ¢, when the interface
velocities u,, and u, are in the opposite direction or negative. Like upwind dif-
ferencing, this scheme is highly stable, satisfies transportiveness, and produces
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physically realistic solutions. It has been widely used in many computational
procedures such as in the commercial CFD code CFX4.4; this scheme is used
as the default scheme for flow calculations. Despite the exploitation of the
favorable properties of the upwind and central differencing schemes, the accu-
racy of this scheme is still only first order, since in most cases of real practical
flows, such as of burning fires, the majority of the local Peclet numbers will be
greater than 2 due to the large flow velocities that exist within the flow system.

Another popular scheme that is considered to yield better results than
the hybrid scheme is the power-law differencing scheme of Patankar (1980).
Here, the upwind differencing becomes effective only when Pe > 10. For
example, the interface values ¢,, and ¢, according to the power-law differen-
cing formulae for the respective interface velocities #,, > 0 and #, > 0 can be
determined as

d)w = (1 - Xw)¢W +XW¢P; ¢e = (1 - Xe)¢P +X3¢E fOI‘ 0< PeuMPee <10
(2.7.18)

where 7, = (1 - 0.1Pe,)’/Pe,, and y, = (1 — 0.1Pe,)’ / Pe,
b =bw; b= ¢p for Pe,,, Pe, > 10 (2719)

The power-law differencing scheme possesses similar properties to the hybrid
scheme. It has also enjoyed much extensive usage in practical flow calcula-
tions and can be used as an alternative to the hybrid scheme. Commercial
CFD code such as FLUENT 6.1.22 uses this scheme as the default scheme
for flow calculations. The necessary interface values for property ¢ at the
other control volume faces can be similarly obtained according to the
preceding evaluation.

The inherent first order accuracy in all of the preceding schemes due to the
consideration of the upwind concept makes them prone to unwanted numer-
ical diffusion errors. In order to reduce these numerical errors, high order
approximations such as the second-order upwind differencing scheme and
third-order QUICK (Quadratic Upstream Interpolation for Convective
Kinetics) scheme of Lenoard (1979) that are widely applied in many CFD
problems, have been proposed. More details on these schemes are presented
in Appendix A.1.

Other Schemes

The QUICK scheme may yield unnecessary “undershoots” and “overshoots”
during numerical calculations. Considerations of some rather mathematically
elegant algorithms such as flux limiters by Sweby (1984) and Anderson et al.
(1986) in the MINMOD and SUPERBEE schemes or slope limiters due to
the Monotone Upwind Scheme for Conservation Laws (MUSCL) family of
methods that can be found in Van Leer (1974, 1977a, 1977b, 1979), Godunov
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(1959), and approximate Riemann solvers (Toro, 1997) have been proposed to
remedy these problems. Amongst these, the total variable diminishing (TVD)
schemes have been found to be well suited especially for capturing shock waves
in high speed flows; they have nonetheless also proven to be useful for other
types of CFD calculations. The design of such schemes is specifically aimed
to maintain high accuracy in smooth regions of the flow whilst able to capture
sharp non-oscillatory transitions at discontinuities. First-order and second-
order upwind schemes as preciously described provide oscillation-free solu-
tions in the vicinity of discontinuities and can be readily shown to obey the
TVD condition. Higher-order schemes that belong to the family of TVD algo-
rithms have further shown to be rather successful in minimizing the numerical
diffusion caused by lower-order schemes. Some of the most popular and com-
monly applied schemes are presented in Appendix A.2. For more advanced
schemes, the reader is advised to refer in literatures such as Shu and Osher
(1988, 1989), Liu et al. (1994), Jiang and Shu (1996), Suresh and Huynh
(1997), and Daru and Tenaud (2004) for more in-depth exposition.

2.7.1.2 Unsteady Flows

In order to illustrate the approximate form of the unsteady transport equation
of property ¢, equation (2.5.7) needs to be further augmented with the integra-
tion over a finite time step Af. By changing the order of integration in the time
derivative term, we obtain
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The discretisation methods as described in the previous section are essentially
the same as in steady flows for the treatment of the advection, diffusion, and
source terms. The time derivative of equation (2.7.20) for the control volume
can also be similarly approximated like the source term yielding
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To solve the preceding equation numerically, suitable methods necessary for
time integration are required. In the majority of cases, the time derivative
can be obtained by first order approximation as:
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where At is the incremental time step and the superscripts 7 and # + 1 denote
the previous and current time levels, respectively. For the advection, diffusion,
and source terms, the integration over time can be generalized by means of
introducing a weighting parameter 0 between 0 and 1. Using the preceding first
order approximation for the time derivative, equation (2.7.21) becomes
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The exact form of the final discretised equation depends on the appropriate
value of 6. For an explicit method, 0 is set to zero, and all the transport proper-
ties of ¢ in the advection, diffusion, and source terms are known at the previ-
ous time level 7. Assuming the current time level p”*" is known, the property
¢! can be immediately evaluated. Nevertheless, if 0 is set to unity, this
method, commonly referred as the fully-implicit procedure, results in the need
of calculating all the transport property of ¢ in the time derivative, advection,
diffusion, and source terms at the current time level #7+1. Note that the explicit
and fully implicit approaches to equation (2.7.25) are methods of only first
order in time. Similar to the first order in space, these methods may also cause
unwanted numerical diffusion in time. In order to reduce these numerical
errors, second order approximations such as the explicit Adams-Bashford,
semi-implicit Crank-Nicolson, and second order fully implicit methods have
been proposed, which are further described in Appendix A.3.
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2.7.2 Solution Algorithms

A road map of the computational solution procedure for field modeling is illu-
strated in Figure 2.12. The formulation of appropriate equations of motion
and boundary conditions has been carried out in sections 2.4 and 2.6. This
represents the first stage of the road map as stipulated in Figure 2.12. With
the application of the finite volume method in approximating the transport
equations, various discretisation methods have been explored and explained
in the previous section 2.6.1. In this section, the array of solution algorithms
that are generally required to solve the algebraic form of the transport equa-
tions is described. They consist of matrix solvers and pressure-velocity linkage
methods.

2.7.2.1 Matrix Solvers

Application of various discretisation methods as described in section 2.7.1
results in a system of algebraic equations either through the steady form of
equation (2.7.1) or unsteady form of equation (2.7.20). These governing equa-
tions need to be solved by some dedicated numerical solvers, and the degree of
complexity depends on the dimensionality and geometry of the physical prob-
lem. Whether the equations are linear or non-linear, efficient and robust matrix
solvers are required to solve the system of algebraic equations.

Governing partial
differential equations and
boundary conditions

Finite volume
method

4
Basic derivations of

finite volume <—| Discretisation methods
equations
Matrix
solvers
Solution
algorithms
Pressure-velocity
linkage methods

Approximate solutions:
u, v, w, p, etc.

Figure 2.12 Road map of computational solution procedure.
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This system of equations can usually be expressed in the form:
Ap=B (2.7.24)

where ¢ is the unknown nodal variables of the transport property. Matrix A
contains non-zero coefficients of the algebraic equations:
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while B comprises of known values of ¢, for example, that are given by the
boundary conditions or source/sink terms. The diagonal coefficients of the
matrix A are represented by the entries of A1, Assy ..., A

For a structured grid arrangement, the resultant matrix of A in equation
(2.7.25) via the finite volume method has a regular arrangement (banded)
and is a sparse matrix; most of the elements are zero and the non-zero terms
are close to the diagonal. In three dimensions, the matrix is:
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(2.7.26)

The non-zero coefficients designated by Ag, As, Aws Ap, A, An, and Arwithin
each row of the matrix in equation (2.7.26) are typically representative coeffi-
cients of a control volume in space of a structured grid arrangement. A com-
prehensive formulation of these coefficients is presented in Appendix B.1.

For computational economy, iterative matrix solvers are employed out of
necessity to solve the set of algebraic equations. One commonly used method
is the ADI (Alternating Direction Implicit), introduced by Peaceman and
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Rachford (1955), which has been aimed to reduce multi-dimensional problems,
whether they are two-dimensional or three-dimensional, to a sequence to
be solved as a one-dimensional problem. The resulting matrix for the one-
dimensional problem is of a tri-diagonal form; Thomas (1949) algorithm, a
special form of a direct Gaussian elimination method, can be applied. This pro-
cedure solves the nodal variables for the lines in one direction and repeats for
the lines in other directions. Another iterative method for solving multi-dimen-
sional problems is the Strongly Implicit Procedure (SIP) proposed by Stone
(1968) or modified SIP by Schneider and Zedan (1981). The basic idea of this
method involves approximating the matrix A in the form of equation (2.7.26),
by an incomplete LU (Lower-Upper) factorization to yield an iteration matrix
M. Unlike other methods, SIP is a rather good iterative solver in its own right.
It has been used in some commercial CFD codes as the standard solver for non-
linear equations such as in the commercial CFD code CFX4.4.

For an unstructured grid arrangement, the resultant matrix of A does not
conform to the sparse matrix for a structured grid arrangement. As such,
ADI or SIP matrix solver cannot be directly applied to such system. In many
CFD applications, other more sophisticated methods such as conjugate gradi-
ent and multigrid methods are being employed with increasing frequency
because of their ease in solving large system of algebraic equations formulated
especially for unstructured meshes.

The conjugate gradient method is essentially a method that seeks the mini-
mum of a function that belongs to the class of steepest descent methods.
The basic method in itself converges rather slowly. However, when it is used
in conjunction with some preconditioning of the original matrix, significant
enhancements in its speed of convergence can be realized. For example, this
preconditioning technique has been achieved by either applying the incomplete
Cholesky factorization for symmetric matrices or applying biconjugate gradi-
ents for asymmetric matrices. Interested readers are encouraged to refer to
Concus et al. (1976) and Kershaw (1978) for more details.

For the multigrid method, it can be characterized as being either geometric
or algebraic. Geometric multigrid, also known as the FAS (Full Approximation
Scheme) multigrid, involves a hierarchy of meshes (cycling between fine and
coarse grids) and the discretised equations are evaluated on every level, while
in algebraic multigrid, the coarse level equations are generated without any
geometry or re-discretisation on the coarse levels—a feature that makes this
method particularly attractive for use on unstructured meshes. In algebraic
multigrids, once linearization is performed on the system of equations, the non-
linear properties are not experienced by the solver until at the fine level where
the operator is finally updated. Within each level, simple point-by-point itera-
tive methods such as Jacobi and Gauss-Siedel could be employed for the coarse
level equations to determine the immediate values for ¢. Multigrid approach is
more a strategy than a particular method. Details are not presented here in the
interest of brevity and keen readers are referred to Wesselling (1995), Timmer-
mann (2000), and Thomas et al. (2003) for the latest trends and developments
of multigrid methods. It is noted that conjugate gradient methods and
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multigrid methods are usually employed in structured grid arrangement to accel-
erate the iteration process with the goal of achieving quicker convergence for the
Poisson equation of pressure (or pressure correction), which will be discussed in
the next section.

2.7.2.2 Pressure-Velocity Linkage Methods

For explicit time-marching methods, the marker-and-cell (MAC) method devel-
oped by Harlow and Welch (1965) represents the first primitive variable method
employing a derived Poisson equation for pressure of which the pressure is used
as a mapping parameter to satisfy the continuity equation. The Poisson equation
of pressure is formulated by taking the divergence of the momentum equation.
Another pressure-based method that is also commonly employed in many CFD
applications is the fractional-step procedure (Chorin, 1968 and Yanenko,
1971). Here, the auxiliary velocity field is initially obtained from solving the
momentum equation in which the pressure-gradient term is entirely excluded
or computed from the pressure in the previous time step. The pressure is later
computed through a Poisson equation similar to the MAC method that maps
the auxiliary velocity onto a divergence-free velocity field. The MAC method
and fractional-step procedure will be further explained in Chapter 5.

In this section, the popular SIMPLE (Semi-Implicit for Method Pressure-
Linkage Equation) scheme is described to cater for implicit-type algorithms of
steady or unsteady solutions. Pioneered by Patankar and Spalding (1972), this
scheme has found widespread application in the majority of commercial CFD
codes for practical engineering solutions. Based on the basic philosophy of effec-
tively coupling the pressure with the velocity for an incompressible flow, the
pressure is linked to the velocity via the construction of a pressure field to guar-
antee conservation of mass. The continuity equation becomes now a kinematic
constraint on the velocity field rather than a dynamic equation.

By definition, an incompressible flow, which is also applicable to weakly com-
pressible flow, is the approximation of the flow where the flow speed is insig-
nificant compared to the speed of sound of the fluid medium. Mathematically,
the incompressible flow formulation poses unique challenges because of its
incompressibility requirement. Physically, an incompressible flow is char-
acterized by an elliptic behavior of the pressure waves whereby the speed in a
truly incompressible flow is infinite, which imposes stringent requirements
on computational algorithms for satisfying incompressibility. The major differ-
ence between an incompressible and compressible formulation lies in the
mass conservation equation. In general, the incompressible formulation can be
viewed as a singular limit of the compressible counterpart where the pressure
field in this instance is considered to be represented as part of the solution pro-
cess. The primary issue in solving the set of governing equations for an incom-
pressible flow is thus to appropriately satisfy the mass conservation equation.

The SIMPLE scheme begins from the discretised forms of the momentum equa-
tions. From equations (2.7.24) and (2.7.25), the algebraic x-momentum equation
can be expressed as
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u=2. A AT gx ( )

where #,,, are the neighboring nodes of the # velocity component, A, are Al
are the non-diagonal and diagonal coefficients of matrix A for the u velocity
component, and B’ is the remaining source term after the pressure gradient
source term has been removed. The y-momentum and z-momentum equations
can also be similarly obtained as

AY vy AV O
ij j£iYnb 4
= — B 2.7.2
v=>" AT " Avay T (2.7.28)
ll/?'flw”b AV@[) ’
w=> ~Gwp. B (2.7.29)

The SIMPLE scheme is essentially a “guess-and-correct” procedure for the cal-
culation of pressure through the solution of a pressure correction equation. It is
thus an iterative procedure. During the iterative process, the discretised
momentum equations can be solved using the guessed pressure field p* to
obtain the guessed velocities #*, v*, and w™:

Al ity AV O

x ij,j#1" nb p

u = E 7“‘% A O +B (2.7.30)
Al v, AV Op* /

. _ ijj#i nb P

vt = E o Av _8)/ +B (2.7.31)

* ij#i"nb p

w = E Av ~ A 0z +B (2.7.32)

The corrected velocities #, v, and w with the correct pressure field p may be
represented by equations (2.7.27), (2.7.28), and (2.7.29). Subtracting equation
(2.7.27) from (2.7.30), equation (2.7.28) from (2.7.31), and equation (2.7.29)
from (2.7.32), the following expressions are obtained:

\ Af iy, — ) O(p—p*

e A?i- ! _p (paxp) (2.7.33)
. Af Wy, — ) O —

v = Y A?,. Y _p (payp) (2.7.34)
. Afisi W,y —wiy) L 0p —p°

w—w' = E s A}‘; D ( % ) (2.7.35)

u _ AV v _ AV w _ AV
where D *AjpD = and D = 4w
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The SIMPLE scheme approximates the above equations by the omission of the
neighboring nodal terms—in other words,

)
u—u' = —D" (2.7.36)
v—vt = D”—?;; (2.7.37)
op'
—w' =-pvi 2.7.
w—w % (2.7.38)

where p’ (= p — p”) is defined as the pressure correction. Since this scheme has
been primarily designed to be an iterative procedure, there is no reason why
the formula designed to predict the pressure correction p’ needs to be physi-
cally correct. A formula for p’ can be simply constructed as a numerical artifice
with the aim to expedite the convergence of the velocity field to a solution that
satisfies the continuity equation. By differentiating equation (2.7.36) by the
Cartesian x direction, equation (2.7.37) by the Cartesian y direction and equa-
tion (2.7.38) by the Cartesian z direction and summing them together yields

/ !/ /
0 (putn'\ 0 (o) o (p,or

S ox ox | dy Oy 0z 0z

LOow ovt Ow 0w Ov Ow (2.7.39)
ox  dy oz Ox 0Oy Oz
— ——————

guessed velocity gradients correct velocity gradients

The derivation of the pressure correction in equation (2.7.39) represents the
Poisson equation for incompressible flow. Note that the corrected velocity gradi-
ents equation of the right-hand side in equation (2.7.39) is zero by definition of
the continuity equation. An appropriate equation in the form similar to equation
(2.7.39) can be obtained after some mathematical manipulation to yield the
Poisson form of the pressure correction for weakly compressible flow as:

! / i
o oo\ o o\ o o

A Gt B G R

N d(pu)” . d(pv)* N Apw)* _ dpu) . (pv) N (o) (2.7.40)
Ox dy 0z Ox dy 0z

guessed velocity gradients corrected velocity gradients
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Invoking equation (2.4.4), it can be shown herein that the term represented by
the source term of the right-hand side for the above equation is the time deriv-
ative of the density. Equation (2.7.40) can thus be re-arranged as

0 op’ 0 op’ 0 op’
. DM _r . DT/ _r . DU _r
ox \ P x| Tay |\ PP oy ) Ta |\ PP ar

ot Ox Oy 0z

mass residual

The source term appearing in the pressure correction equation (2.7.41), com-
monly known as the mass residual, is normally used in CFD computations as
a criterion to terminate the iteration procedure. As the mass residual continues
to diminish, the pressure correction p’ will be zero, thereby yielding a converged
solution of p* =p, u* =u, v* = v and w* = w.

Itis imperative that the mass fluxes (pu)", (pv)*, and (pw)", in the mass residual
of equation (2.7.41) at the respective faces of the control volume are evaluated
in a manner of avoiding non-physical solutions (Patankar, 1980, Versteeg and
Malasekera, 1995). This so-called “checker-board” effect may cause serious
convergence problems due to the spatial oscillations in the pressure and velocity
fields. A remedy for this problem is to adopt a staggered grid for the velocity
components. Consider the two-dimensional structured grid arrangement for
the staggered grid in Figure 2.13. To conserve mass, the velocities # and v are
now evaluated at the control volume faces, while the rest of the variables (such
as pressure, enthalpy, etc.) governing the flow-field are stored at the central node
of the control volumes (P, W, E, N, S). The discrete values of the velocity com-
ponent, u, from the x-momentum equation are evaluated and stored at the east,
e, and west, w, faces of the control volume. By evaluating the other velocity

T
|
to - 41-\7
SESERE :
1, CT)WW_/%E» oOp—> ——u —{)WW /ea%;
| s | a s
1, (T)S ﬂ%
[T

Figure 2.13 (a) Staggered and (b) collocated arrangements of velocity components on
a finite volume grid.
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components using the y-momentum and z-momentum equations on the rest of
the control volume faces, these velocities allow a straightforward evaluation
of the mass fluxes that are used in the pressure correction equation (2.7.41).

Alternatively, the collocated grid has significant advantages over the stag-
gered grid in handling complicated domains especially in the capability of
accommodating slope discontinuities or boundary conditions that may be dis-
continuous. For multigrid methods, the collocated arrangement allows the ease
of transfer of information between various grid levels. All flow-field variables
including the velocities are stored at the same set of nodal points as illustrated
in Figure 2.13. Nonetheless, this grid arrangement suffers from the well-known
“checker-board” effect, and it was out of favor for a substantial period because
of the difficulties in coupling the pressure with the velocity and the occurrence
of oscillations in the pressure. Through significant developments by Rhie and
Chow (1983), an interpolation method that provided physically sensible and
stable solutions has once again made the collocated grid attractive.

Let us take for an example the algebraic x-momentum equation (2.7.27) to
briefly illustrate the Rhie-Chow interpolation method, which can be rewritten
in the form of

u+ D”g—z = Au,, + B (2.7.42)
Al ji . . .
where A =3 —2-. Consider the interpolation to be performed to the east

A
face of a control volume centered at P for the structured grid arrangement as
illustrated in Figure 2.13 for the collocated grid arrangement. Using equation
(2.7.42), the velocity components up and ug obey the algebraic momentum

equations:

6 !

up + (D”—p> = (Auyy)p + B (2.7.43)
Ox/p
uap !

up+ (D" L) = (Aup), + B, (2.7.44)
Ox/

For the east face e, the velocity component #, also obeys the algebraic momen-
tum equation:

0 ,

o + (D“ p) — (Au,), + B, (2.7.45)
ox/,

The prescription of Rhie and Chow is simply a method approximating solu-

tions of equation (2.7.45). The terms on the right hand side of equation

(2.7.45) can be assumed to be approximated by linear interpolations, indicated
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by (7), between the nodes of P and E of the corresponding terms in equations
(2.7.43) and (2.7.44)—in other words,

U, + (D” %) = (Au,y), + B, (2.7.46)

Note that (Au,y), + B, =, + (D“ g—@ , equation (2.7.46) can be rewritten
according to ¢

— u (9_[7 —_ “@
u, =u, + (D 8x>e (D 8x>e (2.7.47)

Assuming that D* = D and (D” %) = D_Z(%) , the Rhie-Chow interpola-
tion formula is given by ¢ ¢

@ _ (g_Z) ] (2.7.48)

The last term in equation (2.7.48) is usually approximated according to a first
order approximation:

op\ _ Pe—pr
(5)9 =S5 (2.7.49)

", =i, + D¥

where dxg is the distance between the central nodes P and E.

According to equation (2.7.46), it is also possible to propose another simpler
interpolation method of which the current authors have employed with much
success. Assuming again for the sake of brevity D* = D¥, the interface velocity
u, can be evaluated as

1y = —D*¥ (pE — pl’> + (Auy,), + B, (2.7.50)
5.?6]5

In the preceding equation, the interpolated terms of the neighboring nodal veloci-
ties and the source at the control volume face e are retained. The pressure gra-
dient is replaced with the first order approximation between the pressures at
nodes P and E. The advantage of this prescription is the ability to incorporate
the body force due to buoyancy, which is the main driving mechanism in most
fires, within the interpolation process. For the other control volume faces,
equation (2.7.48) or (2.7.50) can be similarly applied to obtain the necessary
interface velocities.

It is now possible to assemble the complete solution procedure for an
implicit-type algorithm that is the sequence of which, through repetitive
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calculations, leads to the final converged solution satisfying all the governing
equations involved. It can be summarized as:

1. Initialize all field values by an initial guess

2. Solve the algebraic momentum equations (2.7.30), (2.7.31), and (2.7.32) to obtain
u”, v, and w” based on the guessed pressure p*. If the collocated grid arrangement is
adopted, the interface velocities are evaluated employing the Rhie-Chow interpola-
tion method or the simpler procedure as just described

3. Solve the pressure correction equation (2.7.44) to obtain p’

4. Correct the velocities as well as mass fluxes using the expressions (2.7.36), (2.7.37),
and (2.7.38) and pressure by p = p* + p’ through the available solution of the pres-
sure correction field

5. Solve additional equations for other property ¢ governing the flow process, if
necessary

6. Using the corrected velocities, mass fluxes, and pressure as the prevailing fields for
the new iteration cycle, return to step 2.

The sequence of steps 2-5 is repeated until convergence is achieved. The mass

residual in equation (2.7.41) is normally employed as one of many criteria to

terminate the solution procedure. Another way of ascertaining convergence is
through the sum of absolute imbalances (residuals) of the discretised equations
at all computational nodes. From equations (2.7.24) and (2.7.25), the
imbalance of property ¢ at any computational node can be calculated as
Al i . M .
R = ZT—i—B — ¢|. The sum is given by SRy = > R}, where M is
i =1

the total number of nodes and 7 is the iteration counter. Majority of commer-

cial CFD codes impose their own respective convergence criteria that are gen-

erally applicable to a wide range of flow problems. Interested readers may wish
to investigate the specified tolerance levels employed by these software
packages or refer to books like Fletcher (1991) and Ferziger and Perié,

(1999) for more detailed discussion. Appropriate settings of convergence cri-

teria are still nevertheless determined from practical experience and application

of CFD methodologies.

Other Pressure-Based Methods

The reader should also be well aware of other types of pressure-velocity cou-
pling algorithms that employ a similar philosophy to the SIMPLE algorithm
as just described, which have been employed by many CFD users or adopted
in a number of commercial CFD codes. These variant SIMPLE algorithms have
been formulated to aid convergence and improve the robustness for numerical
computations. We briefly describe a collection of other available popular algo-
rithms and modifications made to the original SIMPLE algorithm.

The SIMPLEC (SIMPLE-Consistent) algorithm by Van Doormal and
Raithby (1984) follows the same iterative steps as in the SIMPLE algorithm.
The main difference between the SIMPLEC and SIMPLE is that the discretised
momentum equations are manipulated so that the SIMPLEC velocity correc-
tion formulae omit terms that are less significant than those omitted in
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SIMPLE. Another pressure correction procedure that is also commonly
employed is the PISO (Pressure Implicit with Splitting of Operators) algorithm
proposed by Issa (1986). Originally, this pressure-velocity calculation proce-
dure was developed for non-iterative computation of unsteady compressible
flows but has been adapted successfully for the iterative solution of steady state
problems. The PISO procedure is simply an extension of SIMPLE by an addi-
tional corrector step, which requires the need to solve an additional pressure
correction equation to enhance the convergence of the numerical solution.
The SIMPLER (SIMPLE-Revised) algorithm developed by Patankar (1980)
also falls within the framework of two corrector steps like in PISO. Here, a dis-
cretised equation for the pressure provides the intermediate pressure field
before the discretised momentum equations are solved. A pressure correction
is subsequently solved and the velocities are corrected according to the correc-
tion formulae as in the SIMPLE algorithm. Other SIMPLE-like algorithms that
readers may also find useful and share the same essence in their derivations are
SIMPLEST (SIMPLE-ShorTened) of Spalding (1980), SIMPLEX of Van Door-
mal and Raithby (1985), and SIMPLEM (SIMPLE-Modified) of Acharya and
Moukalled (1989). More details of all the preceding pressure-velocity coupling
algorithms are left to the pursuit of keen and interested readers.

2.7.3 Boundary Conditions

Appropriate boundary conditions are essential in attaining meaningful numer-
ical solutions. A number of suitable boundary conditions for field modeling
have been presented in section 2.5. For the purpose of illustration, applications
of these boundary conditions that mimic the real physical representation of the
flow process into a solvable computational problem are described for the cases
of a free-standing fire and a compartment fire. Figures 2.14 and 2.15 demon-
strate the schematic descriptions of the boundary conditions that are required
to be specified for the two fire cases. Note that the many illustrative examples
in this chapter as well as in other chapters adopt the boundary conditions as
demonstrated in these two schematic drawings.

For the free-standing fire, the computational domain is bounded by a horizon-
tal inflow boundary in the middle with a horizontal solid wall surrounding the
fuel source and five open boundaries. For the inflow boundary condition, the
inlet velocity can usually be specified according to known values to indicate
the fluid entering into the flow domain. Prior knowledge of appropriate values
for density, temperature, and other quantities are prescribed similarly to the inlet
velocity. By definition, the velocities are zero for the stationary solid wall
surrounding the fuel source. For density, temperature, and other quantities,
they are imposed at either fixed known values or given fluxes. At the open
boundaries, care should always be exercised in defining these boundaries, as
they have to be treated in a manner whereby they need to be sufficiently placed
far away from the region of interest within the solution domain in order that



82 Computational Fluid Dynamics in Fire Engineering

Flow into domain through open boundary as
inflow boundary condition or flow out of the
domain as outflow boundary condition

Open
boundary
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4« boundary
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boundary
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boundary
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Wall (stationary)
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Inflow boundary
Velocity = 0; fixed
values or fluxes
given

Density; velocity; temperature;
other variables given

Figure 2.14 Boundary conditions for the case of a free-standing fire.

physically meaningful results are realizable. For the velocity, boundary values
can be approximated by extrapolation from adjacent nodes. Boundary condi-
tions for density, temperature, and other quantities are usually, however, set
according to the flow direction. Values at ambient conditions are usually pre-
scribed for inflow, whilst otherwise extrapolated from upstream for outflow.
To take advantage of special geometrical features that the solution region
possess for the compartment fire, a symmetric boundary condition can be
employed as illustrated in Figure 2.15 to speed up computations and enhance
computational accuracy by the additional number of cells that could be further
accommodated into the simplified geometry. The conditions that apply to the
plane of symmetry are no cross-flow for the velocity (zero convective flux) and zero
diffusion flux for the other dependant variables in the normal direction. For
the inflow boundary of the fuel source in the middle of the enclosure and solid
walls bounding the computational domain, similar boundary conditions can be
applied as previously described for the free-standing fire case. The open
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Figure 2.15 Boundary conditions for the case of a compartment fire.

boundary should also be placed far downstream from the region of interest.
For this particular case, the open boundary defined at the doorway represents
a bad choice because of the possible accumulation errors in estimating the
boundary condition that may propagate into the upstream flow within the
compartment yielding inaccurate solutions. In Figure 2.15, the open bound-
aries are defined at locations away from the doorway, assumed at ambient
conditions.

2.8 Summary

The mathematical basis for a comprehensive general purpose model of fluid
flow and heat transfer for field modeling is formulated from the basic princi-
ples of conservation of mass, momentum, and energy and other concepts to
attain additional equation for any scalar property. Through the consideration
of an infinitesimal small control volume, the governing equations are derived.
In the momentum equations, the Newtonian model of viscous stresses is
employed to close the system of equations.

Through the control volume approach, significant commonalities between
the conservation equations have lead to the formulation of generic forms of
the governing equations. The consistency of the control volume approach with
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the finite volume method allows the immediate discretisation of the generic
transport equation into its algebraic form. Through the basic derivations
of these finite volume equations, discretisation methods that yield physical
solutions are employed to sufficiently approximate the terms representing the
local acceleration, advection, diffusion, and sources. Application of suitable
matrix solvers and pressure-velocity linkage methods together with appropri-
ate boundary conditions complete the fourth stage of the road map of compu-
tational solution for field modeling as exemplified in Figure 2.12.

The governing equations described in Part 1 of this chapter could at best
only provide a description of the fire dynamics associated with a laminar com-
busting flow system. To adequately resolve practical fires, additional models to
better capture all the physical processes involving turbulence, combustion,
radiation, smoke movement and production, and solid pyrolysis are generally
needed to predict the fire characteristics occurring in real fires. These models
are incorporated within field modeling before computing the approximate
solutions of the velocity, pressure, temperature, and so on. Figure 2.16 illustrates
an extract of the fifth stage of the road map in Figure 2.12. In the context of fire
engineering, most practical fires are turbulent in nature. The many aspects of
turbulence modeling will be expounded in Part 2 of this chapter. Relevant
models pertaining to combustion and radiation modeling of fires are explored
in Chapter 3, while the considerations of smoke (soot) movement and produc-
tion and solid pyrolysis as supplementary models for fire investigations are
subsequently discussed in the proceeding Chapter 4. It will be demonstrated
later that the additional equations governing the processes of turbulence, com-
bustion, radiation, smoke (soot) movement and production, and solid pyrolysis
are simply forms of the same generic transport equation. Increasing model
complexities can thus be accommodated with relative ease for the sequence of
numerical calculations to be performed in the field modeling approach for
practical fires. For the benefit of code developers or even code users, a flow
chart detailing the overall computational procedures on the application of
these models in practice can be found in Appendix B.

Additional models:

l e Turbulence;
e Combustion;
Approximate solutions: e Radiation;
u, v, w, p, etc. e Smoke (soot)

movement and
production;
e Solid pyrolysis

Figure 2.16 Additional modeling considerations to the road map of computational
solution procedure.
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PART II TURBULENCE

2.9 What Is Turbulence?

Turbulent flows can generally be viewed as the motion of a fluid becoming intrin-
sically unstable and unsteady so the final state of the fluid behaves in a random and
chaotic manner. They always have a three-dimensional spatial character, and rapid
fluctuations are generally exhibited in such flows. Numerous visualizations of tur-
bulent flows have clearly revealed the presence of rotational flow structures, so-
called turbulent eddies, spanning a wide range of length and velocity scales, com-
monly known as turbulent scales. As an example, Figure 2.17 exemplifies a typical
turbulent free jet that has been observed during experiments.

The largest eddies in the fluid can usually be described as having a characteris-
tic velocity and a characteristic length of the same order as the velocity scale and
length scale of the mean flow. This suggests that for turbulent flows, the largest
eddies whose scales are comparable with the mean flow are dominated primarily
by inertia effects rather than viscous effects. The large eddies are therefore effec-
tively inviscid. By the transport of eddies, energy is extracted from the mean flow
by a process called vortex stretching. Angular momentum is conserved during
vortex stretching, and the stretching work done by the mean flow on the large
eddies provides the energy that maintains the turbulence. These larger eddies will
have a tendency to breed new instabilities within the flow thereby creating
smaller eddies. They are transported mainly by vortex stretching from the larger
eddy rather than from the mean flow. Energy is subsequently transferred from
the larger eddy to the smaller eddy until the turbulent eddies become so small that
viscous effects dominate. Work is performed against the action of the viscous
stresses, so that the energy associated with the eddy motions is dissipated and

Figure 2.17 Schlieren photographs of a free jet highlighting the formation of separate
flow vortices at initial stages and highly turbulent flow in the later stages (after Garside
et al., 1943).
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converted into thermal internal energy. The continual transfer of energy from the
larger eddy to smaller eddy is termed as the energy cascade.

Larger eddies are flow dependent, as they are generated from mean flow
characteristics. Their turbulent scales are large compared with the viscosity
causing the structure of the eddy to be highly anisotropic (that is, varying in
all directions). Small eddies have much smaller turbulent scales compared with
viscosity, causing the flow to be isotropic, since the diffusive effects of viscosity
dominates and smears out the directionality of the flow structure.

Some important characteristics of turbulent flows according to Tennekes and
Lumley (1972) can be summarized as:

» Irregular. All turbulent flows are random, or irregular. Statistical methods present
the only viable way of quantifying the characteristics of turbulence.

»  Diffusivity. An important feature of all turbulent flows is the diffusivity of turbu-
lence. The presence of rigorous mixing increases the rates of momentum, heat,
and mass transfer in such flows.

«  Large Reynolds Number. By definition, Reynolds number, a non-dimensional param-
eter designated as Re, describes the ratio between the inertia force and the friction force:

_ pU*L*  inertia force (2.9.1)

Re =—
U friction force

where U* and L* represent the reference velocity and length scale. In turbulent
flows, the inertia force tends to be much larger than the friction force at high Rey-
nolds numbers. Turbulence also often originates as an instability of laminar flows,
which is related to interaction of viscous and inertia terms in the equation of motion.

«  Three-Dimensional Vorticity Fluctuations. Turbulence is rotational and three-
dimensional. The dynamics of vorticity play an important role in the description
of turbulent flows.

«  Dissipation. Turbulent flows are always dissipative. Work done due to viscous shear
stresses increases the internal energy of the fluid at the expense of the kinetic energy
of the turbulence. Turbulence needs a continuous supply of energy to compensate
for these viscous losses.

»  Continuum. Turbulence is a continuum phenomenon. It is thus governed by the
equations of fluid mechanics. Even the smallest turbulent scales are ordinarily much
larger than any of the molecular length scale.

2.10 Overview of Turbulence Modeling Approaches

As described in the previous section, turbulence is associated with the existence
of random fluctuations in the fluid. This is best exemplified by an illustration
of a temporal variation of a transport property ¢ in Figure 2.18. Even with
the current computational technology, the random nature of the fluid flow still
precludes computations based on the equations that describe the fluid motion
to be carried out to the required accuracy. It is thus more preferable that there
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—>||«— 6t t,

Figure 2.18 Transport property ¢ fluctuating with time at some point in a turbulent flow.

be some means of practically resolving the random transient distribution of the

property ¢ with time in Figure 2.18. By decomposing the instantaneous prop-
. — . . /

erty ¢ as a steady mean motion ¢ and a fluctuating, or eddy, motion ¢ as:

p=¢+¢ and $=1J¢m (2.10.1)
0

lo

where t,, is a large enough time interval exceeding the time scales of the slowest
variations (due to largest eddies) as shown in Figure 2.18. This approach pre-
sents an attractive way to characterize a turbulent flow by the mean values of
flow properties (i, U, w, p, etc.) with its corresponding statistical fluctuating
property (¢, v/, w', p’, etc.). It is noted that the time averaged of the fluctuating
component ¢’ is, by definition, zero:

:1Jda;o (2.10.2)

In many engineering applications, the knowledge of mean values of flow
properties is usually of greater significance than their fluctuating components.
The introduction of these definitions into relevant conservation equations
produces a more desirable form of these equations, which is the time-averaged
form.

Through equation (2.10.1), instantaneous density, velocities, enthalpy, scalar
property, and so on can be expressed in terms of their mean and fluctuating quanti-
ties. Substituting into the governing equations and taking the time average, a
system of equations commonly known as the Reynolds-Averaged Navier-
Stokes equations can be derived, and they are expressed in compact form in
Table 2.3. These conservation equations have been formulated based on the
application of the Reynolds averaging rules:
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Table 2.3 Reynolds-Averaged Navier-Stokes equations in Cartesian coordinates.

Time-Averaged Mass

dp o __ — .
—+— ; =0 =1,2,3
8t+8x/(pul+pu’> ] )<
Time-Averaged Momentum
0, __  — 0 ___ 7 =7 _ =7 0G; <
E(pui + p/ul_) + 8_xi(pul.u7- + puu,; + ul-p/u]. + u/-p’ul- + p/uiu/.) = — 6in + S,
where
_ _ du; 0u; 2 0u; ..
ij = 51”_ 3 751” ; :17233
% = PO M(@x/ ax,> 34 1
Time-Averaged Enthalpy
0 _+ —% o __ - _= == TS ST
o (ph +p'h") + o, (puih +pu’ +u;p'h’ + hp'u; + p'uh’)
o |k ob -
=— ==+, ;j=1,2,3
8xi Cp 6367']
Time-Averaged Scalar Property
0o, __ — 0 ___ = =
5 PP HPY)+ o, (pujp + pup' +ujp'o’ +Pp'u; + p'uip')
0 |_.0p 0 ¢ = .
=— |pD— — |D S =1,2,3
8x,« p (‘3x,- +6x,- pax, + ¢ 4 T

Note: (g,12,13) = (s,0,0); (x1,%2,%3) = (x,9,2)

a=0; a+tf=a+p; ap=0p

—  _— —— Ox 0u

af =af +o'B; 8—2(:6—?; Jads :J&ds (2.10.3)

where o and f are two dependent variables and s denotes any one of the inde-
pendent variables x, y, z, and t. In Table 2.3, the Kronecker delta, J;; is given by
0;=11if i =jand 6;; = 0 if i # j. It is worthwhile noting that the fluctuations in
the dynamics viscosity g, thermal conductivity k, specific heat C,,, and mass dif-
fusivity D are usually neglected in majority of practical applications.

The Favre-averaged approach (Favre, 1965, 1969) is described for the deri-
vation of the conservation equations. If we define a mass-weighted mean prop-
erty ¢ as

5P
¢ = 5 (2.10.4)
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the instantaneous property ¢ may now be written according to

b=d+q (2.10.5)

where ¢” is the superimposed velocity fluctuation. Multiplying equation
(2.10.5) by density p, we obtain

pd = p(d+¢") = pd + pg”

By time-averaging the preceding equation,

b =0¢+pd” (2.10.6)

From the definition of equation (2.10.4), it follows that

o =0 (2.10.7)

Substituting the instantaneous density, velocities, enthalpy, scalar property, and
so on expressed in terms of their mass-weighted mean and fluctuating quantities
in the form of equation (2.10.5) into the governing equations and taking the time
average, the system of equations known as the Favre-Averaged Navier-Stokes
equations can be alternatively expressed in compact form as shown in Table 2.4.

Table 2.4 Favre-Averaged Navier-Stokes equations in Cartesian coordinates.

Favre-Averaged Mass

op 0 . .

—+—(pu;)) =0 =1,2,3

8t +axl (pl/t/) ] )~
Favre-Averaged Momentum

o0 _ . o _ .. — ({95”‘ =
a(lmi) + 6—367.(,074;'14,' + puju;) = — o%; + 84,
where

Or %) 2p s, ij=1,23
1] )] — Ly4y

7 = P5i/' B M(axf + (9961' gﬂa_x,

Favre-Averaged Enthalpy

o, - 0 - 0 |k Ob

8t (p ) + 696, (pM, + pu/ ) 89(«', [Cp ax/ + h ] PR
Favre-Averaged Scalar Property

o _ . o . __ . — 0 |_ . 0p 0 107740 I

57 PP+ o, (P @ + pu; ") o, [p 6x,] + o, { p 8x,-] +8, =12,

Note: (s1,u2,u3) = (u,0,w0); (x1,%2,%3) = (%,),2)
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By comparing Tables 2.3 and 2.4, it is evident that time-averaging results
is a completely different system of equations from Favre-averaging. The
equations through Favre-averaging are much simpler by the mere presence
of only the Reynolds and scalar stress terms: pu/u}, puh", and pu¢". Since
most experimental sampling probes measure values that approximate mass-
weighted concentrations rather than time-averaged concentrations, Favre-
averaged equations are very amenable to obtain practical solutions in many
numerically related fire investigations. To solve the system of equations,
the Reynolds and scalar stresses must be related to the mean quantities of the
flow field. In the next section, the approach based on the eddy or turbulent vis-
cosity concept is introduced to determine the appropriate relationships of these
stresses.

2.11 Additional Equations for Turbulent Flow—Standard
k-€ Turbulence Model

Boussinesq (1877) first introduced the eddy or turbulent viscosity concept by
suggesting the possibility of linking Reynolds stresses to the mean rates of eddy
deformation. In the Favre-averaged form of the momentum equation, the
hypothesis effectively expresses the Reynolds stresses to the mean velocity gra-
dients through the relation:

. om; O\ 2 [ Om _
—puju] = —puju! = pr (8x,~ + 8x,> 3 <#T83g+ Pk> 0jj (2.11.1)

where pt is the turbulent or eddy viscosity. The right-hand side of equation
(2.11.1) is analogous to Newton’s law of viscosity, which applies to a lami-
nar flow, except for the appearance of the turbulent viscosity ur—a func-
tion of the flow rather than of the fluid—and turbulent kinetic energy k.
Similarly, the scalar stress for the enthalpy may also be taken to be propor-
tional to the gradient of the mean value of the transported quantity. In order
words,

—= ob
—pu;b" = —pu; b’ = an—x (2.11.2)

where T’/ is the turbulent diffusivity for enthalpy. Since the turbulent transport
of momentum and heat is due to the same mechanisms—eddy mixing—it is
conceivable that the value of the turbulent viscosity in equation (2.11.2) can
be taken to be close to that of turbulent viscosity ur Based on the definition
of the laminar Prandtl number given as
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uC,  Molecular diffusivity of momentum
Pr=—=+= 2.11.
=% Molecular diffusivity of heat ( 3)

the turbulent Prandtl number Prr may be similarly defined as

Prp=LL (2.11.4)

For the scalar property, the scalar stress for the scalar property may also be
expressed in terms of mean quantity like the enthalpy as

" _ — _ T
—pui g = —puo" =T, =~ (2.11.5)

where l"l is the turbulent diffusivity for scalar property. The turbulent trans-
port of the scalar property should behave in an analogous manner to the turbu-
lent transport of momentum and heat by eddy mixing. Through the definition
of the laminar Schmidt number:

up  Molecular diffusivity of momentum
Sc=—-= 2.11.6
‘=D Molecular diffusivity of mass ( )

the turbulent Schmidt number Scr may also be similarly obtained as

Ser = £T (2.11.7)

r;

To satisfy dimensional requirements, at least two scaling parameters are required
to relate the Reynolds stresses to the rate of deformation. In most engineering
flow problems, the complexity of turbulence precludes the use of any simple for-
mulae. A feasible choice is the turbulent quantity k£ and other turbulent quanti-
ties, one of which is the rate of dissipation of turbulent energy ¢. A typical two-
equation turbulence model commonly used in handling many turbulent fluid
engineering problems is the standard k-¢ model by Launder and Spalding (1974).

The local turbulent viscosity ur can be either obtained from dimensional
analysis or from analogy to the laminar viscosity as pr o pvyl. Based on the
characteristic velocity v, defined as k%, and the characteristic length / as
k3/2 J¢, the turbulent viscosity ur is given as:

kz
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where C, is an empirical constant. The turbulent kinetic energy k and the rate

of dissipation of turbulent energy ¢ are respectively defined as k = u”u” and

oul\ (Ou
&= “ﬁ—T < 3 ’> <8—’> In order to evaluate the turbulent viscosity in equation
X; X;
j j

(2.11.8), the values of k& and ¢ must be known, which are generally obtained
through solution of their respective transport equations. The derivation of the
governing equations for k and ¢ involves substantial mathematical manip-
ulation of the instantaneous Navier-Stokes equations (2.4.22)—(2.4.24) along-
side with their averaged counterparts in Table 2.4. It is not our intention to
burden the reader with detailed developments of these equations. There are many
established literatures and books—for example, Tennekes and Lumley (1972)
and Versteeg and Malasekera (1995)—where the treatises of these equations
have been carried out with much vigor. The reader may wish to refer to them
for a more in-depth understanding of the specific considerations in formulating
these transport equations. Physically, the transport equations bear many simi-
larities with the generic transport equation. In other words,

The local
rate of
change of
kore

The transport  The transport of
+of kore — koreby The net source
by advection diffusion

rate of k or ¢ (2.11.9)

The net source rate of k or ¢ in equation (2.11.9) includes the rate of production
as well as the rate of destruction of k or ¢. Additional transport equations for tur-
bulent flow expressed in compact form for the standard k-¢ model are given by:

0 _
—-(pk) +

( 9 O [pr OR]  _ ==, On
ot

ik u.u, - pe
ax, PR = 5 iox,  LL
N—~—" destruction

production

O ax,

d ,_ o 0 [ur O e (_——, Oi; _&
E(PS) +5—(P”/8) { ] —Ca Z (P“ ) - Cszpz
——

X; Bx, o Ox; i Ox

production destruction

Substituting equation (2.11.1) into the above two equations yields

) ) 9 [ur ok
ot (Pk) +8_x,(p k) = dx; L’k 8x7]
y o O (O O 200 (00 _
1o \ox; T ax;) " 30m \Max, PR )T LE
destruction
production et

(2.11.10)
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0 o __ . 0 |ur O
&(PS) +67x,-(pu78) =~ ox; | 0, ox;
&2
~ ~ -~ ~ ~ - C(' P
Lo,k Ou; [ Ou; % 2 Ou; Ou- 20,

—_ |t _ 1 —t1pk 51..
k MTaxj 6x,« 8x,» 3696,‘ MT@xj+p ! ——

destruction

production

(2.11.11)

The constants for the standard k-¢ model have been arrived through compre-
hensive data fitting for a wide range of turbulent flows (see Launder and
Spalding, 1974):

C,=009, 06,=10, o,=13, Cy =144, Cp=192.

The production and destruction of turbulent kinetic energy are always closely
linked in the k-equation (2.11.10). When the dissipation rate ¢ is large, the pro-
duction of k& is also large. Equation (2.11.11) assumes that the production and
destruction terms are proportional to the production and destruction terms of
the k-equation. Adoption of such terms ensures that ¢ increases rapidly if k
increases rapidly and that it decreases sufficiently fast to avoid non-physical
(negative) values of turbulent kinetic energy if k decreases. The factor ¢ / k in
the production and destruction terms in equation (2.11.11) makes these terms
dimensionally correct in the ¢-equation.
On the basis of equations (2.11.1), (2.11.4) and (2.11.7), the eddy viscosity
hypothesis provides closure for the system of Favre-Averaged Navier-Stokes
equations derived in Table 2.4, which in terms of the turbulent viscosity ut is
summarized in Table 2.5. Note that the term k / C, appearing in the Favre-
averaged enthalpy equation is usually replaced by an alternative expression in
terms of the laminar viscosity u and laminar Prandtl number Pr (= u C, / k)
o [ 0"
8x,- |: 8x,
averaged scalar property equation is omitted in most cases. It is also evidently
clear that the system of equations in Table 2.5 corresponds to the generic form
of the transport equation.

Z

and the term Dp } appearing in the left-hand side of the Favre-

2.12 Other Turbulence Models

Turbulent states are encountered across the whole range of fluid flows. They
are generally very rich, complex, and varied. No single turbulence model can
thus far be readily employed to span these states, since none is expected to
be universally valid for all types of flows. The Favre-averaged approach as
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Table 2.5 Favre-Averaged Navier-Stokes equations in Cartesian coordinates based
on the eddy viscosity concept.

Favre-Averaged Mass

ap 0 )
+ — = =12
ot Ox; (pit;) =0 ] 2,3

Favre-Averaged Momentum

0 0 0 on;| -

2 (i piti 5.

5 (P o, (pminj) = o, [(Hur) 8x,] + 8

where

_ op o O,

Sy = — i+ e
! (%C/' / + 8x/ ('u + 'uT) 8x,~ 8xi
g |2 ou;

R el htad] i+ kd;; Fbody forces =12
5x,- 3(H+MT)ax757+pk(Sl +Z X; 129 ) 73

Favre-Averaged Enthalpy

0 _~ 0 __ = 0 i ob
h) + h
ot (Ph) + dx; (pith) = dx; l( +P7T> Ox;

Favre-Averaged Scalar Property

N B Ay PR
8t(p@)+8x,(puiw)_8xf[(pD+SCT> o, TOe J= 123

Note: (sg,u2,13) = (u,0,0); (X1,%2,%3) = (%,9,2)

+S, j=1,2,3

described in the previous section to turbulent flow results in the formulation of
the standard k-¢ model as proposed by Launder and Spalding (1974). For most
engineering purposes, this model has been demonstrated to yield sensible solu-
tions to most industrially relevant flows. It has been widely validated and is
well established in the CFD community.

For compartment fires, the standard k-¢ model has been employed with
remarkable success in handling recirculating and confined flows. A survey of
currently available turbulence models in commercial CFD codes as well as in
literature reveals, however, other turbulence models that could also be employed
in field modeling. As an alternative to the standard k-¢ model, other eddy vis-
cosity models, such as RNG k-¢ model and realizable k-¢ model proposed by
Yakhot et al. (1992) and Shih et al. (1995), are possible recommendations.
The improved features of these models have shown to be aptly applicable to
predict important flow cases having flow separation, flow re-attachment, flow
recovery, and some unconfined flows (e.g., free shear jet) of which may suffice
in some fire engineering investigations.
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The standard k-¢ model that is a consequence of the eddy viscosity hypoth-
esis assumes that the turbulent stresses are linearly related to the rate of strain by
a scalar turbulent viscosity. The principal strain directions are always aligned to
the principal stress directions; they behave in an isotropic manner. In some flow
cases, secondary flows that exist within the geometry are driven by anisotropic
normal Reynolds stresses. As such, the assumption of isotropic normal Reynolds
stresses is unrealistic for such kinds of flows, and a more complicated approach
by evaluating each Reynolds stresses u;u; is required. The Reynolds Stress
Model, also called the second-moment closure model, determines the turbulent
stresses directly by solving a transport equation for each stress component.
These equations represent the turbulent transport, generation, dissipation, and
redistribution of Reynolds stresses. An additional equation for the dissipation
¢ is solved to provide a length scale determining quantity. Interested readers
can consult relevant texts by Launder et al. (1989) and Rodi (1993) for the
description of this model. There is no doubt that the Reynolds stress model has a
greater potential to represent the turbulent flow phenomena more correctly
than the standard k-¢ model. This type of model can handle complex strain
and, in principle, can cope with non-equilibrium flows.

For wall-attached boundary layers such as those prevalent in compartment
fires, turbulent fluctuations are suppressed adjacent to the wall, and the viscous
effects become prominent in this region known as the viscous sub-layer. Con-
sider the fire plume interacting with a ceiling within a section of the compart-
ment housing the fire source as shown in Figure 2.19. The modified turbulent
structure of near-wall ceiling flow generally precludes the application of the
two-equation models such as standard k-¢ model, RNG k-¢ model, and realiz-
able k-¢ model or even the Reynolds Stress Model at the near-wall region.
One common approach is to adopt the so-called wall-function method; the
near-wall region is bridged with wall functions to avoid resolving the viscous

N\

\
Wall functi
SST model Innerflow <= Near ceiling flow —=> "/k-z)ml:)r(]jcellon or
(combination of | region ., -

kromodeland | 7 . P
k-€ model) or

low Reynolds Quter flow
number k- i
models region Standard k- model,
Fire plume! RNG k- model,
— Realizable k- model
or Reynolds stress
model
Fire source
\
N

Figure 2.19 A schematic illustration of the fire plume and its interaction with the ceiling
of a compartment and appropriate models to resolve the turbulent flow characteristics.
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sub-layer. More discussions on the use of wall functions will be provided in the
next section. It is also possible to totally resolve the viscous sub-layer by the
application of low Reynolds number turbulence models. Here, the standard
k-¢ model is modified by the introduction of wall damping functions to ensure
that viscous stresses dominate over the turbulent Reynolds stresses at low Rey-
nolds numbers and in the viscous sub-layer adjacent to solid walls. Different
version of the low Reynolds number k-¢ model by Johns and Launder
(1972), Chien (1980), and Lam and Bremhorst (1981) are models that have
achieved some considerable success in resolving wall-bounded flows. Another
model developed by Wilcox (1998), the standard k-w model, where w is a fre-
quency of the large eddies, has also shown to perform splendidly close to walls
in boundary layer flows. The standard k-o model is nevertheless very sensitive
to the free-stream conditions, and unless great care is exercised, spurious results
are obtained in flow regions away from the solid walls. To overcome such
problems, the SST (Shear Stress Transport) variation of Menter’s model (1993,
1996) was developed with the aim of combining the favorable features of the
standard k-¢ model with the standard k-w model in order that the inner region
of the boundary layer is adequately resolved by the latter while the former is
employed to obtain numerical solutions in the outer part of the boundary layer.
This model is increasing being employed and works exceptionally well in
handling non-equilibrium boundary layer regions such as flow separation.

The formulations of the two-equation eddy viscosity models such as RNG
k-¢ model, realizable k-¢ model, low Reynolds number turbulence models,
and SST model, as well as the Reynolds Stress Model are briefly discussed in
the subsequent sections below. More details on these respective turbulent mod-
els can be found in the previously indicated reference texts.

2.12.1 Variant of Standard k-& Turbulence Models

Some pertinent differences of the RNG k-¢ model and realizable k-¢ model in
comparison to the standard k-¢ model are highlighted. The RNG k-¢ model
is based on the renomalization group theory (a rigorous statistical technique)
analysis of the Navier-Stokes equations. The transport k-equation remains
the same as in the standard k-¢ model except for model constants. Modifica-
tions are nevertheless made to the ¢-equation whereby an additional term R,
is introduced into the source term according to:

0 ,_ 0 __ . 0 |uroe
E(PS) + 8_x,-(pu’6) = ox; | o, ox,
& on; | Ow;  Ou; 2 0u; ou,; &2
Cq~ 2y ) 22 215k )6;| — Cop=— —R,
tha k Hr 836,‘ 8x,- (’)x,« 3 8x,» Hr 3x,‘ * P / 2P /e
——
production destruction

(2.12.1)



Field Modeling Approach 97

In the standard k-¢ model, the rate of strain term R, in the preceding equation
is absent. This R, term according to Yakhot and Orzag (1986) is formulated as:

Cap’ (1 —n/n,) &

R, =
1+ pnd k

(2.12.2)

k 1 /Ou; Ou;
=S=. — \/2S::S;:: == i i
K Ss’ S SiiSi Si 2 <8x,-+8xi>

and 8 and 7, are constants with values of 0.015 and 4.38. In flow regions where
1 < 7o, the R, term makes a positive contribution. For weakly to moderately
strained flows, the RNG k-¢ model tends to yield numerical results that are largely
comparable to the standard k-¢ model. In flow regions where 7 > 7, the R, term
makes, however, a negative contribution. This is rather significant, since for rapidly
strained flows, the RNG k-¢ model yields a lower turbulent viscosity than the
standard k-¢ model due to the term R, compensating the destruction of ¢ in the
source term (see equation (2.12.1)). Hence, the effects of rapid strain and stream-
line curvature are better accommodated through the RNG k-¢ model for a wider
class of flows than the standard k-¢ model. According to renomalization group
theory, the constants in the turbulent transport equations are given by:

C,=0.0845 0¢,=0.718, 0¢,=0.718, C; =142, C, =168

It is worthwhile noting that the value of C, is very close to the empirically
determined value of 0.09 in the standard k-¢ model.

For the realizable k-¢ model, the term realizable means that the model satisfies
certain mathematical constraints on the normal Reynolds stresses, consistent with
the physics of turbulent flows. The model’s core aspect in ensuring realizability
(positive of normal stresses) is to purposefully make C, variable by sensitizing it
to the mean flow (mean deformation) and the turbulence quantities (k,¢). This
involves the formulation of a new eddy-viscosity formula for the variable C, in
the turbulent viscosity relationship. The model also differs in the changes imposed
to the transport ¢-equation (based on the dynamic equation of the mean-square
vorticity fluctuation) where the source term is now solved according to:

0 ,_ o . 0 |pur 0O _
ot (pe) + Ox; (pre) = Ox; | 0, Ox; + \\Clp/_/Ss
production
2.12.3)
& 1(0u, Ou (
—Cop——F——, S=25;8; Si=5|7"+:2
VTV (T N

destruction
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and the variable constant C; is expressed as:
C; = max {0.43,L]; n=38-
n+3

The variable C,, no longer a constant, is evaluated from:

1

C, = A (2.12.4)
Consequently, model constants A, and A; are determined as:
818k
A, = 4.04, =V6cos 0, @—gcos '(Vew), W:qi];k,

= /SiSi
while the parameter U* is given by:

U = Sz S + QUQ’/’ Ql‘]‘ = .Q,',‘ — Zeijkwk, .Qi,' = ‘Qif — €jjp W},
where Q; is the mean rate-of rotation viewed in a rotating frame with the
angular rotation vector wg; e;r = +1 if 4, j, and k are different and in cyclic
order, e;;; = —1 if 4, j, and k are different and in anti-cyclic order and e;;, = 0
if any two indices are the same. Other constants in the turbulent transport
equations for this model are C, = 1.9, ¢, = 1.0, and ¢, = 1.2, respectively.
Here, the transport k-equation in realizable k-¢ model is the same as that in
the standard k-¢ model except for model constants. One noteworthy feature
of this model is that the production term in the ¢-equation is different from
those of the standard k-¢ model and RNG k-¢ model. It is believed the form
suggested as in equation (2.12.3) represented better spectral energy transfer
in the turbulent flow. Another important feature is that the destruction term
does not have any singularity (i.e., its denominator never vanishes), even if
the turbulent kinetic energy k vanishes or becomes smaller than zero. The realiz-
able k-¢ model has been found to be superior in accurately predicting a wide
range of flows including free flows including jets and mixing layers, channel
and boundary layer flows, and separated flows.

In order to allow calculation of turbulent flows at low Reynolds number,
probably in the range 5000 to 30000, modifications are introduced to the stan-
dard k-¢ model to cope with such flows. This model commonly known as low
Reynolds number k-¢ model involves a damping of the eddy viscosity when the
local turbulent Reynolds number is low, a modified definition of the dissipa-
tion ¢ that either goes to zero or a prescribed zero normal gradient at the wall
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and specific modifications of the source terms in the transport ¢-equation. The
equations of the low Reynolds number k-¢ model become:

kZ
HT = ﬁcltfu? (2.12.5)
D e o [ 0k
&(Pk) +aTC/_(P”1k) ~ o [ﬂ + o 8x,]

O[O 0w\ 20w (O s
ﬂT&x,- 8x,~ 8x1- 38.%,‘ 'uTax/' P g \pf/

destruction
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(2.12.6)
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* 1f1/e[“Tax,~ (ax,-+ax,»> 30x; (“Taxﬁp) ’} Wby +
—_————
production destruction
(2.12.7)

Here, the modifications are made by including the viscous contribution (laminar
viscosity) in the diffusion terms in both the k-equation and ¢-equation and an
additional term D in the k-equation and an additional term E in the ¢-equation.
Wall-damping functions f,, fi and f, are also introduced, and they are
incorporated into the eddy or turbulent viscosity expression and &-equation,
respectively. Based on the various versions of the low Reynolds number k-¢
models as aforementioned, the model constants, wall-damping functions, and
additional terms D and E are formulated as:

Low Reynolds number k-¢ models of Johns and Launder (1972)

C,=009, 0,=10, 0,=13, Cy=144, Cyp=192.

2.5
fu = exp <— m), fi=0, fo=1-0.3exp(—Re}),

o5 (55 (]
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Pu\> [P\ [02u\® [(Pw\® [(Pv\® [Pw\’
F= 2| (53) + (50) + (5) + (5) + (5) + (5)

Low Reynolds number k-¢ models of Chien (1980)

C, =009, 0,=10, ,=13, Cy=135 Cyp=18.
+ 2 2
fo=1—exp(—0.0115y"), fi=0, fr=1- §exp( — (Re,/6) )
k & .
D= —Z,uﬁ, E = —ZMEeXp(—O.Sy )

Low Reynolds number k-¢ models of Lam and Bremborst (1981)

C,=009, 0,=10, 0,=13, Cy=144, Cyp=192

3
fu=1[1- exp(—O.0165Rey)]2 (1 + 2}?:) . fi= (1 n 025) ’

f = 1 - exp(~Re?)
D=0,E=0

In the preceding relationships, the following dimensionless variables are
defined as: y© = pd,u./u, Re = pk?/(ue), and Rey = pk'/*d,/u, where d, is
the distance closest to a fixed wall and u, = (1,,/p)"/* is the so-called friction
velocity.

As an alternative to the low Reynolds number k-¢ models, the standard k-w
model by Wilcox (1998) represents another useful model for the near wall
treatment for low Reynolds number flow computations. The model does not
involve complex non-linear damping functions such as that described in the
low Reynolds number k-¢ models, and it should therefore be construed as being
more robust and, in some circumstances, more accurate. The standard k-
model is an empirical model that is based on the transport equations of the
turbulent kinetic energy k and the turbulent frequency w, considered as
the ratio of ¢ to k—that is, w = ¢ / k. To formulate the SST model, the standard
k-¢ model is required to be transformed into a form consistent with the k-w for-
mulation. A blending function F; is introduced whereby the standard k-
model is multiplied by this function F; and the transformed k-¢ model by a
function 1 — F;. At the boundary layer edge, and outside the boundary layer,
the standard k-¢ model is recovered when F; = 0. The equations of the SST
model are given as:
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(2.12.10)
where

o3 = Fiop + (1 — Fi)oga, 06w3 = F10,1 + (1 — F1)002,
o3 = Froq + (1 = Fy)oa, p3 =Fip; + (1 —F1)p,.

The success of this model hinges on the use of appropriate blending functions
of F; and F,. For function Fy, it is given by

Fi = tanh(®}) (2.12.11)

with

. Vk  500u 4pk
®, = min [max <0.09a)dn 0d? ) Dicord (2.12.12)

The variable D/ appearing in equation (2.12.12) is evaluated according to

(2.12.13)

D/ :max(Zp 1Ok 0o 1010>

0] ('“)x, ax,
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Note the use of the cross-diffusion modification term without the function
(1 — Fy) in the transport w-equation in determining the condition in equation
(2.12.13). For function F, it can be similarly expressed as

F, = tanh(®3) (2.12.14)

with

2vVk 5004

As in the low Reynolds number k-¢ models, the SST model also requires d,,, the
distance to the nearest wall, as stipulated in equations (2.12.12) and (2.12.15)
to calculate the blending functions in order to appropriately switch between
the k-w and k-¢ models. The model constants in the transport equations of
the SST model are given by:

Cu=0.09, o4 =1.176, 0, =2.0, o5 =50/9.0, B, =0.075.
a1 =031, op =10, 0. =1.168, o =044, p,=0.0828.

2.12.2 Reynolds Stress Models

These more complicated models aim to circumvent a number of major draw-
backs experienced by the two-equation k-¢ models in the prediction of fluid
flows with complex strain fields or significant body forces. Under such condi-
tions, the individual Reynolds stresses are poorly represented by the eddy or
turbulent viscosity in equation (2.11.1). In order to better accommodate the
prevailing anisotropy nature of these stresses, solutions to the exact Reynolds
stress transport equations are required.

The transport equation for each of the Reynolds stresses u” u! can be
expressed in accordance with the generic transport equation as:

The rate The transport The transport
b T ! The net source
Of c ange + Of 14 by ES Ofu // //
T rate of u}
of u advectzon dszuszon

(2.12.16)

Equation (2.12.16) describes six partial differential equations one for the

M : // 1 // /" // 1"
transport of each of the six independent Reynolds stresses (ulul, iy, w53,

// 1 // /" // 1 /i // " // 1 // /" // 1 // 1
uuy, uu’y and uiul}, since uiu| = uu), uu| = uu and ufu) = uju’j). Based

on the modelmg strategy from the original work of Launder et al. (1975), the
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// //

uju] consists primarily of the rate of production of u” I

net source rate of u; , rate

of destruction of u/u!, transport of u” " due to turbulent pressure-strain inter-

actions, and transport of u” " due to rotation. The exact equation for the

// /l

transport of u/u takes therefore the following form as:

77 1,0

_ 0
pu"u//)-i'a—k(ﬂ”k”i”') = +

]

o' RSN

~— ~—

diffusion  production — pressure—strain  rotation  destruction

(2.12.17)

For the transport of u” " by diffusion, the term represented by Dj;, the rate of
transport is assumed to e proportional to the gradients of Reynolds stresses.
This gradient diffusion idea recurs throughout the turbulence modeling as
exemplified by the two-equation turbulent models. The term D; can be
expressed as:

o b '
Di,' = —k (u+ﬁC —uZu?’) WZI ) k;l =1,2,3 (21218)

Concerning the rate or production of u” !

rigorous mathematical manipulation, is:

, the exact form of P, derived after

P, (ﬁuﬁul gu, + il STM,Z ) (2.12.19)

The rate of destruction of u” ” as indicated by the dissipation rate ¢; is mod-
eled assuming isotropic small-scale turbulence at high Reynolds number. The
modeled expression for this term is:

2
&jj = gﬁséi,- (21220)

The transport of u” 7 due to turbulent pressure-strain interactions represents
the most important part of the model, since it governs the level of isotropy
of the Reynolds stresses. Their effects on the Reynolds stresses are twofold.
On one physical process, pressure fluctuations due to two turbulent eddies
can interact with each other, while on the other, pressure fluctuations interac-
tion of a turbulent eddy with a region of flow can result in different mean
velocity. These rather two distinct physical processes have an overall effect of
causing the pressure-strain term to redistribute energy so as to make the nor-
mal Reynolds stresses more isotropic and to reduce the influence of the Rey-
nolds shear stresses. This linear-pressure term IT; can be modeled in two parts:
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I = ¢ji1 + b (2.12.21)

The first term ¢;;; that is the slow pressure-strain term, also known as the
return-to-isotropy term, in equation (2.12.21) is modeled according to Rotta
(1951), and it represents a trend toward isotropy at the rate of the turbulent
time scale. It is modeled as:

N
The second term, called the rapid pressure-strain term, in the same equation is
modeled according to Launder et al. (1975) as

1
Pijp = —Ca (Pi/ - §P,~,-5,-/> (2.12.22)

where Pj; is given in equation (2.12.19) and P = P;;/2. The preceding expres-
sion is the counterpart of Rotta’s proposal for (¢, + ¢;;,) that tends to isotro-
pize the turbulence production. Finally, the rotational term is given by

Qi = 20 (u]u) ejp + u;’u;’eﬂd) (2.12.23)
Here again w; denotes the angular rotation vector, which is also considered in
the realizable k-¢ model for the purpose of evaluating the mean rate-of-rotation
Qj;. Turbulent kinetic energy k as required in the preceding formulae can be
determined by adding the normal Reynolds stresses together:

1
e = 5 (o] + s -+ 8y) (2.12.24)

The dissipation ¢-equation used with the Reynolds stresses model is the same as
that of the two-equation turbulent models, with the exception that the trans-
port term is modeled in terms of the stresses as:

o ,_ g, . 0 _ k-, 1 g &
5(08)4‘6—&@”/8)—%{(H-chsgukul o +§C81EP11—CSZPE
——

production destruction

(2.12.25)

The Reynolds stress equations derived from the preceding can be readily solved
for fluids flows away from the proximity of solid walls. For near-wall flows,
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measurements have indicated that wall effect increases the anisotropy of the
normal Reynolds stresses by damping out the fluctuations in the directions nor-
mal to the wall and decreases the magnitude of the Reynolds shear stresses.
Corrections are thus needed to account for the influence of wall proximity
on the pressure-strain terms. The wall-reflection term is generally considered
in addition to the terms in equation (2.12.21). This term that tends to damp
the normal stresses perpendicular to the wall while enhancing the stresses
parallel to the wall is modeled according as:

¢ = C| kY MRy, 0 ——m’n'ﬂk —éﬁ,”‘”k ﬁ
ij.w 1 k" m mey T TR 2 kT C]Sdn
(2.12.26)
) 3 3 k3/2
TG Prmamitmdij — 5 P2ttt — 5 P21t Ced,

where 7, is the x; component of the unit normal to the wall, d,, is the distance
to the nearest wall, and C; = Ci/ 2 /k of which « is the von Karman constant.
Quadratic correlations to the pressure-strain interactions may also be adopted
if needed for improved accuracy. A model proposed by Speziale, Sarkar, and
Gatski (1991) has been shown to give superior performance in a range of basic
fluid flows. Interested readers are encouraged to refer to the literature for more
in-depth analysis. The model constants in the transport equations of the Rey-
nolds stress models are given by:

Co=022, 06,=082, 0,=10, Cy=144 Cy=192,
C,=015, C; =18, C, =06, C,=05 C,=03

The full Reynolds stress model dispenses with the notion of turbulent viscosity.
Besides equations (2.12.7) and (2.12.26), additional transport equations for
the scalar stresses such as pu/h” and pu!¢" are required to evaluate the diffusion
term of the Favre-averaged equations of the enthalpy and scalar property (see
Table 2.4). This therefore results in the increasing complexity of the modeling
requirements of turbulence flows. The full Reynolds stress model has nonetheless
been found to be very susceptible to unwanted numerical instabilities. To remedy
such a problem, it is common practice to invoke the use of turbulent viscosity to
promote numerical stability in contrast to employing the full Reynolds stress
model for turbulent flows. For the Reynolds stress transport equation, the diffu-
sion term can be simplified in the form of a scalar turbulent viscosity as:

- 0 Ut 6”?;;l
Dj = a—xk l(,u + Gk) D, (2.12.27)
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The turbulent viscosity ur is computed similar to the standard k-¢ model,
", .0

which is ur = pC,(k*/¢), where Cu = 0.09. Similar to the transport of u! u;
by diffusion, the diffusion process in the ¢-equation is alternatively expressed

in terms of a scalar turbulent viscosity as:

o O N, b 28
by = O [(ﬂ " Gk) Bx;j (21229

For the scalar stresses pu!h” and pu/¢” in the diffusion term of the Favre-
averaged enthalpy and scalar property transport equations, expressions for
the scalar stresses in the form similar to equation (2.12.7) remove the need to
solve additional transport equations. This simplification greatly reduces the
computational burden and better promotes more robust numerical calculations.

2.13 Near-Wall Treatments

Near-wall modeling significantly impacts the reliability of the predicted numer-
ical solutions. Consider the near-wall ceiling flow of the fire scenario depicted
in Figure 2.19. In order to predict the wall-bounded turbulent flows with
sufficient accuracy, appropriate near-wall models need to be employed.
As exemplified in the previous section, it is possible to fully resolve the flow
right up to the wall through the use of either different versions of the low
Reynolds number k-¢ model or k- model. The advantage of employing
such models is that no additional assumptions are required concerning the var-
iation of the variables near the wall. Nevertheless, the downside of such models
is that they generally require a very fine near-wall resolution. For the k-w
model, a wall distance y* ~ 2 at all the wall nodes is required to sufficiently
resolve the fluid flow adjacent to the solid wall. The low Reynolds number
k-¢ model, however, needs an even finer resolution with a wall distance y™*
~ 0.2 at all the wall nodes. Such prerequisites are usually rather difficult to
be achieved especially for large full-scale flow problems such as those existing
in building fires.

One possible approach to overcome the difficulty of modeling the near-wall
region is through the prescription of wall functions. The use of these functions
can be found practically in every CFD commercial and in-house computer
codes and is prevalent in many industrial practices. Through this approach,
the difficult near-wall region is not explicitly resolved within the numerical
model but rather is bridged using such functions (Launder and Spalding,
1974). To construct these functions, the region close to the wall can be charac-
terized by considering the dimensionless velocity " and wall distance y* with
respect to the local conditions at the wall. Letting U to be some Favre-averaged
velocity parallel to the wall, the dimensionless velocity " can be expressed in
the form as U/u,, where u, is the wall friction velocity defined with respect to
the wall shear stress 7,, as 1/7,,/p-
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Figure 2.20 The turbulent boundary layer: respective dimensionless velocity profile as
a function of the wall distance in comparison to experimental data.

Figure 2.20 illustrates the universal wall function for the velocity. For a wall
distance of y*© < 5, the boundary layer is predominantly governed by viscous
forces that produce the no-slip condition. This region is subsequently called
the viscous sub-layer. By assuming that the shear stress is approximately con-
stant and equivalent to the wall shear stress 7,,, a linear relationship between
the time-averaged velocity and the distance from the wall can be obtained
yielding

ut=y* for y" <y§ (2.13.1)

With increasing wall distance y™, turbulent diffusion effects begin to dominate
outside the viscous sub-layer. It is common to employ a logarithmic relation-
ship; the profile is expressed as:

ut = 1ln(Ey*) for y* >yi (2.13.2)
K

The preceding relationship is often called the log-law and the layer where the
wall distance y" lies between the range of 30 < y* < 500 is known as the
log-law layer. The values for k (~0.4) and E (~9.8) are universal constants valid
for all turbulent flows past smooth walls at high Reynolds numbers. For rough
surfaces, the constant E in equation (2.13.2) is usually reduced. The law of the
wall can be modified by scaling the normal wall distance d,, on the equivalent
roughness height, by (i.e., y* is replaced by d,/hy), and appropriate values
must be selected from data or literature. The cross-over point yj can be
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ascertained by computing the intersection between the viscous sub-layer and
the logarithmic region based on the upper root of

1
vy = ;ln(Eyg) (2.13.3)

A similar universal, non-dimensional function can also be constructed for heat
transfer. By Reynolds’ analogy, the treatment follows the same law-of-the-wall
for mean velocity of which law-of-the-wall for enthalpy comprises of:

« Linear law for the thermal conduction in the sub-layer where conduction is
important

+  Logarithmic law for the turbulent region where effects of turbulence dominate over
conduction

The enthalpy in the wall layer is assumed to be:

bt = Pry" for y* <y

P?’T

ht = —ln(th ) for y* >y; (2.13.4)

where Fj, is determined by using the formula of Jayatilleke (1969):

Pr\"" Pr
F, = E expq 9.0k - 1+ 0.28 exp( —0. 007—
P rr T

(2.13.5)
and the dimensionless enthalpy A" is defined as

(hw _ h)ﬁC?L‘ZSkO.S

bt =
In

(2.13.6)

In equation (2.13.6), the diffusion flux [, is equivalent to the normal gradient
of the enthalpy (0h/0n),, perpendicular to the wall and b, is the value of
enthalpy at the wall. The thickness of the thermal conduction layer is usually
different from the thickness of the viscous sub-layer, and changes from fluid
to fluid. As demonstrated in equation (2.13.3), the cross-over point y;” can also
be similarly computed through the intersection between the thermal conduc-
tion layer and the logarithmic region based on the upper root of

1
Pry) = PrTgln(F;,y,f) (2.13.7)

Analogous to the heat transfer, wall functions for the scalar property can also
be formulated according to linear law for the viscous sub-layer with laminar
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Schmidt number and logarithmic law for the turbulent region with turbulent
Schmidt number as:

ot = Scy*t for y* <y}
ot = S%ln(Fver) for y* > y? (2.13.8)

The dimensionless scalar property »* is expressed in the similar form of equa-
tion (2.13.6) given by

5 5)5 (02505
o+ = Pu w)]p " (2.13.9)
@

where ], is the diffusion flux based on the normal wall gradient (0p/0n),,. It
should be noted that the formula F, and cross-over point y are calculated
in a similar way as Fj, and y; with differences being that the Prandtl numbers
are replaced by the corresponding Schmidt numbers.

Strictly speaking, the universal profiles derived from above have been based
on an attached two-dimensional Couette flow configuration with small pres-
sure gradients, local equilibrium of turbulence (production rate of k equals to
its destruction rate) and a constant near-wall stress layer. For some applica-
tions, applying such wall functions may lead to significant inaccuracies in the
modeling of wall-bounded turbulent flows. In order to remove some of the lim-
itations imposed by these standard wall functions, non-equilibrium wall func-
tions and enbanced wall treatment that combines a two-layer model with
enhanced wall functions are also available in practice.

Based on the conceptual development of Kim and Choudbury (1995), the
key elements of the non-equilibrium wall functions are that the log-law is
now sensitized to pressure gradient effects and the two-layer-based concept is
adopted to calculate the cell-averaged turbulence kinetic energy production
and destruction in wall-adjacent cells. Based on the latter aspect, the turbu-
lence kinetic energy budget for the wall-adjacent cells is sensitized to the pro-
portions of the viscous sub-layer as well as the fully turbulent layer, which
can significantly vary from cell to cell in highly non-equilibrium flows. This
effectively relaxes the local equilibrium of turbulence that is adopted by the
standard wall functions. Another near-wall modeling methodology that has
also proven to be rather useful is the enhanced wall treatment. Here, a single
wall law is formulated for the entire wall region. A blending function is intro-
duced to allow a smooth transition between the linear and logarithmic laws.
This turbulent law always guarantees the correct asymptotic behavior for large
and small values of the wall distance y" and provides reasonable representa-
tion of the velocity profiles in cases where y™ lies insides the wall buffer region
(3 <y < 10). More details of this approach can be referred in Kader (1993).
Non-equilibrium wall functions and enhanced wall treatment are recommended
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for complex flows that may involve flow separation, flow re-attachment and
flow impingement. Significant improvements have been obtained especially
in the prediction of wall shear and heat transfer.

2.14 Setting Boundary Conditions

In many CFD problems, some sensible engineering judgment usually needs to
be exercised for the specification of appropriate turbulence quantities at the
boundary walls of the flow domain. Some useful guidelines in setting proper
boundary conditions for turbulence and in handling various types of bound-
aries are provided in this section.

For solid walls, boundary conditions for k and ¢ or @ are substantially differ-
ent depending on whether turbulence models catered for low Reynolds number
effects or the wall function methods are employed.

Consider the schematic illustrations of two different approaches to wall
modeling in Figure 2.21 in resolving the near-wall ceiling flow of the fire sce-
nario depicted in Figure 2.19. Let us initially focus on the low Reynolds turbu-
lence models, which require resolution of the mesh right up to the solid wall.
For the application of low Reynolds number k-¢ models, Johns and Launder
(1972) and Chien (1980) impose the following boundary conditions:

Ruvatl = €wan = 0 (2.14.1)
In Lam and Bremhorst (1981), they also employ a zero value for the wall tur-

bulent kinetic energy. However, a zero normal gradient of the dissipation ¢ at
the wall is prescribed. The boundary conditions are thus:

Ryat =—-| =0 (2.14.2)

Mesh resolved
right up to the
o o o solid wall

Control volume
center

Figure 2.21 Schematic illustrations of two different approaches to wall modeling.



Field Modeling Approach 111

For the k-w model, the rough-wall method by Wilcox (1998) allows the possi-
bility of determining the surface value for @ according to:

Ot =~ ;f Sk (2.14.3)

where u, is the friction velocity and S is a non-dimensional function determin-
ing the degree of surface roughness of the wall. It is worthwhile noting that the
successful application of these models is greatly influenced by the grid spacing
of the overlay mesh near the wall. Specific meshing guidelines will be further
expounded in the next section.

For wall modeling through the use of wall functions, this simpler approach
allows the flexibility of relating the flow variables to the first computational
mesh point as shown in Figure 2.21 through universal wall functions as
described in the previous section, which thereby removes the requirement to
totally resolve the flow structure within the viscous sub-layer. When the law-
of-the-wall type boundary conditions are employed, a zero normal gradient
of k is prescribed:

ok

e =0 (2.14.4)

wall

On the basis of the local equilibrium of turbulence assumption, the dissipation
¢ is not applied at the wall but is determined at the first computational
mesh point. At the central point of the control volume, ¢p is evaluated accord-
ing to:

Cky)/?

where dp denotes the first computational mesh point normal to the wall. In
cases where the non-equilibrium wall function is used instead, ¢p can be evalu-
ated as:

C3/*k
! [Z—M—l—”—PIn (2”P>]kp (2.14.6)

&p = —
2np | pyy K v

where 7y, is the physical viscous sub-layer thickness computed from
y*,u/,oCZ/“/ell,/2 and y* is usually set at a value of 11.225. More details consider-
ing the formulation of equation (2.14.6) can be found in Kim and Choudbury
(1995).

At inlet boundaries, experimentally verified quantities, if possible, should
always be applied as inlet boundary conditions for the turbulent kinetic energy
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k and its dissipation ¢. Such readily accessible measurements of k;,;.; and &,
is, however, very rare in practice; these quantities are particularly unknown at
the surface influx of the fuel into the surrounding air (see the schematic illus-
trations of the free-standing and compartment fires described in section
2.7.3). Through some sensible engineering assumptions, specification of the
inlet turbulent kinetic energy k;,;.: can nevertheless be realized by relating the
inlet turbulence to the turbulence intensity I, defined as the ratio of the fluctu-
ating component of the velocity to the mean velocity, as well as the upstream
flow conditions. Approximate values for k;,,; can be determined according
to the following relationship as:

3
kinlet = z (uinletl)z (2147)

where #,,,; is the inlet mean velocity. Similarly, the specification of the dissipa-
tion &, can be approximated by the following assumed form:

32

k;
Einlor = cf/“%’ef (2.14.8)

where [ appearing in equation (6.19) is the characteristic length scale. If the
k-w model is employed, w;,.; can be approximated by:

112
Oiler = C’{’/’jtl (2.14.9)
i

As a guide, the turbulence intensity level I in equation (2.14.6) can be typically
set at 0.3% for external flows, while the turbulence level between 5% and
10% is deemed to be appropriate for internal flows. For the length scale / in
equations (2.14.8) and (2.14.9), a constant value of length scale derived from
a characteristic geometrical feature such as 1% to 10% of the inlet hydraulic
diameter can be employed for internal flows. A value determined from the
assumption that the ratio of turbulent and molecular viscosity between 1 and
10 is nonetheless a reasonable guess for external flows remote from the bound-

1,01 1, 0
ary layers. For the Reynolds stress model, each stress components (a1, uju,

iy, uiul, uu’j, and uju’j) are required to be properly specified. If these

are unavailable, as often the case, the diagonal components (u[u], uju},
and u4uf}) are taken to be equal to 3k, whereas the extra-diagonal components
(uu, uuf, and uju’}) are set to zero (assuming isotropic turbulence). In
cases where problems arise in specifying appropriate turbulence quantities,
the inflow boundary for the application of all turbulence models should be
moved sufficiently far away from the region of interest so that the inlet bound-
ary layer and subsequently the turbulence are allowed to be developed

naturally.
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The Neumann boundary conditions, as described in 2.5, can be aptly applied
at the outlet, open, or symmetry boundaries. For all the turbulence models pre-
sented, the boundary conditions are:

i
Ou; u;

on

%
on

_ 0Oe

= =0 (2.14.10)

wall

wall wall

2.15 Guidelines for Setting Turbulence Models in
Field Modeling

A range of turbulence models has been presented and discussed. It is clear that
no general turbulence model can be used to span all turbulent states, since none
can be universally valid for all types of flows. Since different types of turbulent
flows require the application of different turbulence models, how does one via-
bly choose the appropriate turbulence model in the context of field modeling?

A number of practical guidelines in setting suitable turbulence models to
resolve a range of CFD fire problems are presented in this section. In the event
where insufficient knowledge precludes the selection of an appropriate turbu-
lence model, the authors strongly encourage the use of the standard k-¢ model
as a starting point for turbulent analysis. In comparison to other sophisticated
turbulence models, the standard k-¢ model offers the simplest level of closure,
since it has no dependence on the geometry or flow regime input. This model is
robust and stable, and is as good as any other more sophisticated turbulence
models in some applications. In most in-house and commercial codes, this
model is a default option for handling flows that are turbulent. It is therefore
not entirely surprising that it has been a de facto standard in industrial applica-
tions and still remains the work-horse of practical computations.

Should the numerical solutions attained through the use of the standard k-¢
model be unsatisfactory, the palliative action would be to trial more advanced tur-
bulent model. These advisory actions should not be construed as definitive cures
but rather recommendations whereby possible alternatives to the standard k-¢
model can be investigated to improve the numerical predictions. The authors
strongly recommend an incremental step-by-step approach of systematically intro-
ducing higher levels of model sophistication into the numerical calculations.
Through this, the field modeler will benefit immensely from over prescribing the
solution with unnecessary complexities. For example, the use of RNG k-¢ model
and realizable k-¢ model may suffice in possibly yielding the required numerical
solutions for most turbulent flows but if all fails, the option to select Reynolds stress
model could be exercised. In short, the careful validation of increasingly complex
turbulence models is the best-practice method of finding the simplest turbulence
model without being too simple as to attain unphysical results. This is the age-old
engineering compromise between accuracy and efficiency. The numerical modeler
must balance numerical solution time with (field-modeling) solution accuracy.
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For near-wall modeling, it is imperative that the lower limit of y* through the
use of wall functions must be carefully placed so that it does not fall within the vis-
cous sub-layer. In such circumstance, the meshing should be arranged in order that
the values of y* at all the wall-adjacent integration points are set above the recom-
mended limit, typically between 20 and 30. Since the whole emphasis of pur-
posefully adopting the wall functions is to remove the resolution of the viscous
sub-layer, this procedure offers the best opportunity to practically resolve the tur-
bulent portion of the boundary layer. Besides checking the lower limit of y™, it is
also rather important that the upper limit of y* is also investigated during the
computational calculation. A flow with moderate Reynolds number could, for
example, have a boundary layer that extends up to y* between 300 and 500. If
the first integration point is placed at a value of y* = 100, then this will certainly
yield an impaired solution due to an insufficient resolution of the region. Ade-
quate boundary layer resolution generally requires at least 8-10 grid nodal points
in the layer. The authors always recommend that a post-analysis of the numerical
solution be undertaken to determine whether the degree of resolution is achieved
or the flow calculation should be subsequently performed with a finer mesh.

There are nonetheless some flow conditions where the universal near-wall
behavior over a practical range of y© may not be realizable. For such flows,
the wall function concept breaks down and its continual use during numerical
calculations will lead to significant errors. It is therefore preferable that the
flow is fully resolved right up to the wall through the application of low
Reynolds number turbulence models. In order to resolve the viscous sub-layer
inside the turbulent boundary layer, y* at the first node adjacent to the wall
should be set preferably less than unity for the low Reynolds number k-¢ mod-
els (y* ~ 0.2). However, a higher y" is acceptable for the standard k-w model
(y* ~ 2) or even larger in some flow cases so long as it is still well within the
viscous sub-layer (y* = 4 or 5). Depending on the Reynolds number, it is
always important to ensure that there are 5-10 grid nodal points between
the wall and the location where y™ = 20 to resolve the mean velocity and tur-
bulent quantities that lie within the viscosity-affected near-wall region. This
probably results in 30-60 grid nodal points inside the boundary layer in order
to achieve adequate boundary layer resolution. It should be noted that the cost
of the numerical solution is around an order of magnitude greater than the use
of wall functions because of the additional grid nodal points involved.

2.16 Worked Examples on the Application of Turbulence
Models in Field Modeling

2.16.1 Single-Room Compartment Fire

This particular worked example aims to demonstrate the application of the
fundamental transport equations of mass, momentum, and energy to resolve
the fluid flow alongside with different turbulent models to characterize the
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effect of turbulence. Based on the eddy viscosity concept, the standard two-
equation k-¢ model assumes isotropy of the turbulent stresses. Nevertheless,
the Reynolds Stress model that solves six components of the turbulent stresses
result in a more sophisticated turbulence model in order to better accommo-
date the possible anisotropy of the flow behavior. Both of these models are
assessed against the full-scale single compartment fire experiment performed
by Steckler et al. (1984). This particular fire case has been specifically chosen
because it represents a benchmark fire case that has been used by many field
modelers for the primary purpose to test the capability of fire models in pre-
dicting the temperature and flow distributions in a compartment subjected to
a steady non-spreading fire.

Figure 2.22 shows the schematic drawing of the particular geometry of the
compartment. The non-spreading fire was fueled by commercial grade methane,
having a circular gas burner diameter D of 0.3 m centrally located in the room on
a square enclosure of side 2.8 m and height 2.18 m. Air was drawn into the burn
room through a doorway opening of 1.83 m high and 0.74 m wide located in one
of the walls as depicted in Figure 2.22. Compartment walls and ceiling were cov-
ered with ceramic fiber board insulation to establish near steady state conditions
within 30 minutes. Detailed measurements of temperature, using aspirated ther-
mocouples, and velocity by bi-directional probes reported in Steckler et al.
(1984) at the doorway are employed to validate the model predictions. Numeri-
cal simulations are performed through an in-house computer code FIRE3D and
the widely used ANSYS Inc., CFX, commercial CFD code. A heat release rate
Q of 62.9 kW was selected for the validation exercise. For this worked exam-
ple, the problem is solved by representing the fire as a volumetric heat source
with a specified volume of 0.3x0.3x0.3 m®.
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Figure 2.22 Schematic drawing Steckler’s burn room.
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Numerical features: To ascertain the type of fire that is emanating from the
circular gas burner, the Froude number (Fr) may be used to as a means of clas-
sifying the relative importance of momentum (or inertia) and buoyancy in the
flame. By definition, Fr can be expressed as

U*2 inerti
Fr=—___ncta (2.16.1)
gL*  buoyancy

where g is the acceleration due to gravity. The characteristic length scale L™ for
this particular problem can be taken to be equivalent to the gas burner dia-
meter while the velocity length scale U* may be derived from the rate of heat
release as

0O 62.9 x 10°
U* = — =0.0274 (2162
AH_pp,(nD?/4) 50 x 10° x 0.65 x0.0707 ( )
N e N N e’
AH, Pfuel 70.3% /4

where py,.r is the fuel density of methane at 300 K and AH, is the heat of com-
bustion of methane, which is obtained from Table B.1 of Appendix B. Further
discussion on the concept of heat of combustion will be presented in the next
chapter. Using equation (2.16.1), the Froude number yields a dimensionless
value of 2.55 x 107,

As indicated in Drysdale (1999), the fire clearly corresponds to a buoyancy-
driven turbulent diffusion flame on the basis of a very small Fr number. It is
worthwhile noting that buoyant flow generally requires additional modeling
effort. Firstly, the dominant body force resulting from buoyancy should be
included in the momentum equation. For this particular example, the gravity acts
in the y direction; hence, the additional source term due to buoyancy needs to be
incorporated in the y-momentum equation. The Favre-averaged y-momentum
equation becomes

0 _ 0 .
5@”) +a—x/_(P”;U)

<

0 ov| odp 0 Oun;  Ou;

:8_x/ (,u-l-MT)a—xi _8_y+8_x/ (n+nur) ox; | Ox; (2.16.3)
0 |2 Oit; _
g |30 ) 5y 0 +Pkdi| = &(p = prer)

The additional source term —g(p — p,,s) in equation (2.16.3) represents the
buoyancy term with the reference density denoted by the variable p,,s. Sec-
ondly, appropriate modifications to the respective turbulence models are also



Field Modeling Approach 117

required besides the buoyancy term incorporated within the y-momentum
equation. For the standard k-¢ model, the additional source term for the trans-
port equation of k characterized by the generation term G,y due to buoyancy
along the y direction can be formulated as:

1
St = Giuoy = #r10p (2.16.4)

or p Oy

For the dissipation of turbulence kinetic energy ¢, the additional source term is
nevertheless modeled according to

S, = C£1C€3max(G;m0y,0) (2.16.5)

From the above equations (2.16.4) and (2.16.5), the adjustable constants o1
and Cg3 are usually specified as having values of 0.9 and 1.0 respectively. For
the Reynolds stresses transport equations, the buoyancy generation term is
modeled as:

purl ( Op dp
S— =G;="L= (g —+g— 2.16.6
uiu; / oT P (g 8x,— +g7 ax,-) ( )

The buoyancy source term in the dissipation transport equation is the same
according to the expression derived in equation (2.16.5). Logarithmic wall
functions are employed for the standard k-¢ and Reynolds Stress models to
bridge the wall and the fully developed turbulent flow. Thirdly, the power den-
sity based on the prescribed volume of 0.3 x 0.3 x 0.3 m? represents the addi-
tional source required for the Favre-averaged enthalpy equation which is:
S, = (62.9 x 10°/0.027) = 2.33 x 10° W/m®.

For the in-house computer code, the computational geometry was con-
structed as depicted in Figure 2.23. Since the room configuration is symmetrical
about the vertical plane bisecting the doorway and burner, mesh generation for
the compartment fire was only carried out on half of the room, thus improving
the resolution of the flow and thermal fields. A uniform rectangular mesh is
generated spanning the length, width and height of the reduced configuration.
In order to eliminate any errors that could arise due to mesh generation, exact
mesh distribution comprising of a total of 83160 grid nodes is used for the
numerical calculations performed in both the in-house and commercial com-
puter codes. As the doorway temperature and velocity distributions are of sig-
nificant interest for model assessments, a large extended region away from
the doorway is constructed to reduce the end effects of the extended boundaries
affecting the flow and thermal characteristics at the doorway. A fixed pressure
boundary condition is imposed on all the external boundaries (open bound-
aries). All the compartment walls are taken to be adiabatic.
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Figure 2.23 Schematic drawing Steckler’s burn room.

The governing equations in both of the in-house and commercial computer
codes are discretised via the finite volume method and all variables are stored
in a co-located grid arrangement. For the in-house computer code, the algo-
rithm for the solution of the governing equations relies on the implicit
segregated velocity-pressure formulation such as the SIMPLE scheme along
with the hybrid differencing scheme with only the standard k-¢ model. A Pois-
son equation for the pressure correction is solved through a default iterative
solver (preconditioned conjugate gradient). To avoid non-physical oscillations
of the pressure field and the associated difficulties in obtaining a converged
solution, the Rhie and Chow (1983) interpolation scheme is employed. For
the ANSYS Inc., CFX computer code, a coupled treatment to the discretised
form of equations is adopted instead. The advection terms are approximated
by the high resolution scheme. Standard k-¢ and Reynolds Stress turbulence
models are applied. A multigrid accelerated Incomplete Lower Upper (ILU)
factorization technique is employed to solve the set of linear equations.
A strategy similar to the Rhie and Chow (1983) interpolation scheme
employed in the in-house computer code to overcome the possible occurrence
of spurious velocity and pressure is also adopted in ANSYS Inc., CFX. In both
computer codes, numerical simulations are performed in transient mode with a
time step of 0.1 s for the solutions to models employed the standard k-¢ turbu-
lence model, while a smaller time step of 0.05 s is employed for the Reynolds
Stress model to ensure computational stability. Steady state solutions were
obtained after a total time of 500 s has elapsed.
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Numerical results: One useful way of purposefully illustrating the compari-
son between measured doorway temperature and velocity profiles of Steckler
et al. (1984) and numerical predictions obtained through FIRE3D and ANSYS
Inc., CFX computer codes for different turbulent models are by line graphs as
shown in Figures 2.24 and 2.25. Through these two figures, two important
modeling aspects are examined: the validation between the numerical results
and experimental data, and the verification within model predictions.

For validation, model predictions of the temperature at the doorway,
whether using the standard k-¢ or Reynolds Stress model, are seen to be
over-predicted by a significant margin just below the soffit. Principally, this dis-
crepancy is due to the absence of radiant heat loss not considered within the
fire models. Numerical simulations carried out by Lewis et al. (1997) on the
same fire problem have essentially confirmed the importance of accounting
radiative heat loss in their numerical analyses in order to markedly improve
the prediction of the upper layer temperature. The hydraulic behavior at the
doorway is nevertheless not significantly affected by the temperature; model
predictions of the velocity yield substantially better agreement with the experi-
mental profile than the temperature. For this centrally located fire within the
compartment, the two-layer structure at the doorway is generally rather well
defined. The ability of the prescriptive approach based on the volumetric heat
source to preserve the two-layer structure, a prevalent feature identifying com-
partment fires as illustrated earlier in Figure 2.2, clearly indicates the required
predicted transition between the cold air inflow an dilute hot air outflow as
typified by the model results reported in Figure 2.24.

Height (m)

380
Temperature (K)

Figure 2.24 Schematic drawing Steckler’s burn room.
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For the model verification between FIRE3D and ANSYS Inc., CEX computer
codes, numerical results obtained for the doorway temperature and velocity
profiles using the standard k-¢ model from the former are seen to agree rather
well against those of the latter with the same turbulence model. In spite of the
different numerical algorithms adopted within these two computer codes, the
cross model verification instills confidence primarily of the numerical models
that have been developed in the in-house computer code FIRE3D. It is nonethe-
less noted that the model prediction of the velocity via FIRE3D vyields a better
agreement of the air entrainment into the burn at the lower part of the com-
partment. During the course of obtaining the numerical results, one the great-
est shortcoming of the Reynolds Stress model is the very large computational
costs incurred. Since six transport equations for the stress components plus
an equation for the dissipation were required to be solved, the computational
time increases dramatically to almost three times more than the standard k-¢
model. In spite of its supposedly greater accuracy, the Reynolds Stress model
did not reveal, however, the significant improvement to the numerical predic-
tions when compared to the standard k-¢ model as shown in Figures 2.24
and 2.25. One of the many pertinent guidelines in section 2.15 that has been
recommended is to deploy the standard k-e model as a starting point for any
turbulent analysis. In this worked example, the use of the standard k-¢ model
for the particular fire problem investigated appears to be adequate. The stan-
dard k-¢ model offers the simplest level of closure, is robust and stable, and
is as good as any other more sophisticated turbulence models in majority of
practical applications. It is nonetheless noted that there is no single turbulence
model that can span the turbulent states that are rich, complex, and varied,
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Figure 2.25 Schematic drawing Steckler’s burn room.
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since none is expected to be universally valid for all flows. Unless the standard
k-¢ model fails to yield any sensible solutions, more sophisticated turbulence
models such as the Reynolds Stress model can be adopted, since it has a greater
potential to represent the turbulent flow phenomena more correctly than the
standard k-¢ model especially for handling non-equilibrium fluid flows or
flows having complex strains.

Figures 2.26 and 2.27 illustrate the line temperature contours and velocity
vectors at the vertical symmetry plane of the compartment. In CFD, contour
plots are one of the most commonly found graphical representations of data
while vector plots provide the visual depiction of vector quantities that are dis-
played at discrete points (usually velocity) with arrows whose orientation indi-
cates direction and whose size indicates magnitude. Majority of commercial
CFD codes often possess their own post-processing visualization tools to gra-
phically view the CFD results as illustrated in Figures 2.26b, 2.26¢, 2.27b,
and 2.27¢c. The in-house simulation results are however plotted using TEC-
PLOT, a commercial package designed specifically for post-processing CFD
results. Qualitatively, all the temperature contours show similar characteristic
of a deflected fire plume due to the induced incoming fluid flow. An inclination
angle with respect to the horizontal plane of about 60° is attained of which in
comparison to the experiment performed by Quintiere et al. (1981) of similar
heat release rate, this particular flame angle is found to be substantially larger
than the observed angle between 33° and 43°. The prescribed heat source
approach is certainly not without fault. In comparison to accounting the com-
bustion chemistry through suitable models, which will be further discussed in
the next chapter, the energy release at this instance is not allowed to be spa-
tially distributed and coupled to the flow field. Evidently, this contributes to
the poor prediction of the structure of the fire source and plume.

Conclusions: The simple approach based on characterizing the fire as a vol-
umetric heat source is presented in this worked example. As demonstrated
above, the model via a proper prescription of the fire size (volume) alongside
with a suitable two-equation turbulence model is capable of predicting satisfac-
tory post-combustion temperature and velocity distributions at the doorway.
This approach, however, depends heavily on the a priori knowledge of the
shape and size of the volumetric heat source. On the basis of this stringent pre-
requisite, careful consideration of the model’s applicability should always be
frequently exercised in order to duly avoid an unrealistic prediction of the fire
phenomena due to incorrect prescription of the energy release.

2.16.2 Influence of Gaps of Fire Resisting Doors on Smoke Spread

This worked example illustrates the approach based on the prescriptive volu-
metric heat source to purposefully investigate the influence of gap sizes affect-
ing the smoke spread from a burn room (Cheung et al., 2006). In practice, fire
resisting wall provides one of the simplest ways for the confinement of smoke
spread and is therefore commonly employed. This inevitably results in a
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Figure 2.26 Temperature contours: (a) Standard k-¢ model (in-house), (b) Standard k-¢
model (CFX), and (c) Reynolds Stress model (CFX).
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Figure 2.27 Velocity vectors: (a) Standard k-¢ model (in-house), (b) Standard k-¢
model (CFX), and (c) Reynolds Stress model (CFX).
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Figure 2.28 Mechanism of smoke spread through the gap between the fire rated door
panel and top of finished floor.

doorway being constructed, which in turn becomes an effective passage for the
likelihood of smoke spreading in the event of a fire through the gaps.

Figure 2.28 illustrates a schematic diagram illustrating the mechanism of
smoke spread through the gap of the fire rated door within the burn and adja-
cent rooms. A fire source that resides in the burn room is enclosed by the sur-
rounding walls and separated from the adjacent room by a fire rated door. A
small gap exists between the door panel and the top of finished floor. As the
fire develops and continues to burn, the accumulation of heat causes the air
temperature T, to rise. The static pressure of the room P, also increases due
to the increasing air temperature. If the temperature and pressure of the adja-
cent room (i.e. T, and P,) remain constant at their respective initial conditions,
positive pressure difference AP between the two rooms can become sufficiently
large in eventually driving the hot smoke through the small door gap away
from the burn room and spreads into the adjacent room.

Numerical simulations are performed to parametrically investigate four dif-
ferent heights of the door gap: 3 mm (Case I), 5 mm (Case II), 7 mm (Case III)
and 10 mm (Case IV). A designed fire is considered to be burning on a square
fuel bed centrally located in the single compartment with a 10 M]J total heat
content as schematically shown in Figure 2.29. The ANSYS Inc., CFX, com-
mercial CFD code is adopted. This worked example aims to (i) demonstrate
the application of transport equations governing mass, momentum and energy
alongside with a suitable turbulence model in order to better understand the
phenomenological behavior of the smoke egress through the various heights
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Figure 2.29 Single-compartment fire used in this study: (a) Layout of the generic case
and (b) Detail configurations of the fire rated door gap.

of the door gap and (ii) determine which door gap size best impedes the smoke
passage.

Numerical features: From a numerical perspective, simulating the fire devel-
opment and smoke spread behavior through a narrow door gap is challenging.
The problem involves a fire burning in a fully confined compartment and
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without the entrainment of any fresh air into the compartment the fire will
burn like a “ghosting flame” and eventually reach a point where it is extin-
guished. A pragmatic approach to investigating the smoke spread behavior
through the door gap can be achieved by simply characterizing the “ghosting
flame” as a volumetric heat source. This approach allows, as a first step to cap-
ture the essence of the overall effect of the fire behaving in an under-ventilated
condition. It therefore provides the means of prescribing the growing heat
release rate distribution according to some fire growth characteristic such as
a T-square fire as well as the decaying heat release rate that mimics the fire
being extinguished as the amount of oxygen depletes within the enclosed envi-
ronment of the burn room. Figure 2.30 illustrates the heat release rate profile
of the designed fire employed in the current study. The transient heat release
rate of the fire is uniformly distributed within a volumetric heat source of
0.3 m in width, 0.3 m in length and 1.1 m in height. The height of the heat
source is calculated using an empirical fire plume equation that correlates the
flame height to its maximum heat release rate and size of the fuel bed. This
empirical form of the plume equation can be found in the SFPE handbook
(1996) and the reference therein.

The compartment configuration is modeled according to the computational
geometry shown in Figure 2.31. Inherent symmetry about the vertical middle
plane cutting across the burner and the fire rated door allows the feasibility
of only solving half of the burn room in order to improve the resolution of
the flow and thermal fields. An extended region of 3.0 m in length, 1.4 m in
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Figure 2.30 Heat release rate profile of the designed fire.
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Figure 2.31 Mesh distribution adopted for the single compartment fire and at the door
gap and its vicinity locations.

width and 2.4 m in height is included in the simulation model to properly
model the flow characteristic passing through the door gap. The domain is
filled with a non-uniform grid of 66 x 49 x 33 grid nodal points (totaling
103,740 control volumes). Moreover, a highly concentrated mesh is generated
to resolve the smoke egress through the door gap. For the purpose of illustra-
tion, the mesh distribution for the 3mm door gap (i.e., Case I) is also demon-
strated in Figure 2.30. No-slip wall condition is specified for all the wall
surfaces by setting all the velocities to zero. Adiabatic condition is imposed
for the wall temperature calculation. For the temperatures, Neumann bound-
ary condition (i.e., the normal gradient being zero) is employed. At the fire
source, the transient heat release rate profile is specified and uniformly
distributed. It is reduced by 20% to account for radiation loss from the fire
(Markatos et al., 1986). For the extended boundaries, the vertical middle plane
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is treated as entraining surface in the present study. Other surfaces are treated
as a solid wall boundary condition.

The relevant numerical features of the ANSYS Inc., CFX computer code
have been described in the previous worked example. For this particular
problem, numerical simulations are performed in transient mode employing
the standard k-¢ turbulence model with a time step of 0.1 s for a total time
of 400 s.

Numerical results: The variation of the smoke spread or smoke leakage rates
with respect to time is illustrated in Figure 2.32. As observed, the narrow 3 mm
door gap (Case I) result yields the lowest smoke spread rates. The spreading or
leakage rate for this case reaches a maximum value of 0.148 m>/s at about 130
seconds corresponding to the same time when the fire peaks at its maximum
heat release rate. After 136 seconds, the spreading or leakage rates for door
gap configurations decline, closely following the behavior of the fire decaying
before it extinguishes at 244 seconds. The difference in the maximum spread-
ing or leakage rates displayed in Figure 2.32 is mainly attributed to the rate
at which the smoke takes its course to transgress through the door gap since
the same fire source in all four cases would generate the same total volume
of smoke. Nevertheless, the maximum spreading or leakage rate is not greatly
affected by the height of the door gap.
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Figure 2.32 Smoke spreading rates subject to four different door gaps.
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Figure 2.33 Transient pressure gradients across different door gaps.

The transient profiles of the pressure gradients across the door gaps are illu-
strated in 2.33. It is not surprising that Case I yields the highest pressure gradi-
ent because of the greater resistance to the hot gases spread by the 3 mm door
gap. This is also confirmed by the lowest hot gases spread rates predicted in
Figure 2.33. By increasing the door gap heights, the maximum pressure gradi-
ent across the door gap dramatically reduces thus resulting in a lower pressure
residing in the burn room. It is not entirely surprising that the pressure in the
burn room is directly affected by the configuration of the door gap. Overall,
the pressure gradient profiles are rather similar to the profiles of the smoke
spread and fire heat release rates.

Figure 2.34 illustrates the averaged temperature profiles of hot gases or
smoke passing through the door gaps. For all four cases, the smoke takes more
than 90 seconds before spreading or leaking into the surrounding. Before this,
the continuous stream of cold air through the door gaps actually contains the
smoke within the burn room. As the pressure and temperature increase in the
burn room, the positive pressure difference that is created eventually forces
the hot gases through the door gaps. Comparing the temperatures predicted
by each case, Case IV predicts the highest gas temperature passing through
the gap while Case I predicts the lowest temperature. Increasing the height of
the gap allows more hot gases to pass through and eventually increases the
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Figure 2.34 Averaged gas temperatures passing through the door gaps.

average temperature at the door gap. Most interestingly, significant tempera-
ture fluctuations are evident for Cases III and IV after 250 seconds. For Cases
I and II, hot gases are continually driven out of the burn room because of the
existence of substantial pressure gradients operating across the door gaps as
depicted in Figure 2.34. However, without substantial pressure gradients such
as experienced in Cases III and IV, the hot gases may become stagnant in the
door gap and mix with the incoming cold air from the surrounding. This could
explain the temperature fluctuations predicted in the two cases.

Conclusions: The rise of the burn room pressure incurs the likelihood of the
smoke spreading through the door gaps. As demonstrated through the numeri-
cal simulations, the various door gaps of different heights fail to impede the
spread of smoke. It is also observed that the large door gap (10mm) allows a
higher temperature of smoke spreading into the surrounding but is subjected
to a lower-pressure gradient. This low pressure gradient may permit the stream
of cold air to be re-entrained into the burn room. In an under-ventilated condi-
tion, a “ghosting flame” exists due to the limited oxygen content. With deplet-
ing supply of oxygen/oxidant in the burn room, the fire will be subsequently
extinguished. For the case of the large door gap with the possibility where cold
air could be re-entrained back into the burn room, the re-entrainment of cold
air may continue to sustain the fire and incur the possible back-draft
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phenomenon where the door is assessed by fire fighters. On the basis of these
numerical predictions, a fire rated door with a 3 mm door gap height is demon-
strated to represent the best measure for impeding the smoke spread while
maintaining reasonable smoothness for the door movement.

2.17 Summary

Practical fires are invariably turbulent in nature. The flow fluctuations asso-
ciated with turbulence create additional transfer of momentum, heat and
mass in the form of extra stresses on the mean flow. These extra stresses must
be modeled for field modeling of fires. What actually makes the prediction of
the effects of turbulence difficult is that no one single turbulence model can
be readily employed to span all the length and time scales since none is
expected to be universally applicable for all categories of turbulent flows.
The two-equation k-¢ model is widely used in practice. It is still valued for
its robustness and comes highly recommended for practicable computation
times and are only marginally less accurate in comparison to more sophisti-
cated turbulence models. The formulation of other two-equation eddy viscos-
ity models such as RNG k-¢ model, realizable k-¢ model, low Reynolds
number turbulence models and SST model are noted for their relevance in
handling a range of industrial external and internal flow computations. Rey-
nolds Stress Model, which allows the possibility of capturing the anisotropic
nature of turbulence, is gaining in recognition and in some circles, strongly
argued as the only viable way forward toward a general purpose classical tur-
bulence model.

On the basis of the application of the standard k-¢ model and Reynolds
Stress Model in characterizing the turbulence in a single-room compartment
fire via the volumetric heat source approach, the verdict on these models
remains open on the applicability of these models in fire problems as demon-
strated in the first worked example. The approach of representing the fire as
a volumetric heat source should always be adopted with caution as such pre-
scriptive designs depend heavily on the knowledge of the shape and size to
be specified within the computational domain. Nevertheless, if the shape and
size of the fire volume can be a priori determined, the volumetric heat source
approach has been demonstrated as a rather effective method, as exemplified
in the second worked example, in studying the influence of gap sizes affecting
the smoke spread from a burn room especially through possible narrow spaces
between the door panel and surrounding doorframe.

All turbulence models contain adjustable constants that have been pre-deter-
mined from experiments. For any CFD calculations of new turbulent flows to
be fully accepted especially in field modeling investigations, they should always
be verified or validated through available experimental or numerical data.
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Review Questions

2.1.
2.2.

2.3.
2.4.
2.5.
2.6.
2.7.

2.8.

2.9.

2.10.

2.11.

2.12.
2.13.

2.14.
2.15.

2.16.
2.17.
2.18.
2.19.

2.20.
2.21.
2.22.
2.23.

2.24.
2.25.

2.26.

CFD covers three major disciplines. What are they?

What examples can the reader list from which CFD is being employed in
traditional and non-traditional fluid engineering applications?

What are some of the advantages of applying CFD?

What are the limitations and disadvantages of applying CFD?

In fire engineering, what is field modeling?

What is the difference between a free-standing fire and a compartment fire?
A system experiences a state of thermodynamic equilibrium. How is it
achieved?

What are intensive and extensive properties? What is the difference between
them?

What is the difference between compressible and incompressible flows?
Weakly compressible assumption is generally invoked in modeling fires. How
is this achieved?

What are the basic equations of fluid motion? Explain the basis of a contin-
uum fluid in the development of these equations.

What is the basic law of the conservation of mass?

What is the difference between the conservative and non-conservative forms of
the governing equations?

What is Newton’s second law of motion?

Derive a force balance equation for all the forces acting on a differential
control volume.

What is a Newtonian fluid?

Explain the first law of thermodynamics in deriving the energy equation.
What is Fourier’s law of heat conduction?

What are additional contributions to the heat flux in a combusting fire
system?

In the scalar equation, what is Fick’s law of diffusion?

What types of boundary conditions can be imposed for field modeling?
There are four discretisation methods in the main stream of CFD. What are
they?

What are the main advantages and disadvantages of discretisation of the gov-
erning equations through the finite difference and finite volume methods?
What is the main difference between a structured and an unstructured mesh?
Is finite difference or finite volume method more suited for structured or
unstructured mesh geometries? Why?

For the figure below, show that the one-dimensional steady state diffusion term

G (r %) can be discretised according to (F %) A, — (F %> A,, for
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2.27. Based also on the preceding figure, show that the one-dimensional steady state
advection term 8(,0—1;(@ can be discretised according to (pu¢),A. — (pud),Aw
for the central grid nodal point P.

2.28. Why are upwind schemes important for strongly convective flow?

2.29. Besides the first order upwind scheme, what are other useful schemes can be
employed to enhance the accuracy of the numerical solution?

2.30. What are TVD schemes?

2.31. For unsteady flows, what is the difference between explicit and implicit time-
marching approaches?

2.32. What are common iterative matrix solvers that can be employed to solve
the set of algebraic equations for a structured or an unstructured grid
arrangement?

2.33. What is the purpose of the SIMPLE scheme? Is it a direct or iterative method?

2.34. Derive the Poisson form of the pressure correction for weakly compressible
flow.

2.35. Collocated grid arrangement suffers from a well-known effect. What is it?
How is it remedy?

2.36. Besides SIMPLE, what are other variant SIMPLE algorithms?

2.37. What is the energy cascade process in turbulence?

2.38. Why do large eddies tend to be anisotropic in nature? On the other hand, why
are small-scaled eddies isotropic in nature?

2.39. What are the important characteristics of turbulent flows?

2.40. The Reynolds number is a ratio of two forces. What are they?

2.41. What is the difference between Reynolds-Averaged and Favre-Averaged
Navier-Stokes equations?

2.42. What is Newton’s law of viscosity?

2.43. The Prandtl number is a ratio of two fluid properties. What are they?

2.44. The Schmidt number is a ratio of two fluid properties. What are they?

2.45. Besides the standard k-¢ model, what other turbulence models that can be fea-
sibly applied to characterize the turbulent flow in compartment fires?

2.46. Why near-wall modeling is required for turbulence modeling? What are possi-
ble approaches that can be adopted to overcome the difficulty of modeling the
near-wall region?




3 Additional Considerations
in Field Modeling

Abstract

Combustion and radiation are characteristic and inseparable features of fires. In
order to gain a better understanding of the flaming behavior of all fires, the inclu-
sion of combustion and radiation characteristics into field modeling represents a
fundamental addition to the complex numerical modeling of fires.

The necessity to adopt relevant models in specifically bandling the combustion
chemistry and radiation heat transfer in fires is exemplified in this chapter. For
combustion, the principal knowledge of whether the process is governed by
chemical kinetics or turbulent mixing determines the appropriate selection of suit-
able models. For radiation, the consideration of appropriate models depends on
the level of simplification in the radiative properties of absorbing gases, and in
the level of sopbistication of the radiative transfer and total heat transfer model-
ing. A range of models is described to demonstrate their applicability in meeting
the various challenging aspects of aptly simulating the combustion and radiation
processes associated with practical fires.

PART III COMBUSTION

3.1 Turbulent Combustion in Fires

Subject to the availability of three basic elements as illustrated in Figure 3.1
(fuel, oxygen, and heat), favorable flammable or combustion conditions will
occur when adequate supplies of fuel and oxygen react in an environment with
sufficient heat. A flaming fire is categorically a rapid oxidation process.
The chemical reaction itself is the convergent result of the three elements of
heat, oxygen, and fuel. To create a self-sustaining combustion process, it is
the chemical reaction that actually feeds the fire more heat and allows it to
continue. A burning fire can therefore be regarded as a manifestation of the
chemical reaction. It is nonetheless recognized that the mode of burning may
depend somewhat on the physical condition and distribution of the fuel and
its surrounding environment than on its chemical nature.

In a state of combustion, a flame is the product of a highly exothermic reac-
tion and can be regarded as a body of gaseous material consisting of reacting
gases and finely dispersed carbonaceous particles (soot). The soot particles
emit specific bands of electromagnetic (EM) wavelengths, depending on the
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Combustion Products

CHEMICAL
REACTION

FUEL

Figure 3.1 A schematic representation of four essential elements for a flaming fire.

combustion chemistry on the fuel involved. Consider a naturally flaming
process as described by a burning candle in Figure 3.2. This common flame
is a classical example of a diffusion flame. Another example is a Bunsen burner
with a closed oxygen valve. The principal characteristic of the diffusion flame
is that the fuel and oxidizer (oxygen) are initially separated and combustion
occurs in the zone where the gases are mixed. A candle flame operates through

Candle Flame

/ Luminous Yellow Zone

Dark Zone

Melted Wax
Blue Tip

Figure 3.2 An example of a naturally flaming process: a burning candle.
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the evaporation of the fuel rises in a laminar flow of hot gas, which reacts with
the oxygen diffusing into the flame from the surrounding air. The identifiable
luminous yellow zone of the candle flame represents the soot being produced
and becomes incandescent from the heat of the chemical reaction. In the candle
flame, a zone of blue tip exists because of the occurrence of some premixing of
the fuel and oxidizer at the bottom edge of the wick where the flame is
quenched, which incidentally has a similar appearance to a premixed flame.
In a premixed flame, the structure of the flame is rather different. A fully
aerated Bunsen burner is the simplest example in developing such a flame
where the oxygen supply is premixed with the fuel prior to combustion. A
blue-colored flame demonstrates the efficiency of the combustion process and
results in less radiative soot being produced.

Laminar flames have low flame speeds. The slow diffusion process of a burn-
ing candle represents a typical laminar flame. Most practical fires occur, how-
ever, at high flame speeds. The combustion process is now characterized by
turbulent flows. The eddy mixing process strongly governs the turbulent com-
bustion between the fuel and the oxidizer. The size of the turbulent eddies that
move back and forth randomly and across adjacent fluid layers significantly
influence the flame-front thickness. According to Damkohler’s (1940, 1947)
phenomenological investigations, sufficiently large-scale turbulence, of which
the localized turbulent eddies are much larger than the flame-front thickness,
is seen to merely wrinkle the laminar flame without significantly modifying
its internal structure as illustrated by the near-turbulent flame structure in the
left-hand pictures of Figure 3.3. On the other hand, sufficiently small-scale
turbulence alters the effective transport coefficients in the flame without

Figure 3.3 Examples of turbulent flame structures of methane: near-turbulent (left)
and fully turbulent (right) (both after Lakshminarasimhan et al., 2006)
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significantly wrinkling the flame front. Under these circumstances, transport of
heat and chemical species is due to the turbulent diffusivity but not the molec-
ular diffusivity. Further insights into the behavior of turbulent flames have
nevertheless led to the proposal of a series of mechanisms of a distributed reac-
tion zone describing the effect of turbulence on the combustion zone in order
to overcome the failure of the wrinkled-flame concept developed initially by
Damkohler. Three mechanisms were identified by Kovasznay (1956): (1) weak
turbulence merely wrinkles the laminar flame front; (2) stronger turbulence
disrupts the flame front; and (3) still stronger turbulence results in homoge-
neous reaction mixtures, in the limit sometimes called the continuously stirred
reactor. At very high flame speeds—in other words, very high Reynolds
numbers—the flame surface becomes very complex as demonstrated by the
irregular structure of the flame envelope in the right-hand picture of Figure 3.3.
Turbulent flames, unlike laminar flames, are often accompanied by noise and
rapid fluctuations of the flame envelope. Turbulence first appears at the tip
of the flame and thereafter extends further down toward the burner nozzle
as the jet velocity increases. For fully developed turbulent flames, the oxidation
process is dominated by eddy mixing due to the increased entrainment of air
into the reaction zone, which subsequently results in more efficient
combustion.

Most practical fires are naturally flaming processes. Flames from natural
fires such as the burning of condensed fuels (for example, a campfire depicted
in the left-hand picture of Figure 3.4), are considerably different from jet

Figure 3.4 Flames from a campfire (left) and a porous bed gas burner (right).
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flames as seen in Figure 3.3. Natural flames are dominated by buoyancy, and
the momentum (or inertia) of the volatiles rising from the surface is generally
very low. In contrast, the momentum of the fuel in jet flames largely determines
the behavior and structure of the flames. This chapter deals principally with
the combustion of flames from burning solids, although much knowledge has
been gained from numerous experimental studies of fires on flat, porous bed
gas burners employing hydrocarbon fuels such as those by McCaffrey (1979)
and Cox and Chitty (1980) (for example, the flame shown in the right-hand
picture of Figure 3.4). In most compartment fire investigations, flat, porous
bed gas burners are generally used. For fuel beds that are less than 0.05 m in
diameter, the flames are generally considered as laminar. Buoyant diffusion
flames with fully developed turbulence are observed for fuel beds having
diameters greater than 0.3 m. In spite of the different flow characteristics,
the combustion chemistry within the jet and buoyant diffusion flames is in
effect identical; there are some commonalities in understanding the process
of combustion or burning in both types of flames. Like fully developed turbu-
lent jet flames, the oxidation process of buoyant diffusion flames with fully
developed turbulence is also dominated by eddy mixing. In the next section,
the process of combustion or burning of fires is described via the understanding
of the chemical kinetics. In particular, the theories of turbulent combustion and
assumptions made therein are discussed.

3.2 Detailed Chemistry versus Simplified Chemistry

In retrospect, combustion or burning is usually associated with the occurrence
of a complex sequence of exothermic chemical reactions between a fuel and
an oxidant. During such a process, combustion products are generated accom-
panied by the release of heat or both heat and light in the form of flames. Some
chemical reactions can occur very rapidly, while others can occur very slowly.
Most chemical reactions develop rapidly as the temperature increases. In gen-
eral, combustion of practical fires, as will be explained in this section, is full
of complex chemical reactions and is greatly influenced by turbulence. Similar
to many combustion studies of flames, understanding the chemical kinetics in
fires is a branch of chemical science that quantitatively studies the rates of
chemical reactions and, more importantly, is the part of chemical science that
deals with the interpretation of the empirical kinetic laws in terms of reaction
mechanisms. All chemical reactions take place at a definite rate. They are
strongly influenced by a number of prevailing conditions that exist within
the system. Some of the important conditions are concentrations of the chemi-
cal compounds, surrounding pressure, temperature, presence of a catalyst or
inhibitor, and the effects of radiation heat transfer.

In laminar combustion, the rate of reaction of a chemical reaction can
usually be defined as the rate at which one of the reactants disappears to form
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products—in other words, the rate at which the products are formed. In a state
of complete combustion, the reaction mechanism can be expressed in a single-
step fashion as

Fuel 4+ Oxidant — Products (3.2.1)

For a hydrocarbon such as methane, the products would comprise only of
carbon dioxide and water vapor in the stoichiometric equation of

CHy4 + 20, — CO;, + 2H,0 (R1)

The preceding chemical reaction depicts the fuel and the oxygen that are in
exactly equivalent or stoichiometric proportions. Equation (R1) illustrates that
1 mole of methane reacts with 2 moles of oxygen to form 1 mole of carbon
dioxide and 2 moles of water vapor. For combustion occurring in air, equation
(R1) may be modified to include the nitrogen complement as

79

CH4 +20, 4+ 2 x (H

)Nz — CO, +2H,0 + 2 x (%)Nz (RZ)

Equation (R2) demonstrates that 1 mole of methane requires 9.524 (=2 +
(79/21) x 2) moles of air. Introducing the molecular weights of methane and
air (16 g and 28.95 g, respectively), 1 g of methane requires 17.23 g of air
for stoichiometric burning to carbon dioxide and water vapor. More generally,

1(g or kg) fuel +r (g or kg) air — (1 +7) (g or kg) products (3.2.2)

where 7 is the stoichiometric air requirement for the fuel in question.

All combustion reactions occur with the release of energy. This may be
quantified by defining the heat of combustion (AH,) as the total amount of heat
released when a unit quantity of a fuel is oxidized completely. It is noted that
heats of combustion are normally determined at constant volume in a bomb cal-
orimeter in which a known mass of fuel is burnt completely in an atmosphere of
pure oxygen (Moore, 1972). Assuming that there is no heat loss (adiabatic), the
quantity of heat released is calculated from the temperature rise of the calorime-
ter and its contents, whose thermal capacities are known. The use of pure
oxygen ensures complete combustion, and the result yields the heat release at
constant volume. Values of heat of combustion for a range of gases, liquids,
and solids are given in Table D.1 of Appendix D. Bomb calorimetry also
provides the means by which standard heats of formation (AH") of many
chemical compounds that may be determined. Values of various standard heats
of formation of selected species are given in Table D.2 of Appendix D. More
complete information can be found either from JANAF Thermochemical
Tables or the Handbook of Chemistry and Physics. In practice, the heat of
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combustion may also be expressed in terms of air consumed. It is convenient
for many purposes to assume that air consists only of oxygen (21%) and nitro-
gen (79%) as the main constituent gases. The ratio of nitrogen to oxygen in air
is approximately 79/21 = 3.76. Values of heat of combustion in air for a range
of gases, liquids, and solids are also given in Table D.1.

Chemical equations such as those represented by equations (R1) or (R2)
define the stoichiometry of a complete chemical reaction. The rate-controlling
mechanism can be postulated to involve the collision or interaction of a single
molecule of fuel with a single molecule of oxygen. In such a case, the rate of
reaction is proportional to the collision of the fuel and oxygen. At a given tem-
perature, the number of collisions according to the law of mass action' is pro-
portional to the products of the local concentrations of reactants in the
mixture. The reaction rate of the fuel is

Ry, = kCpCor (3.2.3)

where k is the proportionality constant called the specific reaction rate con-
stant. For a given chemical reaction, k is independent of the concentrations
of the fuel and oxidant—Cp, and C,,—and depends only on the temperature.
The influence of temperature on the rate of reaction may be expressed in terms
of the Boltzmann factor—exp(—E, /R, T)—specifying the fraction of collisions
that have an energy greater than the activation energy E,, as suggested by
Arrhenius (1889). The equation for k to calculate chemical reactions rates,
which incidentally is also called the Arrhenius law, may be expressed as

k=A, exp <_ RE“ ) (3.2.4)

Here, A, is assumed to include the effect of the collisions of molecules, the ste-
ric factor associated with the orientation of the colliding molecules, and the
mild temperature dependence of the pre-exponential factor. This parameter
A,, which represents the collision frequency, is usually expressed as a function
of temperature in the form of AT”. The appropriate values of A, n, and E, are
based on the nature of the elementary reaction. It should be noted that these
parameters are neither functions of the concentrations nor of temperature for
given chemical changes.

Combustion processes are never perfect or complete in reality. For example,
the gas-phase oxidation mechanism for methane usually involves a series of
elementary steps, as shown by the detailed reaction mechanism in Table 3.1.
This table is an extension of the original table of reaction mechanism for
C1/C; hydrocarbon combustion formulated in Leung et al. (1991), with the con-
sideration of additional reaction steps of methanol (CH;OH) (between reaction

"The origin of the law of mass action and its relation to first principles can be found in Penner
(1955).



142 Computational Fluid Dynamics in Fire Engineering

TABLE 3.1 Reaction mechanism for C,/C, hydrocarbon combustion. Rate
coefficient in the form ks = AT" exp(—E./R,T)

Reaction A n E

1. H+0, — OH+ O 2.00E + 14 0.0 7.03E + 04
2. O+H, — OH+H S.12E + 04 2.67 2.63E + 04
3. OH+H, — H,O+H 1.00E + 08 1.6 1.38E + 04
4. OH + OH — H,O+ O 1.50E + 09 1.14 4.16E + 02
5. 2H+M — H,+M 9.80E + 13 - 0.6 0.0

6. H+OH+M — H,O+M 2.20E + 19 —-2.0 0.0

7. H+0,+M — HO,+M 2.30E + 15 - 0.8 0.0

8. H+ HO, — 20H 1.68E + 14 0.0 3.66E + 03
9. H+ HO, — H,+ 0O, 4.30E + 13 0.0 5.90E + 03
10. O + HO, — OH + O, 3.20E + 13 0.0 0.0

11. OH + HO, — H,O0 + 0O, 2.90E + 13 0.0 2.08E + 03
12. CO + OH — CO,+H 4.40E + 06 1.5 — 3.08E + 03
13. CH4+H — CHj3 + H, 1.32E + 04 3.0 3.36E + 04
14. CH4+ O — CH; + OH 6.92E + 08 1.56 3.55E + 04
15. CH4 + OH — CH; + H,O 1.56E + 07 1.83 1.16E + 04
16. CH; + H —  CHy4 1.90E + 36 - 7.0 3.79E + 04
17. CH;+ O — CHO +H 8.43E + 13 0.0 0.0

18. CH; + OH — CH,O0 + H, 8.00E + 12 0.0 0.0

19. CH; + CH3; —  CyHg 1.70E + 53 —-12.0 8.12E + 04
20. CHj; + CH; — GCHs; +H 8.00E + 14 0.0 1.11E + 0§
21. CH; + CH, — GCHy +H 4.00E + 13 0.0 0.0

22. CH, +H — CH+ H, 6.00E + 12 0.0 — 7.50E + 03
23. CH, + O — CO + 2H 1.20E + 14 0.0 0.0

24. CH; + O, —  CO, + 2H 3.13E + 13 0.0 0.0

25. CH, +GCH, — GCiH;+H 1.80E + 12 0.0 0.0

26. CH,; + G;HO — GCyH; + CO 2.00E + 13 0.0 0.0

27. CH,O+ H — CHO + H, 2.30E + 10 1.05 1.37E + 04
28. CH,0+ O — CHO + OH 4.15E + 11 0.57 1.16E + 04
29. CH,0+ OH — CHO + H,0 3.43E + 09 1.18 —1.87E + 03
30. CH+ O — CO+H 4.00E + 13 0.0 0.0

31. CH+ O, — CO + OH 3.30E + 13 0.0 0.0

32. CH + CH, —  C3Hj; 1.90E + 13 0.0 0.0

33. CHO +H — CO+H, 9.00E + 13 0.0 0.0

Continued
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TABLE 3.1 Reaction mechanism for C;/C; hydrocarbon combustion. Rate
coefficient in the form ks = AT" exp(—E./R, T).—Cont’d
Reaction A E

34. CHO + O — CO + OH 3.00E + 13 0.0 0.0

35. CHO + O — CO,+H 3.00E + 13 0.0 0.0

36. CHO+OH — CO + H,O 1.02E + 14 0.0 0.0

37. CHO + O, — CO + HO;, 3.00E + 12 0.0 0.0

38. CHO + M —- CO+H+M 2.50E + 14 0.0 7.03E + 04
39. CHsOH+H — CH30 +H, 4.00E + 13 0.0 2.55E + 04
40. CH;OH+ O — CH;0 + OH 1.00E + 13 0.0 1.96E + 04
41. CH3;0H + OH — CH3;0 + H,O 1.00E + 13 0.0 7.10E + 03
42. CH;0 + H — CH,O + H, 2.00E + 13 0.0 0.0

43. CH;0+ 0, — CH;O + HO; 1.00E + 13 0.0 3.00E + 04
44, CH;0 + M — CH,O+H+ M 1.00E + 14 0.0 1.05E + 0S5
45. CHg¢ + H — GCyHs + H, 1.44E + 09 1.5 3.10E + 04
46. CHg + O — GCyHs + OH 1.00E + 09 1.5 2.43E + 04
47. CH¢ +OH — GC,Hs + H,O 7.23E + 06 2.0 3.62E + 03
48. CHs + O — GCH,O+H 8.43E + 13 0.0 0.0

49. CyHs + O, — GCH4 + HO;, 1.02E + 10 0.0 —9.15E 4+ 03
50. C,H; — GCH4;+H 1.00E + 46 9.1 2.44E + 05
51. CGHy+H — GCH; + H, 5.42E + 14 0.0 6.28E + 04
52. CHy + O — CHO + CH; 3.50E + 06 2.08 0.0

53. CGHy;+OH — GC,H; + H0 7.00E + 13 0.0 1.26E + 04
54. C,H,+OH — CH;+ CH,O 1.99E + 12 0.0  4.02E + 03
55. CGGH,O+H — GCH;0 +H, 4.09E + 09 1.16 1.00E + 04
56. C;HLO+0O — GCH30 + OH 5.80E + 12 0.0 7.60E + 03
57. CH,O0+OH — GC,H;0 +H,O 2.35E+ 10 0.73 —4.65E + 03
58. CG;H; +H — GH, + H, 1.20E + 13 0.0 0.0

59. CH; +0O — GCH,O+H 3.00E + 13 0.0 0.0

60. CHz; + O, — CH,O + CHO  5.40E + 12 0.0 0.0

61. C,H; - GCH,+H 5.30E + 31 5.5 1.94E + 05
62. CGH;0+M — CH;+CO+M 1.00E + 15 0.0 3.94E + 04
63. CH, +H — GCH+ H, 6.00E + 13 0.0 1.16E + 05
64. CH, + O — CH, + CO 2.17E + 04 2.8 2.08E + 03
65. CH, + O — C,HO + H 2.17E + 04 2.8 2.08E + 03
66. C;H, + OH — GCH,O+H 6.00E + 13 0.0 5.40E + 04
67. CH, + OH — GCH + H,O 6.00E + 13 0.0 S5.40E + 04

Continued
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TABLE 3.1 Reaction mechanism for C1/C, hydrocarbon combustion. Rate
coefficient in the form ks = AT" exp(—E,/R,T).—Cont’d

Reaction A n E
68. CGGH,0+H — CH;+ CO 1.80E + 13 0.0 1.40E + 04
69. CG;H,O0+0O — CHO + CHO 2.30E + 12 0.0 5.70E + 03
70. CGH,0+0 — CO + CHO 1.00E + 13 0.0 0.0
71. CH, O+ OH — CH,O + CHO 1.00E + 13 0.0 0.0
72. GH,0+M — CH,+CO+M 1.00E + 16 0.0 2.48E + 05
73. CGH+ O, —  CO + CHO S.00E + 13 0.0 6.30E + 03
74. CGH+ GH, — CH, +H 3.50E + 13 0.0 0.0
75. CHO + H — CH, + CO 3.00E + 13 0.0 0.0
77. CsHy + H — GC3H; + H; S.00E + 12 0.0 6.28E + 03
78. CsHy + O — CH,O0 + GCH, 1.00E + 12 0.0 0.0
79. CsHs + O —  GCyH; + CHO 1.00E + 12 0.0 0.0
80. CGH,+ OH — GC,H4 + CHO 1.00E + 12 0.0 0.0
81. CGGH4+OH — GCH;+ CH,O 1.00E + 12 0.0 0.0
82. CsH4 — GC3H; +H S.00E + 17 0.0 3.70E + 05
83. CsH;+ O —  GC3H, + OH 3.20E + 12 0.0 0.0
84. C3H; + O — CO + CH; 3.80E + 13 0.0 0.0
85. GHz + O, —  GCHO + CH,O 6.00E + 12 0.0 0.0
86. C;H, + H —  CsH; 6.00E + 12 0.0 0.0
87. CiH, + O — GH + CHO 6.80E + 13 0.0 0.0
88. CH, + OH — GCH, + CHO 6.80E + 13 0.0 0.0
89. C4H, + O — GC3H, + CO 2.70E + 13 0.0 7.20E + 03
90. C4H, + OH — GC3H, + CHO 3.00E + 13 0.0 0.0
91. CGH, +CGH — CiH, +H 3.50E + 13 0.0 0.0

steps 39 and 44 in Table 3.1). Additional reaction steps of ethanol (C,Hs;OH) are
also included for completeness, which can be found in Table 3.2 (Warantz, 1984).
The total reaction scheme thus comprises of 41 species and has 116 forward reac-
tion steps. Normally, chemical reactions can proceed in both the forward direc-
tion (reactants forming products, rate constant kg and the reverse direction
(reaction products reforming reactants, rate constant k); all the reverse reactions
in Tables 3.1 and 3.2 are computed from relevant equilibrium constants, which
will be described in section 3.4.1.3. The units in Tables 3.1 and 3.2 are in cm (cen-
timeter), s (seconds), mol (mole), J (Joules), and K (Kelvin).

There are some circumstances in field modeling where the great amount of
chemical information produced by a detailed reaction mechanism, represented
in Tables 3.1 and 3.2, is not entirely necessary and a simpler reaction



Table 3.2 Extended reaction mechanism for C, hydrocarbon combustion for ethanol (C,H;OH).
Rate coefficient in the form ks = AT" exp(—E,/R,T).

Reaction A n E

9. C,H;0H = CH;0 + CH; 3.10E + 15 0.0 3.37E + 05
93. C,HsOH + OH — s-CHsO + H,O 8.00E + 06 1.78 — 6.45E + 03
94. C,HsOH + OH — C,Hs0 + H,O 1.14E + 06 2.0 3.82E + 03
9s. C,H;OH + OH — p-C,HsO0 + H,O 2.56E + 06 2.06 3.60E + 03
9%6. C,Hs0H + O = s-C,H;0 + OH 6.00E + 05 2.46 7.74E + 03
97. C,Hs0H + O - C,H;s0 + OH 4.82E + 13 0.0 2.87E + 04
98. C,H;0H + O — p-C,Hs;O + OH 5.00E + 12 0.0 1.85E + 04
99. C,H;0OH + H — s-C,HsO + H, 4.40E + 12 0.0 1.91E + 04
100. C,H;OH + H — C,HsO + H, 1.76E + 12 0.0 1.91E + 04
101. CH;OH + H — p-CHsO + H, 2.00E + 12 0.0 3.97E + 04
102. C,H;s0H + O, = s-GH;50 + HO, 4.00E + 13 0.0 2.14E + 05
103. C,H;0OH + O, — C,Hs0 + HO, 2.00E + 13 0.0 2.34E + 05
104 C,H;0OH + O, — p-C,Hs;0 + HO, 4.00E + 13 0.0 2.13E + 05
10S. p-C,H;0 — s-C,HsO 1.00E + 11 0.0 1.13E + 05
106. s-C,H;0 + M — CH, O +H+M 5.00E + 13 0.0 9.15E + 04
107. s-C,Hs;0 + H — C,H,O + H, 2.00E + 13 0.0 0.0

108. s-C,Hs;0O + OH — C,H4,0 + H,O 1.50E + 13 0.0 0.0

109. s-C,Hs0 + O — C,H40 + OH 9.04E + 13 0.0 0.0

110. s-C,Hs0 + O, — C,H40 + HO, 8.40E + 15 1.2 0.0

111. s-C,HsO 4+ O, — C,H4O + HO, 4.80E + 14 0.0 2.09E + 04
112. C,H;0 = CH,O + CH; 1.00E + 15 0.0 9.04E + 04
113. C,H;s0 + 0, - C,H,0 + HO, 9.77E + 10 0.0 6.65E + 03
114. C,Hs0 + OH — C,H4O + H,O 1.00E + 14 0.0 9.75E + 04
115. CH;O + H — CH4O + H, 1.00E + 14 0.0 0.0

116. C,H;0 + O — C,H,O + OH 1.21E + 14 0.0 0.0
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mechanism should suffice. In many combustion investigations, detailed
mechanisms have been developed and validated for simpler C1/C, hydrocarbon
combustion. Nevertheless, numerical models that consider large-scale flames in
two- or three-dimensional geometries may not be able to incorporate detailed
kinetic mechanism because of the enormous computational costs that would
likely be involved. For a given reaction mechanism, the computational costs
depend predominantly on the number of chemical species rather than on the
total number of reactions. Conventional numerical solution techniques for par-
tial differential equations indicate that the computer time requirements are
roughly proportional to N2, where N is the number of species. As such, the
total number of species to be considered in combustion can dramatically influ-
ence the computer requirements to resolve reacting flows.

Returning to the detailed oxidation mechanism of methane, one possible sim-
plification is to adopt a quasi-global reaction mechanism as suggested by Edelman
and Fortune (1969), which combined a single reaction of fuel and oxygen to form
carbon monoxide CO and hydrogen H, together with a detailed reaction mecha-
nism for CO and H; oxidation. For example, the fuel consumption reaction of
methane to produce CO and H, can be modeled by the global reaction step

CHy4 + %02 — CO +2H;, (R3)

According to Westbrook and Dryer (1981), the reaction rate constant k for
methane is

k=2.3x10"exp <— Rgu(?T)

There are also other reaction rate constants for important gaseous phase fuels
besides methane that have been established in Westbrook and Dryer (1981).
Equation (R3) is further combined with 21 elementary reactions and species
in the CO-H,-O, system, of which the reactions and rate parameters are tabu-
lated in Table 3.3 after Westbrook and Dryer (1981). The units are cm (centi-
meter), s (seconds), mol (mole), kcal (kilocalorie), and K (Kelvin).

With reference to the single-step mechanism of equation R2, computa-
tional solutions are required for five species including nitrogen. The CO-
H,-O;, mechanism includes 10-12 species (H, O, H,, O,, OH, H,O, N,
CO, CO,, HO,, H,0,, and CH,), while the detailed reaction mechanism
for methane involves 41 species. In terms of computer time requirements,
the quasi-global model is roughly between the simplest model and the most
detailed model. The weakness of this approach is that the flame structure
and species concentrations in the combustion zone cannot be accurately pre-
dicted due to the neglect of the detailed chemistry. Nevertheless, the strength
of this approach allows accurate values to be predicted for the adiabatic
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TABLE 3.3 Reaction mechanism used in quasi-global mechanism for CO-H,-O,
system. Rate coefficient in the form ks = AT" exp(—E./R,T)

Reaction A n E
1. H+ O, — O + OH 22E+14 0.0 16.8
2. H, + O — H + OH 1.8E+ 10 1.0 8.9
3. O + H,O — OH + OH 6.8E+ 13 0.0 18.4
4. OH + H, — H + H,O 22E+ 13 0.0 51
S. H+0,+M — HO, + M 1.5E+15 0.0 - 1.0
6. O + HO, — OH + O, S.0E + 13 0.0 1.0
7 H + HO, — OH + OH 25E+ 14 0.0 1.9
8. H + HO, — H, + O, 25E+13 0.0 0.7
9. OH + HO, — H,O + O, SOE+13 0.0 1.0
10. HO; + HO, — H,0, + O, 1.0E+ 13 0.0 1.0
11. H;O0, + M — OH+OH+M 12E+17 0.0 45.5
12. HO, + H, — H,O, + H 73E+ 11 0.0 18.7
13. H,0, + OH — H,O + HO, 1.0E+ 13 0.0 1.8
14. CO + OH — CO,+H 1.5E+07 1.3 - 0.8
15. CO + O, — CO, + O 3.1E + 11 0.0 37.6
16 CO+0+M — CO, + M S9E+15 0.0 4.1
17.  CO + HO, — CO, + OH 1.5E+ 14 0.0 23.7
18. OH+ M — O+H+M 8.0E+ 19 0.0 103.7
19. O, +M — 0O+0+M SAE+15 0.0 115.0
200 H,+M — H+H+M 22E+14 0.0 96.0
21. H,O+M — H+ OH + M 22E+16 0.0 105.0

flame temperature and the equilibrium post-flame chemical composition,
since all of the important elementary reactions and species in the CO-H,-
O, system are considered. Note that the adiabatic flame temperature, by def-
inition, is the temperature of the combustion products, where the combustion
process takes place adiabatically and with no work or changes in kinetic or
potential energy. This represents the maximum temperature that can be
achieved for the given reactants, as any heat transfer from reacting substances
and any incomplete combustion would have a tendency to lower the temper-
ature of the products. The complete combustion dictated by equation (R1) in
pure oxygen stream or equation (R2) in air will yield the adiabatic flame tem-
perature. A sample calculation of the adiabatic flame temperature and a table
tabulating typical adiabatic flame temperatures for a range of fuels are pre-
sented in Appendix B.
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Alternatively, an even simpler global reaction scheme for hydrocarbon fuels
has been proposed by Jones and Lindstedt (1988). In essence, these reaction
schemes comprise of two competing fuel breakdown reactions and equilibrium
assumptions that have been employed to derive the initial estimates of the rate
expressions. For example, the four-step reaction mechanism for methane is

deduced as

CH,4 +%02 — CO+2H, (R4)
CH,4 +H,0 — CO + 3H, (R5)
H, Jr%o2 = H,0 (R6)
CO+H,O = CO,+H, (R7)

Appropriate values of the rate constants for the four-step reaction steps
between equations (R4)—(R7) can be estimated according to

krs = 4.4 x 101 exp(— ;MOT)

krs = 3.0 x 10%exp < RZOT>

40
=2.5x10"T 'exp( —
kRG 5x10 exp( RMT>

161 40

/QR7 =6.8x10°T exp< R,,,T)
The units for the preceding reaction rate constants are in kg (kilogram), m
(meter), s (seconds), kmol (kilomole), kcal (kilocalorie), and K (Kelvin). From
the preceding, only 7 species (H,, O,, H,O, N,, CO, CO,, and CHy) are con-
sidered, which further reduces the computer time requirements in comparison
to the quasi-global reaction mechanism. This proposed mechanism has demon-
strated excellent agreement with measured major chemical species for a wide
range of premixed and diffusion flames computed. In Jones and Lindstedt
(1988), reactions rate constants for gaseous alkane hydrocarbons have been
formulated up to butane. One of the many attractions of this particular global
reaction mechanism is the inherent simplicity it represents and can therefore be
viewed as realistic alternatives to fundamental reaction schemes, where such
schemes are either unknown or precluded on computational grounds. The
extension of the schemes to include other fuels of practical interest, such as
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gaseous phase kerosene and octane, appears to be comparatively straightfor-
ward. We also note other similar global reaction schemes, which have been
developed in the similar genre as aforementioned. In the study by Liu et al.
(2003), a different four-step chemical kinetic mechanism is employed for the
simulation of methane combustion of a spatially developing transitional free
jet flame at moderate Reynolds number. The mechanism entails the following
four reaction steps:

CHy + 2H + H,0 — CO + 4H, )
CO + H,0 = CO, +H, R9)
H+H+M—H,+M (R10)
0, +3H,0 = 2H +2H,0 (R11)

Reaction rate constants expressed in the Arrhenius form of
kj = A/T"exp(—E,;/R,T) and suitable equilibrium constants required to eval-
uate the reverse reactions just indicated have been obtained from Seshadri and
Peters (1988).

Admittedly, in spite of the established science in aptly determining the
detailed chemical reactions for a range of simpler alkane hydrocarbon fuels
such as methane, ethane, propane, and to some extent heptane, comprehensive
combustion chemistry for complex fuels is still yet to be further determined.
Specifically for fires, the detailed combustion chemistry of solid fuels such as
cellulose or polymethylmethacrylate (PMMA) remains elusive. It is not entirely
surprising that many field modeling investigations are still much inclined in the
use of a simple single-step irreversible reaction in the form of equation (3.2.2),
because of the absence of any a priori knowledge in handling the combustion
of these combustible materials.

In considering turbulent combustion, the problem is nevertheless further
compounded by the presence of turbulent fluid flow being intimately coupled
with the chemical kinetics. Based on either the Reynolds or Favre decomposi-
tion and averaging, there is a great difference between the time-averaged
or Favre-averaged reaction rate and the rate of reaction based on averaged
quantities. Returning to the simple one-step irreversible reaction described in
equation (3.2.3), noting that Cs, = (pYp,)/Mp, and Coy = (pYox)/Moy, where
Ys and Y, are the mass fractions of fuel and oxygen, the instantaneous
rate of reaction using the ideal-gas law of equation (2.3.2) and employing the
Reynolds decomposition and averaging takes the form:

APZ — n—2 E 1

) (Yoot Vi) (Vo + ) (32.9)
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The exponential term in the preceding equation may be written as

( E, 1 ) ( E, ) ( E, T/T )
exp| — 5= =exp| ———= |exp — —
R.T+T R, T R,T1+T/T

Expressing in terms of series expansions, the time-averaged reaction rate
may be expanded to yield

- Apz—nfz ( Ea ) —
Ry = T “e ———=|Y,Y(1+F 3.2.6
=R P~ ) Vi (1+F) (3.2.6)
with F given by
Yl Y/ ﬁ T/Y/ W
_ “fu~ox fu ox
quYox ( 2 QZ 1Q1) Tz ( ! Ql) Tqu TYox
T'Y; Y!. %Y, T2y T3
PP = Py | L o | (P4 Q3) 5
Tquyox T qu T Y, T
(3.2.7)
where
" — 1) 1/ E;,\”
py=3 " (1t =) = ( _) (3.2.8)
= (n—k)![(n— 1”7 \R, T
QnE(a—Z)(oc—l)...(ochlJrn) (3.2.9)

n!

The term F in equation (3.2.6) includes the influence of turbulence on the time-
averaged reaction rate. It should be noted that a development similar to the
Reynolds decomposition can be followed for Favre decomposition and averag-
ing. The increase of complexity of handling the time-averaged reaction rate of
equation (3.2.6) results primarily from the need to close the system of equa-
tions by appropriately treating the second-, third-, or even higher-order corre-
lation terms. By assuming that the series of F is convergent, the procedure can
be followed by considering suitable transport equations for the second-order

TY!

ox?

correlation terms: Y;u Y T Y;u,

tice is to neglect the third- and higher-order correlation terms by equating them
to zero. This, of course, can lead to erroneous results, since these zero values
may be inconsistent with the inequalities that exist between moments of vari-
ous orders (Bilger, 1980). Even by considering the second-order correlation

T'*. In most cases, the common prac-
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terms, this method is only applicable for relatively simple chemistry such as the
single-step irreversible reaction. The extension of the method to the reduced
four-step kinetic mechanisms remains plausible but challenging. More impor-
tantly, the series of F is convergent only if (E;/R,) is not much larger than
the mean temperature T, and the fluctuation levels are small. In practice,
(Es/R.T) is usually much greater than unity for many combustion problems.
This presents a severe restriction on the applicability of equation (3.2.6) to
practical problems. In order to overcome the difficulty in modeling these
non-linear terms, various combustion models, capable of better handling prac-
tical flames, are explained in detail in the next section. The many possible alter-
native approaches to modeling turbulent combustion will be discussed in light
of the assumptions imposed, the model formulation, their physical implica-
tions, and their validity to different flame flow configurations.

3.3 Overview of Combustion Modeling Approaches

Most chemical reactions have high rates. A limiting case nonetheless exists
when the chemical reaction time is negligibly short in comparison to the mix-
ing time due to turbulence, which is represented by the fast time scales at the
extreme left-hand side of the chemical time scale in Figure 3.5. In this limit,
the fast chemistry assumption for the turbulent flame drastically simplifies
the problems of chemistry-turbulence interactions, since the molecular-species
concentrations are directly related to a conserved scalar, and the statistics of
all thermodynamics variables are obtainable from the knowledge of statistics
of that scalar (Bilger, 1980). This so-called conserved-scalar approach removes
the need to evaluate the mean reaction rates; all equilibrium chemical compo-
sition, temperature, and density of a gaseous mixture can be adequately deter-
mined if the elemental mass fractions of all the chemical species, the pressure,

Fast time scales: Intermediate Slow time scales:
Formation of time scales: Soot formation
. radicals CO oxidation
time scates | AT
10-8 10-6 104 10-2 100

I | | I | |

time scales | I |

Time scale of
flow, transport,
and turbulence

» Time (s)

Figure 3.5 Chemical and physical time scales (adapted after Maas and Pope, 1992).
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and the enthalpy are known. A typical choice for strictly conserved (i.e., zero
source) scalar variable is the mixture fraction. The use of probability density
function (PDF) links the means and higher moments of chemical species and
temperature to those of the conserved scalar. This approach is commonly
known as the flame sheet approximation or mixed-is-burnt model.

Early attempts to analyze turbulent diffusion flames using the mixed-is-
burnt model have entailed the consideration whereby the chemical reaction
possessed the features of being single-step, irreversible, and infinitely fast
such as in the form of equation (3.2.1) or (3.2.2). It should be noted that such
an approach, despite its simplicity, is still prevalently used in field modeling
and will continue to be adopted so long as the detailed chemistry for the com-
bustion of most solid fuels is absent. As a further extension to the mixed-is-
burnt model, the chemical equilibrium model could be adopted to express
all the intermediate species within a hydrocarbon fuel as a function of the
conserved scalar (or mixture fraction). This mixed-is-burnt model assumes
the chemistry is rapid enough for chemical equilibrium to always exist at
the molecular level.

Another strategy to better describe the combustion process of turbulent
non-premixed combustion is the assumption that where the microscopic ele-
ment in the model, describing the local mixture state and burning, can be
taken to have the structure of an undisturbed laminar diffusion flame. This
flame sheet according to Williams (1975) and Peters (1984) can be treated
as an ensemble of counterflow diffusion flames called “flamelets”. Essen-
tially, the laminar diffusion flame through these flamelets provides a unique
relationship for all thermochemical variables in terms of the conserved scalar
(or mixture fraction). Similar to the mixed-is-burnt model, these relationships
are then averaged through the use of PDF for the conserved scalar for the
turbulent flame. Also known as the laminar flamelet model, this approach
differs from that of mixed-is-burnt model in the use of laminar flamelet
relationships in place of equilibrium. In laminar hydrocarbon-air diffusion
flames, the mixture state close to the origin is not predicted simply by
chemical equilibrium, but involves a balance between chemical reaction and
transport processes. Such notions are extended in this approach to permit
not only the incorporation of more realistic chemistry but also to accommo-
date non-equilibrium effects.

In some circumstances, such as fast chemistry for localized high-temperature
regions or fast mixing for high turbulence intensity, the overall features of turbu-
lent flames can be taken to be independent of the detailed chemistry. Owing to
the eddy mixing process, the rate of combustion in this limit is assumed to be
determined by the rate of intermixing on a molecular scale of fuel and oxygen
eddies, which is presented by the rate of dissipation of eddies. Since the reactants
comprising of fuel and oxygen appear as fluctuating intermittent quantities, a
relationship can be derived between the fluctuations and the mean concentration
of the species. The rate of dissipation can thus be expressed in terms of either by
their mean concentration or concentration fluctuation of the reacting species.
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These so-called eddy break-up models and eddy-dissipation models, which are
applicable for high Reynolds numbers, represent alternative approaches to treat
turbulent non-premixed flames in addition to the mixed-is-burnt model, chemi-
cal equilibrium model, and the laminar flamelet model. Appropriate source
terms representing the preceding consumption rates of combustion of fuel and
oxygen are incorporated into their respective transport equations to solve for
the distribution of the species in the flow field. It should be noted that this par-
ticular approach is still mainly constricted to single-step, irreversible, and infi-
nitely fast chemical reactions, although the model could possibly be extended
to accommodate a simple reduced reaction mechanism.

Modeling approaches for turbulent assisted combustion based on the mixed-
is-burnt model, chemical equilibrium model, laminar flamelet model, eddy
break-up model, and eddy-dissipation model are applicable for most practical
fires in a well-ventilated environment. More details on their conceptual formu-
lations and their applications in the context of field modeling are further
described in the next section.

3.4 Combustion Models

3.4.1 Generalized Finite-Rate Formulation
3.4.1.1 Background Theory

There are a number of basic sets of assumptions of various limiting cases where
the combustion process of buoyant diffusion flames could be treated. The
knowledge of whether the chemical reaction is dominated either by chemical
kinetics or mixing in the flaming zone of fuel and oxidant represents an impor-
tant consideration in the development of suitable combustion models. One use-
ful dimensionless parameter to characterize their relative contributions in a
turbulent flame is the Damkdhbler number Da. By definition, Da can be
expressed as

Da= time scale of tubulent mixing
a=

— == - - 34.1
7, time scale of combustion chemistry ( )

In the mixing zone of fuel and oxidant, the single-step chemical reaction for
the consumption of fuel in laminar combustion takes the following Arrhenius
form:

E
Ry, = Aop?ex (——”)Y Y, 3.4.2
y prexp| =g ) YiuYox ( )

Employing Favre averaging to the above expression and neglecting density
and turbulent fluctuations yields
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— E \ .~ -
R, = A,p” ex —‘Z>Y Yor 3.4.3
= Aop p( 5 )V (343)

Equation (3.4.3) reverts exactly for laminar flame combustion when the ran-
dom fluctuations of the fluid flow are absent. According to Borghi (1973), the
ratio between the kinetic energy of turbulence k and the dissipation e—that is,
k/e—yields the diffusion time scale. Following Spalding (1976), the turbulent
time scale 7, that accounts for the mixing time in connection with the mean
motion of the fluid and the random turbulence (defined as the stretching of
the flame eddies) can be expressed as

|

In order to determine the flame characteristics under different fluid flow
conditions, the preceding diffusion time scale should be compared against the
chemical time scale tj, which is given by

dit;
ox i

el

+ E} 1 (3.4.4)

- . E, \17!
T, = [Aoﬁ(Yﬁ, + 7Y ox ) eXp (— m T)] (3.4.5)

During the combustion process, the smaller of the two reaction rates is gen-
erally taken to represent the effective controlling rate. Evidently, the smaller
time-scale rate of reaction corresponds to the larger of the time scales; it is nat-
ural that the reaction is controlled by the process that takes the larger portion
of time. In regions where t; is larger than 1, Da > 1, the mixing of reactants is
slow and the reactants are at suitable concentrations and temperature to react
as soon as they are intimately mixed. The reaction is diffusion controlled; it is
therefore governed by eddy mixing. However, when 1, is very small, Da <« 1,
this corresponds to a large dissipation rate of eddies and rapid mixing. The
reaction is kinetically influenced, which implies that the reactants are in inti-
mate contact with each other but the reaction will only proceed at appropriate
concentrations and temperature.

3.4.1.2 Species Transport Equations

The generalized finite-rate formulation, which can be applied to model the
mixing and transport of chemical species through solving conservation equa-
tions describing convection, diffusion, and reaction sources for each chemical
species, is suitable for a wide range of applications including laminar or turbulent
reaction systems, and combustion with premixed, non-premixed, or partially
premixed flames. Multiple simultaneous chemical reactions can be incorporated
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to characterize the combustion process. The key success to employ the generalized
finite-rate formulation for turbulent reacting flames is mainly entrenched in the
appropriate modeling of the reaction sources in turbulent flows.

In field modeling, it is more convenient to work in terms of mass fractions
rather than mole fractions. The primary reason is that mass is always perfectly
conserved during the combustion process, while moles are not necessarily
conserved. By definition, the mass fraction of any ith species is given by

N
where Y, =1 (3.4.6)
S m; =1

for N different fluid phase chemical species in a given system. The weight #1; of
the ith species can be taken to be equivalent to the product of the number of
moles 7; and molecular weight M of ith gas, which is #; = #;M,. The transport
equation under consideration for the local mass fraction of each species Y; fol-
lows the same form of the transport equation for the scalar property derived
in Chapter 2. According to equation (2.4.45), the conservation equation in
laminar combustion takes the following general form

0 0 0
5 PYi) + o, (p1;Yi) = 5— [PDz'

aY;
ox i

] +R (3.4.7)
i

where R; is the net rate of production of ith species by chemical reaction. An
equation of this form will be solved for N — 1 species. The Nth mass fraction
is usually evaluated via Yy = 1 — S_N, Y;. This Nth species is usually chosen
as that species having the overall largest mass fraction, which in air is nitrogen
(inert gas). Employing Favre averaging to equation (3.4.7), the transport
equation for ith species is

0 i)+ 2 @iy =2 | (oD, + 1) Vi
a (p z) + axi (pu,Y,) = 396,' [(ﬂDz +SCT) 396,'

+R; (3.4.8)

The diffusion coefficient of the diffusion term that appears in equations
(3.4.7) and (3.4.8)—that is, pD,—can usually be approximated by the follow-
ing approaches. In practice, it is rather convenient to express the laminar diffu-
sion coefficient as

kR
pDi= 5= (3.4.9)

where Sc; is the laminar Schimdt number for ith species. Different Schmidt
numbers could be prescribed for the reacting chemical species that are involved
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in the combustion. In most practical cases, a global value is normally chosen
for computational simplicity and efficiency. The default value for the global
laminar Schmidt number is usually prescribed as Sc = 0.7. Alternatively, a
more complicated approach based on the direct evaluation of the coefficient
D; could also be carried out by considering the binary diffusion of ith species-
diffusing to nitrogen (chemically inert gas). The binary diffusion coefficient
according to the Chapman-Enskog theory (Strehlow, 1984) can be expressed as

D;=D 5.943 x 107° e L, 1 (3.4.10)
i = D inert = . —_——{ | — 4.

l e p(o—o)lz,inert QDl.mevt Ml Mmert

where (00) Liners 18 the average of the two gases: (00,1 + Go,inm) /2. The diffusion

collision integral Qp,, . as a function of temperature T is provided in Appendix
D. It is worthwhile to note that turbulent diffusion generally dominates over
laminar diffusion, and the specification of detailed laminar diffusion properties
such as described by equation (3.4.10) is usually not required; the simpler form
of equation (3.4.9) should suffice. For direct numerical simulation of the turbu-
lent flows (see Chapter 5)—that is, without time-averaging or Favre-averaging
the governing equations—the detailed evaluation of the binary diffusion coef-
ficient in equation (3.4.10) should be adopted.

Concerning the conservation of energy equation, the inter-diffusion process
as previously described in section 2.4.3 for multi-component reacting flows,
may have a significant effect on the total enthalpy field. If the average enthalpy
associated with the Ith component is designated as b;, and since there is a mass
flux p;V; of the Ith component across a surface moving with the mass-average
velocity of the gas-mixture, its molecules will carry across the surface an extra
enthalpy according to b;p,V; or ph;Y,V,. The total enthalpy flowing relative to
the mass average motion of the mixture is thus p Z;\il h;Y,V,. The transport of
enthalpy due to species diffusion is given by

a N
™ (p;leZV1> (3.4.11)

Dl,inert aYl
Y[ (936,‘
including heats of formation of the species, is

where V; = — . For reacting flows, the total enthalpy of the mixture,

T 1 N .
h = JT f Cpd T3 (1 +0* +w?) +;Y,AHN (3.4.12)

hs
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Incorporating the expression of equation (3.4.11) as an additional source
term into the energy equation, and in the absence of radiation, the transport
equation becomes

a(ph) Jra(puih) @+(I)+— {k] Jrf (Z hlPDl mert )

ot Ox; ot Ox; | Ox;
(3.4.13)
where the total enthalpy b, for Ith species is approximated as
T Y,
by = J CpudT + AHf + 5 (12 + 0% + w?) (3.4.14)
Tmf

Note that the first two terms in equation (3.4.12) without the inclusion of
heats of formation of the species is usually defined as the sensible enthalpy
h,. Substituting equation (3.4.12) into equation (3.4.13), then applying equa-
tion (3.4.7), and after some mathematical manipulation, a transport equation
for the sensible enthalpy is obtained according to

d(phs) | O(pujhs)  p 0
ot + ax/ _E""_(D 8 ax] Zhllemert +QR

(3.4.15)

Here, the heat release source term Qg is given by
N
> hiR, (3.4.16)
=1

where R; is the reaction rate for the Ith species and b; is defined as:
Y,
hi =31, CoudT + 5 (i +07 +u?)
In equations (3.4.13) and (3.4.15), the thermal conductivity & may also be
similarly approximated according to the evaluation of the binary diffusion

coefficient from kinetic theory or by the simpler Sutherland’s formula. The
thermal conductivity of the /th species is given by

C
k= wp

o (3.4.17)
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where in air, the Prandtl number Pr is 0.7. Based on Chapman-Enskog theory,
the viscosity of the Ith species is given as

VMT

o,I7°H

=26.69 x 1077

(3.4.18)

Q
[\)

with the diffusion integral Q, approximated as a function of temperature
similar to the form of the diffusion collision integral Qp,, ,. The diffusion
integral Q, as a function of temperature T is also provided in Appendix B.
According to Sutherland’s formula, the coefficient of molecular viscosity u
for a perfect gas with fixed composition as a function of temperature takes
the following form:

Tif +C( T \*?
= lefW<Tl,ref) (3.4.19)

where C is the Sutherland constant. Some typical values for C are 120 K at ref-
erence viscosity f ,,; and temperature Tj,,r of 18.27 x 107° Pa s and 291.15 K
for a1r and 111 K at reference viscosity y ., and temperature T} ,.; of 17.81 x
107° Pa s and 300.55 K for nitrogen, respectively. The specific heat of the mix-
ture defined in equation (3.4.12) can be determined by

N
Cp =) YCy (3.4.20)
I=1

where C,; represents the specific heat of the Ith species at constant pressure.
This constant-pressure specific heat C,; is usually a function of T only, and
can be represented by the polynomial function

K
Cpr = a T (3.4.21)
=0

Typical low-order polynomials in the preceding equation for some gases
are listed in Table B.4. More accurate expressions resulting in higher-order
polynomials can be obtained from NASA Thermochemical Polynomials. On
the basis of equation (3.4.20), the mixture viscosity u and subsequently the
thermal conductivity k could also be sensibly evaluated in most practical
cases as
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N
n= ZYlﬂl
=1

N (3.4.22)
k= "Yk
=1

For more accurate evaluation to equation (3.4.22), the mixture viscosity u
and thermal conductivity k can be computed by more complicated formulae
according to Wilke’s Law as

N
= Z _ Xy
= anﬂn¢l,n

= anknqsl‘n

(3.4.23)
k

where X; is the mole fraction for /th component in terms of mass fraction
defined as

Y /M,

(Yo /M)

X, = (3.4.24)

1Mz

Note that equation (3.4.24) equally applies for the evaluation of the mole frac-
tion X,, in equation (3.4.23). The inter-collisional parameter ¢,,, is determined
according to

~1/2 12 1/472
Bn = % (1 +%> [1 + (%) (%) ] (3.4.25)

As stipulated in Chapter 2, the weakly compressible assumption neglects the
kinetic energy in the definition of enthalpy, the pressure work term, and the
dissipation function that represents the source of energy due to work done
deforming the fluid element in the conservation equation. In many reacting sys-
tems, the Lewis (or Lewis-Seminov) number represents another useful dimen-
sionless parameter in characterizing the diffusion processes associated with
heat and mass transfer. It is defined as
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k  rate of energy transport
pC,D ~ rate of mass transport

Le= (3.4.26)

On the basis of the definitions of the Prandtl number and Schmidt number as
Pr = uC,/k and Sc = u/pD, equation (3.4.26) can be alternatively expressed
in terms of these dimensionless parameters as

Le="" 4.27
e=5 (3.4.27)

For most non-reacting flows, Le is usually very nearly unity. It is often
slightly less than unity in combustible gas mixtures. The approximation Le =~ 1
is frequently adopted in many field modeling investigations. Based on this, the
turbulent Schmidt number Scr is taken to have a value of 0.7, since Prr = 0.7.
Also, Le =~ 1 allows the inter-diffusion process to be safely neglected in most
cases. Hence, the Favre averaged transport equations for the total enthalpy and
sensible enthalpy in the absence of inter-diffusion process and radiation with
an alternative expression for the laminar diffusion component term based on
the weakly compressible assumption become:

o(ph) o(piih) _ 0 [(N N NT) ‘9’;] (3.4.28)

a oxi  ox; [\Pr ' Prr) ox,
5(5”S)+6<ﬁ”"hs) _ 0\ (e O 40 (3.4.29)
ot Ox; Ox; | \Pr  Prr) 0x; ! N

T N T

where b = J C,dT + Z ?;AH}’J and b = J C,dT, respectively. It should
Trer I=1 Trer

be noted that for flow cases where Le is far from unity, it is imperative that the

species diffusion term is included in the transport equations above.

The local density of the mixture is dependent on the pressure, reactant, and
product concentrations, and on the mixture temperature. Recalling the equa-
tion of state defined in Chapter 2, assuming weakly incompressible, it can be
calculated according to

(3.4.30)

|
|
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R, T
Ik
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The evaluation of the mixture temperature can nevertheless be determined
from the definition of the total enthalpy or sensible enthalpy.

3.4.1.3 Laminar Finite-Rate Chemistry

Some basic understanding on how detailed chemical kinetics can be treated
through the reaction rate source terms that appear in the species transport
equations is presented in this section. The laminar finite-rate chemistry model
is first described.

Consider the list of stoichiometric chemical reactions as tabulated in
Tables 3.1 and 3.2 for methane. In general, any jth reaction from a set of M
chemical reactions between species of concentration C;, where i =1,2,..., N,
can be written in the form of

kﬁz
V/l’icly,' + V/z,jCZ,i +...= V/l/,/' Cl,,' “FVIZI‘]-CZJ' +... (3431)

b.j

where v;; and v}, are the stoichiometric coefficients for the reactants and pro-
ducts and ky; and k,,; represent the forward and backward rate constants for
jth reaction, respectively. For non-reversible reactions, the backward rate con-
stant ky,; is simply omitted. The summation of the stoichiometric reactant and
product concentrations in equation (3.4.31) are for all chemical species in the
reacting system. However, only species that appear as reactants or products
will have non-zero stoichiometric coefficients. Species that are not involved
in the reaction will drop out automatically of the equation. Consider the chem-
ical reaction described by the CO oxidation:

CO + OH = CO; + H (Step 12, Table 3.1)

The preceding reversible reaction rate has CO and OH as the reactants
and CO, and H as the products. The stoichiometric coefficients:
Vco. 120 VOH.120 VG0, 120 and vy 1, are equivalent to unity for all reactants as well
as for all products.

The reaction rate of the creation/destruction of ith species for the jth reaction
can be defined as

N N N
Ri= | > 7G| | ki 11 [Ci]"s = ko 11 i)™ (3.4.32)
=1 = i=

where 7, ; represents the efficiency of ith species as a third body (O <y, <1
for jth reaction, and #;; and 7}, are the forward rate and backwatd rate expd-
nents for each reactant and product of ith species, which correspond to the
stoichiometric coefficients of the reactants and products in the jth reaction.

From the preceding reaction rate of CO oxidation, the forward rate and
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backward rate exponents: ”,Qq,lzv ”./()H,12’ o, 125 an{i 112 are all respec-
tively unity. No third body efficiency is present; the reaction rate is thus given by

R12 = kr12CcoCon — kp12Cco,Ch (3.4.33)

The forward rate constant kz; for the jth reaction can be computed using the
Arrhenius expression as

kf,; = Ao,iT”Jexp (_ R":]I_‘) — Ao,jT”:ICXP (— %) (3434)

where Ty (= E,;/R,) is the activation temperature for the jth reaction. If the
reaction is reversible, the backward reaction rate constant k;; can be obtained
from the forward reaction constant via the equilibrium constant K; as

kyj = %’ (3.4.35)

This equilibrium constant can be ascertained from the change on Gibb’s free
energy of the reaction at the actual temperature T, and atmospheric pressure p,,,,, by

N
o AGEN [ P\ 2 (i770) 1436
1= SPUTR,T)\R,T (34.36)

where

N N
o __ /] !/ 0
AG/ = E Vi&8i — E Vi&i
i=1 i=1

g’ = H; — TS, = Gibbs free energy
T

Cp.i .
S; = J ]l:' dT + S = species entropy (3.4.37)
Tref

T
H; = J C,,idT + H} = species enthalpy

Tef

where S? and H? are the standard-state entropy and standard-state enthalpy
(heat of formation) of ith species, which could be readily obtained from
JANAF Thermochemical Tables or NASA Thermochemical Polynomials.
On the basis of equation (3.4.36), the equilibrium constant for the CO
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oxidation, for the purpose of illustration can be obtained from NASA Thermo-
chemical Polynomials as follows. For a temperature of 1800 K, the values of
the species enthalpy are Hoco = —61035.3 kJ kmol ™!, Hoy = 85893.1 k]
kmol ™', Hco, = —314135.5 kJ kmol ™!, and Hy = 249184.1 kJ kmol . For
the species entropy, they are Sco = 254.7 k] kmol ™' K™, Sop = 238.6 k]
kmol™ K™!, Sco, = 302.8 kJ kmol™' K™, and Sy = 152.0 kJ kmol ™" K.
The GlbbS free energies for the respectlve species are g2 = —519582.5 k]
kmol ™!, g2, = —343596.3 k] kmol ', g&, = —859171.7 k] kmol ', and
gy = —24360.9 kJ kmol™" of which AG? ylelds a value of —20353 8 kJ
kmol ', With the universal constant R, glven as 8.31431 kJ kmol ™' K™, the
equilibrium constant is evaluated as

AGON [ P\ F7? 20353.8
_ _ ] atm _ . _
Ki2 = CXP< RMT> <RMT> P <8.31431 X 1800> 39

a more detailed explanation in the evaluation of the equilibrium constant can
also be further ascertained in Kuo (1986).

The net source of ith chemical species due to reaction R; can be computed as
the sum of the Arrhenius reaction sources over M reactions that the species par-
ticipate in the form

Ri=M;) R (3.4.38)

Equation (3.4.38) is substituted into equation (3.4.7) in order to determine
the transport of all participating ith chemical species within the reacting flow
field. The model is exact for laminar flames. In order to extend directly to
turbulent flames, the model is unfortunately inaccurate due to the recourse of
setting F = 0. This entails the omission of the highly non-linear correlation
terms as shown in equation (3.2.6). This laminar model may be adequately con-
sidered to specifically treat reacting flows where the combustion possesses are
strictly for relatively slow chemistry and small turbulent fluctuations. Most
fuels in practical fires are nonetheless fast burning; the overall rate of reaction
is strongly governed by the turbulent characteristics. In other words, the com-
bustion is said to be controlled by turbulent mixing. In the next section, an
alternative approach to turbulence-chemistry interaction based on the mixing-
limited concept that has been widely adopted in field modeling, is described.

3.4.1.4 Eddy Break-up and Eddy Dissipation

Spalding (1971) has shown the instantaneous-reaction assumption can be used
for turbulent flames of sufficiently high Reynolds number flows. The reaction
rate can therefore be sufficiently determined from the prevailing conditions
at each point in space, and the consequent profiles of concentration,
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temperature, density, and velocity can be allowed to develop as dictated by the
partial differential equations. A different reaction-kinetic model based on the
eddy break-up concept is essentially proposed, which allows the local state of tur-
bulence to have a strong influence on the rate of local reaction where in most
cases is the dominant influencing factor in turbulent flames.

As aforementioned in section 3.2, the difficulty while using the time-averaged
reaction rate of equation (3.2.6) for a highly turbulent reacting system is the eval-
uation of the additional equations for the conservation of the higher- order non-
linear correlation terms. In order to circumvent the limitations that the laminar
finite-rate chemistry model imposes, the eddy break-up model formulates the
reaction rate that aims to enlarge the influence of the local turbulence level as well
as at the same time diminishes that of the chemical-kinetic constants, at least over
a wide range of conditions. According to Spalding (1971), the eddy break-up
reaction rate can be taken to be based simply on the species concentration fluctua-
tions and the rate of break-up of eddies. For the single-step irreversible reaction
for the consumption of fuel, the eddy break-up reaction can be expressed as

Ry = Ckp k(Y”Z) 2 (3.4.39)

The preceding reaction rate requires the evaluation of the entity @ As
reported by Bilger (1975), Hutchinson et al. (1977), and Bray (1984), the Favre

averaged conservation equation for the transport of Y}’,;Z follows the similar

form of the convection-diffusion equation for its mean counterpart

" == Y2 vz
a( qu>+a(pu’yf“)_ﬁ (ﬁJr“_T)% + R~ (3.4.40)
SCT o

ot Ox; T ox; | \Sc ox; |

where the mean source rate R% can be modeled according to
fut

—2 B B E Y// Y// Y//Z
Cg1 Gfu _ gzp i Y//Z 2A, W qu Yox exp <_ a > fu~ ox + fu
N—— , futVlox RuT Yox qu

Term I Term 11

Term 111

(3.4.41)

and the default constants of Cg, = 2.0 and Cg, = 2.0 are commonly adopted.
Term I denotes the production of concentration fluctuations due to the non-
uniformity of the fuel mass fraction of which G, can be formulated as

Gﬁt o (SC+ SCT) 336,’ (%C,' <3442)
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Term II describes the dissipation of the fluctuations due to molecular diffusion;
the term ¢/k that is the reciprocal of the turbulent time scale can be regarded as
the rate of decay multiplier for the turbulence kinetic energy k. Term III
appears due to the presence of the finite rate effect on the fluctuations of Yl’fﬁ

Based on Khalil (1977), the entity Y/ Y” that appears in the above equation

u - 0x
can be obtained from the corresponding convection-diffusion conservation
equation alongside with the mean source rate following equation (3.4.41) as

aPYLYL) oG YIYT) o [[u up)OVLY!
+

fu = ox fu " ox fu " ox B

= — — 4+ R — =
ot Ox; Ox; | \ S¢ = Scr Ox; * Y5 Yo,
1 1358 8?}(,4 a?ox _E
c, | L4 AT —CpiylY
&\ 8¢ Scr) ox; Ox; 2P tutox
(3.4.43)
Term [ Term I1

> YY" v {/\/6
p S - E, S < fu " ox Y fu
—A,——Y, Yoexp| ——= Yo, +1¥o) =—=—+ =5 +1r=—
° fuMox fu T ox b RuT ( fu OX) qu Yox Yox Y,‘u

Term 111

The estimation of the relative contribution of the chemical kinetics and tur-

bulent mixing to the mean source rates in the conservation equations of Y)ﬁ;z

and Y7 Y7, can be best explained through the Damkdhler number Da. In flame
situations where the reactants are in intimate contact due to rapid mixing,
characterized by large values of ¢/k, the reaction is kinetically influenced—that
is, Da < 1. The influence of chemical kinetics on the formation of the entities

{/;’(ZZ and Y7 Yy, is hence negligible and only Terms I and II contribute to the

generation/destruction of Y/ﬁ; 2 and YE, Yo, Nevertheless, in the flame situa-

tions where the temperature is high enough for the reaction to proceed but
the reactants are not in intimate contact, the reaction is considered to be con-
trolled by mixing; the chemical time 7, is very small relative to t,—that is,
Da > 1. Here again, if the combustion process is suitably represented by a sin-
gle-step reaction such as in the form of equation (3.2.2), the respective relation-
ships for the mean reaction rates can be obtained

R, (3.4.44)

On the basis of equation (3.4.40), the eddy break-up model requires the
solution to the mass fractions of the fuel, oxidant and products, in addition
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to three conservation equations for the transport of second order correlations:

Y72 Vi Yy, and Y[2. The transport equation for the entity Y2 is formulated

similar to equations (3.4.40) and (3.4.41).

Magnussen and Hjertager (1976) propose an alternative combustion model
of which they have considered the reaction rate to be governed by the mean
species concentrations rather than the species concentration fluctuations.
Known as the eddy dissipation model, the consumption rate of the fuel in a sin-
gle-step irreversible reaction in terms of mass fractions is given by the smaller
(i.e., limiting value) of these two expressions:

) ’ v ?ox

Ry, = CRﬁgmin lYﬁ,,T] (3.4.45)
— e Y,

Ry, = c;pz (1—£T> (3.4.46)

Similar to the preceding eddy break-up model, the reaction rate will pro-
ceed whenever turbulence is present (small values of ¢/k) and an ignition
source is not required to initiate combustion. Equation (3.4.45) is applicable
for non-premixed flames, but the inclusion of equation (3.4.46) according to
Magnussen and Hjertager (1976), allows the present model to handle pre-
mixed flames. They postulated that in premixed flames the fuel and oxygen
eddies will be separated by eddies containing hot combustion products. The
rate of combustion will, in this case, be determined by the dissipation of the
hot eddies where the concentration of hot combustion products is low. It is
commonplace to introduce the Arrhenius reaction rate as described in equation
(3.4.2) (the term F set to zero) to act as a kinetic “switch” for flaming regions
where the combustion may be governed by chemical kinetics. This is usually
useful to characterize the ignition/extinction of the flames. Once the flame is
ignited, the eddy dissipation rate is the governing rate, since it is usually smal-
ler than the Arrhenius rate and the reaction is mixing-limited. The net rate is
thus taken as the minimum of the rates given in equations (3.4.45) and
(3.4.46) and the Arrhenius reaction rate (see equation (3.4.2)). Another possi-
ble approach is to adopt the Damkohler number of which the eddy dissipation
rates can be modified according to

Ry = CRCAﬁzmin lYfYr] (3.4.47)

o —i ?PT
R = CrCap g (1 - r) (3.4.48)
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where

c.— [10 Da>Da
A710.0 Da < Da,

The limiting Damkéhler number Da,, can be set to a small value of 1072,
In most cases, the constants Cg and Cj are usually taken to have default values
of 4.0 and 2.0. This model can be classified as the collision mixing model. In a
later study by Magnussen et al. (1979), the reactions rates described by equa-
tions (3.4.47) and (3.4.48) were improved to include the capacity of predicting
slow reactions. The approach accounts for the consideration that the dissipa-
tion is not homogeneously distributed in the turbulent fluid but occurs mainly
in concentrated, highly strained regions that occupy only fractions of the total
volume. These regions are occupied by fine structures, with characteristic
dimensions of the same magnitude as the Kolmogorov microscale. These fine
structures are specifically responsible for the dissipation of turbulence into
heat. Within these structures, the reactants are assumed to be mixed at a
molecular scale. With the knowledge of the volume fraction occupied by fine
structures, and performing similarity considerations of the transfer of energy
from the macroscale to the fine structures, the following reaction rate as pro-
posed by Magnussen et al. (1979), which occurs in all the fine structures can
be expressed as

y ?ox
Y 7] (3.4.49)

For premixed flames, it should be noted that not all the fine structures will
be sufficiently heated to react. This is obviously the case where both fuel and
oxygen are present in the fine structures. The fraction of the fine structures that
reacts can be assumed to be proportional to the ratio of the local concentration
of reacted fuel and the total fuel concentration. Defining,

Y, /(1)
Y /(L 47) + Yy,

and substituting the preceding into equation (3.4.49), the rate of combustion at
infinite rate between fuel and oxygen for premixed flames is

— ue 1/4 & .

Y, ?ox

This model is generally classified as the viscous mixing model. For non-
premixed flames, equation (3.4.50) is applied without the consideration of .
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As formulated from the preceding the eddy dissipation model based on the
collision mixing model and viscous mixing model is closely related to the eddy
break-up model. It is nonetheless evidently clear that the eddy dissipation
model differs in especially relating the dissipation of eddies to the mean con-
centration of intermittent quantities instead of the concentration fluctuations.
Significantly, this model does not call for solution of equations for the entities:

Y;;z, Y”[; Y” . and Y”?2. Nevertheless, the simplifications of the eddy dissipation
model should be viewed from the proposition whereby the mean quantities
appear intermittent within the turbulent fluid.

Strictly speaking, the eddy dissipation and finite-rate/eddy dissipation mod-
els should only be used for one-step (reactant — product) or two-step (reactant
— intermediate, intermediate — product) global reactions. To extend the eddy
dissipation model to include detailed reaction mechanisms, it is more prefera-
ble to adopt the generalized eddy dissipation concept model developed in Mag-
nussen (1981). Herein, the combustion is assumed to proceed with species
reacting in fine structures over a time scale

1/2
T = 0.4082 (ﬁ) (3.4.51)
pe

which is governed by the Arrhenius rates. The reaction rate of any mean ith
species can be modeled as

— %2
R ps x 7
Ri= o= e (Y - V) (3.4.52)

where Y/ is the fine-scale species mass fraction after reacting over the time
scale t* of which can be determined through the laminar finite-rate model
and £* is the volume fraction of the fine scales according to Gran and Magnus-

sen (1996) as

3/4
‘o e
&= 2'1377(ka> (3.4.53)

3.4.2 Combustion Based on Conserved Scalar
3.4.2.1 Description of Approach

Based upon the pioneering work by Burke and Schumann (1928), who
considered the oxygen as a negative fuel, and so obtained a scalar quantity
that is conserved under the chemical reaction, they discovered that the reac-
tion possessed features of being single-step, irreversible, and infinitely fast.
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Figure 3.6 Single Chemical Reacting System (SCRS) relationships.

Their physical insights led to the belief that non-premixed fuel and oxidant
concentrations could be derived in the limit of fast chemistry, where the reac-
tion was taken to be so rapid that the fuel and oxidant could not co-exist
everywhere except within an infinitely thin flame sheet. On the basis of this
model approximation, it was inherently assumed that the chemical reaction
occurs within a very thin reaction zone (flame sheet), as illustrated in
Figure 3.6.

Consider the elemental mass fraction Z; for some ith element, the Favre-
averaged conservation equation of elemental mass fraction can be written
in the similar form to the scalar property equation derived in Table 2.5 of
Chapter 2 without any chemical source term as

0 oy D oy 2 [(op s 1) 0%
5 2) o ) o | (50 1)

£ 4.54
o (3.4.54)

The chemical source term vanishes in equation (3.4.54), because in chemical
reactions elements are conserved. Since there are essentially L — 1 variables for

a system involving L elements, note that Zle Z; = 1, solution of the L — 1 equa-

tions for Z; from equation (3.4.54) yields the mean elemental composition
throughout the reacting turbulent flow field. By assuming fast chemistry, these
molecular-species composition can be determined from this elemental composi-
tion. If the combustion process can be suitably represented by a single-step
reaction such as in the form similar to equation (3.2.2), then simpler conserved
scalars may be employed

Shvab (1948), Zel’dovich (1949), and William (1965) concluded that the lin-
ear combination of the species conservation equations for the non-premixed
reactants, fuel, and oxidant yields an equation whose form is identical to the
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one governing the conservation of chemically inert species—the same form of
equation (3.4.54). Assuming that the turbulent transport coefficient for the
reactants and the products at each point in the flow field are equal, and the fuel
and oxidant always combine in a stoichiometric ratio r to form (1 + r) kg of
products, the so-called Shvab-Zel’dovich coupling parameters expressed in
terms of the Favre-averaged mass fractions of fuel Yg,, oxidant Y., and pro-
ducts Y,,, that can be formulated according to

§ Y
éro =Yg ———
" o
Sep =Y + 147 (3.4.55)
. - rY

—Y br
gOP ox T 1 Tr

which are essentially the conserved scalars describing the mixing in a non-
premixed reacting flame. If all the conserved scalars are linearly related, then
the solution for one scalar yields solutions for all others; the choice of the con-
served scalar is thus arbitrary. Equation (3.4.55) indicates that linear relation-
ships among all conserved scalars exist only when there are two uniform
feeding streams. It should be noted that the Shvab-Zel’dovich coupling para-
meters are useful only when a single-step reaction is involved. For more com-
plex chemical systems involving many multi-step and competitive reactions
with high release rates, it is more convenient to employ conserved scalars based
on elements, which will be further explained in section 3.4.2.6.

3.4.2.2 Definition of Mixture Fraction

Under a set of simplifying assumptions, the basis of the non-premixed model-
ing approach is that the instantaneous thermochemical state of the fluid is
related to a conserved scalar quantity known as the mixture fraction f. The
concept of mixture fraction is essentially a numerical construct used in the
analysis of non-premixed combustion to describe the degree of scalar mixing
between the fuel and oxidant. It is a local quantity within the flow field that
varies both spatially and temporally.

The mixture fraction is best understood by visualizing the mixing process in
a generic combustion chamber, as illustrated in Figure 3.7. Supposing that a
resultant mixture (M) leaves at one end after the fuel (F) and air (A) enter
the system via two feeding inlets and thereafter thoroughly mix in the chamber,
the resulting mixture from this two-stream mixing process can be written as

fBe+ (1 =f)Ba=Bu (3.4.56)
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Figure 3.7 Mixing of steady fuel and air streams in a combustion chamber.

The preceding equation subsequently leads to

Bum = Pa

R

(3.4.57)

This property f# of the mixture that is free from sources and sinks obeys the
relation of a conserved property. In a non-reacting mixture of pure fuel and air,
the mass fraction of fuel is equivalent to the value of £, and the mass fractions
of oxygen and nitrogen are equivalent to 1 — f. If Y, r is taken to be the mass
fraction of fuel in the fuel stream (unity for pure fuel) and Y, 4 and Y;, o be
the mass fractions of oxygen and nitrogen in the air stream, the mass fractions
of fuel, oxygen, and nitrogen in a completely unburnt mixture are respectively:

Yo =1 Yur (3.4.58)
Yox = (1 - f)Yox,A (3459)
Yin = (1 —f)Yina (3.4.60)

Equations (3.4.58), (3.4.59), and (3.4.60) provide the necessary relation-
ships between the mixture fraction and the mass fractions of fuel, oxygen,
and nitrogen during the mixing of fuel and air in the absence of combustion.

In the event where combustion occurs, either the fuel or oxidant (oxygen
in air) will have zero concentration in the mixture (M) state. Assuming that
the chemical reaction is complete within the mixing chamber, the mixture frac-
tion may be expressed in terms of any of the Shvab-Zel’dovich coupling para-
meters, since they also obey the relation of conserved properties. The mixture
fraction for the two-feed system with equal species mass diffusivities can be
defined as

Bu—Ba_ &
ﬁF_ﬂA éF_éA

¢ (3.4.61)
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where ¢ is the instantaneous conserved scalar represented in the similar form by

Yy,

Y Y,
=Y, — - —Y pr =Y
é fu Ofé fu+ Oré Ox+1+r

r 1+7r

Within the combustion chamber, a special value of the mixture fraction, £,
exists, which divides the flame into two distinct regions. For a single-step
chemical reaction, with no oxidant in the fuel feeding stream and no fuel in
the oxidant stream, f;, corresponds to the stoichiometric condition

Yox A
_ A 3.4.62
fSt rqu,F + Yox,A ( )

For fuel lean cases with infinitely fast chemistry, the first region of the flame
is one where the oxidant and products co-exist. The following relationships for
the burnt mixture (0 < f < f;) are

Y, =0

Yor = Youu | 1- L (3.4.63)
st

For fuel rich cases with infinitely fast chemistry, the second region is one
where the fuel and products co-exist. The relationships (fi; < f < 1) are

Yor =0

f—fs (3.4.64)
1—fa

Nitrogen in air does not participate in the chemical reaction, since it is chem-
ically inert. The mass fraction follows the same relationship as derived in equa-
tion (3.4.5). The mass fraction of products is obtained according to the
following conservation:

qu = qu,F

qu + Yox + Ypr + Yinert =1 (3465)

3.4.2.3 Flame Sheet Approximation

The Flame Sheet Approximation, also known as the Mixed-Is-Burnt, is a com-
bustion model developed specifically for the simplest reaction scheme. This
approach assumes that the chemistry is infinitely fast and irreversible, with fuel
and oxidant species never co-exist in space and proceeds into complete
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combustion resulting in a one-step conversion to final products. Such a chemi-
cal reaction allows the species mass fractions to be determined directly from
the given reaction stoichiometry without any required knowledge for the reac-
tion rate or chemical equilibrium information.

Consider the fast chemical reaction for a stoichiometric combustion of
one mole of fuel in an oxidant stream consisting only of nitrogen and oxygen:

0.79 0.79
F+vo, (Oz + 021N2> — VCOZCOZ + VHZOHZO +vo, 0.il\lz (R12)

For the combustion methane, the stoichiometric coefficients of vo,,vco,,
and vy, o as described in equation R2 are 2 moles, 1 mole, and 2 moles, respec-
tively. Equations (3.4.63), and (3.4.64) require values at the free streams of air
and fuel—namely, the mass fractions Y, 4 and Yy, p. In the fuel stream, if pure
fuel exists, the mass fraction of fuel Y, r is equivalent to unity at f = 1. Since
oxygen and nitrogen co-exist together in the air stream, the evaluation of the
mass fraction of oxygen Y,xa can be ascertained by the number of moles in
the reactants’ side (left-hand side) of the single-step reaction equation (R12).
In other words,

2 mole x 32 g

=0.2
(2 mole x 32 g+ 7.52 mole x 28 g) 0.233

Yox?A =

at f = 0. Invoking mass balance, the mass fraction of nitrogen Yj, 4 in the air
stream yields a value of 0.767. In the air and fuel streams, combustion pro-
ducts such as CO; and H,O are not present. They are thus zero at f = 0 and
f = 1. At the special value of f = f,;, the stoichiometric combustion process
of reaction (R12) results in the one-step conversion to final products. The max-
imum mass fractions of products, for example, due to combustion of methane,
can be determined based on the number of moles in the products’ side (right-
hand side) according to

1 mole x 44 g

1 mole x 44 g +2 mole x 18 g+ 7.52 mole x 28 g) =0.131

Yco, s = (

2 mole x 18 g

1 mole x 44 g +2 mole x 18 g+ 7.52 mole x 28 g) = 0124

YHZ O,st = (

Employing equation (3.4.61), the stoichiometric mixture fraction f;, for
methane based on Yo, 4 = 0.233 and Y, p =1 with = (2 mole x 32 g) /
(1 mole x 16 g) = 4 yields a value of 0.055.

The linear relationship between the instantaneous mass fractions of fuel,
oxygen, carbon dioxide, water vapor, and nitrogen and the mixture fraction f
for a non-premixed combustion system in the limit of fast chemistry, is shown
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Figure 3.8 Single step combustion state relationships for methane.

in Figure 3.8. Relationships for other fuels besides methane could also be simi-
larly derived following the procedure just described.

Equation (R12) could also be further generalized by introducing the equiva-
lence ratio ¢, which is expressed (including excess fuel or oxygen) as

1 0.79
Fgvo.| O2t oy
. 1 1 1 1079
1 -3 F+ i 11v0,02 +$vcozcoz+$szOH20+$voz 0.21 N
(R13)

The equivalence ratio may be defined as the ratio of actual fuel-oxidant ratio
(= mass of fuel / mass of oxidant) to the ratio of fuel-oxidant for a stoichiomet-
ric process. It can be related to the mixture fraction as

f 1o
T (3.4.66)

¢

For fuel-lean condition, the system lies in between 0 < ¢ < 1. At stoichiomet-
ric, ¢ = 1. For fuel-rich condition, we have 1 < ¢ < oc.
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In fire science and combustion, the equivalence ratio is a useful parameter to
interpret the results of experimental studies of the composition of the smoke
layer under the ceiling of a compartment fire (Pitts, 1994). Careful attention
was paid to the dependence of the yields of CO on the equivalence ratio.
If the burning of fires is starved from sufficient entrainment of air such as with
restricted ventilation, the yield of incompletely burnt products will increase.
Generally speaking, high yields of CO are associated with high equivalence
ratios. With reference to the detailed chemistry in Table 3.1, as for example
the CO oxidation determined from Step 12, significant competition for the
hydroxyl radicals between CO and other partially burnt products can cause
the effective reduction of the likelihood for the complete conversion of CO
to CO,. Experimental evidence also suggests this conversion is also suppressed
in the presence of soot particles, which are known to react with hydroxyl radi-
cals (Puri and Santoro, 1991).

On the basis where equal diffusivities are assumed, the species transport
equations can be reduced to a single equation for the mixture fraction f. The
reaction source terms in these equations cancel and thus f is a conserved quan-
tity similar to the elemental mass fraction Z; as considered in section 3.4.2.1.
The Favre-averaged transport equation for the mixture fraction with equal dif-
fusivities is

D O 0|1, ) Of
ot (vf) o, (pmif) = 0x; (SC+SCT) O, (3.4.67)

Although the assumption of equal diffusivities appears to be problematic for
laminar flows, it is generally acceptable for turbulent flows to adopt a global
mass diffusion coefficient, since turbulent convection generally overwhelms
the molecular diffusion; the specification of detailed laminar diffusion proper-
ties is therefore unwarranted.

3.4.2.4 State Relationships

The power of the mixture fraction modeling approach allows the chemistry to
be reduced by the description of state relationships for the mass fraction of
each species as a function of the mixture fraction /. For the combustion of
methane in air as described in the previous section, the instantaneous mass
fractions of fuel, oxygen, carbon dioxide, water vapor, and nitrogen in the limit
of fast chemistry are just simply linear relationships, as shown in Figure 3.8.
Since no reaction rates or equilibrium calculations are required, the model that
is based on the flame sheet approximation is easily computed and yields a fast
rate of convergence.

Specific assumptions or simplifications made to this particular combustion
model are nonetheless noted: (1) no co-existence of fuel and oxidant in space
and complete single-step conversion of the reactants to final products,
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and (2) mass diffusion coefficients of all species are equal. On the basis of the
latter, the conservation of Favre-averaged mixture fraction as described by
equation (3.4.66) is required to calculate the reacting flows rather than individ-
ual transport equations for the mass fraction of each species. For the special
case where the fluctuation of the mixture fraction is neglected, this model is
appropriate for turbulent diffusion flames where excessive air is employed.
However, this particular model is an over-simplification of the features of real
flame situation. It cannot predict the intermediate species formation or dissoci-
ation effects, which often results in an over-prediction of the peak flame tem-
peratures. However, the model’s inherent simplicity and effectiveness allow
the possibility of handling combustion chemistry for a number of complex
fuels of interest.

By assuming that the chemistry is sufficiently rapid for chemical equilibrium
to always exist the molecular level, it is possible to utilize the equilibrium
chemistry assumption to compute the intermediate species occurring in the
combustion of methane in air. An algorithm based on the minimization of
the Gibbs free energy can be used to compute these species mass fractions from
the mixture fraction f. The NASA CEA (Chemical Equilibrium with Applica-
tions) program by Gordon and McBride (1994) or other available routines
such as GASEQ—Chemical Equilibrium Program for Windows, which are
freely downloadable from the World Wide Web, could be used to determine
the equilibrium compositions. In the commercial code of ANSYS Inc., Fluent,
the supplemental routine PrePDF Version 4 allows the possibility of carrying
out chemical equilibrium calculations in order to pre-determine the mass spe-
cies relationships prior to combustion investigations. The equilibrium model
is rather powerful, since it does not require a priori knowledge of detailed
chemical kinetic data. Instead of defining a specific multi-step reaction mecha-
nism, the equilibrium model only requires the identification of important
chemical species that will be present in the reacting system. Figure 3.9
illustrates the resulting mass fractions for a reacting system that includes
11 species for the combustion of methane in air. The equilibrium model is nev-
ertheless without its deficiencies. As observed in Figure 3.9a, the major prob-
lem of this model is the excessive prediction of the mass fractions of CO
near the stoichiometry limit. In addition, it is also observed that the significant
level of decomposition of the fuel into graphitic carbon in the fuel-rich region.
Generally speaking, the formation of CO is strongly influenced by the flow,
transport, and turbulence as indicated by the comparable time scales in Fig-
ure 3.5. Needless to say, the formation of soot as also seen from Figure 3.5,
when compared to the fluid mechanical mixing processes, is even slower and
requires dedicated models that will be further described in the next chapter.

As an alternative to the equilibrium model, generalized state relationships
established by Sivathanu and Faeth (1990) could be applied of which reasonable
correlations have been found for major gas species for non-premixed combustion
of diffusion flames, which included the molar fuel H/C ratios in the range 1-4
and equivalence ratios (or mixture fraction) in the range of 0.01-100.
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These generalized state relationships have been found to approximate the thermo-
dynamic equilibrium for fuel-lean conditions and departure from equilibrium in a
relatively universal manner for near-stoichiometric and fuel-rich conditions. The
generalized state relationships for the concentration of major gas species involve
the prescription of species-specific values of a parameter i for each species as a func-
tion of the equivalence ratio ¢. The species considered include N, O,, CO,, H,O,
CO, H,, and fuel. For convenience, the state relations functions, y = (Y;), as well
as the form of Y;(\/), are summarized in Table D.6 in Appendix D. The normal-

izing factors (Yf\‘h, Yo,, and Yﬁzo)can be determined experimentally or the-

oretically. For methane, Yj§, =0.725, YsctOZ =0.151, and ijzo = 0.124.
Appropriate values of other normalizing factors for propane, heptane, acety-
lene, and ethylene are also given in Sivathanu and Faeth (1990). The speci-
fies-specific values of  for each value of ¢ are provided in Table D.7 in
Appendix D. Note that Table D.7 yields the parameter ¥ in terms of the equiv-
alence ratio. From equation (3.4.66), the mixture fraction is related to the
equivalence ratio as

¢

f= @ (3.4.68)

Figure 3.10 illustrates the state relationships of the major gas species
corresponding to the mixture fraction. It is worthwhile noting the significant
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Figure 3.10 Generalized state relationships for major gas species of methane.
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lower prediction of the mass fractions of CO as well as H, via the current
empirical approach, when compared to the chemical equilibrium model as
shown in Figure 3.9a.

Mass fractions of major gas species have also been measured experimentally
for a handful of hydrocarbon fuels. For example, Norton et al. (1993) have
undertaken a rather detailed experimental investigation of a laminar, meth-
ane/air diffusion flame, in which measurements have been made on major sta-
ble species as well as minor species such as OH, H, O CH, and CHj3. Such
experiments provided not only considerable insights into the flame structure,
but also aimed to improve our understanding of the chemical heat release of
the oxidation process. Combustion experiments are usually very challenging
and tedious to perform; hence, limited data are only available for a handful
of fuels. These species profiles are usually expressed as functions of the local
mixture fraction and in some circumstances on the scalar dissipation rate,
which are of significant interest for describing the chemical composition and
the strain field. The latter, which concerns the laminar flamelet approach, will
be further expounded in section 3.4.2.6. Experimentally measured profiles
could be readily applied if the corresponding fuels in the experiments as well
as in the field modeling investigations are the same. In the next section, the
extension of the conserved scalar approach to characterize the strong coupling
between chemical heat release and turbulent mixing—that is, chemistry-turbu-
lence interactions—is described.

3.4.2.5 Probability Density Function (PDF) of Turbulence-Chemistry

In turbulent reacting flow, the fuel and oxygen concentration fluctuations gen-
erally have a measurable value that varies from one location to another in the
flame zone. Owing to these fluctuations as observed by Bilger and Kent (1972)
and El Ghobashi (1974), the fuel and the oxidant exist at the same location but
at different times. A number of closure methods are available to account for
the strong interactions between the combustion chemistry and turbulent mix-
ing. In this section, the probability density function (PDF) approach is
described to treat non-premixed combustion of diffusion flames. In essence,
this particular method employs a statistical description of the turbulent field
together with the conservation equations governing the fluid flow.

The concept of the probability density function is illustrated in Figure 3.11. From
a physical viewpoint, the fluctuating value of the mixture fraction f spends some
fraction of time in the range denoted as Af (see right-hand side of figure). Denoting
the probability density function as P(f), it should take on values such that the
area under its curve in the band denoted by Af is equal to the fraction of time
that spends in this range. From a mathematical viewpoint, it takes the form

P(f)Af = lim ZT, (3.4.69)

t—00
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Figure 3.11 Probability density function of the mixture fraction.

where ¢ is the time scale and T; is the amount of time that f spends in the Af
band. From equation (3.4.69), it also implies that the sum of the values of
P(f)Af over a long period of time must be equal to unity—that is,

J P(F)df =1 (3.4.70)
Hence, the Favre-averaged value of f can be expressed as
F= | e (34.71)

which represents the first moment of P(f) about the origin f = 0. The effect of
turbulent fluctuations on the local flow properties can be introduced by includ-
ing second and higher-order correlations of the concentration. The concentra-
tion fluctuation g can be defined as

g=F= | (r=7)pipr (34.72)

which the preceding equation constitutes a second-order closure. In addition to
solving the Favre-averaged mixture fraction, which is described by equation
(3.4.67), the local values of the concentration fluctuation g can also be
obtained from the corresponding conservation equation expressed in the con-
vection-diffusion form as
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(3.4.73)
The last two terms of equation (3.4.73), which represents the source terms

of the governing equation, denote the production of concentration fluctua-
tion due to non-uniformity of mixture fraction and dissipation of the fluctua-
tions due to the molecular diffusion. Note the similarity of the preceding

governing equation with the conservation equations of the scalar entities Yzf

and Y/ﬁ; Y! without the finite rate terms in equations (3.4.40) and (3.4.43),

respectively. Values determined through f and g are used to determine the
appropriate probability distribution.

The mean properties based upon Favre averaging can be obtained from the
knowledge of the distribution of P(f), which in turn can be ascertained via dif-
ferent PDF shapes of varying complexity. The shape of the function P(f) is
strongly influenced by the nature of the turbulent fluctuations in f. In practice,
P(f) is expressed as a mathematical function that approximates the PDF shapes
that have been observed experimentally. The prescriptive approach based on
assumed shapes of the probability density functions is described.

Three mathematical functions are examined:

Double delta functions at f = 0 and f = 1—that is, square wave distribution

of f with time
« A Gaussian distribution between f = 0 and f = 1 together with two delta

functions at f =0 and f = 1

A beta function that automatically bounds between f = 0 and f = 1

Each of the preceding functions is explained in more detail following.

In turbulent combustion, the probability density function approach has the bene-
ficial property of determining the Favre-averaged values of variables that depend
on f. At any location in space, the density-weighted average of any scalar property
¢, which can be expressed as a function of the instantaneous mixture fraction f,
may be obtained from

1
ézjwﬁmﬁw (3.4.74)

0

For the mean mass fraction of ith species, equation (3.4.73) yields

1

%zj%@ﬂﬂ# (3.4.75)

0
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Through the conserved scalar approach, the relevant relationships between
Y; and f are usually obtained through state relationships as described in the pre-
vious section. Depending on whether the models of mixed-is-burnt, chemical
equilibrium, generalized empirical relationships, or experimentally determined
profiles are employed, different levels of complexity for the chemistry of the
non-premixed combustion can be resolved.

Double delta function PDF: The double delta function is the simplest form
of the probability density function that can be employed and is most easily
computed. Applications of the square wave PDF shape can be found in El Gho-
bashi (1974) and Khalil (1977). The shape produced by these functions
depends on the mean mixture fraction f and concentration fluctuation g.
Figure 3.12 illustrates the probability distributions for a square wave variation
of mixture fraction.
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Figure 3.12 PDF for a square wave variation of the mixture fraction.
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Four separate regions are indicated for the assumed probability distribution
and the corresponding temporal distribution.
In the first region, 0 < f < 1, the probability density function is
0.56(f7) +0.56(f") where

P(f) =
Fof- g and ff—f+E (3.4.76)

In the second region, f < 0.5 and f~ =f — V& < 0, the probability density
function is

P(f)= | —25— |50 ~f~5+whr
(f) (]?2+g> ()+(f+g/f) (f*) where

fr=0and f*=f+ g

(3.4.77)

In the third region, f > 0.5 and f* =f + /8 > 1, the probability density
function is

= 1_][ N g whnere
AT A (e
fr=f-ygandft =1
(3.4.78)

In the fourth region where large oscillations are imposed such that either the
fuel or oxidant is present, the probability density function is

P(f) = (1 _ 2)5(0) +Fa(1) (3.4.79)
and
gnae = (1-7)F (3.4.80)

Clipped Gaussian PDF: The conventional Gaussian distribution that extends
beyond the limits of f = 0 and f = 1 is physically unrealistic, since such an
assumption does not exist for scalars to attain negative or excessively large
values. Lockwood and Naguib (1975) and Kent and Bilger (1977) proposed
the use of a clipped Gaussian distribution of which the difficulty stems from
the presence of the unwanted tails of the conventional Gaussian distribution
is taken care by the imposition of two Dirac delta functions at f = 0 and f = 1.
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The resultant clipped Gaussian probability distribution is given by

-3 (f “)2] D)~ DIf 1)

o

* J o lzneXp[ 2<foﬂ> ]dfé( )

! expl 2(f0“> ]dfé( ) (3.4.81)

oV2n

exp

\
3

+

whag

where p is the value of f giving the maximum probability, ¢ is the variance,
D(f) is the Heaviside step function where D(&) =0 when ¢ < 0 and
D(¢&) =1 when & > 0, and d(f) is the Dirac delta function. Probable values
of u and ¢ between f = 0 and f = 1 are determined from the values of f
and g as defined in equations (3.4.71) and (3.4.72):

f - ja f2n P l_% (}[?T’u) 2] i (3482
L ] 30

Given the predicted values of f and g, the preceding equations can be inverted
to obtain u and . Equations (3.4.82) and (3.4.83) can either be approximated
by numerical integration (Simpson’s rule or higher order approximation
methods) or be reduced to comparatively simple analytical forms (Liew
et al., 1981). The inversion of the non-linear algebraic relationships in the
preceding equations nonetheless necessitates an iterative computational pro-
cedure. Corresponding values of u and ¢ that are subsequently ascertained
to aptly determine the appropriate probability distribution of the clipped
function described in equation (3.4.81). Figure 3.13 illustrates the probability
distributions for a clipped Gaussian variation of mixture fraction.

Beta function PDEF: The use of the beta function PDF as utilized by Jones
(1980) represents another alternative strategy, which permits an approxima-
tion to the probability density distribution of the conserved scalar besides the
clipped Gaussian function. For 0 < f < 1, the beta function is defined as

o—1 _ n\p-1
P(f) =+ - (3.4.84)
Off“‘l(l — I df
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Figure 3.13 Different values of u and ¢ depicting the characteristic behavior of the
clipped Gaussian PDE.

It can be shown that « and f can be determined explicitly from the mean
mixture fraction f and concentration fluctuation g as

(3.4.85)

The integral in the denominator in equation (3.4.84) is called the beta function,

which can usually be expressed in terms of several Gamma functions as

I'()T(B)/T(a+ ), where I'(z) = (z — 1)!. Figure 3.14 illustrates the probabil-

ity distributions for a beta function variation of mixture fraction.
2=1.0, =100 «=12.0, f=1.0

At the limits of f = 0 and f = 1, it is noted that the integrand of the beta
function PDF becomes singular when the parameters o and f§ tend to be appre-

ciably small. In order to circumvent such a problem, Abou-Ellail and Salem
(1990) proposed a blended distribution function consisting of the beta function
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PDF and two Dirac delta functions at f= 0 and f = 1 to represent the spikes of air-
rich and fuel-rich mixtures in the mixing region. Similar to the clipped Gaussian
distribution, the alternate beta function PDF is given by « = 8.0, = 8.0

2=3.0, =50

o—1 _ n\p-1
P(f) = 743(0) + pyy L — =1
[ 11— ) df

0

+7p6(1) (3.4.86)

It is further assumed that « is limited to a minimum value of «,,;,, in the mix-
ing region. If at any location in the flame where o is greater than a,,;,, then
4 =7 =0 and 7y, = 1 and equation (3.4.86) recovers the original form of
equation (3.4.84). Based on Abou-Ellail and Salem (1990) model, the contribu-
tions of 74,7y, and 75 have been formulated according to known quantities
given as



Additional Considerations in Field Modeling 187

0=7) - s

slom 1) - 7(1-7)

~2
I
L —
~/~
K
E
=}
_|_
~n
~——
I

where the parameter a,,,;, is set approximately to a value of 6.5.

3.4.2.6 Laminar Flamelet Approach

The laminar flamelet approach can be best understood by the schematic
description of a free standing fire, as illustrated in Figure 3.15. In hindsight,
the laminar flamelet concept views a turbulent flame as an ensemble of laminar
diffusion flamelets. Similar to the fast chemistry assumption where the notion
is taken whereby the chemical time scale is very much smaller than the convec-
tive and diffusive time scales, the fuel and oxidant are considered to react in
narrow regions in the vicinity of the stoichiometric flame surfaces. Combustion

Laminar
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i
Oxidizer — Turbulent
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Figure 3.15 Schematic representation of the laminar flamelet concept and effect of the
scale of turbulence on the structure of the flame front.
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occurs rapidly within the local confines of one-dimensional structures normal
to the stoichiometric contour. These structures can thus be assumed to resem-
ble the thin flame sheets of so-called flamelets that are responsible for combus-
tion in a laminar flame. In a turbulent reacting flow, these flamelets will be
stretched and strained by the fluid flow and turbulence as demonstrated by
the small- and large-scale turbulence affecting the flame front in Figure 3.15.

On the basis of the fast chemistry assumption, the local chemical equilibrium
introduces an important simplification, since it eliminates the need to account
for the chemical kinetics in the analysis. In turbulent flows, where the local
diffusion time scales can vary considerably, the fast chemistry assumption
may not be locally valid. If the average diffusion time scales approach
the order of magnitude of the chemical time scales, local quenching of the
turbulent flame will occur. Further reduction of the diffusion time scales
then leads to lift-off and even blow-off of the entire turbulent flame. Even in
globally stable flames, the variation of diffusion time scales may plausibly or
selectively interact with different chemical processes within the reacting sys-
tem. For such flames, the non-equilibrium effects are indispensable and should
be incorporated in modeling by including at least one additional “progress”
variable, which will be described following.

All the preceding models, except the chemical equilibrium and generalized
eddy dissipation concept models, either adopt single-step combustion or
accommodate limited degrees of combustion chemistry, and in most cases, they
do not predict intermediate and minor species. The laminar flamelet model
that will be described in this section is essentially an extension of the conserved
scalar formulation to include non-equilibrium effects. Also, a key advantage of
the model is the feasibility of incorporating detailed chemistry with relative
ease and simplicity. Numerical calculations can be performed economically
to evaluate important aspects of the combustion process and to aptly approxi-
mate the energy release due to combustion. The most important aspect of the
laminar flamelet model is the decoupling of the combustion chemistry model-
ing from the calculations of the flow field.

There are two methods of generating the laminar flamelets. The first method
involves solving governing equations for opposed flow diffusion flame situa-
tions in the physical space. Figure 3.16 illustrates the two typical configura-
tions. Through the delivery of the fuel and oxidant at opposite locations, a
diffusion flame is seen to be established close to the stagnation plane for the
configurations of the planar opposed flow diffusion laminar flame and stagna-
tion point for Tsuji’s burner (Tsuiji and Yamaoka, 1967). For the latter, the
flow is also assumed to be laminar, stagnation-point flow in cylindrical co-
ordinates, and the configuration is considered to be infinitely wide and axisym-
metric. The steady boundary layer equations with chemical reaction source
terms, which are transformed into a system of one-dimensional ordinary differ-
ential equations, a series of prescribed values of the strain rate corresponding
to the stretching conditions in practical turbulent flows (0.1-5000 s-1) are later
imposed to generate the laminar profiles in the physical space. There are a
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Figure 3.16 Schematic representations of the opposed flow flame and Tsuji burner
configuration.

number of available computer programs for laminar flamelet calculations such
as RUN1DL (Rogg, 1993, and Rogg and Wang, 1997), OPPDIF (Lutz et al.,
1997), and more recently, COSILAB (http://www.softpredict.com) of which
the reader may be interested in applying these codes in field modeling. The sec-
ond method, which is concerned with transforming the governing equations of
the opposed flow diffusion flames into mixture fraction space, will be further
elaborated following.

According to Bilger’s mixture fraction formula (Bilger, 1988), a conserved
scalar most preferably employed for combustion purposes is the mass fractions
Z of the chemical elements (C, H, O) that can be related to the mass fractions
Y of species by

N
iM;
Z = Z“’ ly, (3.4.88)

where g;; is the number of atoms of element j in a molecule of species i, M; is
the molecular weight of species, i and M, is the molecular weight of element
j. Using these element mass fractions, the conserved scalar for the variable f8
for a typical reaction vcC+ voO + vyH — Products where v; is the number
of atoms of element j can be defined as

_ Zc n Zy Zo
~ veMc  vpMpy voMo

(3.4.89)
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Using equation (3.4.57), the mixture fraction becomes

Zc Zy (Zo — Zo,0x)
+ -2
}[ — VCMC VHMH VOMO (3 4 90)
ZCvfu+ ZHfu _2 ZO,ox o
VcMC VHMH VoMO

As previously indicated, the subscripts fu and ox refer to the fuel and oxidant
streams.

On the basis of the developments suggested by Peters (1984, 1986), the
flamelet equations for the mass fraction of species and temperature can be
derived by using the co-ordinate transformation of the Crocco-type. In mixture
fraction space, they are:

Species
aY; af \*> &*Y; B
higher order terms
Temperature
oT NPT 10p N b
——pD|— | ———=—— —w; R(T = 4.92
- (ax,> o Gor G, R 0 (3492)

higher order terms

The boundary conditions are

Oxidant stream, f =0, T=Toa YVi=Yiona i=1,..., N

Fuel stream, f=1, T =Tpp Yi=Yipr i=1,...,N

The influence of the flow field is introduced into equations (3.4.91) and
(3.4.92) by the instantaneous scalar dissipation (s~') defined by

4 =2D (8_f>2 ~2D (g—QZ + (g—QZ + (g—’;ﬂ (3.4.93)

6x,»

The scalar dissipation is a parameter that controls mixing and represents the
non-uniformity of the mixture fraction, which is related to the strain. When
the flame strain increases, the scalar dissipation rate also increases; it can thus
be considered as the parameter of which describes the departure from equilib-
rium chemistry. At very low scalar dissipation rates, the combustion takes place
in conditions that are very close to chemical equilibrium. Nevertheless, at very
high scalar dissipation rate, the flame is highly strained; in this instance, the
flame is close to extinction. To generate the laminar flamelet profiles in mixture
fraction space, equations (3.4.91) and (3.4.92) are usually solved for given
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initial and boundary conditions for the fuel and oxidant as well as the tempera-
ture for a series of prescribed values of the scalar dissipation rate y. For the pur-
pose of illustration, we demonstrate the different flamelet relationships of the
temperature and mass fractions of major and minor species in Figure 3.17, for

Mixture Fraction

Figure 3.17 A sample of laminar flamelet profiles
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different scalar dissipation rates of a C; skeletal reaction mechanism of methane
combustion determined through an in-house computer program.

Different scalar dissipation levels yield different temperature and mass spe-
cies profiles. With increasing scalar dissipation rates, the departure from chem-
ical equilibrium is evident and at some critical scalar dissipation rate, which is
just above y = 10, the flame is subsequently quenched. It should be noted that
the preceding flamelet relationship have been obtained neglecting the higher-
order terms involving convection and curvature along the mixture fraction sur-
face—R(Y;) and R(T). A more accurate representation of the flame structure
could be obtained by the inclusion of these terms into the set of governing par-
tial differential equations. The simpler forms of the one-dimensional equations
have nevertheless been found to be sufficiently adequate for most practical pur-
poses in fire investigations (Kang and Wen, 2004).

In turbulent flow fields, the mixture fraction and the scalar dissipation rate
are statistically distributed. To evaluate the mean quantities, it is necessary to
be aware of the statistical distribution these parameters in the form of a joint
PDF P(f, y). The mean scalar property are then evaluated from

1
j¢> P(f. 7)dfdy (3.4.94)
0

‘S~
o%g

Assuming statistical independence for the mixture fraction and the scalar dissi-
pation rate, the average value of the scalar property in equation (3.4.94) is now
given by

o]

0
From the preceding, the PDF for the mixture fraction can be evaluated by the
double Dirac delta, clipped Gaussian, or beta functions. It has been discovered

in the literature that the distribution of y conforms to the log-normality and the
PDF for the scalar dissipation may therefore be written as

o(f )P(x)dfdy (3.4.95)

C—

P(y) = /m/_exp[ 1(lny ,u)} (3.4.96)

where the parameters  and o related to the first and second moments of y by

1
7 = exp {u + 202} (3.4.97)
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7% = Plexp(c?) — 1] (3.4.98)

In principal, the two-equation models of turbulence provide the mean scalar
dissipation rate by relating it to the concentration fluctuations and the turbu-
lent time scale ¢/k. The mean scalar dissipation rate can be formulated as

7=C,~g (3.4.99)

| ™

Normally, the constant C, in equation (3.4.99) is assigned a value of C, =

2.0. The variance z'* is usually not known a priori, and thus suitable values
for ¢ must be deduced by experiments. Based on Seernivasan et al. (1977),
the variance in the log-normal PDF is taken to be 6> = 2.0. It is noted that this
value certainly presents only a first guess, which may be expected to be valid in
the fully turbulent part of the fluid flow. In the intermittent parts, substantial
changes of ¢ and of y may be expected.

By determining 7 from equation (3.4.99), and with the prescribed value of
o?, the parameter u can subsequently be determined via equation (3.4.97) to
determine the distribution of P(y). According to Bray and Peters (1994), it
has nonetheless become common practice to ignore the scalar dissipation fluc-
tuations. On the basis of this, the PDF P(y) should suffice by the mere repre-
sentation of double dirac delta functions for convenience with a constant
variance to speed up computations. For accurate calculations, the log-normal
distribution of P(y) is still preferred.

In practice, the omission of the scalar dissipation fluctuations greatly simpli-
fies the integration of equation (3.4.51). The evaluation of the mean scalar
property thus reduces to

1

b= | ott.P(df (3.4.100)

0

The preceding integration is usually not carried out during the flow field cal-
culations. Rather, a flamelet library is generated for the mean scalar property
as functions of the mean mixture fraction, concentration fluctuations, and
mean scalar dissipation rates. On the basis of the range of values being pre-
scribed for the mean mixture fraction, concentration fluctuations, and mean
scalar dissipation rates, numerical integration is performed on equation
(3.4.100) to yield the appropriate values of the mean scalar property. During
the flow field calculations, the CFD model looks up pre-integrated values that
have been tabulated from the created library.
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3.5 Guidelines for Selecting Combustion Models in
Field Modeling

A range of combustion modeling approaches has been illustrated. In the context
of field modeling, which approach should be adopted as the preferred methodol-
ogy to characterize the combustion process of practical fires? One important con-
sideration in describing the combustion process is the principal knowledge of
whether the combustion is governed by chemical kinetics or turbulent mixing.
On the basis of this, pertinent guidelines via the Damkdéhbler number are described
in this section for determining the suitable combustion models in field modeling.

In the limit of fast chemistry—that is, Da > 1—the conserved scalar
approach offers many benefits over the need to solve a large number of spe-
cies transport equations with complex chemical kinetics. Depending on the
different state relationships that can be applied, different levels of complexity
of the combustion chemistry could be incorporated. Besides the mixed-is-
burnt model, which is primarily catered for single-step chemistry, the chemi-
cal equilibrium model permits intermediate (radical) species prediction and
dissociation effects, and rigorous turbulence-chemistry coupling could be
realized when coupled with the statistical representation via the assumed
shapes of the probability density function. To incorporate non-equilibrium
effects, the laminar flamelet model extends the chemical equilibrium model
to better resolve the combustion process affected by different levels of flame
straining or stretching through the scalar dissipation rate, and it has the abil-
ity to predict the flame up to the point of flame quenching or extinction.
Alternatively, the combustion process of naturally flaming fires could be
assumed to be mainly governed by turbulent mixing. The eddy break-up
model allows the recourse of actually dispensing with the need for expensive
Arrhenius chemical kinetic calculations. On the other hand, the eddy dissipa-
tion model, which solves the intermittent mean concentrations instead
of concentration fluctuations, further simplifies the turbulent flaming
calculations.

Whereas conditions of Da ~ 1 and Da < 1 may persist, the influence of
chemical kinetics becomes more prevalent and the suitability of the preceding
models in the limit of fast chemistry is questionable—especially the need of
modeling the ignition and flame spreading phenomena. For relatively slow
chemistry and small turbulent fluctuations, the laminar finite-rate chemistry
model, which is exact for combustion under laminar conditions, can be pur-
posefully used to handle such combustion possesses. In order to better treat tur-
bulent reacting flows, the generalized eddy dissipation concept model may be
applied. Detailed reaction mechanisms that could be accounted for in the
model, provide the feasibility of accurately describing a range of flaming
regions and for a wider range of Da numbers. It should be noted that solving
such a system of transport equations for the species mass fractions is usually
rather stiff and involves enormous computational resources.
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It should be emphasized that the assumed shapes of the probability distribu-
tions in the conserved scalar approach are essentially a mathematical represen-
tation of the problem in order to feasibly characterize the temporal distribution
of the scalar properties and their corresponding PDFs. Along the centerline of
the flame, numerous experimental evidence have shown that the probability
distribution is single modal in the form of near Gaussian (Kennedy and Kent,
1978) or a beta function (Krambeck et al., 1972). Away from the centerline,
the prevalence of an intermittent nature due to the growth of intermittency
spikes may, however, result in a bi-modal characterization of the PDF of the
burnt gas and unburnt mixture. In view of the different observed probability
distributions, the PDF method, which entails a more sophisticated approach
to combustion modeling by solving additional transport equation for the joint
PDF of velocities and reactive scalars, can be applied (Dopanzo, 1994, Pope,
1983). The inclusion of finite-rate chemistry makes the PDF method applicable
to not only non-premixed combustion but also to premixed and partially pre-
mixed combustion. By solving the PDF transport equation, values of the PDF
are now dependant on the rate of reaction, time scales of turbulence, and reac-
tion on the flow properties. The Monte Carlo method is normally employed to
treat the turbulent reacting flow as an ensemble of particles so that each
particle has its own position composition and travels in the flow with
instantaneous velocity. Particle state is described by its position, velocity, and
instantaneous reactive scalars (e.g., temperature, species mass fractions), and
scalar properties are described by the stochastic Lagrangian models. No aver-
aging is imposed, since all the flow and scalar variables are solved based on
the instantaneous field.

As an alternative to the PDF method for non-premixed combustion, the
Conditional Moment Closure (Bilger, 1993, Kilmenko and Bilger, 1999, Kim,
and Huh, 2002) could also be adopted for infinitely fast and finite-rate chem-
istry, which overcomes the problem of limited range of validity that other clo-
sures have met. Better known by its acronym CMC, the main concept behind
this approach is to ascertain how the reactive scalars depend on the mixture
fraction. In essence, it aims to calculate conditional moments at a fixed loca-
tion within the flow field, using modeled transport equations without any
imposed assumptions on the small scale structure of reaction zones or on the
relative timescale of chemistry and turbulence. The mean reaction rate based
on the Reynolds or Farve averaging for turbulent flow (see equation (3.26)),
usually contains higher order moments; variances and co-variances. Accommo-
dation of the higher correlations is required in order to achieve accurate
results. The whole purpose of the CMC is to bypass the problem of calculat-
ing the mean reaction rate by performing a conditional average, in the hope
that the conditional fluctuations are small enough so that they can be consid-
ered to be negligible—that is, F &~ 0. CMC has been shown to be capable of
adequately predicting the phenomena associated with local flame extinction
and re-ignition. More detailed descriptions of the PDF method and CMC are
provided in Appendix C.
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Principally, the development of the PDF method and CMC focuses on the spe-
cific need of the extensive usage of the finite-rate chemistry to resolve a wide
range of flaming conditions. It has been argued by Bilger (2000) that the laminar
flamelet model neglects the influence of spatial terms in the equations and the
effects of variations in the scalar dissipation rate. Concerning the questionable
validity of the laminar flamelet model in aptly accounting the presence of local
extinction and re-ignition, such flaming conditions are thoroughly accommo-
dated through the PDF method and CMC. Nevertheless, the main drawback
of employing the PDF method and CMC for turbulent combustion, is that such
systems with complex combustion chemistry involve large numerical integration
calculations and they are generally very computational-intensive. The computa-
tional cost can be expected to vary as

PDF method > Conditional Moment Closure > Laminar Flamelet Model >
Mixed-is-Burnt, Eddy Break-up, or Eddy Dissipation Model

From the aspect of computational efficiency, the authors strongly recommend,
similar to the selection of turbulence models, an incremental approach of sys-
tematically introducing the level of model sophistication into the numerical
calculations. It is therefore advisable to begin by applying the simplest models
that reside at the bottom level of the computational cost. This will bring signif-
icant benefits to over-prescribing the problem with unnecessary complexities. If
required, more complex models could be applied to enhance the computational
predictions.

3.6 Worked Examples on the Application of Combustion
Models in Field Modeling

3.6.1 Single-Room Compartment Fire

In this worked example, field modeling that incorporates increasingly complex
illustration of the chemical process to characterize the Steckler’s single-
compartment fire is described through the application of different combustion
modeling approaches. The parametric study includes systematic representa-
tions of the fire source by different combustion models. Numerical simulations
are performed through an in-house computer code FIRE3D. For the purpose of
validating and verifying the different combustion models that could be applied
in fire engineering, comparison of the computed results is made not only
against measurements made by Steckler et al. (1984) but also the numerical
results obtained from Lewis et al. (1997) for the same heat release rate of
62.9 kW. Special emphasis on the range of fire studies performed by Lewis
et al. (1997) allows the feasibility of direct comparison of similarly applied
combustion models in order to establish confidence in the usage of these mod-
els in fire safety investigations.
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Numerical features: Numerical solutions to a system of three-dimensional
Favre-averaged equations for the transport of mass, momentum, and enthalpy
with the addition of mass fractions of gas species as well as mixture fraction
accompanied by its fluctuation scalar are ascertained. Instead of the specific
need of imposing a physical volume of the fire source within the computational
domain, the fuel flow rate of 0.0013 kg/s corresponding to the heat release rate
of 62.9 kW is now specified at the surface of the gas burner. All other bound-
ary conditions remain the same as previously featured in the previous worked
example, as illustrated in section 2.16.1.

For the comparative study against Lewis et al. (1997) numerical solutions,
every attempt has been made to adopt similar or identical pressure-velocity
linkage methods, numerical discretisation schemes, and turbulence models.
Simulations for the single compartment fire are carried out using the SIMPLE
pressure correction algorithm alongside the hybrid differencing scheme and
standard k-¢ turbulence model. The eddy dissipation combustion (EDM) model
of Magnussen and Hjertager (1976) based on single step chemistry of methane
and the conserved scalar approach employing the Sivathanu and Faeth (1990)
state relationships, are assessed against similar combustion models employed in
Lewis et al. (1997). Since this room configuration is symmetrical about the ver-
tical plane bisecting the doorway and burner, mesh generation for the compart-
ment fire is only carried out on half of the room, thus improving the resolution
of the flow and thermal fields. The mesh density of 83160 grid nodes compa-
rable to the finest mesh used by Lewis et al. (1997) of 70432 grid nodes is
employed for the comparison of results.

The inclusion of an extended region away from the doorway is an important
modeling consideration to correctly predict the migration of combustion pro-
ducts and entrainment of ambient air through the doorway. In retrospect, the size
of the extended region attached to the compartment fire is usually not known a
priori. To determine the extent of the open boundaries of the extended bound-
aries affecting the flow and thermal characteristics at the doorway, two regions
having a size of 3 m x 2.8 m in plan and 6.8 m in height and with the same
plan area and a lower height of 3.8 m, are investigated. Numerical experiments
have revealed that no appreciable differences could be found for the predicted
temperature profiles in the two simulation cases. It is nevertheless demonstrated
in Figure 3.18 that the predicted velocity profiles just above the floor level for
the large extended region, appear to be closer to the experimental data than those
of the small extended region. The entrainment characteristic at the doorway
can thus be inferred to be better accommodated through the requirement of a
large extended region. Note the specific use of the large extended region for
the simulations carried out for the worked example in section 2.16.1.

Numerical results: Predicted line graphs for the doorway temperature and
velocity profiles utilizing different combustion models based on the eddy dissi-
pation and conserved scalar by the in-house computer code are compared
against those of Lewis et al. (1997) numerical results employing the eddy dissi-
pation model and Steckler et al. (1984) experimental data. The numerical
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Figure 3.18 Comparison of velocity profiles at the doorway for different extended
regions.

results obtained for the volumetric heat source approach from the previous
worked example are also re-plotted in the same figures in order to assess the
relative merits in characterizing the fire combustion as a result of modeling
through the simpler or more complicated approach to field modeling. All rele-
vant numerical results of the doorway temperature and velocity profiles and
experimental data are shown in Figures 3.19 and 3.20, respectively.

Comparing the volumetric heat source and combustion modeling predictions
in Figure 3.19, it is evident that the distinct separation of the hot and cold
layers present within the compartment is better predicted by the latter than
the former, which incidentally confirms the distinct two-layer structure
observed during experiment. On the basis of the combustion simulations made
by Lewis et al. (1997) and the in-house computer code for the temperature pre-
dictions near the top edge of the doorway, deviations observed in the numerical
results could be attributed to a number of factors: (1) neglect of soot formation
and its radiation and combustion efficiency to account for the incomplete com-
bustion of the methane fuel, and (2) consideration of adiabaticity at the com-
partment walls of which the only probable path of the heat escaping from
the compartment is through the doorway. Based on these, it is to be expected
that the in-house predicted temperatures are likely to be higher than those
predicted by Lewis et al. (1997).

In contrast to the predicted temperature profiles, the velocity profiles in
Figure 3.20 does not appear to be strongly sensitive to the different approaches



Additional Considerations in Field Modeling 199
2
S
=S T SO
2
2 :
Ul Y 17/ S @ Experiment

06 -5 Volumetric Heat Source (in-house)

04 F ——EDM Combustion (Lewis et al.)

' F ——EDM Combustion (in-house)

0-25 """"" X -resiseseseeeesnl ¢ Conserved Scalar Approach (in-house)
ob . AR,
-1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

Velocity (m/s)
Figure 3.19 Comparison of different temperature profiles at the doorway.

2

LT Ty

L) PSR UL SOUUPUORPUOL SOUSRPRP SURORPRR RO - - ot

1.4 _ .....................................................................................

—~ 1.2 :_ ...................................................................................
E ¢
BRI O i
2 L
£ r

0'8:‘ """""""""""""" @® Experiment

0.6 _ ........................ —H- Volumetric Heat Source (in-house)

- b —— EDM Combustion (Lewis et al.)

I —— EDM Combustion (in-house)

0.2 ‘ srreiteeeeseeenl ¢ Conserved Scalar Approach (in-house)

o b
-1.5 -1 -0.5 0 0.5 1 1.5 2 25

Velocity (m/s)

Figure 3.20 Comparison of different velocity profiles at the doorway.



200 Computational Fluid Dynamics in Fire Engineering

adopted. Here again, the combustion modeling predictions appear to fair mar-
ginally better than the volumetric heat source approach in illustrating the distinct
demarcation between the hot and cold layers that is evidently present within the
compartment; cold air is entrained into the burn room at the bottom half, while
combustion products are seen exhausting at the top half of the doorway.
Major species predictions of the concentration contours of H,O and CO
at the vertical symmetry plane dissecting the gas burner are reported in
Figures 3.21 and 3.22, respectively. It is noted that actual measurements of
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Figure 3.21 Comparison of different velocity profiles at the doorway.
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Figure 3.22 Comparison of different velocity profiles at the doorway.

the species in the Steckler et al. (1984) experiment are not available for com-
parison. Nevertheless, the capability of the conserved scalar approach using
the Sivathanu and Faeth (1990) state relationships, could still be checked
against Lewis et al. (1997) results to verify whether similar values or trends
could be obtained. Since the compartment is well ventilated and the ambient
levels of water vapor H,O and carbon monoxide CO, remote from the fire
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source and plume regions, are, as expected, found to be very low. For H,O, in-
house predictions yield a peak level of 0.006, whereas a similar contour struc-
ture of 0.01 was obtained by Lewis et al. (1997). For CO, a peak level of 0.026
was predicted by Lewis et al. (1997), while a peak level of 0.01 is achieved
through the in-house calculations. It is nevertheless noted that our computed
CO levels are still within the same order of magnitude with those predicted
by Lewis et al. (1997). Previously in Figure 3.20, doorway velocity profiles
have indicated higher inflow and outflow mass fluxes than those predicted
by Lewis et al. (1997). Since substantially more cold air is stipulated to be
entering into the compartment, leaner fire combustion in turn is encouraged
and promoted.

Conclusions: Coupled with a suitable two-equation turbulence model, appli-
cation of the eddy dissipation combustion model of Magnussen and Hjertager
(1976) and the conserved scalar approach employing the Sivathanu and Faeth
(1990) state relationships to a full-scale compartment fire is demonstrated
through this worked example. This particular approach does not depend on
the a priori knowledge of the shape and size of the fire source, such as that
required by the volumetric heat source approach, but instead depends only
on the specification of the fuel flow rate at the burner surface corresponding
to the required heat release of the fire to be simulated. More importantly, this
worked example aptly shows the prevalence of a two-layer structure typical of
compartment fires, through the added consideration of turbulent combustion
models. The feasibility of the laminar flamelet representation for combustion
in a turbulent fire is viable if the detailed reaction mechanisms allowing the
prediction of intermediate chemical species are known for the fuel.

3.6.2 Two-Room Compartment Fire

It is imperative that the use and validation of the field model extends beyond
the single-room compartment geometry, to more complex configurations that
are usually encountered in practice. This worked example places emphasis on
the assessment of field modeling and its feasibility in application against a
series of two-room compartment fire experiments of turbulent buoyant diffu-
sion flames, performed by Nielsen and Fleischmann (2000) at the University
of Canterbury, New Zealand.

Figure 3.23 illustrates the schematic drawing of the particular geometry
being investigated. The non-spreading buoyant fire was fueled by a square
sand-box LPG burner of 0.3 m wide and elevated 0.3 m above the floor, cen-
trally located in the burn room. Air was drawn into the two-room compart-
ment through the open end of the adjacent room and entered the burn room
through a doorway opening of 2.0 m high and 0.8 m wide, as depicted in Fig-
ure 3.23. Compartment walls and ceiling were insulated with Gib® Fyreline
and Intermediate Service Board to minimize heat transfer and damage to the
structure and instrumentation. Aspirated thermocouples were placed evenly
throughout the compartment to enable the validation of vertical temperature
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Figure 3.23 Schematic drawing of the two-room compartment structure.
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Figure 3.24 Distribution of thermocouple tree positions (Crosses indicate field trees).

profiles. Figure 3.24 shows the spatially distributed thermocouple tress within
the burn and adjacent rooms. More detailed information regarding the setup
can be referred to in Nielsen and Fleischmann (2000). An in-house computer
code FIRE3D is employed to generate the required numerical results. A heat
release rate Q" of 110 kW has been selected for the validation exercise.
Numerical features: The three-dimensional Favre-averaged equations for the
transport of mass, momentum, and enthalpy are solved. A hybrid differencing
scheme is employed for the convection terms. The velocity and pressure linkage
is achieved through the SIMPLE algorithm. The eddy-viscosity concept is
employed for the representation of the turbulent diffusivities in the governing
equations due to turbulence. This is expressed by the solution of the standard
k-¢ turbulent model, with additional source terms to account for buoyancy
effects (see work examples in section 2.16.1). An explicit equation for the mass
fraction of fuel is solved for the eddy dissipation combustion model of Mag-
nussen and Hjertager (1976). LPG (Liquefied Petroleum Gas) as described in
Nielsen and Fleischmann (2000), comprises of approximately 80% of propane
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(C5Hg) and 20% of butane (C4H1g). The global, one-step description of LPG
combustion is assumed and can be written as

0.8C3Hsg + 0.2C4H19 +4.50, — 3.2CO, +4.2H,0 (3.6.1)

Figure 3.25 shows the grid distribution of the two-compartment geometry.
Experimental observations by Nielsen and Fleischmann (2000) for the central
fire in the burn room revealed that this configuration was symmetrical about
the vertical plane bisecting the burner, doorway, and open end. Similar to the
single-room compartment fire, mesh generation is thus carried out on half of
the room, improving the resolution of the flow and thermal fields. Also,
numerical experiments for the single-room compartment fire revealed that
the inclusion of an extended region away from the open end was important
to correctly model the flow through the open end. An extended region of
3.6 m x 4.8 m in plan and 6.5 m in height is attached to the two-compartment
structure to isolate the end effects of the extended boundaries from the open
end of the geometry. The computational grid is 85 x 44 x 25 (i.e., a total of
93,500 control volumes).

At the burner surface, the fuel flow rate is prescribed. The turbulence level is
assumed to be weak; laminar prescription is enforced at this boundary.

et Extended Region
<:—' ‘\““‘»H 3.6m(L) X 4.8m (W) x 6.5m (H)

Burn
Room

A

Adjacent
Room

Figure 3.25 Mesh distribution of the two-room compartment geometry.
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Temperature is set to be constant, based on the temperature of the unburnt fuel
flowing through the burner. The mass fraction of fuel is set at unity. At the
solid surfaces, the condition of no-slip is imposed by setting all velocities to
zero. The normal gradients of the mass fraction of participating species are
set to zero at these boundaries, due to impermeability of the walls. In order
to resolve the momentum and heat fluxes near the wall region, conventional
logarithmic wall function was applied. Adiabatic condition is imposed for
the calculation of the wall temperatures. The enthalpy equation is correspond-
ingly determined from the given wall temperature when solving the energy con-
servation equation. At the extended boundaries, the solution domain is treated
as an entraining surface on which the ambient pressure is set to be constant.
The normal gradients of all dependent variables are set to zero for in-flow or
out-flow conditions, except for the temperature and mass fraction of partici-
pating species where ambient variables are specified at this plane when the
flow enters the compartment.

Numerical results: Model predictions of the vertical temperature distribution
above the fire source (Tree 3) and at the doorway (Tree 5) are shown in
Figure 3.26. Focusing on the temperature distribution above the fire source,
possible causes for the large discrepancy between the measured and predicted
temperatures are provided following.

Firstly, temperatures that were measured through the uncovered bare-wire
thermocouples did not actually reflect the real fluid temperatures. The occur-
rence of the heat transfer processes by convection and radiation within the
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Figure 3.26 Comparison of predicted and measured temperature profiles above the
fire source (Tree 3) and at the doorway (Tree 5).
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sensor, surrounding surfaces, and fluid balanced each other to register tempera-
tures that could possibly be between the surface and surrounding fluid tempera-
tures. Wen et al. (2001) clearly showed that there were inherent errors in the
raw thermocouple readings due to radiation for unshielded thermocouples.
The differences between the uncorrected and corrected data subject to flame
radiation could amount to a temperature difference greater than 100 K. Typical
experimental observed temperatures within the flaming zone have been shown
to be at least of the order 800°C or 1073 K, as exemplified in Drysdale (1986).

Secondly, a peak temperature of about 2300 K predicted by the field model
is not entirely unexpected, since the combustion of LPG has been assumed
to be merely represented by single step chemistry. In reality, the combustion
process is never perfect or complete, and the gas-phase oxidation mechanism
for LPG generally results in a number of intermediate species. Incomplete or
inefficient combustion has a tendency of lowering the flame temperatures.
More realistic flame temperatures could have been obtained by the consider-
ation of detailed reaction mechanism for the fuel. From a practical viewpoint,
the simple approach is retained. In addition, the absorption-emission radiative
heat exchange phenomenon of the combustion products, of which such mech-
anism is absent in current field modeling consideration, generally contributes
dramatically toward lowering the flame temperatures. This will be demon-
strated in the subsequent worked example in section 3.13.2.

As seen in Figure 3.26, the unduly predicted high temperatures are confined
to the region just above the fire source. At the doorway connecting the burn
room and adjacent room, the predicted temperature distribution is nonetheless
shown to compare rather well against the measured profile.

A distinct feature of compartment fires, as inferred earlier in Chapter 2 as
well as in the previous worked example, is the existence of a two-layer struc-
ture; the hot layer comprises of hot combustion products at the top, while
the cold layer contains the distribution of cold air entraining into the compart-
ment at the bottom. In spite of the temperatures being rather substantially
over-predicted when compared against the measured temperature profiles at
the upper part of the burn room, the prevalence of the two-layer structure is
still adequately represented as is evident in the predicted vertical temperature
profiles in Figure 3.27 for thermocouple tress 1, 2, and 4 (away from the fire
source). Predicted vertical post-flame temperature distributions in Figure 3.28
against the measured profiles, are nevertheless observed to be only marginally
over-predicted for all the thermocouple trees represented in the adjoining
room. The over-spilling effect of the high temperatures experienced in the burn
room is clearly seen to be felt in the adjoining room and registering as far in the
venting outlet or open end.

Conclusions: Field modeling investigations were carried out on a two-room
compartment fire utilizing the three-dimensional Favre-averaged equations
governing the conservation of mass, momentum, and energy coupled with a
suitable two-equation turbulence model and the eddy dissipation combustion
model of Magnussen and Hjertager (1976). The application of the combustion
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model to feasibly characterize the two-layer structure within the entire occu-
pied space in both the burn room and adjacent room, is appropriately demon-
strated through this worked example.

3.7 Summary

The generalized finite-rate formulation approach to combustion consists of pri-
marily solving the conservation equations that describe the mixing, transport,
and chemical reactions for each chemical species in the fluid medium has been
explained. It can be applied to laminar or turbulent combustion covering a
wide range of premixed, non-premixed, or partially premixed flames. The lam-
inar finite-rate chemistry model through neglecting the non-linear terms due to
Reynolds or Favre averaging and decomposition is exact for laminar flames. Its
immediate and direct application to turbulent reacting flow systems due to the
omission of turbulence-chemistry interaction is, however, not as straightfor-
ward, since, as previously discussed in section 3.2, erroneous results were
obtained when the model is applied for turbulent flames. The need to handle
such flames has led to developments of specific combustion models such as
the eddy break-up, eddy dissipation, and generalized eddy dissipation concept
in order to better resolve the turbulent combustion process.

Since most practical fires are naturally diffusion flames, and the reaction is so
rapid that the fuel and oxidant only co-exist within an infinitely thin flame sheet
in the limit of fast chemistry, the concept of conserved scalar can be purpose-
fully exploited to directly relate the molecular-species concentrations within
it. The statistics of all thermodynamics variables are therefore ascertained based
on the knowledge of the statistics of this particular scalar. Computationally, the
model is efficient and requires only a single transport equation for the mixture
fraction (conserved scalar) to be solved. In turbulent combustion, an additional
transport equation for the concentration fluctuation of the mixture fraction is
required to characterize the random fluctuations of the turbulent flow. The
probability density function based on the square wave probability distribution
is by far simpler to apply and very easy to compute. However, it is invariably
less accurate in comparison to the more complex forms of clipped Gaussian
and beta function. Nevertheless, it is worth noting that the assumed shapes of
the probability distributions are essentially mathematical formulations of the
problem, and they are but convenient ways of characterizing the statistical
information of the random fluctuations in the turbulent flow. In spite of the
many complexities that exist within turbulent combustion, the clipped Gauss-
ian or beta function is generally applicable for most practical purposes in field
modeling applications of reacting flows. The consideration of the laminar fla-
melet model offers the feasibility of incorporating detailed chemical kinetics
with minimal computational costs for computing turbulent flames.

As demonstrated through the worked examples, combustion modeling of
fires requires no a priori knowledge of the shape and size of the fire source
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to be prescribed, as is evident in the volumetric heat source approach. More
importantly, the additional consideration of turbulent combustion models
aptly captures the commonly observed two-layer structure comprising of the
hot layer of combustion products at the top and cold layer of ambient air at
the bottom, in both the single-room and two-room compartment fires.

PART IV RADIATION

3.8 Radiation in Fires

In practical fires, two modes of heat transfer exist: radiation and convection.
As the body of the flame is heated up due to the energy release caused by chemi-
cal reactions, it will lose some part of the heat by convection (in a fluid such as
air) and another part by radiation. The former usually persists at low tempera-
tures from about 150°C to 200°C, while the latter becomes increasingly domi-
nant for temperatures above 400°C. Specifically, thermal radiation involves the
transfer of heat by electromagnetic waves that is confined to a relatively narrow
“window” in the electromagnetic spectrum, and is that electromagnetic radia-
tion emitted by the body as a result of its temperature. Figure 3.29 illustrates
the electromagnetic spectrum of different wavelengths. Thermal radiation lies
in the range from about 0.1 um to 100 um, which incorporates visible-light
and extends toward the far infrared regions. The visible-light portion of the spec-
trum is nevertheless very narrow, extending only from 0.35 um to 0.75 pm.
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Figure 3.29 Electromagentic spectrum.
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The emitted heat flux due to radiation is a strong function of the body tem-
perature. As the temperature is increased, more radiation will be emitted of
which the emissive power E defines the rate of the body’s radiating surface
of heat flow per unit time and per unit surface area. For an ideal emitter—that
is, black body—the total energy emitted is proportional to the absolute temper-
ature T to the fourth power:

E, =oT* (3.8.1)

The preceding equation is generally referred to as the Stefan-Boltzmann law
and o is the Stefan-Boltzmann constant, which has the value

6 =15669x 10 %Wm2K™*

where Ej is in Wm ™2 and T is in Kelvin. Equation (3.8.1) is called the black
body radiation, because the body that obeys this law appears black to the
eye; it is black because it does not reflect any radiation. Hence, a black body
is also considered as one that absorbs all incident radiation. The black
body intensity, which is used to determine the emitted intensity from surfaces
to fluid, can also be expressed as

E oT*
Tpack = —2 = — (3.8.2)
Y T

Nevertheless, it has been convenient to introduce the concept of a gray body
(or an ideal non-black body) for which the emissivity ¢ is independent of wave-
length to characterize a real body. While this is an approximation, it permits
the simple use of the Stefan-Boltzmann equation. Following Kirchhoff’s law
where the absorptivity is equivalent to the emissivity of the body, as dictated
by the first law of thermodynamics, the emissive power for a fictitious real
body is given as

E

SZE—b

(3.8.3)

Equation (3.8.3) can be employed to characterize the surface radiation prop-
erties of a material. Real surfaces usually emit less radiation than ideal black
surfaces. Hence, the emissive power of a real surface is given by

E, =eoT) (3.8.4)
where T,, is the temperature of the surface material. The emitted wall intensity

as a result of equation (3.8.3) is: I,, = eo T /n. When radiant energy strikes a
material surface, part of the radiation is reflected, part is absorbed, and part
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Figure 3.30 Schematic drawing showing effects of incident radiation.

is transmitted, as described in Figure 3.30. Defining the reflectivity p as the
fraction reflected, the absorptivity o as the fraction absorbed, and the transmis-
sivity T as the fraction transmitted, the sum of these fractions at the surface
material will be equivalent to unity: p + o + T = 1. Two types of reflection
phenomena may be observed when radiation strikes a surface. Figure 3.31
illustrates the reflection caused by specularly reflecting and diffusely reflecting
rays. A specular reflection occurs when the angle of reflection is equal to the
angle of incidence of an incident beam. Note that it represents a mirror image
of the source to the observer. In the case of diffusely reflecting, the rays leave
the surface in all directions irrespective of the incident angle of the incoming
beam. It should be noted that no real surface is either specular or diffuse,
although most practical problems may be inclined to adopt the diffuse reflec-
tion behavior. Also, most solid bodies do not transmit thermal radiation, so
for many applied problems they are considered to be opaque; the transmissivity
may be taken as zero, T = 0. Consequently, p + « = 1. In reality, all surface
properties are highly dependent on the type of materials, surface finishing, sur-
face roughness, and the presence of surface contaminants.

Air which contains traces of N, and O, and other gases of non-planar sym-
metrical molecules, are essentially transparent to radiation at low tempera-
tures. As a result of the oxidation process in fires, combustion products such
as carbon dioxide CO, and water vapor H,O, and various hydrocarbon gases
radiate to an appreciable extent. These molecules can interact with the

| Incident
1 1
Incident ray ' Reflected ray  ray Reflected
! rays
1
:
7 7
Specular reflection Diffuse reflection

Figure 3.31 Schematic drawing illustrating specular and diffuse reflection.
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electromagnetic radiation in the “thermal” region of the spectrum (0.1 ym -
100 pm). Such species generally do not exhibit the continuous absorption
(and emission) throughout the volume of the gas. They tend to absorb (and
emit) at several wavelength bands. In general, the presence of carbon dioxide
and water vapor provides the mechanism of heat loss by radiation of the flame.
Moreover, most practical fires will burn with luminous diffusion flames. Finely
dispersed carbonaceous particles (soot) that can be found mainly on the fuel
side of the reaction zone at high temperatures, act accordingly as individual
minute black (or gray) body and emit continuously over a wide range of wave-
lengths. The presence of soot also significantly augments the radiant heat loss;
the sootier the flame, the lower the flame temperature. The calculation of gas-
radiation and soot-radiation properties is generally rather complicated. Suit-
able methods for evaluating the radiant exchange of these gases from practical
engineering considerations will be provided in later sections of this chapter.
In any point in space of the physical system, incident radiation can be
absorbed, transmitted, and/or scattered and radiation emitted for a volume
of gas containing significant amounts of carbon dioxide, water vapor, and
soot particles. In reacting flows, such a fluid is categorized as a participating
medium. The strength of the interactions between a participating fluid
medium and radiation can be measured in terms of its absorption coefficient
K, and its scattering coefficient o,. For the participating fluid medium at a
fluid temperature T, the emitted intensity is simply the product of the absorp-
tion coefficient and the black body intensity: I = K I, = K,aT*/n. The dis-
tribution of emitted intensity by a point radiation source in a participating
fluid medium is taken to be uniform in all directions but not for the scattered
intensity. In field modeling, according to Luo et al. (1997), the scattering coef-
ficient for the dispersed soot particles in the order of diameters about 0.1 um
can nonetheless be considered to be negligible in comparison to the respective
absorption coefficient. It is therefore appropriate to dispense with the specific
consideration in modeling the scattering source in the equation of radiant
energy transfer. The global radiation calculations are thus simplified for the
radiant exchange in the fluid participating medium. In the next section, the
expression for the radiative transfer equation ignoring scattering effects is

described.

3.9 Radiative Transfer Equation

It is important that the physics governing the transport of radiation is properly
understood in order to appreciate the difficulties involved in the analysis of
radiative heat transfer. Consider a pencil of radiation traveling across a partici-
pating medium in Figure 3.32. From the Lagrangian viewpoint, the total vari-
ation of radiation over time D¢ for monochromatic radiant energy can be
written as
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where c is the speed of light at which radiation travels and I, is the monochro-
matic radiation intensity, which is a function of wavelength, position, and
direction. According to equation (3.9.1), the change in radiation DI, in a given
direction is a function of time and space

al;

ol
DI, = (Dt)a—t" + (1) 57 (3.9.2)

Since radiation propagates at the speed of light, at 3 x 10® m s™'—approxi-
mately 10° times as fast as the speed of sound of common fluid encountered in
engineering applications—to tranverse across a path length ds, the time
required (Dt = ds/c) is appreciably small. On the right-hand side of equation
(3.9.2), the first term (D#)0I,/0¢ is comparatively smaller than the second term
¢(Dt)dI,/0s. This implies that for most engineering applications, radiation
occurs in finite-size domain; it is reasonable to assume that

ol oI,
DI, = ¢(Dt) 55 = sa—;

(3.9.3)

because the change of radiation intensity propagates so rapidly that the time
dependence of I, can be safely disregarded without significant loss of accuracy.
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According to Ozisik (1973) and Siegel and Howell (1981), the radiative
transfer equation describing the variation of a monochromatic pencil of radia-
tion across an elemental volume taken along the path 7 for steady state condi-
tions and coherent isotropic scattering, is given by

dl/l <?a g)
ds

= (Ko + )67, 5) + Kol () + 52 [ 06 )1 ()0
4n

(3.9.4)

where Ip, is the Planck’s intensity of black body radiation per unit wave-
length at some temperature in the participating medium, K,, and o,, are
respectively the local spectral absorption and scattering coefficient for a wave-
length A, and @ is the scattering phase function that specifies the fraction of
incident intensity I; (5') from all possible s’ that is scattered into direction §
of which involves the integration over a unit sphere (i.e., a solid angle of 4n
steradians) surrounding the point in the medium. The derivation of equation
(3.9.4) is based on the radiant energy balance over an elemental solid angle
dQ in the direction § across an elemental volume like the one illustrated in
Figure 3.32. As previously indicated in the previous section, scattering effects
are normally neglected in field modeling; equation (3.9.4) can be reduced to

dl; (7,5 o .

% = Ko, L;(7,3) + Kalplack 5.(7) (3.9.5)
In words,

The rate of change The net gain in

of intensity per unit = radiant energy (3.9.6)

path length about directions

The radiative transfer equation in the form of equation (3.9.4) is an integrodif-
ferential equation while equation (3.9.5) is an ordinary partial differential equa-
tion, which they are extremely difficult to solve exactly for multidimensional
geometries. These equations require solution along the relevant ray paths, since
the transport of heat by radiation is usually three-dimensional. The calculation
of radiation is thus numerically challenging, computationally intensive, and
imposes high demands on computational resources. In attempting to solve the
radiative transfer equation, algorithms need not only to compute the radiation
intensity as a function of the Cartesian position (x,y,z) and angular direction
(0, ¢) but also on radiation wavelength. Radiation properties of the participat-
ing medium are closely linked to the wavelength of radiation. For numerical
simulations, it is necessary that either the full spectrally resolved radiation cal-
culations are performed or the effect of this wavelength dependence is modeled
by some reasonable approximations.
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In essence, radiation modeling concerns two key issues. The first is the avail-
ability of appropriate solution methods to best handle the radiation heat trans-
fer, which may entail different ways of treating the angular dependence and
spatial variation of intensity within the physical domain. A range of popular
radiation algorithms will be discussed in section 3.11. Secondly, appropriate
evaluation of the absorption coefficient is required to account for the complex
radiative properties of the participating medium, consisting of a gaseous mix-
ture of combustion products. Possible approaches with different levels of
sophistication are presented in the next section.

3.10 Radiation Properties of Combustion Products

Every combustion process produces combustion gases such as water vapor
(H,0) and carbon dioxide (CO,). These gases do not scatter radiation signif-
icantly, but they are strong selective absorbers and emitters of radiant energy,
such as illustrated from the radiation emitted from a flame in the infrared
region in Figure 3.33. The radiation bands of water vapor are relatively
broad and are spread over a wide wavelength spectrum of which the bands
at 1.9 um and 2.7 um are important. Carbon dioxide, however, shows only
two significant bands at 2.7 um and 4.3 um. In the latter region, carbon
dioxide is almost opaque even at short path lengths. In contrast, the radiation
spectrum of soot is continuous whereby the intensity varies strongly with the
soot concentration and particle size. Consequentially, the variation of radia-
tive properties especially for water vapor and carbon dioxide within the
electromagnetic spectrum, needs to be aptly accounted for and spectral calcu-
lations can be performed by dividing the entire wavelength spectrum into sev-
eral bands. The absorption/emission characteristics of each of the chemical
species are assumed so that they remain either uniform or change smoothly
in a given functional form over these bands. Obviously, the accuracy of the
predictions increase as the width of these bands becomes narrower. Consider-
ing the diversity of products and the probability of having some or all of these
gases in any volume element of the system, the prediction of radiative proper-
ties is certainly not an easy task. In order to present a systematic methodology
for the prediction of the radiative properties of combustion products, this sec-
tion will first focus on the discussion of suitable relations for the properties of
the combustion gases and soot particles and simplifications that have been
made in arriving to these relations. Note that the level of simplification for
the properties to be determined, should be consistent with the level of sophis-
tication of the radiative transfer and total heat transfer models. The relations
for the radiative properties of individual constituents should also be compati-
ble with each other, as well as with the radiative transfer models.
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Figure 3.33 Radiating gases of a flame and infrared radiation spectrum of soot
compared with spectrum of blackbody at the same temperature.

3.10.1 Gray Gas Assumption

For engineering calculations, it is always desirable to have some reliable yet
simple models for predicting the radiative properties of the gases. In some cir-
cumstances, a detailed modeling of the radiative properties of combustion
gases may not be warranted for the total accuracy of the total heat transfer pre-
dictions. If scattering is considered not to be important for the combustion
gases, the gray absorption/emission coefficient can be obtained from Beer-
Lambert’s law. For a given mean path length L, the mean absorption coeffi-
cient for the combustion gases is given as
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— 1
Ka‘g = —Zln(l — Sgray) (3.10.1)

It is possible to determine the so-called gray absorption and emission coeffi-
cients for each temperature, pressure, and path length to yield the same total
absorptivity or emissivity of the CO,-H,O mixture. In equation (3.10.1), the
corresponding mean path length must be properly evaluated. The characteristic
cell size of the computational domain may be chosen as the mean path length
or for a nearly homogeneous medium, the mean beam length based on
Viskanta and Menguc (1987) for a volume (V) of a gas radiating to its entire
surface area (A) can be evaluated according to

L=Ly=—" (3.10.2)

where C is the correction factor and for an arbitrary geometry its magnitude is
0.9 (Hottel and Sarofim, 1967). Considering the CO,-H,O mixture, the emissivity
€gray N equation (3.10.1) may be ascertained as

egray = Cco,éco, + CH,06m,0 — Aéco,-H,0 (3.10.3)

The gas emissivities of carbon dioxide ¢co, and water vapor ¢y,0 can be
obtained from Hottel’s charts of gas emittance as a function of gas temperature
for different values of the product between the partial pressure and mean beam
length as shown in Figure 3.34. While these diagrams apply to gas mixtures at
a total pressure of 1 atmosphere, an effect of pressure broadening, which
depends on the partial pressures of these species, influences the emission and
must be accounted for. This refers to the Aeco,-m,0 term in equation
(3.10.3) of which an additional correction for the overlap of the wavelength
about 4.4 um of CO, and 4.8 um of H,O is necessary. Appropriate values of
this term and the respective correction factors Ccp, and Cgp, can also be
obtained by the Hottel’s charts, as depicted in Figure 3.33. It is worth mention-
ing that this empirical method provides acceptable values of emissivity only up
to about 1000 K. Above this temperature and at long path lengths, Hottel’s
method underestimates the emissivity, which could be due to the overestima-
tion of the overlapping correction.

Alternatively, the emissivity of each individual constituent can be modeled
according to Modak (1979) as

2 2

In(eco, or ey,0) = Z Ti(a Z T;(b Z Giit Tr(c) (3.10.4)
k=0

i=0 =0
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Figure 3.34 Hottel’s Charts (after Hottel, 1954).
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where
- 11‘1<PCO2 or PHZO)
a=1+ 3.45
b— 2.555+ lH(PCOZL or PHZOL)
4.345
T — 1150
c=t— 77

850

From the preceding Pco, and Py, are the partial pressures of carbon dioxide
and water vapor, T;(a), T;(b), and Ty (c) are Chebyshev polynomials of orders
iy j, and k, respectively, and c;;. are fitting coefficients for carbon dioxide and
water vapor as formulated in Modak (1979). The term Aéco,-m,0, which
represents the overlapping of absorption bands for the gaseous combustion
products, is given as

A8C027HZO = Fl(é)FZ(PCO;_; PHzoL)F3(T) (3105)

for (Pco, + Py,0)L > 0.1 atm-m and is zero otherwise. The functions Fy, F,,
and F3 are

é 510.4
~10.7 +101&  111,7

Fi(¢)

Fa(Pco,, Pri,oL) = [log(101.3(Pco, + Pr,0)L))* "

2
T T
F3(T) = —-1.0204 | —— 22449 ——= | — 0.234
3(T) 020 (1000) + 9(100()) 0.23469

where & describes the local concentration of carbon dioxide and water vapor as
a function of the partial pressures as

__ Pmo (3.10.6)

Pu,0 + Pco,

If the participating medium is in radiative equilibrium, the mean emission
and absorption coefficients will be equal to each other. Otherwise, the absorp-
tion coefficient for the gas mixture K, , must be computed from the absorptiv-
ity (0g,qy) (rather than to the emissivity) as

_ 1
Kog = =7 In(1 o) (3.10.7)
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The absorptivity is related to the emissivity by

T) (0.6-0.2¢)

Uegray = Egray (TS (3108)

with T representing the black body source temperature and the gas emissivity
is evaluated according to

Egray = £CO, T €H,0 — AECO,-H,0 (3.10.9)

It is usually assumed that the soot particles are small when compared to the
wavelength of radiation, and that the complex refractive index of soot is inde-
pendent of wavelength. Under these assumptions, the spectral absorption coef-
ficient of soot that is inversely proportional to wavelength and scattering
effects are negligible. The spectrally integrated absorptivity of soot of a path
length L according to Felske and Tien (1973) is given by

15 koo TsL
Osoot = 1-— ?l//a) <1 +C2> (31011)

where k,A, has been approximated by Hottel and Sarofim (1967) as a function
of soot volume fraction f, as kA, =2 7f,, C, is Planck’s second constant with a
value 1.4388 cm K, and ¥ is the pentagamma function (Abramowitz and
Stegun, 1964). The total absorptivity of the CO,-H,O and soot mixture may
now be approximated as

AT = Usoot 1 (1 - O‘soot)agray (31012)

and the overall mean absorption coefficient is similarly evaluated according to
equation (3.10.7) as

K, = —%m(l —ar) (3.10.13)

The method of Modak’s is sufficiently accurate for maximum temperature
that is below 2000 K . For a range of temperatures, pressures, and path lengths,
the model has shown good agreement with spectral calculations, as well as
measurements from a smoky ceiling layer formed in a room fire. More details
on the model can be referred to in Modak (1979), as well as a sample computer
program provided in the paper for immediate use.

The use of the absorption coefficients related to the mean beam length is a con-
venient way of scaling the radiation heat transfer in practical systems. Whereas
difficulty may arise in finding an appropriate mean beam length, the mean
absorption coefficient concept proposed by Hubbard and Tien (1978) can be
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used to calculate the mean absorption coefficient for the gas mixture. In this
approach, the Planck’s mean absorption coefficient, which is independent of
the mean beam length, is determined. By definition, it is given by

I Kﬂ,llblack,id}v 00

S R J KasEp s (3.10.14)
J Totact, ;A% 7

0

where E, ; is the spectral black body emissive power. By adopting the Elsasser
narrow-band model, where an array of equally intense, equally wide, equally
spaced absorption lines is assumed to exist in a given spectral region, the
Planck’s mean absorption coefficient for the absorbing gases for the ith species
can be expressed in discrete form as

= Ep,j
Kp;= § a; UT; (3.10.15)
]

where a; represents the integrated band intensity of each band. For the evalua-
tion of the contribution of CO, to the Planck mean absorption coefficient, the
vibration-rotation bands considered are at 15 um, 10.4 um, 9.4 um, 4.3 pum,
2.7 uym, and 2.0 um. For H,O, the 20 um pure rotation and the 6.3 um,
2.7 um, 1.9 um, and 1.4 um vibration-rotation bands are included. Figure 3.35
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Figure 3.35 Planck’s mean absorption coefficient for CO, and H,O.
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shows the respective mean absorption coefficient of the absorbing gases as
functions of temperature. The rapid drop of the mean absorption coefficients
of the absorbing gases with temperature results from the T~! variation of a;,
and the shift of the black body curves away from the infrared spectrum where
the absorption bands are located. For soot, the Rayleigh absorption limit is
employed and the Planck’s mean absorption coefficient is given by

T .15 ¢
Kps *C_ZJ COFde (3.10.15)
0

where Cj is a function of wavelength, which varies from 2 to 6 and { = C;4/T.
The calculation of the coefficient Kp requires specification of the complex
index of refraction at all wavelengths. A dispersion theory model is employed
for this purpose. Figure 3.36 illustrates the mean absorption of soot as a func-
tion of temperature. According to Hubbard and Tien (1978), the overall
absorption coefficient of the CO,-H,O and soot mixture is just the sum of
the mean coefficients, which is

K, =Kpf, + (Kp.co,Pco, + Kpi,0PH,0) (3.10.16)
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Figure 3.36 Planck’s mean absorption coefficient for pure soot.
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In field modeling, Wen and Huang (2000) have demonstrated the applicabil-
ity of the Planck’s mean absorption coefficient described in equation (3.10.16),
to adequately represent the radiation properties of the CO,-H,0O and soot mix-
ture for confined jet fires in small and large compartments.

3.10.2 Weighted Sum of Gray Gases Model

The weighted sum of gray gases model (WSGGM) first introduced by Hottel
and Sarofim (1967), represents another elegant radiative gas property model,
which strikes a reasonable compromise between the oversimplified gray gas
assumption and a complete model accounting for the entire spectral variations
of radiation properties. In essence, the model postulates that the total emissivity
and absorptivity may be represented by the sum of a gray gas emissivity
weighted with a temperature dependent factor. The WSGGM entails the evalu-
ation of the total emissivity over the distance L from the following expression:

1
et = Zas,,-@ - e_k’PL) (3.10.17)
i=0

where a,; denote the emissivity weighting factors for the ith fictitious gray gas as
based on the gas temperature. The bracketed quantity in equation (3.10.17) is
the ith gray gas emissivity with absorption coefficient k; and partial pressure-path
length product PL. For a gas mixture, P is the sum of the partial pressures of the
absorbing gases—that is, P = Pco, + Pm,0. Physically, the weighting factor a,;
may be interpreted as the fractional amount of black body energy in the spec-
tral regions where the gray gas coefficient k; exists, as illustrated in Figures 3.37
and 3.38. The absorption coefficient kg is assigned a zero value in order to
account for windows in the spectrum between spectral regions of high absorp-
tion (Zf:() ag;i < 1) and the weighting factor for i = 0 is evaluated from

1
a0=1-Y a; (3.10.17)
=1

From equation (3.10.17), only I values of the weighting factors need to be
determined. A convenient representation of the temperature dependency of
the weighting factors is of the polynomial form of order | — 1 given as

J
api =Y by T (3.10.18)
=1

where b,;; are the emissivity gas temperature polynomial coefficients. The
absorption and polynomial coefficients have been determined through a
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Figure 3.38 A one-clear and three-gray gas representation of a real gas.

number of different approaches. Employing a statistical narrow-band model
and experimental spectral data, Taylor and Foster (1974) have fitted the para-
meters for CO,-H,O mixture by employing a one-clear 3-gray gases model
for temperatures (see Figure 3.38) between 1200 K and 2400 K for the
ratio of partial pressure of water vapor to partial pressure of carbon dioxide:
Pr,0/Pco, = 1 or 2. It is noted that in the case of natural gas combustion,
the proportions of water vapor to carbon dioxide in the products of combustion
can be shown that the ratio of their partial pressures Py,0/Pco, is approxi-
mately 2, corresponding to, for example, methane-air or methane-oxygen
combustion. For oils and other fuels with the chemical formula (CH,),, a ratio
equaling to 1 exists. Most other hydrocarbon fuels have combustion products
with a ratio of Py,0/Pco, in between 1 and 2. Smith et al. (1982) proposed
a third-order polynomial fit of b,;; for one-clear 3-gray gases model, to incor-
porate temperatures between 600 K and 2400 K for Py,0/Pco, = 1 or 2.
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The initial emissivity data were generated from Edwards’ exponential wide-
band model (1976). For temperatures over 2000 K, Coppalle and Vervisch
(1983) adjusted the total CO,-H,O emissivities calculated from the wide-band
model of Edwards’ for Pr,0/Pco, = 1 or 2. The dependence of the weighting
factors on temperature was linear, as in accordance with the proposal by
Taylor and Foster (1974).

The values for the absorption and polynomial coefficients correlated
from Smith et al. (1982) for gaseous fuels (Py,0/Pco, =1) and oils
(Pr,0/Pco, = 2) are presented in Table D.8, Appendix D. The absorption
coefficients are seen to be of the order of 0.1, 10, 100 (atm ! m™?), which
may be interpreted as a real gas being represented by three gray gases
corresponding to optically thin, intermediate optical thickness, and optically
thick, respectively. As aforementioned, the polynomial coefficients b, ;; are pre-
sented by a third-order function of T:

ag; = bm’l x 107! + bw"z x 107*T + b,;7,‘73 x 1077T? + b;;_y,'_]g, x 10711713
(3.10.19)

For T > 2400 K, the coefficients suggested by Coppalle and Vervisch (1983)
are used.

In Taylor and Foster (1974), the polynomial coefficients b, ;; are nevertheless
simpler and given by a linear function of T

i =beig +beir x 107°T (3.10.20)

In addition to CO, and H,O, the model developed by Beer, Foster, and Siddall
(1971) further accounted the contribution of other gas species such as carbon
monoxide CO and unburnt hydrocarbons (e.g. methane), which are also signifi-
cant emitters of radiation. To incorporate these species, the term k;P in equation
(3.10.17) according to Beer, Foster, and Siddall (1971) can be generalized as

k,’P — kl‘(PCOz + PHZO + Pco) + kHC,PHC (31021)

Appropriate values of b,;1,b,;2, k;, and kyc for gaseous fuels and oils are
provided in Table D.9, Appendix D. A one-clear 2-gray gases model similar
to Truelove (1976) is presented, as well as the typical consideration of a one-
clear 3-gray gases model. To extend the range of applicability for T > 2400 K,
the coefficients formulated in Coppalle and Vervisch (1983) are also utilized as
for the WSGGM of Smith et al. (1982).

For appreciably small distance L—that is, L < 10~* m—it can be shown that
the change of radiation intensity in the WSSGM is identical to the gray gas
assumption, independent of L, with the absorption coefficient:

Kag = a,ik;P (3.10.22)
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For large distance where L is much greater than 10~* m, the Beer-Lambert’s
law should be used instead, which is given by

Kag= —%ln(l —er) (3.10.23)

For most practical purposes, equation (3.10.23) assumes that the absorptivity
is taken to be equal to the emissivity. Such simplification is commonly adopted,
and this assumption is fully justified if the medium is not optically thin and the
temperature does not differ considerably from the gas temperature.

As exemplified in the previous section, the overall absorption coefficient of
the presence of soot and CO,-H,O mixture can also be evaluated by summing
the respective mean coefficients

K, =K. +K,, (3.10.24)

where the soot absorption coefficient can be calculated based on the expression
from Kent and Honnery (1990) as

K, = 1862f,T (3.10.25)

Alternatively, the overall absorption coefficient of soot and CO,-H,O mix-
ture can also be expressed according to WSSGM, as suggested by Smith et al.
(1987) by

_ J 1
K,=>"

=1 i=
where the mixture absorption coefficient k,; for the 7, j gray gas assumption is
evaluated from

kijag;j (3.10.26)
0

Rij = ksj+ kgiP (3.10.27)
The mixture emissivity weighting factor is given by
Agij = Asjdg i (3.10.28)

The gas emissivity factors a,,; can either be determined through equations
(3.10.19) or (3.10.20), while the soot weighting factors a,; are determined
from third-order temperature polynomial function as

K
asj = bexT! (3.10.29)
k=1
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where the polynomial coefficients b, are given in Table D.8. The WSSGM
considered for the soot and CO,-H,O mixture herein consists of a one-clear,
2-gray gases for the soot and 2-gray or 3-gray gases for CO,-H,O mixture.

3.10.3 Other Models

The simplifying assumption of adopting the gray gas assumption and a more
sophisticated weighted sum of gray gases model is that the participating medium
is usually taken to be homogeneous. For the inhomogeneous effects on radiative
heat transfer in high temperature combustion gases, more complete models such
as the statistical narrow-band or exponential wide-band models are necessary to
accurately predict particularly the radiance emanating from non-isothermal,
variable concentration carbon dioxide, and water vapor mixture.

A medium containing more than one component such as soot and CO,-H,0O
mixture, can be characterized by a spectral absorption, which is the sum of the
spectral coefficients of each component. Similar to the mean absorption coeffi-
cient expression of equation (3.10.24), the spectral mixture coefficient can also
be written as

Ka; =K, +Kg (3.10.30)

or in terms of the mixture transmissivity, which is simply the product of indi-
vidual transmissivities

Ta) = Ts)Tgl (31031)
In line with band approximation, the mixture transmissivity is thus given as
Taj = Ts,jTgj (3.10.32)

For absorbing gases, narrow-band models have been developed to approxi-
mate the average behavior of the spectral absorption coefficient in a small
spectra interval, which generally lead to analytical expressions of the spectral
transmissivity averaged over a spectral range AL but small enough to assume
the spectral black body intensity Ip,. , remains constant inside it. Hundreds
of individual absorption lines are contained within this interval; statistical
assumptions are made for line locations, shapes, and intensities. Within the
Goody statistical model (Goody, 1952), the individual spectral lines are ran-
domly distributed within the interval AA. The mean line-strength-to-spacing
parameter S/d can be found by summing up the contributions to line strength
S from each rotational line divided by the distance d. Another important nar-
row-band parameter to this two-parameter model is the mean strong-line
parameter 1/d. For carbon dioxide, S/d and 1/d can be obtained from the
modified anharmonic oscillator/rotator model developed by Malkmus
(1963a, 1963b). For water vapor, these two parameters can be obtained from
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tabulated data as a function of wave number and temperature by Ludwig et al.
(1973). With the knowledge of the mean line-strength-to-spacing parameter
and mean strong-line parameter, the Goody model yields only the transmissiv-
ity for an isothermal and homogeneous composition path and for Lorentz line
shapes for each absorbing gas. The Curtis-Godson approximation (Goody,
1964) replaces S/d and 1/d with suitable averages over the inhomogeneous
composition path. It leads to accurate results for moderate line-width varia-
tions along the path (Soufiani et al., 1985, Young, 1977). For CO,-H,O mix-
ture in the same spectral region, the mixture transmissivity T ; is given by the
product of individual transmissivities, since spectra of different gases are not
correlated. Accurate predictions require the narrow band width to have a
width of about 25 cm™'. The covered spectral range is between 150 cm ™' to
7000 cm~! of which the total intensity calculation for CO,-H,O mixture
requires scanning over about 300 narrow-band regions. It is not entirely
surprising that the complexity of narrow-band models, and the large computa-
tional effort that they require, do not make them very attractive for engineering
applications. Nevertheless, they are useful for model validation purposes. The
reader may wish to obtain the computer code developed by Grosshandler
(1993) from National Institute of Standards and Technology (NIST) called
RADCAL, which exemplifies the essential features of the narrow-band model
for radiation calculations in a combustion environment.

Wide-band models significantly reduce the inefficient spectral calculations
from 300 down to a total of about 30 bands or less. Figure 3.39 shows a sche-
matic illustration of a sample approximation made to the spectral absorptivities
by the wide-band model, in comparison to the accurate narrow-band model.
The radiative properties of gaseous species T, ; over the bandwidth A/; are deter-
mined using the exponential wide-band model of Edwards (1976). This model
considers that the absorption and emission of infrared radiation by a particular
species is generated in between one and six or eight wide bands that are asso-
ciated with vibrational modes of energy storage by the species. A large number
of spectral lines, which are associated with these rotational modes of energy stor-
age, are deemed to exist within these vibrational bands. In contrast to those of
narrow-band models, a detailed knowledge of the position and intensity of these
rotational lines is considered to be unimportant in the wide-band model. The
band shape is approximated by one of three simple exponential functions,
depending upon whether the lower limit, upper limit, or band center wave
number is used to prescribe the position of the band. The radiative properties
of a given species are then determined by specifying three model parameters:
(1) integrated band intensity, (2) spectral line width parameter, and (3) band-
width parameter. Values of these parameters for carbon dioxide and water vapor
can be found in Edwards and Balakrishnan (1973). This model is suitable for
non-isothermal gases, and accounts for the effects of temperature and pressure
on absorption and emission of radiation, and for the overlap of absorption
bands for gaseous species such as the CO,-H,O mixture. More specific details
on the method can be referred in Edwards (1976).
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Figure 3.39 Two gas emissivity spectra, one with the wide-band model calculated from
15 bands of which 7 are clear and one with the narrow-band model consisting of 372
spectral regions, for gas temperature of 2000 K, a mean beam length of 2.83 m and

partial pressures of CO, and H,O at 0.08 atm and 0.15 atm, respectively (Wieringa
et al., 1991).

The wide-band and narrow-band models are based on spectrally averaging
an emissivity, absorptivity, or transmissivity, which introduces the need to spec-
ify a path length. For complex multi-dimensional fields, this introduces addi-
tional approximations of which an obvious choice of path length may not
exist. The k-distribution method presents another means of performing spec-
tral calculations more efficiently (Arking and Grossman, 1972, Goody and
Yung, 1989). In essence, the method replaces a spectral integration over the
wave number with the integration over the absorption coefficient. Here, the
treatment of the Planck distribution function and scattering properties is con-
sidered constant over a spectral band of interest; a spectrally dependent param-
eter is ascertained for each specific value of the absorption coefficient. The
spectral mean for the band is determined by integrating over the absorption
coefficient weighted by the distribution function for the band (or integrating
over the cumulative distribution function). Inhomogeneous media are appro-
priately handled using the related k-distribution (c-k) method (Goody and
Yung, 1989, Goody et al., 1989, Lacis and Oinas, 1991).

As aforementioned, the radiation properties of absorbing gases are difficult
to evaluate, since they emit and absorb electromagnetic radiation that only
occur at wavelengths where the photon energies match the quantum changes
in energy of the gas molecules. In comparison, soot tends to vary slowly with
wavelength. It can therefore be assumed that the wavelength of radiation is
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greater than the soot particle diameter, and the complex refractive index of
soot is independent of wavelength (Docherty and Fairweather, 1988). Under
these assumptions, Mie theory, in the Rayleigh limit of small particles, predicts
the scattering to be negligible. The spectral absorption coefficient can be given
in the form

K., = Cf, (3.10.33)

where C is a constant with a value approximately equal to 7. The mean
transmissivity of soot for band j may then be written according to Modak
(1979) as

1
=3 lexp(—Cfoljjower L) + exp(—CfvjupperL) ] (3.10.34)

where ; joier and 4 pper represent the lower and upper wavelength limits of

band j which are related to the bandwidth by A4 = Z; upper — 4; jower-

3.11 Radiation Methods for Field Modeling

Consideration of spectral variations of radiation properties tends to increase
the complexity of an already extremely difficult problem. Only the exact inte-
grodifferential equation (3.9.4) lends itself to an a priori spectral integration,
using the narrow-band or wide-band models. Such a solution approach to eval-
uate the radiation properties quickly becomes intractable for all but the sim-
plest geometries.

In practice, neither narrow-band nor wide-band models are actually
required to accurately model the effects of radiative heat transfer in high tem-
perature combustion gases. As a reasonable compromise, the concept of the
weighted sum of gray gases approach (see section 3.10.2) as proposed by
Modest (1991), can be applied for arbitrary solution methods in radiative
transfer. In this method, the non-gray gas is replaced by a number of
gray gases. The heat transfer rates are calculated independently, and the total
flux is then determined by adding the fluxes of the gray gases after multipli-
cation with certain weighting factors. It can be carried out to any desired
accuracy, and since no spectral flux evaluations, followed by spectral integra-
tion, are required, computer time savings amount to factors of hundred and
even thousands for comparable accuracy. The method may be applied to arbi-
trary geometries with varying absorption coefficients. Since non-scattering
effects can be safely neglected in fires, the limitation of the method to cater
for only non-scattering media within a blacked-wall or grayed-wall enclo-
sure, is aptly applicable whenever radiation is considered for field modeling
investigations.
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According to Modest (1991), the exact integrodifferential equation (3.9.4)
after some mathematical manipulation can be replaced by a system of the ith
equations of transfer for the ith gray gases. Setting the total intensity as

uaazziuaa (3.11.1)

i=0

the gray intensity I; satisfies the equation of transfer in the absence of scattering
effects:
dI;(7,3)
ds

= —kiL;(7,3) + kia il pjac () (3.11.2)

This is, of course, the equation of transfer for a gray gas with constant
absorption k;, with a black body intensity I, (for medium as well as sur-
faces) replaced by a weighted intensity a, ;I5/,.,.- Hence, if the temperature field
is known, the intensity field (or fluxes) can be determined for i = 0, 1, ..., I,
using any standard solution methods. The results are then added to yield the
total intensity (or radiative flux). The weighting factors a,; corresponding to
particular absorption coefficient k,, can be simply obtained from the various
models proposed in section 3.10.2.

The integration of Equation (3.11.2) requires the ray paths originating at the
boundaries of the physical domain, which are essentially the initial conditions at
these surfaces. Consider, for instance, an interface separating a solid material from
the fluid, as shown in Figure 3.40. An incoming radiation onto the wall generally
causes an additional heat flux toward the interface and an extra outgoing heat flux
associated with the emission of radiation. Denoting the incident radiative heat flux
as q,, and the outgoing radiative heat flux as g}, the overall energy balance for
the interface between the fluid and the solid material requires that

Gsolid + Gy = dftuid + o (3.11.3)

Both the incident and outgoing radiative heat fluxes depend on the intensity
of radiation. For most combustion-related radiative transfer problems, the dif-
fuse-gray assumption is the most widely used boundary condition. The outgo-
ing intensity for the ith gray gas can thus be expressed by

21 7'[/2
15 = tutas( T) Iyt (To) + (1~ ) j J I,,,(0. ) cos 0sin 0d0d¢
0 0

(3.11.4)
where I, denotes the incident radiative intensity for the ith gray gas, which
can be written as an integration over a unit of hemisphere (i.e., over a solid
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Figure 3.40 Boundary conditions with radiation.

angle of 27 steradians) surrounding the point, as indicated in Figure 3.38. The
total outgoing radiative heat flux g}, is simply given by

+ 1
9w _ 3 L (3.11.5)

with the total incoming radiative heat flux g,, evaluated from
g5 =1 —eu)q, +ewEw = (1 —&4)q, + ewo T (3.11.6)

There have been many solution methods that have been developed over the
years to handle radiative heat transfer. These include various analytical
approximation techniques and numerical methods. We will primarily focus
on the latter algorithms that are commonly found in many general-purpose
CFD applications, as well as in field modeling: Monte Carlo, P-1 radiation
model, discrete transfer radiative model, discrete ordinates model, and finite
volume method. Particular emphasis will be given in the proceeding sections
to the formulation of non-gray radiative transfer methods incorporating the
weighted sum of sum gray gases concept.



Additional Considerations in Field Modeling 233

3.11.1 Monte Carlo

Monte Carlo methods for radiation heat transfer predictions are essentially
purely statistical methods that yield solutions that are as accurate as exact
methods. They can be used for any complex three-dimensional and non-
Cartesian geometries, some known source of radiation incident on (or emitted
within) the geometry, and complicated physical phenomena due to interaction
of radiation with the participating medium. Monte Carlo is used in all
branches of science and engineering that seeks solutions to complex problems,
especially encountered in particle transport applications. For example, photon
transport in atmospheric (Davis, 1978, McKee and Cox, 1974) or neutron
transport studies (Lewis and Miller, 1984).

There are many different statistical approaches, which Monte Carlo method
attains its name from. For the specific model for radiation calculations, the
method assumes that the intensity is proportional to the differential angular flux
of photons and the radiation field can be viewed as a photon gas. In its simplest
form, the model consists of simulating a finite number of photon histories
(energy bundles) through the use of a random number generator. For each pho-
ton history, random numbers between 0 and 1 are generated to determine the
emission location and direction, and they are employed to sample appropriate
probabilistic distributions for the distance traveled (path lengths) between colli-
sions. In this section, the Monte Carlo method developed by Taniguchi et al.
(1988) to specifically treat the radiative transfer of gray gas and particles in
enclosures is presented. For a more in-depth understanding on the basic formu-
lations of the Monte Carlo procedure for radiation calculations, the reader is
strongly encouraged to refer to Siegel and Howell (2002) and Modest (2003).

The method generally begins by initially assigning each photon history a set
of values, its initial position, energy, and angle. A photon history can be
selected from either emission from boundary surface elements or volume ele-
ments within the media. For an example of a typical energy bundle emitted
from surface element, as shown in Figure 3.41, the cone 0 and circumferential
¢ angles for a diffuse emission (Siegel and Howell, 2002), assuming no depen-
dence on the circumferential angle, are given as

¢ = 2R, (3.11.7)

1+ cos’0 =Ry = 0 =cos 'y/1—Ry (3.11.8)

where Ry and R, are chosen random. For the gray gas assumption, equations
(3.11.7) and (3.11.8) are combined to yield Lambert’s cosine law for the energy
emitted from a small gray surface element dA in the direction of (0, ¢) within a
solid angle dQ as

d* Qo emitted = 1,,dA cos 0dQ (3.11.9)
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Figure 3.41 Radiative energy emitted from elemental area dA on a solid wall.

with the corresponding wall intensity I} given by

+ e 5T
o9 ol (3.11.10)
T T

Out of the radiative energy incident upon dA, only &,dQ,, incident 18 absorbed
by the wall, while the remaining (1 — &,)dQ. jnciden: 1s reflected. The energy
reflected in the direction of (0, ¢) within a solid angle dQ can be expressed as

d* Oy reflected = %(1 — £,)d0,,i cos 0dQ (3.11.11)

For a participating medium with soot particles, the temperature of the particles
is generally assumed equal to that of the surrounding gas. This assumption is
valid for small particles, which implies a large surface area-e ratio and smaller
radiative transfer to the particles. The radiative energy emitted from a small
volume element dV containing gas and particles in the direction of (0, )
within a solid angle dQ as shown in Figure 3.42 is

1 [ - 4
A* Qomirted = o 4K ,oT*dV — gn1<3z\150T4al\/ + 8500t 4TR*N,a T*dV | dQ

(3.11.12)

where R is the particle radius and Nj is the particle number density.

The path of each photon history is tracked through the system by the atten-
uation of the intensity I of an incident radiation along the penetration distance
s through a gas volume, which contains dispersed particles due to the absorp-
tion of the gas and particles, which can be expressed as
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Figure 3.42 Radiative energy emitted from gas elemental volume dV within an
enclosure containing a participating medium with soot particles.

dl = —K,Ids (3.11.13)

The total absorption coefficient can be determined by

4
K, = Ka,g<1 - gnR3NS> + £500rTREN (3.11.14)

Integrating equation (3.11.13) yields the usual Beer’s law
I(s) = 1(0)e Ke (3.11.15)
where I(0) is the initial intensity. The penetration distance s is the length along

which an energy particle travels before its extinction (absorption by gas and/or
solid particle surface); it is determined by

ni(1 _ R.)
K,

s=-1I (3.11.16)
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which satisfies Beer’s law of equation (3.11.15). The variable R, denotes the
random number for the penetration distance s. During its course of travel,
a random number R, is employed to determine whether it is absorbed before
colliding with a wall. If R, > 0, the photon history is absorbed by the gas
and/or particle at the end of its penetration distance, and the pursuit of the
photon history is terminated. However, if R, < 0, the new penetration distance
is determined by equation (3.11.16). Eventually, the photon history will strike
another surface within the domain. A random number R, is also prescribed
to determine whether the photon history is absorbed or reflected. If R, > ¢,
the photon history is taken to be absorbed by the wall and the pursuit of the
photon history is thereby terminated. However, if R, < ¢,, the photon history
is reflected in the direction determined by equations (3.11.7) and (3.11.8). The
new penetration distance from the reflected point is obtained by subtracting
the length along which the photon history has already traveled from the origi-
nal penetration distance. Following the termination of the photon history in
whether it is absorbed in the gas volume or surface element, the procedure is
repeated for successive collisions with the new set of assigned energy, position,
and direction.

Monte Carlo calculations provide the necessary means of attaining appropri-
ate radiation quantities such as the surface heat flux and volumetric sources or
sinks, by tracking the energy absorbed or emitted within surface elements and
volumes. The total energy absorbed and emitted by surfaces and volumes are
usually recorded during the simulation. Additional information such as pene-
tration distances could also be obtained and stored. The radiation source term
for a control volume AV and surface heat flux for a surface element AA may be
evaluated from

absorbed emitted
1 photon bundles photon bundles
Smd = H Z Qabsorbed - Z Qemitted (31 1. 17)
absorbed emitted
1 photon bundles photon bundles
qs = H Z Qahsorbed - Z Qemitt@d (31118>

where S, is the net radiative source or sink term per unit volume incorporated
into the energy transport equation, and g, is the net radiative heat flow of each
surface element, which is required for the evaluation of the wall temperature.
It should be noted that for the gas element

Qabsorbed = (1 - O‘)4RaUT4AV (31119)
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while for the wall element
Qabsorbed = (1 - O!)SWO'T:/AA (31120)

where o is the self-absorption ratio which represents the ratio of energy
absorbed by the element itself to the total energy emitted by the element.
Hence, Q,psorbeq in both equations (3.11.19) and (3.11.20) represents the total
energy emitted from an element and absorbed by other elements.

In a majority of applications, numerous photon histories are generated to
obtain estimates that closely reflect the physical quantities in the system. As
the number of photons initiated from each surface or volume element
increases, this method is expected to converge to the exact solution of the prob-
lem. It should nevertheless be noted that the directions of the photons are
ascertained from a random number generator; hence the method is always sub-
jected to statistical errors and lacks guaranteed convergence. Also, radiative
heat transfer, by nature, is a three-dimensional phenomenon. Hence, the pur-
suit of photon histories must always be performed in three dimensions, even
under one-dimensional or two-dimensional boundary conditions. It should be
noted that the Monte Carlo method can be easily extended to handle non-gray
gas problems. A Monte Carlo simulation is hardly affected by the number of
gray gases in the case of applying the WSGGM, since the spectrum is just
another independent parameter to be sampled. Hence, increasing the problem
complexity leads to only gradual increase in the complexity of the Monte Carlo
method and similar gradual increases in computer time.

3.11.2 P-1 Radiation Model

The spherical harmonics P-N differential approximation is one of the most tedious
and cumbersome of the radiative transfer approximations. In spite of this, it is con-
sidered the most elegant approach to handle radiative energy transfer problems,
because of its sound mathematical foundations. The method was first suggested
by Jeans (1917) in connection with studies of certain problems in astrophysics.

In the spherical harmonics approximation, the radiation intensity is expressed
by a series of spherical harmonics according to Case and Zweifel (1967) as

N n
I(x,9,2,0,0) =Y > Ar(x,9,2) Y (0,¢) (3.11.21)

n—0 m=—n

where Y7 (0, ¢) are the spherical harmonics given by

2n+1n— |m|V? .
Y70, $) = (— 1) [ﬂn i } Pl™l (cosf)e™? (3.11.22)

4 n+ |m)



238 Computational Fluid Dynamics in Fire Engineering

and P are the associated Legendre polynomials, which are related to the
Legrende polynomials. The upper limit N for the index # denotes the order
of approximation of the method. Exact solution of the radiative transfer equa-
tion is obtained if N is taken as infinity. The approximation occurs when the
series is truncated. When the distribution of intensity of equation (3.11.21) is
substituted into the radiative transfer equation, an infinite set of differential
equations involving A” is obtained. For most practical calculations, a finite
N is assigned. If N = 1, the first order P-1 spherical harmonic approximation,
equivalent to the Eddington approximation (1988), is attained. If only four
terms are used, this particular approximation comprises of a single diffusion-
type partial differential equations for irradiance | (the spectral zeroth-order
moment of intensity Iy) for the mean gray gas absorption coefficient K,. In
the absence of any scattering, it can be expressed as

A
8_9@(3K46_9ci) = Ka(4nlptac —J) (3.11.23)

On the basis of Marshak’s formulation (Ozisik, 1973), the boundary condi-
tion of the irradiance J for a diffuse gray surface without angular independence
takes the following expression

1 g_ :t‘c’i’”
3K,0n 22 —¢,)

(] = 4nlplack) (3.11.24)

The radiation source term S,,4 in the energy equation and the surface heat
flux g, can be directly evaluated from

o (1 9
=—— [ —— 1.2
Srad = 5 <3I<a8x/—> (3.1125)
1y
%= 3% 5n (3.11.26)

Fusegi and Farouk (1989) considered the spectrally dependent radiation of real
gases by a non-gray P-1 approximation, by the incorporation of WSSGM. The orig-
inal differential equation is replaced with a set of differential equations for the irra-
diance associated with each gray gas component. For the CO,-H,O mixture
represented by a one-clear 3-gray gases model, this involves obtaining the solutions
to additional three differential equations for the irradiance (only the gray gas irradi-
ance components are solved). Equation (3.11.23) can be subsequently altered as

o (1o
Bx,- 3/€, 8xi

= ki(4a£ﬁinlblack 7],') 1= 1,2, 3 (31127)
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The boundary condition for the irradiance for each gray gas is evaluated
according to

1 6], . Ew ) . P
3—]@% = ﬂ:m (]; 4asﬁ1nlblack) i=1,2,3 (3.11.28)

with the radiation source term S, in the energy equation, and the surface heat
flux g, determined by

3
-9 (19
Srud = ;_1: 5% (3 i ax,> (3.11.29)
—§3:1% (3.11.30)
45 = i1 3/€,‘ 3% ' '

For the soot and CO,-H,O mixture, the consideration of additional two
gray gases for soot according to the expression in equation (3.10.26), now
requires a total of six differential equations to be solved for the irradiance
for the model comprising of one-clear, 2-gray gases for soot, and 3-gray gases
for CO,-H,O mixture, which significantly increases the computational
burden.

The P-1 approximation is very accurate if the optical dimension of the
medium is large (i.e., greater than 2). However, it yields inaccurate results
for thinner media particularly near the domain boundaries. If the radiation
field is highly anisotropic where large temperature gradients exist in the
medium, the P-1 approximation becomes less reliable in predicting the radia-
tion transfer. Nonetheless, if the approximation of the spherical harmonics is
expanded to the third order—that is, N = 3—the P-3 approximation can
yield accurate results for an optical dimension as small as 0.5 (Ratzel and
Howell, 1983) and for anisotropic fields. Naturally, the P-3 approximation
results in additional equations, and they are usually more complicated than
those of the P-1 approximation. For axisymmetric cylindrical geometry, there
are four second order elliptic partial differential equations to be solved (Men-
guc and Viskanta, 1986), whereas for three-dimensional rectangular enclo-
sures, six equations, are needed for the gray gas assumption. In spite of its
superior accuracy, the P-3 approximation greatly suffers at the expense of
the additional computational burden and becomes impractical if extended
to WSSGM; hence, it has not enjoyed much success in practical applications
when compared to the simpler P-1 approximation. More detailed descrip-
tions and formulations regarding the P-3 approximation can be found in
Menguc and Viskanta (1986).
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3.11.3 Discrete Transfer Radiative Model

The discrete transfer radiative method (DTRM) proposed by Lockwood and
Shah (1981) is principally built on the concept of solving representative rays
in a radiating enclosure. To some extent, it closely resembles the Monte Carlo
method, but the directions of the rays are now pre-specified in advance rather
than being chosen at random. The rays are solved for only along paths between
two boundary walls, rather than being partially reflected at walls and tracked
to extinction.

Consider the hemisphere about the center point P on the surface element,
as illustrated in Figure 3.43. Taking for an instance that the hemisphere can
be divided into four equal segments, four representative rays may be visualized
to impinge on point P from points Qq, O>, O3, and Q4 on the far walls of
the enclosure. The intensities arriving at P are assumed constant over the

Q«] A1

N
Ao

V o Ray passing through\@
s - control volume from
< Q3 toP

Figure 3.43 [Illustration of the discrete transfer radiative method.
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solid angles, and they are determined by the fundamental equation for the
transfer of thermal radiation, assuming a homogeneous gas mixture, which is
expressed by

da — _ oT*
=K+ KfT (3.11.31)

Integrating analytically, the preceding equation yields the recurrence rela-
tion:

_ 4 - .
In+1 — Ine—Km;s _’_%(1 _ e—Ka()s) (31132)

where Js is the distance traveled by the ray within the control volume, and I”
and I"™ are respectively the radiation intensities entering and leaving the
control volume as described in Figure 3.28. The recurrence relation as
described in equation (3.11.32) is successively applied from a point Q,, to
P,, to determine I""! from I" for all the control volumes intercepted by the
radiation rays.

The initial intensity value of each ray leaving a wall for a diffuse-gray sur-
face, can be evaluated by equation (3.11.4) for a single gray gas as

2n 7'6/2
T4
I = swaTw(l-sw)J J I’ (6, ¢) cos 0sin 0d0d¢p (3.11.32)
0 0

q

In equation (3.11.32), the incident radiative flux g, can be evaluated by the
summation over all finite solid angles (6Q), which in discrete form is

g, = NZI;(@, d)cos 00Q = NZI;(@, ¢)cos 0'sin 0sin 3056 (3.11.34)
R R

where Ny denotes the number of rays arriving at the surface element. Accord-
ing to Shah (1979), the hemisphere can be discretised into Ny equal polar
angles and N, azimuthal angles according to:

b1 2n

W=y =N, (3.11.35)

The total 2 hemispherical solid angle on a surface element is the sum of all
finite angles such that Ng = Ny x Nj,. The values of Ny = 1 and Ny = 4 giving
a total of 4 rays that have been arbitrarily chosen for the convenience of
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illustrating the DTRM in Figure 3.43, is obviously the coarsest angular discre-
tisation (number of rays passing through the centriod of the spherical surface)
that can be adopted in a three-dimensional domain. In practice, it is rather
common to adopt a total of 8 rays or 16 rays spanning the hemisphere. It
should be noted that the accuracy of the DTRM also depends on the surface
discretisation (number of surface elements) in addition to the angular discreti-
sation. With an adequately refined mesh and a sufficiently large number of
rays, DTRM has shown to produce results that are rather comparable in accu-
racy with Monte Carlo solutions.

According to the boundary condition described in equation (3.11.6), the out-
going radiative flux g, depends on the value of the incident radiative flux q,,.
Except for the case of black walls, the solution procedure is iterative. The pro-
cedure could begin by evaluating the initial intensity leaving the wall at the
originating surface element by

, 4
- ewo' T,

w

. (3.11.36)

Estimates of the incident intensities will be thereafter made available after
the first iteration to calculate the appropriate intensities leaving the boundary
surfaces through equation (3.11.34). The process is repeated until successive
values of the incident radiative flux converges within a specified limit. For
each surface element, the net radiative heat flux can thus be ascertained by
qs = q,, — q;,- The net gain or loss of radiation energy in a control volume con-
stitutes the radiative source term, which is required for the energy conservation
equation. With reference to Figure 3.43, this can be easily determined once all
the PQ4, PQ,, PQOs3, and PQ, ray paths are known. The passage of the rays
crossing the control volumes from all points of Q,, to P, in consideration of
the definition of intensity, may be evaluated from

Smd,m = (In+1 - In)Am COS Hmégm
= (1" = I™A,, cos 0, sin 0,,, sin 60,,6¢,,, (3.11.38)

where A,, is the area of the surface element from which the ray is emitted at
Q,». Overall energy gain or loss in the control volume is due to the intensity
change for all rays that happened to traverse the specific finite control volume.
For all N rays that traverse the control volume, the total radiation source is
given by summing the individual source contributions of equation (3.11.38)
divided by the finite size of the control volume as

1 N
Smd :Hgsrad,m (31139)
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DTRM extends readily to non-gray calculations, for example, based upon
the WSSGM, the recurrence relation in equation (3.11.32) can be replaced
by a system of i equations of transfer for i gray gases

1711+1 _ I?eflzi,és + a&iGTL*

—(1- e kios) (3.11.40)

which is subject to the boundary condition for the outgoing wall intensity as
Ly i = e i(Tu)lptack (Tw) + (1 = &) Y 1, (0, ) cos O'sin 0'sin 5056
Ng
(3.11.41)

The total radiation source attributed by the transverse rays is now determined
according to

1 M N
md = E Z Z Smd,m,i (31142)

=1 m=1
where the individual source contribution for each gray gas is given by

Sradmi = (I = I}1) Ay i €08 0, 10Q, 5
= (I — I7) Ay €OS Oy SN O, $I0 50,1, 10 b, ; (3.11.43)

3.11.4 Discrete Ordinates Model

A discrete ordinate approximation to the radiative transfer equation, as the ter-
minology suggests, is obtained by discretising the entire solid angle (Q = 4n)
using a finite number of ordinate directions and corresponding weight factors.
Originally proposed by Chandrasekhar (1960) for astrophysical problems, dis-
crete ordinates method has enjoyed much success in applications to problems
of neutron transport (Lathrop, 1976, Lewis and Miller, 1984).

Principally, the integrodifferential equation is solved for a set of directions
spanning the solid angle around a point in space, and the integrals over solid
angles are approximated using Gaussian or Lobatto quadratures. These are
also called Sy-approximations to symbolize the discrete ordinates approxima-
tions in which there are N discrete values of positive and negative direction
cosines &, i, 1,, which always satisfy the identity ¢2 + 7% 4 u2 = 1. Assuming
a single gray assumption for the purpose of illustration, equation (3.11.2) may
be written for each quadrature point 7 in Cartesian co-ordinates as:

I I I _ oT*
,,‘Z—xw 0 o _ _xr+x, L (3.11.44)

c n8_y+77n8_z -
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Figure 3.44 [Illustration of the discrete ordinates method within a three-dimensional
rectangular geometry.

Let us consider for the purpose of illustrating, this particular method via the
three-dimensional rectangular enclosure containing a participating medium, as
depicted in Figure 3.44. Solution of equation (3.11.44) requires boundary con-
ditions at the wall as well as the temperature of the medium. By assuming the
surroundings walls to be diffusely emitting-reflecting surfaces, the boundary

conditions are

atx =0: I
atx=L: I}
aty=0: I}

B SWO'Tij . (1—ey)

S wlell for >0
T T n
én’ <0
w0 T (1—e '
=l bl S gl for & <0
b T !
in’ >0
T4 1_
Ty (1= t) > walmll, for p,>0

T T

n/

Uy <0
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e,0Tt  (1—¢,
aty=W: [/ = n“’Jr( . ) Z Wy |py|l, for p, <O
n/

My >0

wT4 1- w
atz=0: I5 =2 ’”Jr( u) Z wy gL, for n,>0

» T4 1_.w
atz =H: I+:aau/+( ) Z wyngll, for n, <0
Ny >0

In the preceding equations, the values # and #’ denote outgoing and incom-
ing directions, respectively. Direction cosines &, i, 1, and associated weights
w,, for basic discrete ordinates approximations for one octant according to
Jamaluddin and Smith (1988), have been ascertained and they are tabulated
in Table D.10, Appendix D. The different Sx-approximations considered
which are S, S4, Se, and Sg based on the relationship # = N(N + 2) corre-
spond to 8, 24, 48, and 80 permutations.

The most basic discrete ordinate approximation is S,. Only one direction is
represented in an eighth of sphere, as illustrated in Figure 3.45a. Usually, the
symmetric representation is adopted for S,. An improved approximation that
is S4 comprises of three principal directions in one-eighth of a sphere, as shown
in Figure 3.45b. For higher-order approximations such as S¢ and Sg, they now
contain six and ten directions spanning one-eighth of a sphere, which are sche-
matically described in Figures 3.45¢ and 3.45d, respectively. In order to obtain
the other directions in other octants of the sphere, appropriate negative and
positive values can be obtained by reflection. The angular discretisation repre-
sents the solid angle subtended by a sphere. Hence, the sum of weights to the
surface area of the unit sphere is given by

w, =4n

M-

The preceding expression can be easily verified for the respective S,, S4, S¢, and
Sg approximations given in Table D.10.

A discretised form of equation (3.11.44) can be obtained by integrating over
the control volume shown in Figure 3.46, applying the usual finite volume
approximations as follows

fn(AeIZ - AwIZ/) =+ .un(AnIZ - ASI?) + nn(AtI:l - AbIZ)

_ _ UT[‘)‘
= —KaIZAV—I—Ka—AV (3.11.45)
v
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£=0.57735

C
Figure 3.45 Discrete ordinates method in one octant of a unit sphere: (a) S5, (b) S4,

(c) Se, and (d) Sg representations.
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Figure 3.46 Three-dimensional representation of the discrete ordinates method.
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The cell edge radiant fluxes can be related to the cell center radiant flux by a
spatially weighted approximation that can be written as

I =(1— o), + od] = (1 —oy)[{ + oyl = (1 — o)} + oI}
(3.11.46)

For all positive ordinate directions, equation (3.11.46) can be employed to

eliminate the intensities I7/, I}, and I}, since I7,, I?, and I}; are generally assumed

known from boundary conditions prescribed at the boundary surfaces. Substi-
tuting equation (3.11.46) into equation (3.11.45) and solving for the intensity
I} yields

_ [oT?
‘%'A,CI;; + @Aylg + |"—';|Azlg +K, =LAV
., " (@4 ! b
In = 7 i ™ (3.11.47)
By, Bl g, Uil g 4 R,AV
(Ux COy CL)Z
where

Ay =0lA, + (1 — o)A,
Ay = jAs + (1 — o)A,
A, = 0lAp+ (1 — o)A,

Equation (3.11.47) can be used to determine the intensity of the cell I} start-
ing from boundaries west, south, and bottom. The procedure is repeated for all
ordinate directions of increasing x, y, and z. If negative direction cosines occur,
the direction of the procedure reverses. For example, the process begins
from the east, north, and top for all negative ordinate directions. It follows that
the subscripts w, s, and b are replaced by e, n, and #, respectively. For non-black
walls, iteration is required, since better estimates for the incoming intensities at
the boundary surfaces can only be updated after the first sweep of the procedure.

Because equation (3.11.47) represents an extrapolation across a control vol-
ume, negative intensities may result when absorption cross sections are large or
when inadequate spatial resolution is used, which is caused by the widely
adopted diamond difference scheme where

W' =o' = =0.5 (3.11.48)

x y z
Nevertheless, if the spatial weights are equal to 1.0, the upwind difference
scheme is invoked and it always ensures that the intensities are always non-

negative. It provides, however, slightly less accurate predictions. An alternative
approach to ensure non-physical intensities are the positive scheme as
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suggested by Kim and Lee (1988), and the exponential scheme by Chai et al.
(1994). The former consists of calculating the weighing factors as

o = max(0.5, o), wy = max(O.S,w;’/), o = maX(O.S,wZ’) (3.11.49)

The weighting factors of the latter are evaluated according to

o = 1 l CUn — 1 l
*l—exp(—t) T Y l—exp(-1) 1y’
) B . (3.11.50)
o=
o1l —exp(—1,) 1,
where
_ KuAx _ K.Ay _ KiAz
‘Ex - n b) Ty - n b ‘EZ - n
¢ 2 Ui

It can be easily shown from the preceding that at the optically thin limit—
that is, 7y, 7y, 7, — 0, the exponential scheme approaches the diamond differ-
ence scheme, since o}, ), w} — 0.5. At the optically thick limit, the exponen-
tial scheme becomes the upwind difference scheme, since o, 0, w? — 1.0.

Once all the radiation intensities are determined, the wall radiative flux may
be calculated as

a = JI;(; #)dQ (3.11.51)
2n

For the three-dimensional rectangular enclosure illustrated in Figure 3.43,
the surface fluxes are

atx=0:q,, = Z wléy|I" for &, >0

n/

én’<0

atx=L:q,, = Y wyl&|l" for & <0

n/

én’>0

aty=0:q,,= Y, wwlu,|I" for p, >0
nl

My <O
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aty=W:q,, = Z Wy, [ I" for p, <0

n/

Moy >0

atz=0:q,,= Y, wwlnll" for n,>0

nl

Ny <0

atz=H:q, = Z wyln 1" for n, <0

n/

Ny >0

The radiative source term for the enthalpy equation may be evaluated from

Smd = Ka Z w,l" — 4Ka0T4 (31152)

Extending the discrete ordinates model to incorporate the WSGGM, can be
easily accommodated by repeating the evaluation of the volume averaged
intensity of equation (3.11.47) to additional gray gases for the absorption coef-
ficient k; via

T}
QAxI;’W + A+ A, oK (=L ) AV
R T T (3.11.53)
- 11
gy B gy g Ay
(0] w w

x y z

The outgoing intensity for ith gray gas at the wall, for example at x = 0, is
now calculated from

ewdy 0T 1—¢, ‘
L, = — + ( ) Z Wi |Ew| I, ;

T T -
n

5n’<0

Similar evaluations for the rest of boundary surface intensities are accord-
ingly performed. The radiative source in conjunction with the WSSGM can
be appended into the enthalpy equation by the summation of the individual
contributions:

M
Srad = Y Sradi (3.11.54)
=1
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where

Smd,i =k Z WnI,n - 4kia£,iUT4 (31155)

3.11.5 Finite Volume Method

In retrospect, the finite volume method bears many similarities with the dis-
crete ordinates method. Here, the discretised radiative transfer equation is
derived by integrating the ordinary differential equation over each control vol-
ume and each solid angle. For the gray gas assumption, it entails

n 4
J J %dVdQ = J J <F41" +K, %) dvdQ (3.11.56)
AV

Q" AV

By applying Gauss’ divergence theorem to the volume integral on the left-
hand side, the preceding equation can be rewritten as

4
J J I'(s - #1)dAdQ = J J (KJ“ +K, %) dvdQ (3.11.57)

Q" AA Q" AV

where # is the unit normal vector of the control volume face. Assuming that
the radiation intensity is constant on each of the control volume faces, the sur-
face integral can be approximated by the sum over the control volume faces. It
is also further assumed that the intensity is constant within the control volume
and over the finite solid angle AQ”; equation (3.11.53) can thus be expressed in
discrete form according to

6 4
6T
S AL J(E-ﬁ)dﬂ - (—KaI; +&, “—)AVAQ” (3.11.58)
Tlf
m=1
Q?’I

In the discrete ordinates method, the direction § is taken as constant within the
solid angle AQ". However, this is not the case in the finite volume method
where it changes following the variation of the polar angle 0 and the azimuthal
angle ¢, as described by the coordinate system used to discretise the solid angle
in Figure 3.42. In order to ensure positive intensities, the cell boundary inten-
sities can be calculated by adopting the upwind difference scheme. For a set
of discrete directions that span over the total solid angle of 4=, the equation
for the volume averaged central point intensity of a three-dimensional rectan-
gular control volume is given by
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— /T4
AT DI + ALID;| + AyI|D?Y| + K, (%)AVAQ"

; _ _ (3.11.59)
A«|D%| + Ay D} + A D[ + K,AVAQ
where
AQ" = J dQ = J J sin0 d0d¢ (3.11.60)
Q" Ad A0

and

ID?| = J(g" 1)dQ = J J(g’” -1)sin 0d0d¢ = J Jcosqﬁsin@sin@d@ddb
Q" A AO A AO
(3.11.61)

D) = J(;ﬂ 7)da = J J(;” 7) sin 0d0dep — J Jsind)sinﬁsin@d@dqb
Q" A¢p AO A¢p AO
(3.11.62)

D] = J(E”-E)dQ: J J@".E) sin 0d0d¢p — J Jcos@sin@d@dq&
Q" A¢p AO Ap AO
(3.11.63)

In equations (3.11.57), (3.11.58), and (3.11.59), 7,7, and k represent the base
vectors of the Cartesian coordinate system. It is noted that the discrete ordi-
nates equation employing the upwind difference scheme would be recovered
from equation (3.11.59) by replacing |D%|, |Dy| and |D7| by [&,|, |w,l, and |n,],
respectively, and removing the consideration of the finite solid angle AQ"
from the numerator and denominator.

The boundary condition on a solid wall is given as

_ o T N (1—e,)

I, . - i (3.11.64)
where the radiative heat flux on the wall is
QGp=>1" J (3 -7,)dQ=> I"D} (3.11.65)

AQ"
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In the preceding equation, the coefficients D} are equivalent to £D”,
iD;‘/, and + D” for a rectangular geometry in the Cartesian coordinate sys-
tem, and they can usually be pre-determined for each wall element prior to cal-
culating the volume averaged intensities of the domain. The radiative source

term according to the finite volume method may be evaluated by

Siaa=Ka Y I"AQ" — 4K,0T* (3.11.66)

Similar to the discrete ordinates method, the procedure begins by marching
across the domain in all three spatial directions by the known “upstream”
intensities at the boundaries and in the “downward” direction upon reaching
the other boundaries of the domain. Iterations are needed only for non-black
walls. The extension of the procedure to non-gray participating medium is
rather straightforward, which essentially entails solving additional components
of the intensities for the number of gray gases considered in the WSGGM.

3.12 Guidelines for Selecting Radiation Models in
Field Modeling

A number of radiation models that possess different levels of simplification or
sophistication have been proposed and described. Unlike the rather straightfor-
ward guidelines as previously made available for the application of turbulence
and combustion models, the selection of appropriate radiation models is compli-
cated by not only the prospects of assessing feasible models to determine the local
radiative properties of the combustion products but also the consistency between
the level of simplification that is to be carried out for the radiation properties of
absorbing gases and the level of sophistication of the radiative transfer and total
heat transfer models. So what pertinent guidelines can be provided in the adop-
tion of suitable radiation models in field modeling?

On the aspect of the local prediction of the radiative properties, the use of a
reliable yet simple model offers many advantages. The gray gas assumption is
probably the simplest approach that could be adopted in field modeling, to
characterize the absorption/emission of the combustion products. A constant
gas absorption/emission coefficient could be prescribed as a first step to include
the radiation contribution of the burning fire, since consideration of spectral var-
iations generally increases the complexity of an already extremely difficult prob-
lem. For the special case where the optical thickness lies in the thin limit—that is,
< 1—the Planck’s mean absorption coefficient, which does not require the
specification of a path length, could be alternatively used to evaluate the local
radiation properties in place of an obvious choice of a fixed value of the gas
absorption/emission coefficient, which may not exist. For most practical fires,
the absorbing/emission characteristics of the gases generally span a broad
optical spectrum between the thin and thick limits. If the path length can be



Additional Considerations in Field Modeling 253

sufficiently ascertained, it would be more preferable to adopt, with ascending
level of sophistication, the model proposed by Modak (1979), weighted sum
of gray gases model, or even wide-band and narrow-band models. Such models,
however, should be adjudicated against the increasing computational costs that
may be incurred and the availability of computational resources to accommo-
date the extended calculations of the detailed spectral absorbing/emission char-
acteristics of the gases.

On the next aspect regarding radiation methods, the expected computational
requirements may be stipulated according to

Monte Carlo > Discrete Transfer Radiative Method > Discrete Ordinates
Method or Finite Volume Method > P1-Radiation Model

In practice, the concept of weighted sum of gray gases approach as proposed
by Modest (1991) for arbitrary solution methods in radiative transfer can be
applied as a reasonable compromise instead of resorting to more complex
non-gray models such as narrow-band or wide-band to account for the effects
of radiative heat transfer in high-temperature combustion gases. For the con-
sideration of only a single gray gas representation, which is effectively invoking
the gray gas assumption, the P1-Radiation model should typically be
employed, especially when the optical thickness is greater than unity. For opti-
cally thin limit, the P1-Radiation model suffers nevertheless a loss of accuracy.
The discerete transfer radiative method, discrete ordinates method, and finite
volume method, which spans the entire range of optical thicknesses, should
be applied for optical thin problems. These models offer the flexibility of
increasing the accuracy by increasing the number of rays and solve the sur-
face-to-surface to participating radiation. Solving the problem with a large
number of rays or fine angular discretisation, however, may be computation-
ally intensive. For non-gray radiation using the gray-band approximation,
P1-Radiation remains the most efficient model for optical thick problems. In
covering a broader range of optical thicknesses, the demand on computational
requirements will inadvertently increase as more complexities are accommo-
dated into the models and amplify dramatically at the other extreme of the spec-
trum—that is, Monte Carlo. Acceptable turnaround of radiation calculations
should still serve as a useful guideline in which radiation models should be pre-
ferred and best applied for the particular fire problems that are being solved.

3.13 Worked Examples on the Application of Radiation
Models in Field Modeling

3.13.1 Single-Room Compartment Fire

Thermal radiation represents an important mode of heat transfer, since some
proportion of the energy released by the combustion of fire is radiated to other
parts of the flame and to external objects within the compartment. The
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influence of radiation heat transfer in the development of a fire in an enclosure
is further demonstrated utilizing the benchmark case of the Steckler’s single-
room compartment fire in this worked example. Numerical results are
obtained via the in-house computer code FIRE3D. For the purpose of assessing
the model predictions, comparison of results is made for the same heat release
rate of 62.9 kW against measurements made by Steckler et al. (1984) and the
numerical results obtained from Lewis et al. (1997).

Numerical features: The system of governing equations is identical to those
described in the previous worked example in section 3.6.1. All other boundary
conditions remain the same as previously featured in the previous worked
example in section 2.16.1. Numerical solutions have been attained by invoking
the SIMPLE pressure correction algorithm to link the velocity and pressure, the
bybrid differencing scheme to approximate the advective term in the governing
equations, and the standard two-equation k-¢ model for turbulence. The eddy
dissipation combustion (EDM) model of Magnussen and Hjertager (1976),
based on single-step chemistry of methane and the conserved scalar approach
employing the Sivathanu and Faeth (1990) state relationships, is used to char-
acterize the flaming fire. A mesh density consisting of 83160 grid nodes over-
laying half of the burn room attached to an extended region having a size of
3m x 2.8 m x 6.8 m is employed in this worked example.

The radiant exchange between fluid elements and the compartment bound-
aries are handled through the S; discrete ordinates model (DOM). In Lewis
et al. (1997), the flame radiation has nonetheless been characterized by the
application of the discrete transfer radiative method (DTRM). Their room fire
simulations considered a total of 16 discrete rays emanated from the solid sur-
face on each boundary cell. The number of rays that were chosen represented a
compromise between computational economy and uniform coverage. For
direct comparison of the model predictions against those of Lewis et al.
(1997), a constant absorption coefficient of 0.2 is prescribed. This is in accor-
dance with the approach adopted in their room fire simulations.

Numerical results: Predicted line graphs for the doorway temperature and
velocity profiles utilizing the eddy dissipation combustion and conserved scalar
model, with and without the consideration of radiation exchange, are depicted
in Figures 3.47 and 3.48, along with the measured data of Steckler et al.
(1984). When compared against predictions without the effects of radiation,
the inclusion of a radiation heat transfer model is seen to significantly reduce
and considerably sharpen the temperature profiles in the upper region at the
doorway. In practical fires, radiation heat loss could account for as high as
30% of the total heat release rate of the fire. Subsequently, lower flame tem-
peratures that are experienced above the fire source will result in lower
advected temperatures away from the fire source. In spite of the significant dis-
crepancies between the predicted and measured temperatures, the predicted
velocity profiles are nevertheless not strongly sensitive to the effects of radia-
tion, as shown by the results without radiation in Figure 3.47a and with
radiation in Figure 3.48b.
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Figure 3.47 Comparison of doorway temperature profiles using the EBU combustion
and conserved scalar models (a) without and (b) with radiation exchange.
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Table 3.4 highlights the predictions of the height of the neutral layer, hx,
(relative to that of the doorway, ho), the respective inflow and outflow mass
fluxes, m;,, and m,,,, and the upper-layer temperature, T,pper layer against
Lewis et al. (1997) computational results and Steckler et al. (1984) experimen-
tal measurement. The definition of the neutral height and calculation of mass
fluxes can be found in Lewis et al. (1997), and will not be repeated here. Dis-
crepancies against experimental data for hx / ho, My, Mo, and Typper 1ayer are
respectively 3%, 6%, 9%, and 1%, based on the numerical results by Lewis
et al. (1997). Present model predictions with radiative exchange yield discre-
pancies of 1%, 2%, 2%, and 1% for the solutions employing the EDM com-
bustion model and 1%, 2%, 2%, and 4% for the conserved scalar model,
respectively. Comparing the case where the EDM combustion model is
employed in the numerical simulations, predictions of the inflow and outflow
mass fluxes made by the present model fare better. One possible explanation
for the improvement in our predictions could be the large, extended region
to isolate the end effects of the extended boundaries on the doorway. Better
predictions of the neutral height are obtained, as can be seen in Table 3.4.
The conserved scalar model is found to yield similar results to those of the
EDM combustion model.

Illustrative temperature profiles of the predicted room corner temperatures,
are shown in Figure 3.49. The location of the thermocouple tree can be
referred in the previous worked example in Figure 2.22 of Chapter 2. It is

TABLE 3.4 Comparison between model predictions against Lewis et al. (1997) and
Steckler et al. (1984).

Temperature

Grid/ No. Inflow  Outflow  Upper Layer
of nodes Combustion  Radiation by/bho  (kg/s) (kg/s) (°C)
Experiment 0.561 0.554 0.571 129
Lewis et al.
(1997)
70432 EDM DTRM  0.546 0.521 0.523 128
Current
83160 EDM DOM  0.557 0.567  0.558 130

Conserved DOM  0.556 0.565  0.558 134

Scalar
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Figure 3.49 Comparison of predictions against measurements for corner rack
temperature profiles using the conserved scalar approach with and without the
consideration of radiation heat exchange.

clearly observed that predicted temperature profile by Lewis et al. (1997) using
the conserved approach without radiation, fails to predict the distinct separa-
tion of the hot and cold layers as observed during the experiment. Present
model predictions without the consideration of radiation behave otherwise.
With the inclusion of radiation, the predicted temperature profile correctly
replicates the behavior of the hot layer gas radiation heating the cold layer
gas temperatures above the floor level.

A closer examination at the fire source is the apparent deflection of the fire
plume toward the back wall, due to the incoming flow through the doorway at
the bottom as evidently observed during the experiments. The temperature
contours for the predicted fire plume at the vertical symmetry plane of the
compartment are illustrated in Figure 3.50. Alternative to line contour plots
(see Figure 2.26 in Chapter 2), flooded contour plots by a “gray-scaled” distri-
bution, as shown in Figure 3.50, represent another effective graphical represen-
tation of the numerical data. On the basis of these two contour plots, the
inclination of the fire for both of the two combustion models with radiative
exchange produce plumes at an angle of approximately 45°. These encouraging
results are in good qualitative agreement with the observation of Quintiere
et al (1981) where they have observed a flame angle which lies between 33°
and 43° in their experiments

Conclusions: It has been demonstrated through this worked example that
flame radiation can play a significant role and should be properly accounted
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Figure 3.50 Temperature contours through the center of fire source and doorway: (a)
Eddy dissipation model and (b) Conserved scalar mode.

in field modeling. Through the consideration of radiation heat exchange via
the DOM, and when coupled with a two-equation turbulence model, eddy dis-
sipation combustion model of Magnussen and Hjertager (1976) and the con-
served scalar approach employing the Sivathanu and Faeth (1990) state
relationships to characterize the turbulence and combustion of the turbulent
buoyant fire, the case with radiation has been shown to yield much better
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agreement with the experimentally measured profiles when compared to the
case without radiation, as exemplified by not only the temperature profiles at
the doorway but also at the corner location of the compartment.

3.13.2 Two-Room Compartment Fire

The influence of radiation heat transfer is explored for the two-room
compartment fire in this worked example. Comparison of field modeling
predictions with radiation alongside with the computed temperature profiles
obtained from previous worked example in section 3.6.2 without radiation are
assessed against the experimental data of turbulent buoyant diffusion flames
measured by Nielsen and Fleischmann (2000). Numerical simulations are per-
formed through an in-house computer code FIRE3D with the same heat release
rate of 110 kW.

Numerical features: The system of governing equations and boundary condi-
tions are as described in section 3.6.2. Numerical solutions have been attained
by invoking the SIMPLE pressure correction algorithm to link the velocity and
pressure, the hybrid differencing scheme to approximate the advective term in
the governing equations and the standard two-equation k-¢ model for turbu-
lence, with additional source terms to account for buoyancy effects. The eddy
dissipation combustion (EDM) model of Magnussen and Hjertager (1976)
based on single-step chemistry of LPG (Liquefied Petroleum Gas), is employed
to characterize the flaming fire. A computational grid of 85 x 44 x 25 (i.e., a
total of 93,500) control volumes overlaying half of the burn room and adjacent
room is attached to an extended region having a size of 3.6 m x 4.8 m x 6.5 m
to isolate the end effects of the extended boundaries from the open end of the
geometry.

Radiant heat exchange within the two-room compartment is handled
through DOM via the S; numerical quadrature approximation. The
mean absorption concept of Hubbard and Tien (1978) is adopted to calculate
the absorption coefficients of the gaseous combustion products. For soot, the
absorption coefficient is based on an expression from Kent and Honnery
(1990) as expressed by equation (3.10.25).

Numerical results: In this worked example, results from the simpler strategy
of employing the volumetric heat source approach to fire problems by specify-
ing a fixed volume above the fire source to represent the flaming fire, are also
obtained. On the basis of a prescribed volume size of 0.9 m x 0.3 m x 0.3 mis
taken, the volumetric heat capacity of (110 W/ 0.081 m?) is used as an input
parameter for the source term of the energy equation. A constant value of
5.97 as recommended by Hubbard and Tien (1978) is used to account for
the radiation heat loss due to combustion products.

Figure 3.51 illustrates the vertical temperature distribution above the fire
source (Tree 3) and at the doorway (Tree 5), with the additional results
provided by the inclusion of the effects of radiation in the field model through
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Figure 3.51 Comparison of predicted and measured temperature profiles above the
fire source (Tree 3) and at the doorway (Tree 5) with and without gaseous radiation
adopting the volumetric heat source and combustion modeling approaches.

the volumetric heat source and combustion modeling approaches. Substantially
lower predicted temperatures above the fire source clearly identify the signifi-
cance of radiation heat loss experienced by the fire. Nevertheless, it is observed
that the use of the volumetric heat source approach grossly misrepresents the
temperature behavior above the fire source, while the consideration of a com-
bustion model is otherwise shown to aptly emulate the consistent burning
behavior of the fire as evidenced by the predicted vertical temperature distribu-
tion. Away from the fire source, the post-combustion temperatures recorded at
the doorway via the volumetric heat source approach are found to be of satis-
factory agreement with the experimentally measured temperatures. This again
confirms the unduly predicted high temperatures being confined to the region
just above the fire source, and exerts only marginal influence on the
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temperature distributions away from the fire source. However, significant
improvements to the temperature prediction are achieved by the consideration
of combustion as well as radiation in the field model, not only above the fire
source but also at the doorway joining the burn room and adjacent room
(see results of Tree 5 in Figure 3.50).

Similar to the consideration of radiation in the single-room compartment fire
as discussed in the previous worked example, the surrounding temperatures as
demonstrated in Figure 3.52, are also better predicted within the burn room
when radiation heat transfer is accommodated in the field model. Owing to
the lower temperatures predicted in the burn room, the over-spilling of high
temperatures are not as significantly felt in the adjacent room thereby resulting
in the predicted temperatures being much closer to the experimental profiles,
as seen in Figure 3.53. The predicted temperature profiles in the burn room
and adjacent room correspond to the solutions attained from the field model
adopting the combustion modeling approach. Figure 3.54 presents the line
contour plots of the temperature at the symmetry plane for the cases with
and without the consideration of radiation. Radiation contribution by the
combustion products is seen to significantly reduce the thermal plume, con-
firming the lower-than-expected temperatures found in the adjacent room in
contrast to higher predicted temperatures in the case where radiation is
neglected.

25 2.5 2.5
r r ' :: '( ' |'I
[ L ] i
2+ 2+ : 2 :
[ I ® /] o
[ i > e
15 15 15 :
E | E E ‘e
b= £ b=
=y f= iy _
[ [} [}
T T I
1+ 1 1
0.5+ 05F | 0.5
[ P Tree 2 Tree 4
o
alas I " 0 n I.IIIIJKIIJIIJIIJ Onnn I W L
200 400 600 800 1000 200 400 600 800 1000 200 400 600 800 1000
Temperature (K) Temperature (K) Temperature (K)
@ Experiment

Prediction without radiation

-------- Prediction with radiation

Figure 3.52 Comparison of predicted and measured temperature profiles in the burn
room with and without gaseous radiation.
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Conclusions: Two important aspects are demonstrated through this worked
example. Firstly, the simple approach based on representing the fire as a volu-
metric heat source is not recommended if knowledge of temperatures or other
local burning characteristics within the flaming fire is required. Combustion
modeling remains the only effective way of treating the burning fire. Consider-
ation of combustion yields temperature distribution that is more consistent
with measurements, as seen by the predicted temperature profiles in Fig-
ure 3.51. Secondly, the inclusion of radiation heat transfer appears to be an
integral component in field modeling. Like in single-room compartment fire,
flame radiation plays a significant role and should be incorporated in field
modeling investigations.

3.14 Summary

It is well known that radiation from hot smoke is an important contributory
factor to the development of fire within enclosed spaces. Radiation modeling,
an essential component in field modeling, specifically involves the need to eval-
uate the complex radiative properties that are prevalent within the participat-
ing medium, and the knowledge in appropriately handling the radiant heat
transfer through the treatment of the angular dependence and spatial variation
of intensity within the physical domain. Depending on the different levels of
simplification or sophistication, a variety of radiation models and methods
have been developed.

Prediction of the complex spectral variation of radiative properties of the
combustion products, which persists across the electromagnetic spectrum, is
certainly an insurmountable task. Considering the diversity of products and
the probability of having some or all of these combustion products in any vol-
ume element at any time, suitable relations for the properties of the combus-
tion gases as well as soot particles and simplifications that have been made
in arriving relations, have brought about a range of models of varying com-
plexity. The simplest model that can be adopted is the gray gas assumption,
with a constant gas absorption/emission coefficient. There are other more
sophisticated models, such as the model proposed by Modak (1979), weighted
sum of gray gases model, wide-band model, and narrow-band model, which
attempt to better represent the spectral properties, provide a more accurate
evaluation of the gas absorption/emission coefficient. Practical applications
of these models are evident in their increasing usage in many field modeling
investigations, and through generic commercial CFD codes.

The radiative transfer equation represents an equation in an integrodiffere-
ntial form, which requires solution along the relevant ray paths within the
three-dimensional space, and is generally very difficult to solve exactly for
multi-dimensional geometries. This added complexity has brought about the
development of dedicated numerical methods. In many practical CFD-cased
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applications, the commonly adopted methodologies with descending computa-
tional requirements are: Monte Carlo, Discrete Transfer Radiative Method
(DTRM), Discrete Ordinates Method (DOM) or Finite Volume Method
(FVM), and P1-Radiation Model. For most practical fires, the optical thicknesses
that span a broad optical spectrum between the thin and thick limits, strongly
govern the selection of suitable methods. The latter favors the application of
the P1-Radiation Model. Radiation methods such as DTRM, DOM, and FVM
are commonplace in field modeling investigations.

Consideration of the effect of gaseous radiation in the field model as demon-
strated through the worked examples, contributes an integral part in dramati-
cally lowering the surrounding temperatures within the burn room. Numerical
results obtained with the consideration of radiation model and combustion
model to characterize the fire chemistry are found to agree exceptionally well
against measurements in the single-room and two-room compartment fire
cases.

Review Questions

3.1. What are the four essential elements for a flaming fire?

3.2. Explain the difference between a diffusion flame and a premixed flame?

3.3. Is a naturally flaming fire more of a diffusion flame or a premixed flame?
Why?

3.4. What is the difference between a laminar flame and a turbulent flame?

3.5. Why is a flame from a natural fire different from a jet flame?

3.6. What is combustion? Describe a state of complete combustion.

3.7. Write the complete reaction of propane (C3Hg) and ethanol (C;HgO) occur-
ring in air.

3.8. Define the heat of combustion.

3.9. What is the Arrhenius law?

3.10. Combustion processes are never complete in reality? Why?

3.11. Modeling turbulent combustion is difficult using the Arrhenius kinetic reac-
tions. Why?

3.12. What are some of the practical combustion modeling approaches in the CFD-
based fire model? For the particular model applied, explain the assumptions
involved.

3.13. Define the Damkohler number. In which limit, the reaction is diffusion con-
trolled? And in which limit, the reaction is kinetically influenced?

3.14. Define the Lewis number. What is the typical Lewis number adopted in field
modeling?

3.15. Describe the eddy break-up and eddy dissipation models. How are they
applied in field modeling?

3.16. What is the conserved scalar approach?

3.17. Explain the concept of mixture fraction and how is it useful in characterizing
the combustion?

3.18. Describe the combustion model of Flame Sheet Approximation or Mixed-Is-
Burnt. What does it entail?
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3.19. Besides the state relationships defined in the Flame Sheet Approximation
model, what other state relationships may also be feasibly applied?

3.20. What is the purpose of applying the probability density function to the con-
served scalar approach?

3.21. Based on the prescriptive approach, what probability density functions are
typically employed? How are they evaluated?

3.22. What is the laminar flamelet approach? Why is the approach useful in model-
ing the turbulent combustion process?

3.23. What are the two methods of generating the laminar flamelets? How are they
normally used in the CFD-based fire model?

3.24. Two modes of heat transfer exist in practical fires. What are they?

3.25. Describe thermal radiation and in which range does it lie in the electromag-
netic spectrum?

3.26. What is the difference between a black body and a gray body?

3.27. Explain the difference between a specular and a diffuse reflection.

3.28. What is a participating medium in radiation? Why is it important to be consid-
ered in field modeling?

3.29. Why is the radiative transfer equation significantly different from an ordinary
partial differential equation?

3.30. Radiation modeling concerns two key issues. What are they?

3.31. What are the limitations in using the gray gas model to characterize the radia-
tion properties of combustion products?

3.32. What is the weighted sum of gray gases (WSGGM) model?

3.33. In order to account for an inhomogeneous participating medium, what other
sophisticated models can be applied in determining the radiation properties
of combustion products?

3.34. In Monte Carlo, what is the dominant feature of this method?

3.35. What does the P-1 radiation model involve?

3.36. How is the radiation heat transfer treated in the Discrete Transfer Radiative
Method?

3.37. How is the radiation heat transfer solved in the Discrete Ordinates Model?
What is the difference between the Discrete Transfer Radiative Method and
Discrete Ordinates Model?

3.38. How is the radiation heat transfer handled in the Finite Volume Method?
What is the main difference between the Discrete Ordinates Model and Finite
Volume Method?




4 Further Considerations in
Field Modeling

Abstract

In most fires, the presence of fine carbonaceous particles (soot), which are invari-
ably produced in the flame zone and dispersed in the smoke layer, significantly
augments the global radiation process. Luminous soot radiation constitutes a por-
tion of the radiative heat loss of the total heat release rate. The means of deter-
mining the distribution of soot particles require insights into the controlling
physical and chemical mechanisms associated with the soot formation and soot
oxidation. In an actual fire environment, the possible exposure of combustible
condensed solids or wall linings housing the enclosure due to flame radiation
may promote the prospect of flame spreading beginning from the items first
ignited and subsequent fire development toward other nearby combustible mate-
rials. Underpinning all of this is the fundamental understanding of the pyrolysis
occurring within these solid materials in fires.

Consideration of soot radiation and solid pyrolysis represents essential
enhancements to the treatment of practical fires. Appropriate models are
described in this chapter. The adoption of these supplemental models further
increases the predictive capability and broadens the appeal of field modeling
investigations to a wider range of fire problems.

PART V. SOOT PRODUCTION

4.1 Importance of Soot Radiation

Particulate smoke (soot) is produced in almost all fires. As indicated by Rasbash
and Drysdale (1982), most are formed in the gas phase as a result of incomplete
combustion and high temperature pyrolysis reactions at low oxygen
concentrations. Soot can be generated even if the original fuel is a gas or liquid
in addition to those produced by the ablation of a condensed solid under high
heat flux. Particularly in non-premixed flames, such as the buoyant laminar
burning candle in air, as previously illustrated in Chapter 3 (see Figure 3.2), it
is the presence of soot particles that provides its characteristic yellow luminosity.
If by some means the flame height can be increased, the residence time will also
increase, allowing more soot to be produced. The amount of soot that is formed
nonetheless requires additional time to be oxidized in the upper part of the
flame as it travels from the base to the tip of the flame. As soot travels through
the flame, it radiates away energy and cools the combustion products—
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Figure 4.1 Typical TEM images of soot particles at four different heights above the
burner along the flame centerline: (A) z/ D =35, (B) z/ D = 20, (C) z/ D = 50, and
(D) z/ D = 80, where z represents the axial height and D indicates the burner diameter.
(After Hu and Koylu, 2004.)

the principal mechanism for radiative heat loss. At the smoke point flame height,
radiative heat loss accounts for 30% of the total heat release rate (Markstein,
1986). The cooler combustion products prevent further oxidation of soot,
and the soot formation/oxidation time is now equivalent to the diffusion (i.e.,
flow) time. Beyond the flame, soot particles are subsequently dispersed into the
surrounding environment.

Smoke particles generally consist of agglomerations of minute soot particles
that come together to form complex chains and clusters, which may have an over-
all size in excess of 1 um (Drysdale, 1999). Figure 4.1 illustrates four typical
Transmission Electron Microscope (TEM) photographs of the soot sampled
from the centerline of a turbulent non-premixed acetylene flame at different
heights above the burner, based on the experiment performed by Hu and Koylu
(2004). Soot in the turbulent flame is clearly seen to be in the form of aggregates
containing smaller primary particles. At a particular flame location, substantial
variations in aggregate sizes and shapes indicate the poly-disperse characteristic
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accompanied by a complex soot structure. Nevertheless, the overwhelming
observation through these images is that the primary particles remain rather
spherical, and their nanometer diameters do not appear to vary significantly.
At low-to-intermediate flame locations, young soot precursors are evident in
the translucent particles captured by the TEM images. Their disappearance
toward the flame tip is due to the completion of their carbonization before being
released to the surroundings. In compartment fires, when their size becomes
comparable to the size of the wavelength of light (0.3 um-0.7 um), these finely
dispersed soot particles that are present in the smoke have a tendency to obscure
the visibility by a combination of absorption and light scatter. Generally, the tox-
icity of soot does not play a pivotal role in fires. Rather, the poor visibility that the
soot particles create significantly reduces the possibility of evacuation. Occu-
pants within the confined enclosures may be subjected to other lethal combustion
products such as carbon monoxide, which can arise due to the short exposure to
high concentrations or long-duration exposure to low concentrations of such
gases. The length of exposure increases if the visibility is extremely poor, making
these occupants more unlikely to escape unaided.

More importantly, radiation heat transfer from the hot smoke layer is a signif-
icant contributory factor to the development of fire within enclosed spaces in
compartment fires. In substantial amounts, soot is considered to be a much
stronger absorber as well as emitter of radiation, in contrast to carbon dioxide
and water vapor. During the growth or pre-flashover period of a compartment
fire, the smoke layer under the ceiling, which may comprise mainly of finely dis-
persed soot particles, is a strong re-absorption of radiation to the boundaries
encapsulating the enclosure. If the walls are combustible items, this smoke layer
enhances the prospect of flames spreading, beginning from the item first ignited
and spreading to nearby walls. Thereafter, a stage of the fully developed or post-
flashover fire will be reached where flames will eventually engulf the entire
volume. Transition from the pre-flashover to post-flashover fire usually involves
a rapid spread from the area of localized burning to all combustible surfaces
within the confinement. The burning behavior of these combustible materials
in fires will be treated in more detail in Part VI within this chapter.

4.2 Overview and Limitations of Soot Modeling

In order to account for soot radiation in field modeling, the effective soot
absorption coefficient requires the evaluation of the soot volume fraction,
which is usually related to the concentration of soot particles. Essentially, the
means of determining the concentration of soot particles require insights into
the controlling physical and chemical mechanisms associated with the forma-
tion and oxidation of soot. A comprehensive model of the soot process must
therefore include the consideration of both of these phenomena.

The main constituent of soot is mostly carbon; other elements such as
hydrogen and oxygen are usually present in small amounts. Depending on the
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Figure 4.2 The process of soot formation and oxidation.

composition of the surrounding gas, other species may adsorb onto the surface of
soot. In spite of the rigorous science to identify the many properties of soot, it is
still not currently possible to uniquely define its chemical composition. As
reviewed in Kennedy (1997), the various steps involved in the process of soot for-
mation and oxidation are illustrated in Figure 4.2. The first step to the produc-
tion of soot is the formation of the aromatic species such as cyclic benzene c-
CsHg and phenyl c-CgHjs in the gas phase. These aromatic species grow by the
addition of other aromatic and smaller alkyl species into two-dimensional poly-
aromatic hydrocarbons (PAH). The continued growth of the PAH leads to the
smallest identifiable soot particles with diameters of the order 1 nm. Soot pro-
duction is a chemically controlled phenomenon. During nearly all phases of soot
production—inception, condensation, coagulation, surface growth, agglomera-
tion, and oxidation—chemistry plays an important role. The inception of
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particles depicts the first occurrence, wherein two-dimensional PAHs merge into
one three-dimensional particle. Once the soot particles are formed through the
inception process, they can grow by three mechanisms: condensation, coagula-
tion, and surface growth. The condensation and coagulation processes are
typically physical in nature, where in the former, the particles grow via conden-
sation of a two-dimensional PAH on a three-dimensional PAH, while the latter
leads to the coalescence of particles, leading to the formation of a larger spher-
oid. Surface growth of particles proceeds in conjunction with coagulation. The
particles grow via chemical reactions in the gas phase. It is generally agreed that
acetylene C,H, is mainly responsible for the growth of soot particles. Older par-
ticles will undergo agglomeration where large clusters of particles are subse-
quently formed. These clusters are now the primary soot particles in the
system. Soot formation in diffusion flames usually occurs low in the flame and
is followed by soot oxidation occurring at the tip of the flame. Oxidation occurs
primarily as a result of attack by molecular O, and the OH radical and serves to
contribute to the reduction of the particle sizes. During surface growth, oxidants
may move to the particles and react with them to form some surface intermedi-
ates, which may then be desorbed and converted back into the gas phase.

In real fires, soot is normally dependent upon the breakdown path of the
parent fuel. To better understand the formation of soot, the a priori knowledge
of the chemical composition and structure of the parent fuel is therefore of
considerable importance. As reviewed in Drysdale (1999), fuels such as form-
aldehyde, formic acid, and methyl alcohol burn with non-luminous flames
and are thus smokeless. In contrast, hydrocarbon fuels have a tendency to pro-
duce smoke by the introduction of branching, unsaturation, and aromatic char-
acter, while oxygenated fuels such as ethyl alcohol and acetone burn with
considerable less smoke than the hydrocarbons. Similarly, hydrocarbon poly-
mers such as polyethylene and polystyrene tend to yield far more substantial
smoke than oxygenated fuels such as wood and polymethylmethacrylate, under
the same free burning conditions. If the detailed chemistry of these parent fuels
is known, models that describe the detailed elementary chemical reactions and
physics of soot formation can be subsequently realized and applied. For hydro-
carbon fuels, detailed kinetic models for the gas-phase phenomena (Frenklach
and Wang, 1990) have been proposed to describe the successive chemical steps
and the presence of pyrolysis products such as acetylene and PAH, which are
generally considered as critical participating species in the nucleation process.
For light hydrocarbons, reduced chemical mechanisms have been appropriately
used to simplify the combustion and reduce the computational burden in mod-
eling flames forming soot. Nonetheless, there is a need to formulate reduced
chemical mechanisms to predict the consumption of heavy hydrocarbons.
More so, there is a greater requirement in field modeling to gain further
insights into the combustion chemistry of complex fuels (wood, polymethyl-
methacrylate, polyethylene, polystyrene, and so forth).

Owing to the inadequate knowledge of the combustion chemistry of some
parent fuels, and as a compromise between modeling simplicity and computa-
tional accuracy, practical models such as those based on single-step and
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semi-empirical approaches have been purposefully applied in field modeling to
determine the concentration of soot particles. The degree of complexity of
these models derives from the prospect in formulating the appropriate reac-
tions rates that mimic the many important phenomenological descriptions of
the physical processes of nucleation (inception), coagulation, surface growth,
aggregation, and particle oxidation that occur in the soot process, as described
in Figure 4.2. The main drawback of these models is the need to determine the
necessary pre-exponential constants and activation energies that appear in the
reaction rates, through some input from experimental data, which will become
more apparent in the discussions of various models in the next section. For
completeness, the description of detailed models that seek to solve the rate of
equations for elementary reactions leading to soot is also described. These
models, which attempt to directly characterize the soot process via an exhaus-
tive analysis, should only be applied if the detailed chemistry of the parent fuel
is fully realized.

4.3 Soot Models for Field Modeling

4.3.1 Single-Step Empirical Rate

This simple approach to soot modeling only requires a single transport equa-
tion for the mass fraction of soot Y,. In the similar form to the scalar property
equation, derived in Table 2.5 of Chapter 2, the Favre-averaged conservation
equation can be written as

Ut a?s

Scr Ox;

0 o . 0

— —~ =4 = _
(pYs) + 5= (pit;Ys) = Dy + o, +R,,, +R,,, (4.3.1)

=+ =— . .
where R_,, and R, are the mean reaction rates due to soot production and

oxidation, respectively. In laminar flow, the diffusion of soot D occurs

exclusively by thermophoresis, which can be expressed in terms of mean quan-
tities as

th —0.55i

< uoT
soot — axi YR

Y,

D =
T(%C/

(4.3.2)

In turbulent flow, the turbulent diffusion term in equation (4.3.1) generally
dominates over the diffusion term due to thermophoresis. The term D?  can
thus be safely neglected for most practical purposes.

For soot formation, the model proposed by Khan and Greeves (1974) that
has been widely cited in literature for soot emissions from diesel engines, is
described. As indicated in Figure 3.5 of Chapter 3, the soot time scale is gener-
ally slower than the time scale of flow, transport, and turbulence, which
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demonstrates a strong dependence on temperature. Khan and Greeves (1974)
have assumed the production of soot particles in a flame is inherently a chemi-
cally controlled phenomenon and is governed entirely by the formation of soot
particles—that is, by the soot inception rate. The global reaction rate expres-
sion R . chosen to characterize soot production in turbulent flow is

_ _ E
RS = C.Pso"ex < > 433
soot f d) p RMT ( )

where C, is a constant, Pﬂ, is the mean partial pressure of fuel, ¢ is the
local unburnt equivalence ratio, E, is the activation energy, and R, is the univer-
sal gas constant usually taken to be equivalent to 1.9872 cal mol™' K~'. Model-
ing parameters such as Cg, 7, and E, have been ascertained through experiments
performed in connection with diesel engines. For the exponent # and the activa-
tion energy E,, values of 3 and 40200 cal mol~* have been found to yield the best
results against measurements, while the constant C; can range from 0.01 (lightly
sooty flame) — 1.5 (heavily sooty flame) kg N™!' m~' 57!, Soot production is
essentially zero for the equivalence ratio ¢ less than that of the incipient soot limit
and for ¢ in excess of a value corresponding roughly to the upper flammability
limit. Following Khan and Greeves (1974), the upper and lower limits are set
to 2 and 8, respectively. The applicability of the model to a wide range of fuels
greatly suggests its suitability in field modeling.

For soot oxidation, Magnussen and Hjertager (1976) proposed a simple
method similar to the eddy dissipation concept described in Chapter 3. Since
the particle sizes are so small, it can be inferred that near-particle diffusion can-
not possibly be a controlling process. Rather, the combustion is controlled by
the rate of mixing of the particle-bearing vortices with adjacent oxygen bearing
material. The consumption rate of soot is

R, , = —CrpY, (4.3.4)

soot —

In regions where the oxygen concentration is low, the oxygen becomes the lim-
iting species that controls the rate of consumption of soot. However, being a

tracer element, soot must also compete for oxygen with the unburned fuel.
This leads to

__ A% ~
R, =-Cpp| —2—|Y
soot d (YSTS + qurfu> ’

where Cy is a model constant assigned a value of 4, as previously indicated in
Chapter 3, and 7, and 7y, are the soot and fuel stoichiometric ratios. The lower
reaction rate of either equation (4.3.4) or (4.3.5) determines the local rate of
soot consumption.

(4.3.5)

| o
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More recently, Lautenberger et al. (2005) proposed a simplified approach to
modeling soot formation and oxidation in non-premixed hydrocarbon flames.
Specifically, the model was formulated to make CFD calculations of fire radia-
tion feasible in an engineering context. In order to retain simplicity and to min-
imize computational expense, the model considers the phenomena essential for
obtaining sufficiently accurate predictions of the concentration of soot parti-
cles via the consideration of a single transport equation for soot. The basic
form of the soot model is similar to the work by Kent and Honnery (1994),
of which the soot formation rate could be estimated from only the local
mixture fraction and temperature. The model postulated considered only
homogeneous soot formation—moderately to heavily sooty flames. Neverthe-
less, both heterogeneous (surface area-dependent) and homogeneous (surface
area-independent) soot formation processes are likely to contribute to the total
soot formation rate in non-premixed hydrocarbon flames. The former are more
important in lightly sooty flames such as lower alkanes, alcohol, and some
cellulosics. Soot oxidation is treated by a global fuel-independent mechanism,
which is also only a function of the mixture fraction and temperature. Here,
the model assumes that the diffusion of molecular oxygen is the governing
process rather than being controlled by the reaction of OH radicals impinging
on the available soot surface area. For the formulation of the instantaneous
soot formation and oxidation rates, they are simply determined from the prod-
uct of an analytic function of mixture fraction (Z) and an analytic function of
temperature (T) by

~mn

RS, = f(2)gs(T) (4.3.6)

R0t = Fio(Z)gso(T) (4.3.7)
Several analytic forms of these functions were considered by Lautenberger et al.
(2005). The appropriate shapes of these functions are described following.

For laminar ethylene diffusion flame, a soot formation map analogous to
f’;(Z)gsf( )+ fs/:)( )gs0(T) envisaged by Kent and Honnery (1994) was shown
to possess an approximately parabolic trend in mixture fraction. Peak soot for-
mation rates occur at the mixture fraction values between 0.1 and 0.15, and
over the temperature range between 1500 and 1600 K. Nevertheless, peak soot
oxidation rates take place at mixture fraction values lower than the stoichio-
metric mixture fraction Z,. Consistent with the observed trends, Lautenberger
et al. (2005) proposed the set of analytic functions off (Z) and fm( ), which
can be approximated by polynomial functions of third order Typical shapes of
the analytic mixture fraction functions for soot formation f, ;( ) alongside
with soot oxidation f (Z) are illustrated in Figure 4.3. For soot formation,
the function rises from a formation rate of zero at a mixture fraction of Zj,
to a peak formation rate at a mixture fraction of Zp and then falls back to zero
at a mixture fraction of Zpy. The polynomial coefficients are determined
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Figure 4.3 Polynomial functions of mixture fraction.
(Adapted after Lautenberger et al., 2005.)

through specifying Z;, Zp, Zyy, and f/;(Zp) which are then solved through the
resultant set of linear equations. In order to generalize the model to a range of
fuels, the values of Z;, Zp, and Zy; for each polynomial are related to the fuel’s
stoichiometric mixture fraction Z by a parameter y of order unity. For soot
formation, the soot oxidation mixture fraction function falls from a value of
zero of Z; to its peak negative value at Zp, and then rises back to a value of
zero at Zy.

The analytic soot formation and oxidation temperature functions g.(7T) and
gso(T) nevertheless show a less-discernible trend, as described in Figure 4.4.
The soot formation function g (T) can be approximated as more or less para-
bolic, while the soot oxidation function g,,(T) is assumed to be linear. For the
former, a third order polynomial normalized between zero and unity takes on a
value of zero at Ty, rises to a peak of unity at Tp, and falls back to zero at Ty
The endpoints at Ty and Ty can be interpreted as the minimum temperature at
which soot forms and the temperature above which soot formation is absent.
For the latter, soot oxidation diminishes at a critical temperature limit below
1400 K. It is noted that the maximum soot oxidation rate by the model may
be stronger than the peak oxidation rate due to the function g.,(T) exceeding
unity.

To further extend the preceding model to turbulent combustion, statistical
probability density function methods can be applied to account for the unre-
solved fluctuations in the instantaneous rates, as descrlbed by equations (4.3.6)

and (4.3.7) to determine the appropriate mean rates R, . and R__. for equation

soot soot
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Figure 4.4 Polynomial functions of dimensionless temperature.
(Adapted after Lautenberger et al., 2005.)

(4.3.1). More details on the formulation of these rates as well as appropriate
governing equations based on the conserved scalar approach, can be found in
the dissertation of Lautenberger (2002).

4.3.2 Semi-Empirical Approach

This next level of soot modeling aims to incorporate some considerations of
the physics and chemistry of the phenomenon, which usually leads to the devel-
opment of rate of equations of soot precursors and particles with combustion
chemistry description. In this approach, a transport equation for the particu-
late number density is introduced and solved in conjunction with the transport
equation for the soot particles. The representation of soot properties is now
characterized by two variables—the soot mass fraction or soot volume fraction
and particulate number density. Three widely used models of soot formation
for turbulent combustion developed by Tesner et al. (1971a, 1971b), Moss
et al. (1988), and Leung et al. (1991), specifically based on the two-equation
framework, are described in this section.

Tesner et al. (1971a, 1971b) have assumed that the soot formation occurs
from a gaseous parent fuel in two stages. The first stage represents the formation
of radical nuclei. Radical nuclei are defined to be the active sites on particles
from which the soot deposits will eventually grow. According to Tesner et al.
(1971a), the philosophy of the chain branching theory is that the increase of
the rate of formation of particles is a result of a branched process, and the
observed retardation is related to the acceleration of the destruction of active
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particles. This process is linked to the creation and rapid growth of the total sur-
face of the soot particles on which the radical nuclei are being destroyed.

Similar to the scalar property equation derived in Table 2.5 of Chapter 2, the
Favre-averaged form of the conservation equation for the concentration of rad-
ical nuclei 7. can be expressed by

0 0 ,__ . O [ur on| =+ _
& (p ) + aixl( pu; nc) szljulez + Txl |:SCT:1" axl_:| + Rnuclei + Rnuclei (438)
where DZ; clei is the diffusion occurs by thermophoresis, which in terms of mean

quantltles is glVCl’l as

Do = —0.55 aav i, ;g—z (4.3.9)
Defining the particle number concentrations of nuclei according to

C, = pN,ji, (4.3.10)
and soot particles as

Cs= ﬁ% (4.3.11)

=

where N, is the Avogadro’s number (6.0223 x 1026 mol ') and my, is the mass
of a soot particle, the rate of nuclei formation R, . depends on a spontaneous
generation and branching process described by

nuclei

Rpctei = 10 + (f—8)Cu + 8oCuCs (4.3.12)

In the preceding equation (4.3.12), f and g are the linear branching and linear
termination coefficients, and g, is the coefficient of linear termination on soot
particles. The spontaneous generation of radical nuclei n, from the fuel is mod-
eled according to the Arrhenius law as

- E,
ny = aof)Yﬁ,exp(—ﬁ> (4313)

u

On the basis of a spherically shaped particle, the mass of a soot particle can be
calculated from

ndg
my = psoot? (4314)
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The Favre-averaged conservation equation for soot particles also follows the
same form of the scalar property equation derived in Table 2.5 of Chapter 2 as

0, < o, - o |pur dY| - __
a (pYS) + a (puiys) = D?(?)ot + g |:§CF; (Q)x;| + Rjoot + Rsoot (4315)
i i i
where D is the thermophoresis diffusion given in equation (4.3.2). The rate

of formation of soot particles depends on the interaction between the active
particles and the original hydrocarbon molecules and on the termination pro-

cess by the surface of the soot particles. The rate of soot formation Rjo o> Which
depends on the concentration of radical nuclei, is modeled as
R.,, =my(a—bC,)C, (4.3.16)

The default values for all the soot parameters are those of acetylene fuel, which
have been obtained from Tesner et al. (1971b). They are:

d,=1.785 x 10* m
a, = 1.35 x 10*” part kg~ ' s7*
E./R, = 90000 K
f-g=100s"
2o =1.0 x 107" m? part ' 57!
a=10x10s"
b=28.0x10""*m?part ! s!

Magnussen and Hjertager (1976) have employed the kinetic theory of soot
formation by Tesner et al. (1971a, 1971b) to a turbulent acetylene flame. On
the basis of the Eddy Dissipation Concept, they have proposed to conveniently
calculate the mean combustion rates of the radical nuclei R, ;,; and soot par-
ticles R_,,, from the rate of combustion of fuel. For the combustion of soot
particles, the rate is given by

RSOOt = min

—CRﬁ?sz,—CRﬁ <L> Y%] (4.3.17)

The local radical nuclei can be assumed to be reduced by combustion accord-
ing to

R-

soot

(4.3.18)

nuclei —

s

This so-called Magnuseen soot model that combines the kinetic theory forma-
tion of Tesner et al. (1971a, 1971b) and oxidation rates in the respective
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equations (4.2.17) and (4.3.18) is widely applied in many field modeling inves-
tigations (for example, room fire simulations by Luo and Beck, 1996). It is also
a standard feature in a majority of commercial CFD codes such as ANSYS Inc.,
Fluent, and ANSYS Inc., CFX. Note that the same model constants just tabu-
lated have been successfully used to produce the flame data for other fuels,
including methane.

Moss et al. (1988) have proposed a soot model that incorporates the essen-
tial physical processes of soot nucleation, coagulation, and surface growth
influencing the soot volume fraction and particulate number density. While
the kinetic theory of soot formation by Tesner et al. (1971a, 1971b) has been
extensively employed, its focus solely on particle number density neglects the
important role of surface growth in relation to soot mass addition. Particle size
evolution could not be tracked, and without the knowledge of particle size, the
aerosol surface area cannot be determined. Heterogeneous chemical process
like oxidation would therefore be unsatisfactorily ascertained. This alternative
model, which is represented by the soot volume fraction f, and particulate
number density 7, is important to the description of the post-flame burnup,
permit, but the soot aerosol surface area to be estimated from the average par-
ticle diameter according to

dy = (6’9)1/3 (4.3.19)

nm

The Favre-averaged conservation equation for the soot particulate number
density and soot volume fraction in terms of normalized variables can be writ-
ten as

9, 3 9 3 0 u 655 5 55—
E (pén) + a_x (pufcn) = D:sz_dens + 87 éa_x] + R:trum_dens + Rnum_dens
] ] ]

(4.3.20)

9, 3 9 s 0 U aZs 5+ =—

& (pCs) + a_x, (pu/Cs) = th/;(’)l_fmc + 8_.96'/ [ﬁa—%] + Rvol_fmc + Rz/ol_fmc
(4.3.21)

where {, = 72/(pN,) and {, = (p.f,)/p with p# . .and D" . given by
- udT
D3 dens = —0-558% n%g—x/ (4.3.22)
9 |; noT
h _
Dyos_frae = —0.55 o | Tox, (4.3.23)
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In equations (4.3.20) and (4.3.21), the influence rate processes of nucleation,
coagulation, and surface growth on the particulate number density and volume
fraction are modeled as

=+ _ )
Rnum_dens = N - Pzﬁcn (4324)
nucleation coagulation
Rz_/‘—ol_fmc = \5// N1/377C2/3cl/3 (4325)
NS

nucleation surface growth

The first term in equation (4.3.24) represents the increase in soot particle num-
ber density due to particle inception, which is given by

1/2 - T,
i = Cp*T' "Xy, exp (— ?> (4.3.26)

The second term in equation (4.3.24) describes the loss of particles as a
result of coagulation. According to Moss et al. (1988), it can be described by
the Smoluchowski (Fuchs, 1964) expression as

p=c,T" (4.3.27)

The increase of the soot volume fraction in equation (4.3.25) is represented
by the nucleation of new particles in the first term and the result of surface
growth in the second term. On the basis of the particle nucleation expressed
in equation (4.3.26), the accompanying mass growth of the former may be
represented (for 12 carbon atoms initially) by

5 = 1445 (4.3.28)

The latter is modeled according to the surface growth of soot suggested by
Syed et al. (1990), which contained a linear dependence on aerosol surface
area, and is controlled by the rate relationship

~ ~ T,
7= CpT'"* Xy exp (— ?) (4.3.29)

It should be noted that the surface growth rate based on Syed et al. (1990) in
equation (4.3.25) depends on the soot surface area. The number density of an
aerosol, in general, rapidly attains a nearly constant value as a result of a bal-
ance between the nucleation and coagulation. If the number density is approx-
imately constant, the surface growth rate will lead to a predicted cubic time
variation in soot volume fraction, since the terms with ¢, and {, are accounted
for the soot surface area.
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From a detailed chemical kinetic model of fuel pyrolysis, it is possible to identify
the specific hydrocarbon species that are precursors to drive the nucleation and
surface growth expressions through the mean fuel mole fraction Xj,. Depending
on the parent fuel, the choice of acetylene and benzene as critical species for
these processes is strongly supported by experimental evidence—for example,
Harris and Weiner (1983a, 1983b) and Smyth et al. (1985). Generally, detailed
reaction mechanisms, and thus distributions of minor species concentrations,
are not accessible for more complex fuels. A more practical strategy that has
been adopted by Syed et al. (1990) was to consider the mole fraction of the
critical precursor to be that of the total C;H, concentration, summed over
all the hydrocarbon species in the mixture locally. Methane combustion was
studied in Syed et al. (1990). The pre-exponential constants C,, C,, and C,
and activation temperatures T, and T, determined empirically for methane are:

C, = 65400 m> kg 2 K~ 57!
Cp=13x10"m’ K 5!
C,=0.1 m3 kg_m K12 g1
T, = 46100 K

T, = 12600 K

As will be demonstrated in the worked example later, the preceding soot para-
meters are applicable to other flames that are lightly sooting in nature, like
methane. Moss and Stewart (1998) have shown that for quite heavily sooting
flames such as propylene and methylmethacrylate (MMA), characteristic of
polymeric materials encountered in room fires, modest changes to the model
can be accommodated by simply altering the pre-exponential constants C,, C,,
and C,. On the basis of repeated numerical experiments and laser extinction
measurements, the model coefficients for propylene (C3Hg) are determined as:

C,=1.3 x10°m? kg > K " s7!
Cp=20x10"m’ K 57!
C,=85x10 kg P K 5!

while for MMA (Cs;Hy):

C,=3.68 x 10°m? kg2 K~ 7!
Cp=2.0x10"m’ K ¢!
C,=85x10 kg P K s

From the preceding, it is observed that the changes to the coefficients (C,)
occur primarily in the expressions for soot particle nucleation alone.

In addition to the preceding soot formation model, Kaplan et al. (1996) have
adopted the Nagle and Strickland-Constable (1962) rate for soot oxidation
as the limiting mechanism for oxidation by O, in equations (4.3.20) and
(4.3.21), which was also subsequently considered by Morvan et al. (2000)
for the simulation of a buoyant methane/air radiating turbulent diffusion
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flame. In the model proposed by Nagle and Strickland-Constable (1962), they
have assumed two types of active sites (A and B) that could be present for the
oxidation of carbon. Type A sites react with oxygen to yield another A site and
carbon monoxide:

P
A + O, — A + 2CO at a rate given by kaPo,

1 + kZPOz *
where Po, is the mean partial pressure of oxygen. Type B sites react with oxy-
gen to yield Type A sites and carbon monoxide:

B + O, — A + 2CO at a rate given by kgPo,(1 — )
Finally, Type A sites thermally rearrange to give Type B sites as
A — B at a rate given by kry

The overall reaction rate (kg m~* s™') is given by

_ EaPo _
Rop = 1202429 4 kpPo (1 — 4.3.30
e+ kaPo,(1 =) (43.30)
where
! (4.3.31)
1= 3.
1+ 5,
and
3000
ka=2x10% ex (— ~>
A p R,T
1520
kg =4.46 exp| — _
’ p( R.T )
9700
kr =1.51 x 10% ex (— ~)
T p R.T

41
k., =213 x 10* exp< 09)
R,T

u

It is noted that the units for the preceding reaction rate constants are in kg
(kilogram), m (meter), s (seconds), cal (calorie), K (Kelvin), and atm (atmo-
spheres). The local particulate number density and soot volume fraction are
reduced by combustion according to

o 367\ 5R =4/3
R N1/3( Zﬂ) PRt (4.3.32)
psoot

num _dens o ~1/3

&
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vol _frac 0

_ s s
R :_N1/3<32ﬂ) PRI (4.3.33)

soot

The soot formation model of Leung et al. (1991) differs from those of Tesner
et al. (1971a, 1971b) and Moss et al. (1988), in the aspect of which assumed
specifically acetylene as the precursor for soot nucleation and growth. An impor-
tant characteristic of this model is that acetylene is not the actual fuel but
assumed to be the product of the fuel breakdown process. Hence, the rates of
soot nucleation and growth are directly proportional to the acetylene concentra-
tion rather than to the parent fuel concentration. This concept in retrospect is
physically more plausible, although it complicates the modeling to some extent,
since there is a concerted need to determine the acetylene mass fraction. If the
detailed reaction mechanisms of the parent fuel are known, this does not repre-
sent a significant burden, especially when the laminar flamelet approach is used
to ascertain the required state relationships for the major and minor chemical
species of the buoyant diffusion flame. The model solves for the particulate num-
ber density # and soot mass fraction Y.

The model for soot formation in non-premixed flames is based on a simple
kinetic mechanism, which entails the following four reaction steps:

nucleation 2C,H, — 2C(S) + H,

surface growth nC(S) + C;H, — (n + 2)C(S) + H,
coagulation nC(S) — C,(S)

oxidation C(s) +30, — CO

From the reaction steps just described, the notation C(s) represents soot, and
a mole of soot is taken as a mole of carbon atoms. The reaction step defined by
the particle nucleation is similar to that outlined by Tesner et al. (1971a) for
premixed acetylene-air flames. For simplicity, the rate of nucleation is assumed
to be first order in acetylene concentration, which can be expressed in terms of
mass fraction so that

_ 12100\ (pYc,u
Ri=1x10* ex (— - ) 2
! p T Mc,H,

where Y¢,p, and Mc,p, are the corresponding mean mass fraction and molec-
ular weight of acetylene, and the units of the preceding rate are in kmol m~3
s ! Leung et al. (1991) also assumed the rate of surface growth to be first
order similar to the rate of nucleation. An ad hoc assumption is made that the
number of active sites is taken to be proportional to the square root of the total
surface area available locally in the flame. The soot growth rate is given as

= NI/
Ry =6 x 10° exp ( —12}0()) 7'5( OM. )2/3 pYcn, | (PYs 71/6
T TPso0t MCsz Mc
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Here, M¢ refers to the molecular weight of carbon. The units are again in
kmol m~3 s™'. The decrease of the particle number density is accounted by
the particle agglomeration of which this step is modeled using the normal
square dependence—that is,

1/6 ~\1/2 - 1/6
ﬂ:psoot psoot MC

where C, is the agglomeration rate constant taken to have a value of 9.0 and
K is the Boltzmann constant given as 1.381 x 107> J K~'. The units are in
m® s~ '. Instead of the Nagle and Strickland-Constable (1962) model, Leung
et al. (1991) used the rate of soot oxidation proposed by Lee et al. (1962),
which is due by the limiting mechanism of oxidation by O,. The rate of soot
oxidation where the dependence on local surface area has been retained is

written in units of kmol m 2 s™! as

- N3 -
Ry=—1x10*TV2 exp <_ 19§80>n p6Ys~ pYo, .
T P00t MOZ

It is noted that the preceding oxidation rate has been adjusted by a factor of 14
to provide adequate agreement with the measurements of Garo et al. (1990).
Again, such ad boc adjustment is required in order to necessitate the neglect of
OH radical as an oxidant of soot. Alternatively, an oxidation step involving OH
could readily have been formulated in the context of the present model. Following
investigations by Fenimore and Jones (1967), Puri et al. (1994), and Garo et al.
(1990), the rate of soot by the OH radical, assuming a collision efficiency of
0.04 according to Brookes and Moss (1999), may be simply written as

- N3
Ry = —42325T1/2 [ POYs. PYou .
TPso0tM MOH

The Favre-averaged conservation equation for the soot particulate number
density is

P 8 [up 0] -+ .
= (i) = D i Wt il T ) R
ot (,071) + axi (pu,n) num _dens + ax7 |:SCT 6x,] num _dens + num _dens
(4.3.34)
with D;’;m_dens given by
d |_uoT
D? =055 |z~ 4335
num _dens 896,‘ nTaxj ( )
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and the appropriate rates modeled as

R =Z"%HR, (4.3.36)

num _dens o
min

R; (4.3.37)

num _dens — P

where C,,;, is the number of carbon atoms in the incipient carbon particle.
Fairweather et al. (1992) who adopted the soot reaction mechanism of Leung
et al. (1991) for a methane air jet flame have assumed a value of 9 x 10* car-
bon atoms. For the soot mass fraction, the conservation equation is identical to
the form derived in equation (4.3.15) with the source terms given by

R+ = ZMcﬁ(R1 + Rz) (4338)

soot

R,,, = McpR4 (4.3.39)

soot

For all the soot formation and oxidation models described in this section, it
should be noted that the chemical kinetic rates are evaluated based on the
mean quantities. Unlike the concentrations of major species, which result from
fast chemistry as compared with mixing, soot mechanisms are comparatively
much slower and they tend to exhibit a degree of invariance, since the effect
of turbulence will be filtered or smeared out due to the low chemical kinetic
rates. Hence, the effect of turbulence on the soot chemistry particularly in
buoyant fires is usually not accounted in order to enhance the computational
efficiency. In the context of fire engineering, the prime consideration of these
approximate models as supplemental models to field modeling is aimed to
make fire radiation calculations practical in affecting the overall radiative heat
transfer. The evaluation of mean soot concentrations should therefore suffice
for determining the averaged optical property for soot radiation.

4.4 Population Balance Approach to Soot Formation

4.4.1 What Is Population Balance?

The viability of the population balance approach to handle a wide variety of
particulate processes has certainly received unprecedented attention from both
academic as well as industrial quarters. Particularly in modern chemical indus-
try, CFD coupled with a micro-mixing models and the appropriate population
balance models are increasingly being employed to predict the evolution of the
particle size distribution (PSD) in order to improve the crystallization, precipi-
tation, and polymerization processes of materials for a wide variety of applica-
tions including pharmaceutical, agriculture, and specialty chemical products,
as well as the many aggregation-breakage processes in many other engineering
applications associated with coagulation and rupture of flocs, addition



286 Computational Fluid Dynamics in Fire Engineering

and degradation of polymers, and coalescence and breakup of liquid drops.
Mounting interest for population balances in the chemical, petrochemical,
and mining industries has also resulted in significant design improvements to
widely used bubble column reactors to promote increasing rates of mass trans-
port between gases and liquids and to the more efficient mixing of competing
gas-liquid reactions.

Nevertheless, what is population balance? According to Ramkrishna and
Mahoney (2002), a population balance on any system is generally concerned
with maintaining a record for the number of entities, which may be solid par-
ticles, liquid drops, gas bubbles, biological cells, or events whose presence or
occurrence may dictate the behavior of the system under consideration. It
can thus be regarded as a continuity statement for the evolution of entities.
The equations that govern the PSD can be obtained by writing the relationships
that describe the conservation of the mass of the entities. Such equations are
usually referred to as the population balance equations.

The variables distinguishing an entity within the population balance equa-
tion may consist of external coordinates (its physical location) and internal
coordinates (characteristic internal to the entity such as size, temperature, com-
position, and so forth). Mathematically, the collection of both of these coordi-
nates is referred to as the state of the entity of which may be represented by a
finite dimensional vector. This leads to the concept of the entities being
distributed in a finite dimensional state space, which may change with time
depending on its current realization and expected displacements because of
random changes. In addition to the motion of these entities through the state
space, it is usual to encounter birth processes that create new entities and death
processes that destroy existing ones. These birth and death processes somewhat
may depend on the states of the entities created or destroyed with an associated
phenomenology. Nucleation of particles, breakup, and aggregation are some
typical examples of such processes. By definition, a population balance model
is formulated based on the collective phenomenology contained in the displace-
ment of entities through the state space and the birth and death processes that
terminate entities and produce new entities. It is imperative to note that the
phenomenology is concerned with the behavior of the single entity in the com-
pany of its fellow entities for the population balance model to be a reasonable
description of the system.

The structure of the population balance equations, generally expressed as an
integrodifferential form of the particle size distribution, is generally very com-
plex and their solution by analytical means remains elusive for all but the most
idealized situations (Bove et al., 2005). Several numerical techniques have been
proposed in the literature to best handle the population balance equations, not
only achieving some considerable levels of accuracy but also obtaining the
solutions in real time with moderate computational load. One of the well-
known classical numerical approaches is the standard method of moments
(SMM) developed by Frenklach (1985) in which the internal coordinate is
integrated out and the PSD is determined through the respective moments.
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Generally speaking, the mathematical difficulty of SMM lies in obtaining the
appropriate closure. The simplest way of accomplishing this is to presume
the functional form of the PSD function (Dobbins and Mulholland, 1984,
Lee, 1983, Pratsinis, 1988). Whereas the PSD function is not a priori known,
Hulburt and Katz (1964) proposed the consideration of only determining the
lower-order of moments of the PSD that are sufficient to estimate the physical
quantities, such as optical properties or volume fraction. Although the problem
is condensed substantially by tracking this limited number of moments, it is
severely limited by the ability to only handle the size-independent growth rate
and the size-independent aggregation and breakage kernels. For a more general
representation of the particle dynamics, the preferential treatment of higher-
order moments becomes indispensable. To achieve closure, Frenklach (2002)
has attested the validity of interpolation closure in obtaining these moments
by first expressing the natural logarithmic of moments in terms of polynomial
and later determining the required moments by separating the interpolation for
positive-order and negative-order moments via the Lagrange interpolation
among logarithms of the whole-order moments.

Another important numerical approach to population balance is the concept
of classes method (CM). Here, the internal coordinate is discretised into a finite
series of distinct bins or sizes. The PSD is now directly simulated instead of
inferring to derivative variables (i.e., moments). In the zero-order CM, the
PSD is considered to be constant within each class (or internal coordinate inter-
val). Obviously, the larger the number of subdivisions across the size range, the
more accurate the numerical solutions will be in restoring the autonomy of the
discretised form of the population balance equations. A number of different
zero-order CMs for aggregation-breakage of particles have been reviewed
and compared by Vanni (2000). Yeoh and co-workers (Cheung et al., 2007,
Yeoh and Tu, 2004, 2005, 2006) have successfully applied the zero-order
CMs via the MUItiple-SIze-Group (MUSIG) model to explicitly track the size
distribution of gas bubbles in bubbly flows with and without heat and mass
transfer. Modeling the fundamental mechanisms of bubble coalescence and
breakage as source terms has allowed the population changes to be realized
for each class—the overall PSD is subsequently resolved. In the higher-order
CMs, the PSD can be represented by a specific functional form, usually a
low-order polynomial through cubic splines or orthogonal collocation, in each
discrete size interval of the discretisation. They are usually more accurate but
less robust and may suffer from dispersion effects when dealing with narrow
initial PSD. Normally, zero-order and high-order CMs require a large number
of classes to work with in order to attain good accuracy, especially where the
range of the particle sizes is extremely wide.

As an attractive alternative to the SMM, the quadrature method of moment
(QMOM) as proposed by McGraw (1997) could be employed to purposefully
approximate the moment integrals. Here, nodes or abscissas and weights of the
quadrature approximation can be determined from the moments of the distri-
bution by using a very efficient algorithm (Gordon, 1968, McGraw, 1997,
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McGraw and Wright, 2003). QMOM is a rather sound mathematical approach
and represents an elegant tool in solving the population balance equations with
limited computation burden. In essence, this method may be regarded as a pre-
sumed PSD method where the underlying distribution is assumed to be made of
delta functions. It thus possesses many similarities with the conventional SMM
where the PSD is assumed to be a monodisperse or lognormal distribution.
Marchisio and Fox (2005) formulated a direct formulation (direct quadrature
method of moment or DQMOM) for multi-dimensional problems, which this
particular approach is able to cater for poly-disperse systems with two or more
internal coordinates. Encouraging results attained by Barret and Webb (1998)
and Marchisio et al. (2003a, 2003b) have certainly elevated DQMOM as a seri-
ous competing method that presents the main advantage of being extremely
accurate in solving monovariate (i.e., one internal coordinate) problems and
amenable for coupling with CFD calculations.

4.4.2 Formulation of Transport Equations and Rate Mechanisms

From the specific consideration of not overburdening the computational
requirement, especially in the numerical treatment of fire combustion, two
methods based on the population balance modeling of soot formation in turbu-
lent flames are expounded in this section. Both of these methods are aptly
applicable to field modeling investigations within the context of practical mod-
els for fire engineering. The basic framework of the first model is the moment
method with a presumed PSD in describing the soot properties, which is prin-
cipally based on the development carried out by Hong et al. (2005) for the pre-
dictions of trends in soot emissions for a wide range of operating conditions in
diesel engines. Another novel and promising approach proposed by Zucca
et al. (2006), the second model to be subsequently discussed, applies the
DQMOM on the population balance equation in predicting the evolution of
the size distribution of the soot particles generated by chemical reaction and/
or undergoing chemical and physical processes affecting their size.

Standard Method of Moments (SMM) with a Presumed PSD

In the method of moments, the evolution of the soot properties based on the
model of Hong et al. (2005) is determined by only the first three moments,
which represent the soot number density (Mg), soot volume fraction (M),
and the average volume (M,). With a presumed log-normal distribution as

described by

_logz(V/Vg)> 1 (4.4.1)

1
n=——— ex
3V 2nlogo ( 18log’s |V

where 7 is the number density of spherical soot particles of volume V, V,
is the average particle volume, and ¢ is the standard deviation of the volume
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distribution. The first three moments that are considered herein in order to
provide sufficient resolution of the soot properties can be expressed by the fol-
lowing relationships:

M, = MQV§ exp (; k210g2a) (4.4.2)
)
_ M,
V, = (Mg b /2> (4.4.3)
log’e = —log <M0M2> (4.4.4)
1

It is noted that since a PSD is assumed, higher moments are not required to
be determined, and significant computational savings can be realized. The
assumption of a log-normal distribution for soot particles is fully supported
by experimental observations (Annele et al., 2004, Harris and Maricq, 2002,
and Haynes and Wagner, 1981). Analogous to the Favre-averaged transport
equations describing the particle number density and soot mass fraction or vol-
ume fraction in the previous section, the transient features of the soot moments
can be written as
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where 't is the turbulent diffusivity, Rk is the particle 1ncept10n rate, R} ET s
the combined surface growth and oxidation rates, and R} is the coagulatlon
rate for £k = 0, 1, and 2 moments. Particular attention of the source and sink
terms in equations (4.45)—(4.47), to be further described following, have been
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formulated based on detailed physical and chemical sub-models for the soot pro-
cesses, which include particle inception of soot primary particles coupled to the
reaction kinetics, soot coagulation based on the collision theory, soot oxidation
by hydroxyl radical OH and oxygen O,, and soot surface growth using a mod-
ified Hydrogen-Abstraction-Carbon-Addition (HACA) mechanism.

As indicated in Frenklach (2002), the nucleation of soot primary particles is
the least well-understood step in the soot formation. Frenklach and Wang
(1994) have estimated the soot nucleation rates based on the consideration of
higher PAH compounds of which the process involves the formation of two
two-dimensional PAHs merging into the first three-dimensional structure, as
well as the condensation of one two-dimensional PAH joining onto a three-
dimensional PAH in the presence of acetylene (see Figure 4.1). The use of
PAH as a soot precursor relies heavily on a relatively large reaction mechanism,
which can result in increased computational costs and possibly engages in a
larger degree of empiricism, if the supporting chemistry is unknown. Similar
to Leung et al. (1991), Hong et al. (2005) simplified the nucleation of soot
monomers by assuming acetylene as the primary soot precursor of which the
particle inception rate for the kth moment is modeled according to

RV =1 x 10* exp <_2%10> (‘ﬁcz:Z)ACVfNO (4.4.8)

where A is a correction factor with a value of 0.01, which has been calibrated
and optimized under benchmark experiments, V¥ is the specific volume of the
soot primary particle raised to the power of the kth moment and N, is the Avo-
grado’s number.

The modified HACA mechanism (Markatou et al., 1993) with additional
reaction paths as suggested by Colket and Hall (1994) is adopted for the com-
bined surface growth and soot oxidation rates. A schematic illustration of the
surface growth phenomenon alongside with a basic description of the soot
cluster, can be envisaged in Figure 4.5. The kinetic mechanisms due to surface
reaction and oxidation are:

CsootH +H= C:oot + H2 (Rl)
Clog + H= Copor + H (R2)
Cior + C:H, = C'CH, (R3)
C:oot +CHy — CoooH+H (R4)
Cioor + O2 — Products (RS)
Cioo:C2Ha + Oy — Products (R6)
CsootH + OH — Products (R7)

Appropriate empirical rate constants associated with the preceding reaction rates
are given in Table 4.1. The surface growth mechanism includes a chemical
reaction path for the surface reactions (see reaction steps R1 and R2), which
involves an active site on the surface of the soot particle bound to a hydrogen
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Figure 4.5 Obliteration of primary particles due to surface reaction and a basic
description of an actual grown cluster.
radical CooH and the radical active site C; ., due to the attack of H atoms,
separates the acetylene addition process into a reversible formation of the radi-
cal adduct C; ,C,H, (reaction R3) and a cyclization reaction (as depicted by
reaction step R4). Soot oxidation proceeds as demonstrated by reaction steps
(R5)-(R7), due to the attack of oxygen molecule O, and hydroxyl radical
OH on the soot particle, radical adduct, and soot particle bound to a hydrogen
radical. The rate constants for soot oxidation by O, and OH are obtained from
Appel et al. (2000) and Neoh et al. (1981).

Contributions of the soot growth to the moment equations (4.46) and
(4.4.7) are calculated using the empirical rate constants in Table 4.1, along
with the mean rates given by

RE™ = J VERx[X]aSimdV; (4.4.9)
0

where V¥ is the volume of soot particle of ith size raised to the power of kth
moment, S; is the surface area of the jth soot particle, and #; is the particle size
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Table 4.1 Empirical rate constants for the modified HACA mechanism.

Reaction k = A exp(— E/ RT)

A (em® mol~ts7Y) E (kcal mol™1)
R1f 2.5 x 10" 12.0
R1b 4.0 x 101 7.0
R2f 2.2 x 10™ -
R2b 2.0 x 10" 109.0
R3f 2.0 x 10'? 4.0
R3b 5.0 x 103 38.0
R4 5.0 x 10'° -
RS 2.2 x 10'2 7.5
R6 2.2 x 101° 7.5
R7 Reaction probability = 0.13

Note: f denotes the forward rate, while b denotes the backward rate.

distribution defined by the log-normal distribution defined in equation (4.4.1).
The expression kx[X] in equations (4.4.9) denotes the product of the per-site
rate coefficient and the concentrations of gas species involved in the surface
reactions, which may be formulated as

kX[X] = kf,4 [CZHZ]TESOOt + k5 [Oz]lP*Csoot + k7[OH] (4410)

of which the surface area of the particle is multiplied by a factor ¥, to
account for the number of surface radicals per unit surface area. This factor

is usually derived from a steady state assumption applied to the reactions steps
(R1)=(R7), which is given by

. kg 1[H] P
00t ™ Ry, 1 [Ha] + ky 2 [H] + ks f[CoHo] + k6[Os] CroorH

(4.4.11)

The number of Cg,oH sites per unit of soot particle (W, jj) can be esti-
mated on the basis of dimensions of PAH rings and distance between PAH soot
layers in soot yielding a value of about 2.3 x 10" t0 2.9 x 10" m~2. Subse-
quently, the steric factor o in equation (4.49), accounts for the probability of
the gaseous species colliding with the reactive prismatic planes of a soot parti-
cle. According to Appel et al. (2000), it is generally found to exhibit a depen-
dence on the temperature and mean particle size

<12.65 —153x107*T
o« = tanh

S +-1.384+6.8x107*T (4.4.12)
log(M1 /M) )
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Concerning coagulation, the merging of two soot particles into one larger
soot particle, the Smoluchowski’s equation (Hinds, 1999) is used to describe
the rate of coagulation of soot particle caused by collision

00 Vi 00 o0

R = Jvf JB(V,-, Vi) nindV; — JV,-nl- Jﬁ(V,—, V)n,dV;dV; (4.4.13)
0 0 0 0

NI =

where B(V;, Vi) and B(V;, V,) are the collision frequencies between soot
particles, #; and »; are to number densities of soot particles of volumes
i and j, V;, and V; are the volumes of soot particles of size i and j, and 7,
is the number density for the kth moment corresponding to a soot particle
volume Vj,. When describing coagulation, three regimes that are free
molecular, transition, and continuum can be appropriately described by
the Knudsen number:

Ky, — ean free path of gasmolecules _ 7

physical length scale L (4.4.14)

More specifically, the different regimes are:

»  Free molecular, K » 1: The path between the particles is much larger than the par-
ticle diameter. It is anticipated that the particles in this regime are free to move
around.

»  Transition, 0.1 < Kn < 1: This represents the state between the free molecular
regime and the continuum regime

«  Continuum, K7 « 1: The path between the particles is much smaller than the parti-
cle diameter. The particles are rather crowded and the movement in this regime is
close to being a continuous flow.

By definition, the mean free path of gas molecules A, which is the average dis-

tance the particle travels between collisions with other particles, may be calcu-

lated based on the particle diameter d from the following expression:

kpT

l=_"B°
V2rd2py

(4.4.15)

where kg is the Boltzmann constant, which is essentially the ratio between the
universal gas constant and the Avogadro’s number (=~ 1.38 x 107%% J / K), and
po is the fixed ambient pressure. In many combustion studies associated with
the prediction of soot, it is common practice to adopt the particle radius as
the physical length scale in which the Knudsen number is Kn = 2M\/d. On the
basis of equation (4.4.15), the Knudsen number is directly dependent on only
the particle diameter d. As dictated by the size of the soot particles, the colli-
sion frequency of the free molecular regime and the continuum regime appear-
ing in equation (4.4.13) can be determined by
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Free molecular regime

_ 1/3 1/3\2 -
B(Va, Vi) = Kp(V,” +V,/7) V.V, (4.4.16)
Continuum regime
C(V,)  C(Vy)
B(Va, Vy) = Kc(VY3 + v;/3)< ‘fm) +#> (4.4.17)
a b

In equation (4.4.16), Kr is obtained from

e 4419

while in equation (4.417), K¢ is given by

2k T

K =
C 31

(4.4.19)

where p is the gas-phase viscosity and the Cunningham slip correction factor
C(V)) can be obtained from

C(V)) = 1+ 1.257Kn (4.4.20)

Note that the Knudsen number changes accordingly with the particle diameter
based on the specific size of the volume V; in the preceding Cunningham slip
correction factor. In the transition regime, the coagulation rate is typically
determined by harmonic mean of the continuum and free molecular rate:

Rcoag C Rcoag E

coag
R Rcoag C RCoagF <4421)

Direct Quadrature Method of Moments (DQMOM) In describing the application
of DQMOM in modeling soot formation in turbulent flames, the consideration
of the population balance equation for the Favre-averaged number density 72 is
first described. It can be written similar to the transport equations for the
moments as

o, . o, .. 0
—(P”)‘Fa—xl_(P )+0558—x,

G T
T 8x,

o on] -
B P B S
=3 [ Tax,] S )
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The main idea behind this approach as proposed by Zucca et al. (2006) is to
obtain the solution of the closure problem by using a quadrature approxima-
tion of order N to predict the evolution of the moments of the PSD. This cor-
responds to the approximation of the number density as

N M
Y wy | olG - Gl (4.4.23)

where w, are the weights and &, , are the abscissas of the quadrature approxi-
mation, ; is the discrete internal coordinate corresponding to the total number
of internal coordinates M, and ¢ indicates the Dirac delta function. By consid-
ering only a single internal coordinate, for example the particle size as the
internal coordinate (£ = L), the quadrature approximation for this monovari-
ate population balance yields

N
im > w,d[L — Li] (4.4.24)
a=1
with the kth moment of the distribution subsequently expressed as

+o00

N
aL*dL ~y " w,Lk (4.4.25)

=1

M, =

[y —

On the basis of the development by Marchisio and Fox (2005), the approach of
DQMOM consists of solving the transport equations of weights and abscissas.
They are

o 8 o woT| o [. ow,

s o a Wy . a = A | T 5. r o

g Pa) + g (Pilw) +0S5 5 s 2o = 5 | T@x,—] i
(4.4.26)

o o ol udT|l o7. £

L (pL) + 2 (piLy) +0.55 2 |, L = T =2 4b,

g )+ g, (PiLa) 0555 Lo 25 = 5 | T@x,} *
(4.4.27)

where £ = w,L,, represents the ath weighted abscissa and a, and b, are the
respective source terms. According to Marchisio and Fox (2005), the source
terms can be easily evaluated by solving a linear algebraic system, obtained
from the population balance equation after application of the quadrature
approximation and forcing the moments to be tracked with a higher level of
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accuracy. Setting N = 2 and M = 1, the source terms can be ascertained by
solving the following linear system of the first four moments as

ar+axy=>5o

b1 +b, =58

7L%a1 - L%Clz +2L1by + 21,61 = Sz + Cz
—2L3a; — 2L3a + 3L3by + 3L3b; = S5+ Cs

(4.4.28)

From the preceding, S;, represents the integrated source term of the kth moment:

+00
Sy = JLkSﬂdL (4.4.29)

—00

while Cy, is a correction term which arises due to the quadrature approximation

N
s oD, 0D
_ _ 2 : k—2 o o
Ck = /Q(k 1) La w,I'r ax/ ax/ (4.4.30)

oa=1

In order to solve the linear system in equation (4.4.28), the appropriate source
terms S, are required to be evaluated as a result of the summation of several
contributions where each of them corresponds to a specific process. These
source terms are closely related to the nucleation, coagulation, surface growth,
and oxidation of soot particles, which are further described following.
Considering the nucleation of soot particles, Zucca et al. (2006) have assumed
that nucleation produces a uniform distribution of nuclei size 0 < L < L,, where
L, indicates the maximum possible size of the nuclei in order to avoid the
abscissas of the quadrature approximation that may become null in the regions
where there are no particles present. Based on this assumption and by means
of the probability distribution algorithm (Gordon, 1968), the N abscissas
corresponding to the production of the nuclei can be evaluated where
w, and L, are null. With N = 2, the abscissas distribution of the nucleation are
D{=0.2113- L and D, =0.7887- L,. The approximate expression for the source
term of moments due to nucleation of a uniform distribution of nuclei is given by

—pi Lk _
Ao (4.4.31)

Zucca et al. (2006) proposed the use of the kinetic rate proposed by Moss
et al. (1995), which is based on acetylene as the soot precursor, for the nucle-
ation rate J. The rate expression is

J = 6 x 10°52N,V Texp (_46;00) Xy, (4.4.32)
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where Xc¢,p, is the mean mole fraction of acetylene.

As an alternative to the complex HACA mechanism, a simpler approach
could suffice to account for the continuous size changes due to surface
growth and oxidation of soot particles. Denoting the rate of continuous
change of the particle size as G, the source terms of moments due to the com-
bined surface growth and oxidation applying the quadrature approximation
are

N
SE kY w, LG (4.4.33)

Zucca et al. (2006) employed the models of Liu et al. (2003) and Said et al.
(1997) for the surface growth and oxidation due to only the oxygen molecule
O,, respectively. The rate expressions for the combined surface growth and
oxidation can be written as

3-D;
3 ~
_wiox 6 [ R 6038\
G = 2M-6 ex ~ CoHa
1)]40S RC() P T
i , )
—%T‘”%.S exp ;500 Yo, (4.4.34)
fPs

where the subscript “0” indicates the primary particle Cc,n, is the mean con-
centration of acetylene, and Yo, is the mean mass fraction of oxygen. In the
preceding equation (4.4.34), the fractal dimension Dy is usually defined
through the collision radius (R.) of the aggregates involved in the collision
event by the following relationship:

1/D;
R =20 G’) (4.4.35)
0

Spherical primary particles Dy of 15 nm in size, supported by comparison with
experimental data, is considered in Zucca et al. (2006). The radius of the pri-
mary particle (R.g) is thus 7.5 nm according to equation (4.4.35). It is impera-
tive to predict the fractal dimension of particles with sufficiently high accuracy.
This is to gain not only information on particle morphology but also to calcu-
late more realistic collision radii or diameters. Artelt et al. (2003) have mod-
eled the evolution of the fractal dimension as

_ . 1/ <
D,f _ Df,mm + (Df,() Df,mm) - <1 (4436)
Df.max + (Df,max - Df-,o) t>1
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The characteristic time 1 in equation (4.4.36) essentially describes the ratio
between the characteristic collision time ¢, and characteristic restructuring time
t,— that is, T = #./t,. If ¢, is much smaller than ., adherent particles will nearly
always be completely combined prior to the next collision event. Most of the
isolated spherical particles will be formed with a fractal dimension Dy, =
3. On the other hand, if ¢, is much smaller than #,, adherent particles will face
their next collision event far before sintering has been terminated. A fractal
dimension of around 1.7 (= Dy,,,;,) will thus be generated. The characteristic
collision time can be determined according to Rosner and Yu (2001) as

t, = ﬁ% (4.4.37)
0

where f is the average aggregation kernel for two particles, and M is the num-
ber concentration of particles (i.e., the zeroth moment order of the distribu-
tion). The characteristic restructuring time can be assumed to be equivalent
to a turbulence micro-scale time so that the restructuring process is taken to
be proportional to the shear rate inside the turbulent eddy

= [2OH (4.4.38)

pE

In equation (4.4.36), the parameter s determines the slope of fractal dimen-
sion variation of which has been chosen to be equal to 1 as stipulated in Artelt
et al. (2003). Accordingly, Dz accounts for the fractal dimension at identical
characteristic collision and restructuring and is assumed to be the arithmetic
average value between the limiting cases; this equals 2.35.

For the coagulation process, the source term for the moments due to the
aggregation of two particles of sizes Dy and D, via applying the quadrature
approximation can be written as

N

N N
SN @+ LY waw, — ZZL’;ﬁmwxwy (4.4.39)

a=1 y=1 a=1 y=1

coag

NIH

The frequency (kernel) of aggregation of two particles with collision radius R
and R, is given by B, = f(R.1, R.,) in the preceding equation (4.4.39) which
is evaluated based on Fuchs interpolation formula (Fuchs, 1964) as

ﬂ(RCh RCZ) = 47T(D1 —+ Dz) X

(Rcl + Rcz) 4(D1 + Dz)
+
Rg +Ro + \/g% +g% \/C% + C%(Rcl + RCZ)
(4.4.40)

(Rcl + Rcl)
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where ¢;, D;, and g; are given by

8kpT
Cc; = s
m;
kT S+ 4Kn; + 6Kn? + 18Kn]
" 6muR,; 5 — Kn; + (8 + n)Kn? ’ (4.4.41)
8D;
I =
TC;
g CRa+ ) = 4RE+ )
6R.l;

On the basis of the soot density p.,o:, the mass of a soot particle 7z; can be
calculated in equation (4.4.41) from

m; = psootV,- (4442)

Also in equation (4.4.41), the Knudsen number based on the ratio between
mean free path of gas molecules and the particle radius is evaluated according to

2ksT

Ky = —=—2—
§ V2rdip,

(4.4.43)

4.5 Guidelines for Selecting Soot Models in Fire Modeling

During combustion, finely dispersed carbonaceous particles (soot) that emit at
specific wavelength bands are present in many practical fires. In view of the
complex and varied physical and chemical mechanisms governing the forma-
tion and oxidation of soot, what suitable guidelines can be provided in the
selection of soot models in field modeling?

Categorically, fires can be considered to be of either lightly or moderately to
heavily sooty flames. For moderately to heavily sooty flames of complex fuels,
single-step empirical rate models offer the feasibility of ascertaining the soot
concentration with minimal computational expense in order to augment the
radiation contribution due to soot particles. These models are nevertheless only
applicable for homogeneous soot formation. For lightly sooty flames, such as
non-premixed combustion of most hydrocarbon fuels, heterogeneous soot for-
mation process in addition to the homogeneous complement are both likely to
contribute to the total soot formation rate. Semi-empirical models offer the
flexibility of modeling the essential processes associated with nucleation
(inception), coagulation, surface growth, aggregation, and particle oxidation
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in order to accommodate the heterogeneous soot formation while not signifi-
cantly overburdening the computational load. Depending of whether the soot
precursor is assumed to be of the actual fuel or acetylene, the explicit knowl-
edge of the combustion chemistry pre-determines the application of these mod-
els. For soot nucleation and growth, the general approach developed by Tesner
etal. (1971a, 1971b) and Moss et al. (1988) of using the parent fuel concentra-
tions, offers great advantage especially in field modeling of fires due to the
absence of comprehensive reaction mechanisms of practical flames. Neverthe-
less, the concept whereby soot nucleation and growth is activated by the pres-
ence of acetylene is physically more plausible, although it complicates the
modeling by the need to incorporate detailed reaction mechanism in the com-
bustion model to determine the acetylene mass fraction. Here, the model by
Leung et al. (1991) provides computational tractability of resolving the soot
process with minimal computational effort. In field modeling, such a model
should provide sufficiently accurate soot concentrations for the consideration
of radiation heat transfer in fires. Full-blown attempts to characterize the soot
process via detailed models that seek to solve the rate of equations for elemen-
tary reactions leading to soot could nevertheless be adopted to predict the evo-
lution of the size distribution of the soot particles generated by chemical
reaction and/or undergoing chemical and physical processes. Such models are
invariably more complicated and require substantial computational resources,
but they tend to provide better prediction of the soot concentration levels.
Note again that they should only be applied if the detailed chemistry of the par-
ent fuel is fully realized.

4.6 Worked Examples on the Application of Soot Models in
Field Modeling

4.6.1 Two-Room Compartment Fire

In this worked example, the two-room compartment fire case is used to further
explore the importance of luminous soot radiation. A heat release rate of
110 kW for the fire is also adopted as the basis of comparison. Numerical
simulations are performed through an in-house computer code, FIRE3D.
Results incorporating soot and gaseous radiation are assessed against previous
field modeling predictions with the consideration of only gaseous radiation
from previous worked examples in section 3.13.2 and experimental data of tur-
bulent buoyant diffusion flames measured by Nielsen and Fleischmann (2000).

Numerical features: This worked example solves the system of governing
equations and boundary conditions as described in the worked example in
section 3.6.2 along with the numerical models of turbulence, combustion,
and radiation depicted in the worked example in section 3.13.2. For soot for-
mation, three models are considered (i) the single-step empirical model of
Khan and Greeves (1974), (ii) semi-empirical model of Tesner et al. (1971a,
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1971b), and (ii) semi-empirical model of Moss et al. (1988). For convenience,
these models are hereby referred as (i) Model 1, (ii) Model 2, and (iii) Model 3.
These empirical soot models are attractive, since soot production is described
simply in terms of concentration of the parent fuel and local temperature.
The constants used for the soot formation equations in Model 1, Model 2,
and Model 3 can be found in section 4.3.2. A constant C; = 0.01 kg N~*
m~ ! s7! is assumed in Model 1, while a mean particle diameter of 22.5 x
10~ m is prescribed in Model 2. In all the calculations, the soot density is
taken to be 2000 kg-m 3.

The importance of carrying out a grid sensitivity analysis is demonstrated by
the numerical predictions obtained for the temperature profiles at the doorway
connecting the burn room and adjacent room. Three grid meshes are tested: a
coarse mesh of 47 x 25 x 15 (a total of 17625 control volumes), a medium
mesh of 65 x 35 x 20 (a total of 45500 control volumes), and a fine mesh
of 85 x 44 x 25 (a total of 93500 control volumes). The case considering
the soot model of Model 3 is adopted to investigate grid independency.
Figure 4.6 illustrates the three predicted temperature profiles plotted against
the experimentally measured profile. The coarse mesh grossly over-predicts the
temperatures at the upper part of the doorway. With increasing mesh density,
the predicted temperature distributions are more comparable with the measured
data. On a closer examination, the numerical results do not show any appreciable
differences between the medium and fine meshes. It can thus be concluded that the
resolution of the fine mesh should suffice in adequately resolving the turbulent
reacting flow within the two-compartment configuration.
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Figure 4.6 Grid sensitivity analysis on the predicted temperature profiles at the doorway.
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Figure 4.7 Comparison of predicted and measured temperature profiles above the fire
source (Tree 3) with the consideration of only gaseous radiation and gaseous and soot
radiation via Model 1, Model 2, and Model 3.

Numerical results: The predicted and measured vertical temperature distri-
butions above the fire source (Tree 3) are shown in Figure 4.7. In spite of the
additional consideration of soot radiation, the computed vertical temperature
profiles are still appreciably higher than the measured data. As postulated in
the worked example in section 3.6.2, Wen et al. (2001) have demonstrated that
temperatures measured through bare-wire thermocouples do not actually
reflect the real fluid temperatures. Heat transfer processes that generally occur
by convection and radiation taking place within the sensor, surrounding sur-
faces, and fluid balance each other to record temperatures between the surface
and surrounding fluid temperatures. This error is particularly amplified in
high-temperature regions, especially temperatures above the fire source. On
the basis of the analysis carried out by Wen et al. (2001), the thermocouple
readings on this tree could be corrected by assuming the following heat transfer
equilibrium equation:

9 convective to and from thermocouple — 9 radiative to and from thermocouple

h(Tgas —Ty) = eth(O'T?h - qr) (4.6.1)

where g, is the local radiative flux, which may be obtained from the predicted
values evaluated via DOM. The convective heat transfer coefficient, b, is esti-
mated using correlation taken from Holman (1992) for a sphere in cross-flow,
while the cross-flow velocity is set according to the predicted mean flow veloc-
ity across the sensor. The emissivity of the thermocouple e, can be set to 0.2,
according to the data in Perry and Chilton (1997). Applying equation (4.6.1),
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Figure 4.8 Comparison of uncorrected and corrected experimental data against
predicted temperature profiles using the soot model of Model 3.

considering the local radiative flux evaluated from the soot model of Model 3,
the corrected temperatures as shown in Figure 4.8 are seen to behave more
consistently with typically observed temperatures (Drysdale, 1999).

Figure 4.9 compares the predictions of the vertical temperature profiles in
the burn room against the spatial measurements carried out for thermocouple
tress 1, 2, 4 (away from the fire source) and at the doorway by the thermocou-
ple tree 5. Comparing against the results where only gaseous radiation is con-
sidered, the presence of soot radiation is seen to significantly augment the
global radiation exchange by significantly improving the temperature predic-
tions. Table 4.2 presents the measured floor temperatures against temperatures
predicted by the various soot models. Floor temperatures in the burn room
increase because of the backward radiation from the hot smoke layer below
the ceiling of the compartment. Predicting floor temperatures by considering
only gaseous radiation in the computational analysis does not yield satisfactory
comparison to the experimental data measured at the locations of the thermo-
couple trees 1, 2, and 4 within the burn room. It is apparent that the radiation
heat transfer is not only due to radiation contribution by the combustion pro-
ducts alone. By accounting further the luminous soot radiation, the model pre-
dicts temperatures that are inadvertently much closer to the measured
temperatures. In Figure 4.9, temperatures at the upper part of the doorway
are also found to be more comparable to the measured data due to the effect
of soot radiation. From a modeling viewpoint, the presence of soot radiation
improves the accuracy of predictions.
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Figure 4.9 Comparison of predicted and measured temperature profiles in the burn

room (Trees 1, 2, and 4) and at the doorway (Tree 5) with the consideration of only
gaseous radiation and gaseous and soot radiation via Model 1, Model 2, and Model 3.

Table 4.2 Comparison of floor temperatures in the burn room.

Tree 1 (K) Tree 2 (K) Tree 4 (K)

Experiment 398.95 413.65 423.75
Only gaseous radiation 495.76 515.91 499.04
Soot and gaseous radiation-Model 1 352.47 369.83 365.75
Soot and gaseous radiation-Model 2 353.74 368.95 364.00
Soot and gaseous radiation-Model 3 356.16 374.16 369.49

Numerical predictions of the vertical temperature profiles in the adjacent
room and spatially measured temperatures carried out for thermocouple trees
6,7, 8, and 9 are illustrated in Figure 4.10. All models considering soot radia-
tion marginally under-predict the temperatures below the ceiling within the
adjacent room. This could be attributed to the neglect of soot burnout or oxi-
dation in the computational analysis. The measured and predicted floor tem-
peratures in this adjacent room are tabulated in Table 4.3. As a consequence
of a thinner smoke layer, the effect of backward radiation is not as pronounced
as in the burn room. Predicted floor temperatures employing soot Model 3 are
observed to be marginally closer to the measured data.
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Figure 4.10 Comparison of predicted and measured temperature profiles in the

adjacent room (Trees 6, 7, 8, and 9) with the consideration of only gaseous radiation
and gaseous and soot radiation via Model 1, Model 2, and Model 3.

Table 4.3 Comparison of floor temperatures in the adjacent room.

Tree 6 (K) Tree 7 (K) Tree 8 (K) Tree 9 (K)

Experiment 326.05 318.45 317.55 295.75
Only gaseous radiation 403.47 381.67 367.34 343.37
Soot and gaseous 319.64 315.87 312.09 306.17
radiation-Model 1

Soot and gaseous 316.26 315.28 311.84 306.15
radiation-Model 2

Soot and gaseous 319.97 316.17 312.47 306.48

radiation—-Model 3

Line contour plots of the soot distribution at the symmetrical plane for the
respective three soot models are shown in Figure 4.11. Among all the three
models, Model 1 gives the lowest soot distribution, while higher soot yield is
evidenced in Model 2. This is not entirely surprising, since Model 2 is based
on pre-determined constants derived from experimental data fitted for acety-
lene flames. The consistency of low floor temperatures predicted in Tables 4.2
and 4.3 confirms such assertion. In hindsight, the pre-exponential constant in
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Figure 4.11 Predicted soot distribution: (a) Model 1, (b) Model 2, and (c) Model 3.

Model 1 could have been set higher to produce more soot. Increasing the soot
loading, however, may significantly compromise the solutions of already lower
floor temperatures thereby contradicting measurements. For such lightly sooty
flame, Model 1, which only considers the soot inception rate as the dominant
mechanism for the generation of soot, is clearly inadequate in predicting rea-
sonable soot concentrations. Model 3 employs constants that were derived
from methane combustion, a weakly sooting flame. Since LPG comprises of
fuels of predominantly weakly sooting in nature, it is not surprising that rea-
sonable soot levels are predicted when the same constants are applied in this
worked example.

Conclusions: The consideration of soot for field modeling investigation of a
two-room compartment fire is demonstrated in this worked example. On the
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basis of the preceding analysis, the inclusion of thermal radiation has shown to
reduce the size of the fire plume where the maximum temperatures are located.
More importantly, the presence of luminous soot radiation in conjunction with
the radiation contribution by combustion products significantly improves the
numerical predictions.

4.6.2 Multi-Room Compartment Fire

Amongst the increasing complexity that has been introduced into field model-
ing—turbulence, combustion, radiation, and soot sub-models, as demonstrated
through the single-room and two-room compartment fires—it is imperative
that the use of the fire model extends beyond these rather simple geometry con-
figurations in order to ascertain the model’s applicability in real building fires.
In this worked example, the fire model is further assessed against fire experi-
ments carried out by Luo and Beck (1994) on a full-scale multi-room compart-
ment configuration. Numerical simulations are performed through an in-house
computer code FIRE3D.

Figure 4.12 illustrates the plan layout of the first floor of the Experimental
Building-Fire Facility. The area considered in this study, marked by the dotted
lines, consisted of the Corridor and adjoining rooms designated by R101,
R102, and R103. R102 during the experiment was chosen as the burn room.

Wind protection
Temporary wall P |

- 15.6 m >J
1.
Corridor Corridor {) 1.6m
- — — @ — 1
Stair Lift R103
shaft shaft
H up 103) 5 8m X 3.6m R104
8
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Air handling | 2AmX54m| - 54m
shaft 2.4m X 4.9m 2.4m X 3.6m
mi ®
up R102

Propane burner
: Door 102

R102: Room 102
1 : Door sealed in this study Area considered in this study

Figure 4.12 Schematic plan-view of the multi-room fire compartment building.
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Door 104 that connected R102 and R101 by a doorway had dimensions of
0.8 m x 0.2 m. Other rooms in the compartment were connected to each other
through a doorway having the same dimensions as Door 104. Except for Door
101, it had the full size of the corridor section—1.4 m x 2.5 m. A sand-box
propane burner was centrally located in R102. Simulations carried out for
comparisons against the numerical and experimental results were performed
for a constant burn rate of 0.006 kg s~ ! yielding a fire size of 300 kW. Thermo-
couple trees were spatially distributed in the Corridor, R101, R102, and R103
to measure the temperature distribution of the Building-Fire Facility. Chemical
analyses for gas composition for CO, and CO were also measured.

Numerical features: The three-dimensional Favre-averaged equations for the
transport of mass, momentum, and enthalpy are solved. A bybrid differencing
scheme is adopted to approximate the convection terms in the transport equa-
tions and the SIMPLE algorithm is adopted. The eddy-viscosity concept is
employed for the representation of the turbulent diffusivities, which is obtained
through the solution of the standard k-¢ turbulent model with additional
source terms to account for buoyancy effects (more details are found in the
worked example in section 2.16.1). The relevant sub-models include the con-
served scalar approach employing the Sivathanu and Faeth (1990) state rela-
tionships to resolve the fire chemistry with DOM for radiative heat transfer,
and a soot model accounting for soot formation process by Moss et al.
(1988) and an oxidation process proposed by Lee et al. (1962).

Figure 4.13 shows the grid distribution of the multi-room compartment
geometry. A mesh density of 135200 control volumes is generated for the entire
geometry, with denser grids concentrated above the burner to resolve the fire

Wall Partition

Propane
Burner

Figure 4.13 Mesh distribution of the multi-room compartment geometry.
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chemistry. The normal velocity at the burner surface is evaluated from the fuel
burn rate. The turbulence level is assumed to be weak; the laminar assumption
is imposed at this boundary. Temperature is set to be constant based on the tem-
perature of the fuel flowing through the burner. The mixture fraction and mass
fraction of fuel is set at unity. The condition of no-slip is imposed at the inert
solid surfaces by setting all velocities to zero. The normal gradients of the mix-
ture fraction and its variance, participating species, and particulate normal den-
sity are set to zero at these boundaries due to impermeability of the walls. In
order to resolve the momentum and heat fluxes near the wall region, conven-
tional logarithmic wall function is applied. An adiabatic condition is imposed
for the calculation of the wall temperatures. Correspondingly, the enthalpy equa-
tion is determined from the given wall temperature when solving the energy con-
servation equation. At external boundaries, the solution domain is treated as
entraining surface on which the ambient pressure is set to be constant. The normal
gradients of all dependent variables are set to zero for in-flow or out-flow condi-
tions, except for the temperature, mixture fraction, and its variance, participating
species and particulate normal density where ambient variables are specified at
this plane when the flow enters the compartment.

Numerical results: Figure 4.14 shows the comparison between the measured
and numerically ascertained temperatures by Luo and Beck (1994) above the
fire source in the burn room and the predicted temperature distribution
obtained via the in-house computer code FIRE3D. As seen by the result in
Figure 4.14c, the spatial temperatures are in good agreement with the measured
isotherms, as well as the numerical predictions obtained in Luo and Beck [17].
Predicted temperatures within the combustion zone, due to the presence of soot
formation and burnout and the effect of soot radiation, are of reasonable
flaming temperatures of at least 800°C, typically observed in practice.

Further assessment of the fire model is demonstrated through the compari-
son of the measured velocities with the predicted velocities at the centerline
of Doors 102 and 104 in Figure 4.15. Here, good agreement between model
predictions and measurements is also evidenced especially the ability of the
model to accurately describe the transitional behavior between the inflow
and outflow through the doorways. Fig. 4.16 illustrates the overall flow behav-
ior within the entire multi-room compartment. Instead of sectional velocity
vector plots, the means of using streaklines of massless particles represent
another effective tool in CFD to describe the flow phenomena in a three-
dimensional perspective view of the complex fluid flow. When the flow particle
is released at point 1, ambient air flow is seen entraining into R103, raising up
due to buoyancy and leaving the room at the top edge of Door 103 and enter-
ing R103 (the burn room) at the bottom of Door 104. At Point 2, the flow is
observed entering into the plume area, while point 3 indicates the flow leaving
R102 after passing through the burner, traveling along the ceiling of R101 and
the corridor into the open end of the compartment. Flow beginning at point
4 indicates the ambient air entraining into compartment along the floor of
the corridor and entering Door 104. At point 5, flow entering into the corridor
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Figure 4.14 Temperature profiles (°C) in R101 and R102 on a vertical section across
the centerline of Door 104: (a) Measured, (b) Luo and Beck (1994) prediction, and
(c) Present prediction.

merges with the hot combustion products at the wall adjacent to Door 102,
and travels along the ceiling of the corridor into the surroundings.

Predicted distributions of the combustion products CO, and CO and soot at a
vertical section through R101 and R102 are represented in Figure 4.17. The
measured mass fractions of CO, and CO are indicated in dark circles. The present
model employing the conserved scalar combustion model with the state relation-
ships of Sivathanu and Faeth (1990) yields predictions of the combustion species
that are rather comparable to the measurements albeit of slightly over-predicted
concentration levels. They are still nonetheless within the same order of magni-
tude. The significant amount of soot as observed in the hot layer and combustion
zone is greatly seen to significantly enhance the absorption/emission of the global
radiation, hence resulting in lower spatially distributed temperatures.
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Figure 4.16 The behavior of three-dimensional fluid flow within the multi-room
building via the illustration of streaklines beginning at various locations.

Conclusions: Field modeling on a multi-room compartment fire is investi-
gated in this worked example for a 300 kW propane burner fire operating at
steady-state conditions. Predicted temperatures of the present model have been
found to be in good agreement with measured temperature data attained in
Luo and Beck (1994), as well as the predicted temperature via a similar field
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Figure 4.17 Concentration levels of (a) CO,, (b) CO, and (c) soot on a vertical section
across the centerline of Door 104. Measurements indicated by dark circles.
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model employed in the same literature. The conserved scalar combustion
model with the application of the state relationships of Sivathanu and Faeth
(1990) is found to perform rather well in predicting the CO, and CO concen-
trations within the burn room. Like in the case of the two-room compartment
fire in the previous worked example, the global radiative heat exchange due to
soot also exerts a significant influence on the thermal behavior within the
multi-room compartment building, consequently resulting in temperature pre-
dictions more comparable to the measurements.

4.7 Summary

In most practical fires, luminous soot radiation constitutes a substantial por-
tion of the radiative heat loss of the total heat release rate. The demand of suit-
able soot models has been primarily driven by the prospect of feasibly
obtaining the concentration of soot particles for the specific evaluation of the
soot absorption coefficient in the radiation model. Particular emphasis has
been placed in exploiting the possible use of practical models such as the
single-step and semi-empirical approaches. In order to determine the concen-
tration of soot particles, the former model retains simplicity and minimizes
computational expense with the consideration of only a single transport equa-
tion for the soot mass fraction, while the latter model attempts to accommo-
date the consideration of many important physical processes associated with
nucleation (inception), coagulation, surface growth, aggregation, and particle
oxidation through two transport equations, one for the particulate number
density, the other for the soot mass fraction or volume fraction. Full-blown
attempts to characterize the soot process based on the population balance
modeling of soot formation and oxidation in turbulent flames through the
standard method of moments with a presumed particle size distribution
and direct quadrature method of moments, represent the future generation of
possible models to be applied in field modeling.

On the basis of the parametric study carried out for the different soot models
for field modeling investigation on a two-room compartment fire in the first
worked example, the addition of luminous soot radiation is shown to signifi-
cantly improve the temperature predictions in contrast to the consideration
of only accounting gaseous radiation in the model. The second worked exam-
ple, which focuses on the application of a field model for a multi-room com-
partment fire, exemplifies the possible extension toward practical field
modeling investigations of real.
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PART VI PYROLYSIS

4.8 Importance of Pyrolysis in Fires

Most frequently used materials in building fires are invariably carbon-based
polymers. Typical examples are wood, polystyrene, polymethylmethacrylate,
polyvinylchloride, and many others. These materials, either natural or syn-
thetic derivatives, may exist in the solid phase or liquid phase. During the
burning of these combustible solids or liquids, a process called pyrolysis is
responsible for yielding products of sufficiently low molecular weight that
are volatilized from the surfaces and enter the flaming region, thus maintaining
the supply of combustible volatiles required for combustion.

In modern building design, wood is commonly utilized within many building
structures. The ignition of this particular condensed solid and its subsequent
development to sustainable combustion are significant considerations in build-
ing fires and their associated hazards. Underpinning the importance is the
understanding of the behavior of this material in fires. Useful information,
which includes the ignitability, rate of flame spread, rate of release of heat,
and the release of smoke and its toxicity, have been experimentally attained.
The cone calorimeter apparatus as depicted in Figure 4.18 represents one such
industrial standard for testing of materials (ASTM E1354, 1990), which has
provided the feasibility of measuring the mass-loss rates, heat-release rates,
ignitability, and visible smoke production obtained from a small piece or

-——

Figure 4.18 The cone calorimeter apparatus for the study of the ignition and combustion
of wood.
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sample material under controlled levels of radiant heating. Thermal radiation
from the conical heater induces pyrolysis in the test specimen. An electric spark
is applied at regular intervals above the surface of the material to promote
ignition of the combustible volatiles, which subsequently leads to the develop-
ment of a sustainable flame. An important investigation demonstrating the
versatility of the cone calorimeter has been deduced from the experimental
studies performed by Delichatsios et al. (2003), where they have, for example,
conducted extensive experiments to determine the flammability properties
of charring material based on Australian Radiata pine for the prediction of
ignition and pyrolysis histories of wood.

Many empirical or semi-empirical relationships have been developed based
on the ignition, heat, and smoke release data obtained through the cone calo-
rimeter experiments. When applied alongside the field model in the gas phase,
such simple models provided a viable strategy in handling the flame spread and
room corner fire growth on combustible wall linings in actual geometry struc-
tures. Lockwood et al. (1988) developed a field model to predict the flashover
phenomenon in a compartment fire. Three-dimensional equations governing
mass, momentum, enthalpy, mixture fraction, turbulent kinetic energy, and
its dissipation were solved. Thermal radiation was modeled by considering
the fire as a grey body. A solid pyrolysis model was not included to predict
the flame spread over the wall covering but rather experimentally measured
heat release rates were treated as input requirements to obtain the numerical
solution. Comparison of the computed temperature with the measured data
showed favorable agreement. In the quest of establishing more effective predic-
tions on ignition of combustible volatiles, flame spreading, and development of
fires, it is nevertheless imperative that a more elaborate consideration on
the pyrolysis, emission of volatile combustible gases, gas phase reactions, and
feedback of radiant heat onto the wood for further generation of volatiles is
undertaken to provide a more accurate representation of such processes.

Ever since the development of a one-dimensional (1-D) mathematical model
for wood pyrolysis by Bamford et al. (1946), experiments using various sizes
and shapes of heated wood samples inside furnaces with closely controlled
temperatures and non-oxidizing environments have been performed to deter-
mine the kinetic data. Transient quantities such as the mass loss and temperature
rise of the samples are usually measured. For dry wood, 1-D mathematical
models to describe the wood pyrolysis by Tinney (1965), Kanury and
Blackshear (1970a, 1970b), Kanury (1972a, 1972b), and Kung (1972, 1974)
have been employed to estimate the kinetic data. Roberts (1970a, 1970b)
reviewed the kinetic data and concluded that they were dependent on the size
of the sample. Alves and Figueiredo (1989) further proposed a 1-D model for
the pyrolysis of wet wood with six-reaction schemes, taking into account the
different major constituents in wood such as hemicellulose, cellulose, and
lignin; the corresponding kinetic data were obtained by method of multistage iso-
thermal thermogravimetry. Fredlund (1988, 1993) and Di Blasi (1994a, 1996)
developed two-dimensional (2-D) models with the consideration of pressure-
driven internal convection of gases in the pyrolysing wood. The former
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considered moisture evaporation in wet wood pyrolysis, while the latter consid-
ered only dry wood pyrolysis with the primary and secondary reaction schemes
formulated according to Broido and Nelson (1975) and Bradbury et al. (1979).
The latter also recently applied the model to accommodate fast pyrolysis charac-
teristics of cellulosic particles where extra-particle tar evolution has been
described in addition to the primary char formation. Bonnefoy et al. (1993) fur-
ther developed a three-dimensional (3-D) model for wood pyrolysis and obtained
the kinetic data for beech wood pyrolysis using the experimental mass loss mea-
surements. However, their model did not consider the moisture content, the
anisotropic nature of wood, or the convective heat transfer as a result of the inter-
nal flows of volatile gases produced in the pyrolysis processes.

On the basis of a 2-D model, Di Blasi (1994b) predicted a vertical down-
ward flame spread with an opposed laminar flow over a wood surface. The
pyrolysis model consisted of a two-dimensional, unsteady, variable property
mathematical model of the degradation of porous cellulosic fuels to volatiles
and chars, including convective and conductive heat transfer, of which it was
coupled to a quasi-steady, 2-D mathematical model, including the gas phase
momentum, energy, and chemical species mass equations, to simulate down-
ward flame spread. By assuming no accumulation of the generated volatiles
in the solid, the mass flux at the surface was obtained by integration of a
one-dimensional continuity equation. Only dry wood was considered, and
the combustion kinetics were described by a one-step finite rate Arrhenius
reaction.

Novozhilov et al. (1996) adopted a CFD model of wood combustion of
which the model comprised of different sub-models for the gas phase and solid
phase. In the gas phase, the fluid model consisted of three-dimensional Favre-
averaged transport equations of mass, momentum, gas species concentrations,
and enthalpy. A two-equation k-¢ turbulence model was employed, and turbu-
lent combustion was modeled via the eddy dissipation model of Magnussen
and Hjertager (1976). The effect of soot radiation was treated by the discrete
transfer method with the soot concentration determined via the conserved sca-
lar approach. In the wood, a 1-D solid model based on Kung (1972) and Kung
and Kalelkar (1973) was adopted with some simplifications. A single first-
order Arrhenius equation was employed to describe the pyrolysis reaction.
The model was validated with the experimental data for the thermal degrada-
tion of particle board subjected to a constant radiant flux in an inert atmo-
sphere. Reasonable agreement was obtained in terms of the comparison of
the surface temperature and mass loss rate from prediction and experiments.
The model was also validated with experimental data for Pacific maple using
a cone calorimeter, which was modeled as a rectangular prism. Sensitivity anal-
ysis for the back surface heat transfer coefficient, activation energy and pre-
exponential factor and heat of pyrolysis for the Pacific maple, have been made
by comparing the predicted and measured mass loss rate. It is nonetheless
noted that the pressure gradients were neglected in their pyrolysis model for
wood, and the volatiles were assumed to emerge from the wood surface
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immediately upon generation. The anisotropic properties such as conductivity
and permeability of wood were not accounted.

In order to establish a basic understanding on wood pyrolysis, a phenomeno-
logical description of the mechanisms involved is reviewed in the next section.
The physico-chemical processes of pyrolysis due to different major constituents
such as hemicellulose, cellulose, and lignin are later expounded in order to pro-
vide the cornerstone for the development and formulation of a 3-D mathemat-
ical model for the pyrolysis of dry and wet wood. In brief, the pyrolysis
reaction is modeled by six first-order Arrhenius reactions representing the com-
peting thermal degradation reactions of various constituents such as the cellu-
lose, hemicellulose, lignin, and other possible minor constituents. Evaporation
of moisture inside the wood is handled through a consideration of the satura-
tion vapor pressure. An energy equation incorporating heat conduction, inter-
nal convection due to movement of the water vapor, volatile and inert gases
inside the pyrolysing wood, as well as the heats of pyrolysis and evaporation,
is solved. The transport of gases and vapor through the charring solid is
assumed to obey Darcy’s Law. Mass conservation equations describing the
vapor, volatile, and inert gases in wood are considered. The anisotropic proper-
ties of wood including conductivities and permeabilities due to the structure of
the grains in wood are accommodated within the model. The thermophysical
properties of the charring wood have been assigned an extent-of-reaction and
porosity dependence. For computational efficiency, the present model ade-
quately captures the essential chemical processes required for practical simula-
tions when it is used in conjunction with the field model without substantially
overburdening the computational resources in contrast to more comprehensive
models developed by Di Blasi (2001, 2002).

4.9 Phenomenological Understanding of Pyrolysis Processes

Pyrolysis is essentially the process of decomposition or degradation of con-
densed solid such as wood by heat. It encompasses the processes by which
gaseous fuel is liberated to support the fire by the breakdown of the fuel con-
stituents under the influence of heat. The burning of wood can be considered as
a combination of the complicated processes involving the pyrolysis of the con-
stituents in wood, and the subsequent ignition and combustion of volatile gases
produced. A sustained flaming combustion of wood also requires a continuous
supply of heat to the unpyrolysed wood to maintain the pyrolysis and thus
the production of combustible volatile gases. Such a supply of heat is usually
brought about by the feedback mechanism of heat transfer from the flame itself
due to conduction, convection, and radiation, such as illustrated in Figure 2.1
of Chapter 2.

A number of mechanisms involved in the thermal degradation of wood or its
major constituents, which generally consist of cellulose, hemicellulose, and
lignin, have been identified in order to better develop a phenomenological
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Figure 4.19 General reactions involved in pyrolysis and combustion of cellulose.

understanding of the pyrolysis processes. One excellent review by Shafizadeh
(1968) has demonstrated the mechanisms of the thermal decomposition of
wood and its major constituents, as illustrated in Figure 4.19 by the thermal
degradation of cellulosic materials proceeding through a complex series of
concurrent and consecutive chemical reactions. Heating at lower temperatures
favored the dehydration and charring reactions forming CO, CO,, H,O,
Char, and subsequently to glowing ignition, while heating at higher tempera-
tures especially above 250°C led to the principal reaction involved in the pyrol-
ysis of cellulose via de-polymerization to levoglucosan (i.e., 1,6-anhydro-B-D-
glucopyranose), a principal intermediate compound. This compound further
decomposed at elevated temperatures to yield volatile combustibles leading
to a flaming combustion. Another possible route was the direct conversion
by fragmentation from cellulose to combustible volatiles, which resulted in
flaming combustion. These identifiable mechanisms for the pyrolysis have been
confirmed subsequently by other authors including Lewellen et al. (1976) who
studied the pyrolysis of cellulose by electrically heating it at various heating
rates to achieve temperatures of 250°C-1000°C in helium. Moreover, the pro-
posed pyrolysis mechanisms formed the foundation whereby they have been
adopted in theoretical modeling of pyrolysis and ignition of wood. The mech-
anism for the transformation and carbonization of cellulose to form char was
also discussed in detail in the review of Shafizadeh (1968). The yield and prop-
erties of the char depended on the rate of heating and flash pyrolysis by intense
thermal radiation, leaving little char in contrast to heating at slowly rising tem-
peratures, which resulted in the carbonization of cellulose.

By the comparison of results of differential thermal analysis of wood and
its major components (i.e., cellulose, hemicellulose, and lignin), Shafizadeh
and Chin (1977) concluded that the thermal degradation of wood reflects
the sum of that of its three major components. The key mechanisms by
which the major components decompose during pyrolysis are broadly outlined
in Figure 4.20. In their study, they also confirmed that there was no significant
interaction among the three major components during the thermal degradation
of wood. Shafizadeh et al. (1979) reported that the pyrolysis of cellulose pro-
ceeded at a much faster rate at higher temperatures (300°C-500°C) to give a
tar fraction containing mainly levoglucosan and glucose condensation pro-
ducts. At 400°C, the pyrolysis was essentially completed within 3 minutes,
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Figure 4.20 The pyrolysis and combustion of wood.

yielding a tar which contained 39% levoglucosan and, upon mild acid hydroly-
sis, giving 49% D-glucose. The yield could be further increased by washing or
treatment of the cellulosic substrates with acids, which indicated the substrate
dependency of the yield of the pyrolysis. This was not only important for
improving industrial processes of wood but also provided invaluable insights
into the pyrolysis of wood during the development of flame spread and fires.

Based on an experimental investigation performed by Lee et al. (1976), the
pyrolysis process was shown to be strongly affected by the anisotropic proper-
ties of wood and char, relative to the internal flow of heat and gas. Lee and
Diehl (1981) further ascertained that the pyrolysis process was delayed in
wet wood due to vaporization, and that the volatile combustible gases were
diluted by the water vapor based on the experimental measurements carried
out for the combustion of dry and wet oak.

4.10 Physico-Chemical Description of Pyrolysis Processes

Wood is extremely inhomogeneous, and its structural and chemical variability
is reflected by wide ranges in its physical properties such as permeability,
capillary behavior, thermal conductivity, and the diffusion of bound water.
The complexity of the three-dimensional structure of wood can be found,
for example, in Meylan and Butterfield (1972). Figure 4.21 illustrates a
three-dimensional view of a typical block of wood.

In order to better understand the behavior of woods in fires, it is essential to
understand the topological, physical, and chemical properties of the wood of
which such properties significantly influence its combustion and heat release
characteristics. Among the many topological and physical characteristics are
the structure of wood fibers and the pathways for moisture content, specific
gravity, void volume, and thermal properties, while for chemical characteristics
include the summative analysis and higher heating value. Wood, either soft-
wood or hardwood, is anisotropic (i.e., properties are dependent on direction)
and hygroscopic (i.e., loses and gains moisture). Its chemical components
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Figure 4.21 A three-dimensional view of a typical block of wood, showing the
transverse plane at the top, the tangential longitudinal plane to the left, and the radial
longitudinal plane to the right. Magnification: x 68.

(After Meylan and Butterfield, 1972.)

include cellulose, hemicellulose, and lignin in varying amounts depending on
species. In general, hardwoods contain more holocellulose (i.e., carbohydrates)
and less lignin than softwoods.

The topological structure of wood, which includes the growth rings, wood
rays, and grains, leads to the anisotropic nature of its thermophysical properties
such as conductivity and permeability of wood. The outside layer of the cross
section of a tree trunk is covered with bark, the outermost layer of which is made
up of a corky material consisting of dead tissue, while the inner bark (phloem) is
composed of soft living tissue. Between the bark layer and the stemwood (xylem)
interface is a thin indistinguishable layer called the cambium, which is responsi-
ble for the production of new phloem and xylem tissue forming the growth rings.
Wood rays originate from the cambium and extend to the pitch (i.e., center) and
bark, running perpendicular to the growth rings. Wood grains that correspond to
the fibers or tracheids are aligned in the longitudinal direction and are responsi-
ble for the relatively higher permeability and thermal conductivity of wood in
this direction, compared with the transverse directions.

Burning of wood is a complicated phenomenon associated with the thermal
decomposition of the different constituents of wood resulting in the production
of combustible volatile gases, the migration of the gases to the surface of the
wood, the emission and mixing of the volatile gases with air, and combustion
in the gas phase. The major chemical constituents of wood are cellulose, hemi-
cellulose, and lignin. Cellulose, in the form of microfibrils, is the structural
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framework. Hemicellulose is the matrix substance present between the micro-
fibrils, while lignin is the encrusting substance binding the wood cells together
and giving the strength to the cell wall. Extractives (i.e., low-molecular-weight
organic compounds) are present as a minor constituent in most wood species.
Softwoods contain 40%-50% cellulose, 11%-20% hemicellulose, and 27—
30% lignin. Hardwoods contain approximately 45%-50% cellulose, 15%—
20% hemicellulose, and 20%-25% lignin (Saka, 1993).

Cellulose is a linear polymer composed of B-D-glucopyranose units linked
together by (1 — 4)-glycosidic bonds in a chair conformation, with 44.4% car-
bon, 6.2% hydrogen, and 49.4% oxygen. Every glucose unit is rotated over
180° with respect to its neighbors (see Figure 4.22), and each has one primary
and two secondary hydroxyl groups. The degree of polymerization of wood
cellulose can be as high as 10,000 (Goring and Timell, 1962). It is the main
constituent in wood and presents predominantly in the secondary cell wall
(Sjostrom, 1981) and has a strong tendency to form hydrogen bonds between
adjacent glucose units as well as adjacent cellulose chains (Sjostrom, 1981).
The hydroxyl groups can also easily form hydrogen bonds with water, which
serves to explain its strong affinity to water and hence the hygroscopic behav-
ior of wood. In wood, the cellulose is partly crystalline to 50%—-60% and the
remainder is amorphous. Bundles of cellulose molecules are aggregated
together in the form of microfibrils, in which highly ordered (crystalline)
regions alternate with less ordered (amorphous) regions. Microfibrils form
fibrils and finally cellulose fibers (Sjostrom, 1981).

Hemicelluloses are polysaccharides formed through biosynthetic routes,
which are different from the routes of cellulose (Sjostrom, 1981). They func-
tion as a binding material for the cellulose microfibrils in the cell walls. They
are characterized by major monomeric units such as xylan, galactan, and man-
nan. In contrast with the linear structure of cellulose, the hemicelluloses exhibit
branch structures. Functional groups associated with hemicelluloses include
methyl, carboxyl, and hydroxyl units. Most hemicelluloses have a degree of
polymerization of only 200 (Sjostrom, 1981). The much lower molecular
weight distinguishes them from the cellulose. Hemicelluloses are the least
stable and are readily degraded upon application of heat.

Lignins are usually isolated from extractive free wood as an insoluble resi-
due. They are three-dimensional polymers composed mainly of phenylpropane
units linked together by various means and often considered as the “glue”
holding the wood structure together. Lignins encrust the intercellular space

OH 1 CH,OH OH 1
.04 o HO Bo4 o}
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Figure 4.22 Structure of cellulose, in chair conformation.
(After Sjostrom, 1981.)
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and any openings in the cell wall upon the deposition of the cellulose and hemi-
celluloses. Their polymerization products are p-coumaryl, coniferyl, and sina-
pyl alcohols (Siau, 1984), and they are found to be far less hygroscopic than
cellulose and hemicelluloses and serve to reduce the hygroscopicity of wood.

The thermal decomposition of these major constituents is highly dependent
on their respective chemical structures. Physico-chemical processes associated
with the pyrolysis associated with the three major constituents of wood as
well as overall thermal behavior of wood for the pyrolysis of these major
constituents, are further expounded in subsequent sections.

4.10.1 Pyrolysis of Cellulose

In general, pyrolysis of cellulose produces char, tar, and fixed gases. Studies of
the yields of pyrolysis products of cellulose have been reported by numerous
investigators. Martin (1965), Bradbury et al. (1979), and Shafizadeh (1968)
indicate that levoglucosan (i.e., 1,6-anhydro-B-D-glucopyranose) is found to
be the major product of pyrolysis of cellulose. Ohlemiller et al. (1985)
performed a more detailed analysis of gaseous products and found that the
major portion of the gaseous products from the pyrolysis of cellulose contains
carbon monoxide, carbon dioxide, and water vapor. The other gaseous pyrol-
ysis products include hydrogen, methane, ethylene, ethane, propane, butane,
and butene, with traces of the other compounds such as formaldehyde, acetal-
dehyde, acetone, methanol, propanol, 2-methylfuran, acetic acid, furfural, 2,3-
butanedione, methyl ethyl ketone, crotonaldehyde, and cyclopentane. The
productions of some aromatic species such as furan, benzene, toluene, and
phenol have also been reported. A comprehensive review of the pyrolysis of
cellulosic materials by Shafizadeh (1968) ascertained that the cellulose pyroly-
sis proceeded with a complex series of concurrent and consecutive chemical
reactions. The general set of reactions involved in the pyrolysis of cellulose
was outlined, which comprised of three reaction routes competing for the
simultaneous consumption of cellulose, as described in Figure 4.7. It is noted
that in Shafizadeh’s model, gases and char can react to form combustible vola-
tiles and vice versa through decomposition. In Shafizadeh (1968), Lipska and
Parker (1966), Lee et al. (1976), Lee and Diehl (1981), and Ohlemiller et al.
(1985), these reactions were shown to be highly influenced by physical condi-
tions such as temperature, external radiant flux, external heating rate, total
time of heating, sample type, ambient oxygen concentration, water content,
pressure, and chemical impurities or additives in the pyrolysing substrate.

4.10.2 Pyrolysis of Hemicellulose

The pyrolysis of hemicellulose is similar to that of cellulose because it belongs
to the family of polysaccharides. However, the hemicelluloses are found to be
the least stable among the three major constituents of wood and decompose
at 225°C-325°C. Shafizadeh and Lai (1972) analyzed the pyrolysis products
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of hemicelluloses. They found that the products consisted of tar in about 16%
yield of which 17% was oligosaccharites. On the basis of further analysis of
the products, the pyrolysis of the hemicelluloses bears many similarities to that
of cellulose, which involves the cleavage of the glycosidic groups forming ran-
dom condensation products. At higher temperatures, these products and the
glycosyl units are further degraded to give a variety of volatile products. It
has been observed that the pyrolysis products of hemicelluloses and cellulose
are basically similar (Shafizadeh and Lai, 1972), and account for most of the
volatile products in the thermal degradation of wood.

4.10.3 Pyrolysis of Lignins

Compared to the pyrolysis of cellulose and hemicellulose, the pyrolysis of
lignin is relatively unexplored and not well understood. The thermal degrada-
tion of lignin generally proceeds gradually over a wide temperature range of
250°C-500°C, with the decomposition occurring most rapidly at 310°C-
420°C (Shafizadeh and Chin, 1977). There are four main fractions within the
pyrolysis products. The first fraction is char, a highly condensed carbonaceous
residue accounting for 55% of the yield. The second fraction is an aqueous dis-
tillate which contains mainly water, methanol, acetone, and acetic acid. This
fraction is produced in about 20% yield. The third fraction is tar, which is a
mixture of phenolic compound produced in about 15% vyield. The last
fraction is fixed gases such as carbon monoxide, carbon dioxide, methane,
and ethane produced in about 12% yield.

4.10.4 Pyrolysis of Wood

An approach which includes the primary activation reaction followed by second-
ary reactions, has been employed by Chan et al. (1985) and more recently by Di
Blasi (1994a). The former adopted four competing first order Arrhenius reactions
for the production of gases, water vapor, char, and tar. A secondary reaction was
employed to describe further thermal degradation of tar to form secondary tars
and gases. The latter adopted the mechanism of cellulose pyrolysis by Broido
and Nelson (1975) and Bradbury et al. (1979), where an activation step was
included before competing thermal degradation reactions begun. Alves and
Figueiredo (1989) proposed a wood pyrolysis model with a six-reaction scheme,
taking into account the competing reactions of different constituents such as hemi-
celluloses, cellulose, lignin, and other minor constituents, in which the kinetic data
(i.e., the activation energy and pre-exponential factor for the first order Arrhenius
expression) were obtained by the method of multistage isothermal thermogravi-
metry. Generally, the kinetic data vary with the species and the size of the wood
and suitable kinetic data (i.e., 6 sets) for the six-reaction expressions require rather
extensive experimental investigations, which remain elusive for most simulation
purposes. Nevertheless, its inherent complexity presents an attractive model to
be adopted for a general representation of the wood pyrolysis process.
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The single step first order reaction has been found to be more popular due to
its simplicity and relatively fewer kinetic parameters employed. A single step
first order Arrhenius reaction has been used in the 1-D models of Kanury
and Blackshear (1970a), Roberts (1970a, 1970b), Kanury (1972a), Kung
(1972), Kung and Kalelkar (1973), and Tzeng and Atreya (1991); the 2-D
model of Fredlund (1988, 1993); and the 3-D model of Bonnefoy et al.
(1993). Reasonable agreement between the model predictions and experimen-
tal results demonstrated that the single step first order reaction can be viably
applied for simulations of wood pyrolysis. A single step Arrhenius reaction is
thus used to model the thermal decomposition of wood. The activation energy
and pre-exponential factor are estimated by a method of best fit to the
measured mass loss history reported by Bonnefoy et al. (1993).

4.11 Formulation of Governing Equations

In the burning of wood, the pyrolysis of a hygroscopic material such as wood,
which involves the complex combination of the physical and chemical
processes, is modeled via a 3-D model incorporating moisture evaporation,
anisotropic properties of wood, and the internal convection of gases. A com-
prehensive pyrolysis model is developed under the following conditions:
(1) wood is generally anisotropic and characterized by its different permeabil-
ities and thermal conductivities for longitudinal and transverse directions to
the grains, (ii) heat is transferred to the solid external boundary by convection
and radiation, (iii) internal heat transfer includes conduction through the solid
and convection of the volatile gases, (iv) internal mass transfer is driven by
pressure gradient (Darcy’s Law), (v) thermal decomposition reactions for the
constituents in wood are modeled by Arrhenius expressions, (vi) evaporation
of moisture is sufficiently rapid to attain thermodynamic equilibrium, (vii)
escaping volatile gases and vapor are in thermal equilibrium with the solid
matrix, (viii) migration of moisture through the solid matrix is assumed to
occur only in the vapor phase, (ix) thermal properties are functions of solid
and char densities and temperature, and (x) thermal swelling and shrinkage
are negligible throughout the pyrolysis.

4.11.1 Conservation of Energy for Wood Pyrolysis

The rate of accumulation of energy per unit volume can be expressed in terms
of the enthalpies of solid, moisture, volatile gas, vapor, and dry air as

a(pshs + pmhm + pghg + pyhv + pihi)
ot

(4.11.1)

where h denotes the specific enthalpy and p is the mass per unit volume (or bulk
density) with the subscripts s, 72, g, v, and 7 indicating the solid, moisture in liquid
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phase, volatile gas, vapor, and dry air. For most practical purposes in the pyrolysis
of wood in fire situations, equation (4.11.1) can be simplified to

O(pshs + pubm) _ (psCps + P Com) T
T ~ ey (4.11.2)

where T is temperature of solid wood and C,; and C,,,, are the specific heat
capacities of the pyrolysing solid and moisture (liquid phase).

Energy transfer in the solid occurs by convection due to the movement of
vapor, volatile gases, and dry air through the porous wood and thermal con-
duction. The net rates of energy transfer due to convective movement of the
volatile gas, vapor, and dry air in the Cartesian co-ordinate system are

Amishy +mihy +mih;)  O(mybg +m)b, + mih;)
+
Ox dy
(mihg +mih, + mih;)
J’_
oz

(4.11.3)

where m represents the mass flux with the subscripts and superscripts denoting
the gaseous species and directions. Expressing the specific enthalpy of the gas-
eous species in terms of the solid wood temperature, equation (4.11.3) becomes

Ox Jdy
8(m§Cpg + m%Cpy + miCy) T
* 0z

(4.11.4)

The net rates of energy transfer due to heat conduction can be expressed as

0 oT. 0 T, 0 0T,
| pr === | py == [ pr ==
Ox (ks Bx) * dy (ks By) T (ks 6’z) (#11.5)

where k¥, kY and k? represent the thermal conductivity in the x, y, and z direc-
tions, taking into account the anisotropic nature of wood.

The rate of energy production due to pyrolysis reactions, g, is formulated
according to

ap = _<26: AHpiRpi) (4.11.6)

=1

where AH,, is the heat of pyrolysis with a positive value being endothermic,
and R, is the rate of pyrolysis reaction. The subscript j represents competing
pyrolysis reactions of up to six constituents that can be considered. Kung
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(1972) discussed the importance of the reference datum in the formulation of a
one-dimensional energy equation for pyrolysis of wood. The same reference
datum (i.e., 0°C) has been taken for the heat of pyrolysis and evaporation
of moisture in wood. The rate of energy production due to evaporation of
moisture ¢, can be written as

oy = —AHuRoy (4.11.7)

where AH,, is the heat of evaporation of moisture and R,, is the rate of
evaporation of moisture in wood.

Based on the consideration of the first law of thermodynamics, the energy
equation can be derived for an elemental volume as the rate of change of
energy equals to the net rate of heat plus the rate of heat added or removed
by heat source.

The rate The net rate The rate of heat

increase of _  of heat 4+ added or removed (4.11.8)
energy of the added to the by heat source on o
fluid element fluid element the fluid element

The equation governing the conservation of energy becomes

A(psCps + PruCpm) T N A(mzhg +msh, +mh;) N A(myhg + mih, +mh;)

ot Ox Qy
O(mzhg + mihy, + mih;)
0z
B oT. d (. 0T d (,. 0T J
= [ p*== ~ (== —(RF=) - AH,R,; | — AH,,R
Ox (ks 8x) +8y (ks 0}1) +8z <ks 5z> (/_Zl b p/>

(4.11.9)

4.11.2 Conservation of Mass for Wood Pyrolysis

The flow of pyrolysis volatile gas and vapor is driven by pressure gradients
and is assumed to conform to the Darcy’s Law. The much slower moisture trans-
fer in the liquid phase compared to that in the gas phase is, however, neglected.
According to Darcy’s law, the total mass fluxes of vapor, volatile, and dry air are

0P

m* = —oy e (4.11.10)

m’ = —o 88P5 (4.11.11)
Y

mt = —o OPs (4.11.12)

s 0z
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where P; is the sum of the partial pressures of the vapor, volatile, and dry air,
and of = DY /vix, 0 = DY /vy and of = D?/v,,;, are the mass transfer coeffi-
cients of the solid in the x, y, and z directions, taking into account the aniso-
tropic nature of wood. The kinematic viscosity of the mixture is defined by
Vopi = Momixd Pr, Where pi,,,;,. is the dynamic viscosity of the mixture. The dynamic
viscosity of the mixture is determined by the weighted sum of the individual
dynamic viscosities of the gaseous species in wood, which will be further
discussed later.

Apart from the vapor and volatile gases produced during pyrolysis, the dry
air present initially inside wood prior to the pyrolysis can significantly affect
the build up of the total gas pressure and hence the pressure gradient inside
the wood. The amount of the dry air and its migration in the wood must be
modeled. Also, its contribution to the internal convection heat transfer has
been included in the energy balance equation, as discussed in the previous sec-
tion. The mass fluxes of the vapor, volatile, and dry air are weighted with
respect to their bulk densities. Mass fluxes of the volatile gas, 7, vapor, m,,
and dry air, 7, in the Cartesian directions can be expressed as

m; _ pg mx’ mz — pg my7 m; — pg wmr
Pyt pg+p; Pyt pgt+p; Pyt pg+p;
(4.11.13)
— P m*; m) = L —" 2= P
pu+pg+pi pv+pg+pi pv+pg+pi
(4.11.14)
' = Pi m*; ) = Pi 'y mi = Pi -
Pyt pg+p; Pyt Pgt+p; Pyt Pgt+P;
(4.11.15)

where pg, p,, and p; are the volatile gas, vapor, and dry air densities,
respectively.
The fundamental physical principle of mass conservation requires

The rate increase of The net rate at which The rate of mass

mass of volatile gas, _ mass of volatile gas, + added or

vapor, or dry air within vapor, or dry air enters removed on the

the fluid element the fluid element fluid element
(4.11.16)

The three-dimensional continuity equations for the vapor, volatile, and dry air
can be expressed as

op, _ Omy  Omy  Omy

o Ox Qy 0z

+R,, (4.11.17)
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ap omg Omy, 8mz

8—52 - axg ZR,,, (4.11.18)

Opi _ _Omi _Omy _ Omy (4.11.19)

Note that there is no production of dry air in the pyrolysis of wood, so a source
term is not found in equation (4.11.19). On the basis of equations (4.11.10)-
(4.11.15), the governing equations for mass balance become

dp, _ 0 [(ozp\OPs] O [(wdp,\OPs| & O [[(%p,) IPs

6tax_(p,)ax}+ay{< pt)ay%az[(pt)az]“{w
(4.11.20)

Opg 0 [[(%pg\ OP] O [(®pg\ OP] O [[%ipg\ OP;

S ) el G 5] w5 ) 3 FZRm

’_
(4.11.21)

dp; 0 [[o¥p;\ OP 0 [ [(odp;\ OPs 0 [ [oip;\ OPs
Di o S (B s 2 i Z i 4.11.22
o= o) )t o 50) ) v () ) e

where p; represents the total sum of the densities of volatile gases, vapor, and
dry air—that is, p, = py + p, + p;. By dividing equations (4.11.20)—(4.11.22)
by their respective molecular weights and differentiating them with respect
to time and taking the summation of the differentials, a three-dimensional
“pressure” equation representing the conservation of mass for volatile gases,
dry air, and vapor can be obtained as

2 TEg P _2 + pL/ +_ xaP
ot RT. ) °| o« M M,, M,;| p, Ox

+ 2| Le +—’ % 0P
dy | \ Mg M; | p; Oy

(4.11.23)
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Invoking the ideal gas law, the densities of the volatile gases, vapor, and dry
air, pg, py, and p;, are assigned a dependence on porosity:

M,, g

= ) 1.
Pv="RT. P (4.11.24)
M,=n
pg = Rgfsg P, (4.11.25)
M,‘Tlig
p; = RT, P (4.11.26)

where 7, is the porosity (i.e., pore volume occupied by the gas per unit volume)
and that depends on the extent of pyrolysis and evaporation, P,, P,, and P; are
partial pressures of volatile gases, vapor, and dry air, and M,, M,, and M; are
the molecular weights of volatile gases, water, and dry air. The total pressure
is thus given by P; = P, + P, + P,.

4.11.3 Modeling Wood Pyrolysis Source Terms

On the basis of the model of Alves and Figueiredo (1988), the thermal decom-
position reaction of each of the six constituents can be represented by an
Arrhenius equation with different kinetic parameters. The rate of pyrolysis
of wood and the production of volatile gas are considered the summation of
the effects of the competing thermal decomposition reactions of up to six
constituents. Each of the six constituents can be assumed to consist of two
phases: an active portion, which forms volatile gas upon thermal decomposi-
tion reaction, and a charcoal phase. The chemical formulae representing the
thermal decomposition reaction of each of the six constituents are

S AHy; .
s — GT1 j7=12,...,6 (4.11.27)
Epj . Apj

where the S, represents the active portion of the constituent, G| indicates the
volatile gas produced and AH,, E,, and A, denote the heat of pyrolysis, activa-
tion energy, and pre-exponential coefficient of the thermal decomposition reac-
tion for each of the constituents (i.e., 1 to 6). The rate of mass loss (i.e., rate of
the pyrolysis reaction) for each of the constituents, R,;, is modeled by an
Arrhenius reaction equation:

8:011'
Ry = —a—t7 = pa/ApjeXP(_Epi/RuTs) (4.11.28)

where p, denotes the density of the active portion of each of the constituents
with the subscript j = 1 to 6 representing the six constituents and T is
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thermodynamic temperature of the solid. The density of dry solid (i.e., the active
6

portion and char) is given by p; = 3~ p; 4 ps, where pis the final char density.
=1

The conservation equations together with the Arrhenius type equations for
pyrolysis kinetics are found to adequately describe the pyrolysis of dry wood.
For the pyrolysis of wet wood, an additional equation is necessary for the rep-
resentation of the rate of moisture evaporation. Several approaches for the cal-
culation of the rate of moisture evaporation in wood have been proposed by
Alves (1988), Atreya (1983), and Fredlund (1988). These different approaches
are further expounded following.

It was proposed by Alves (1988) that moisture evaporation is governed by
evaporation temperature. The evaporation temperature can be given by

Toy = 1/{2.13 x 1073 +2.778 x 10~*In(X) 4 9.997 x 10~°[In(X)]*
—1.461 x 10~°[In(X))*}
(4.11.29)

where T,, is the evaporation temperature and X is the moisture content in per-
centage based on dry mass of wood for 1% < X < 14.4%. When X falls below
1%, the evaporation temperature can be taken as T,, = 473 K. For X >
14.4%, the evaporation temperature is assumed to be T,, = 373 K with negli-
gible discontinuity and error. When the solid temperature reaches a value T,,,
evaporation occurs at a rate as described by the following equation:

Rev = AH,, ot

+2 }Lx% _|_2 )3’% _A'_g )LZ%
Ox \ * Ox oy \"* ay 0z \ * Oz
Oz Cpg + 1y Cpy + 117 Cpi) T
B 0x
0(1m1y Cpg + 1) Cpy + 11 Cpi) T
dy

1 { _ a(psCPS + mePm)TS

(4.11.30)

(g Cpg + miCpo + miCp) Ty (
0z

)|

=1

According to Atreya (1983) the phenomenon of evaporation of adsorbed
moisture can be described by considering the breakage of the hydrogen bonds
holding the water molecules to the cell walls. The rate of evaporation of mois-
ture in wood (i.e., rate of desorption of moisture) is proportional to the
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instantaneous concentration of adsorbed moisture and to the probability that
the water molecules possess the activation energy required to break the hydro-
gen bond. A first order Arrhenius expression is assumed

o= ag;,, = Agoppyexp(—Ee/R,Ty) (4.11.31)
where p,,, is the density of the adsorbed moisture, A,, is the pre-exponential
coefficient, and E,, is the activation energy required for the breakage of
hydrogen bond. The values of A,, = 4.5 x 10° s™', E,, = 10.5 kcal mol ™!,
and AH,,=574 cal g~' had been determined by the method of best fit of
the experiment performed by Atreya (1983) on an exposed slab of wood of
Y-inch thick to a low incident heat flux of 0.49 W c¢m ™2 so that the surface
temperature was always maintained below 175°C to avoid any thermal
decomposition.

Fredlund (1988) assumed that the vaporization process of the moisture in
wood is sufficiently rapid to achieve complete saturation of vapor in the pores.
This phase equilibrium between water and vapor holds as long as there is water
in liquid phase at the location in the solid. The saturation vapor pressure P,
was assumed to be given by the following function of the thermodynamic
temperature of the solid T;

P, = Kiexp(—K»/Ty) (4.11.32)

where Ky and K, are constants, which depend on the temperature range. In the
temperature range from 20°C to 1000°C, K; = 4.143 x 10'° Pa, and K, =
4822 K (Fredlund, 1988); P, = P, for p,, > 0. With this assumption of the
thermodynamic phase equilibrium between the liquid and gas phases, and the
known values of thermodynamic state variables of temperature and pressure,
the rate of evaporation of the adsorbed moisture in wood can be determined
by the continuity equation. The rate of evaporation of the adsorbed moisture
R,, can be determined by the following expression, which is obtained by
rewriting Equation (4.11.23) as

R _Op, O |(xf pv 0P 0 ocypv oPs| 9 oczpv 0P
ot Ox ox| 0Oy dy| 0z 0z

(4.11.33)

for p,, > 0. In contrast to the two approaches of Alves (1988) and Atreya
(1983), the rate of evaporation requires knowledge of the distribution of not
only the temperature but also the total pressure inside the wood material. This
particular approach of Fredlund (1988) nonetheless corresponds well to the
physical phenomena in which the moisture evaporation is determined by a
thermodynamic equilibrium between vapor and its liquid state.
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4.11.4 Thermophysical Properties of Wood Pyrolysis

Thermophysical properties including specific heat capacity, thermal conductiv-
ity, permeability, and dynamic viscosity of the pyrolysing wood, pyrolysis
products, and vapor are crucial input parameters for the modeling of wood
pyrolysis. The selected values and their variation due to changes in tempera-
ture, porosity, moisture content, and the degree of conversion from virgin
wood to char are discussed.

Specific Heat Capacity of Partially Charred Wood

For partially charred wood, the specific heat capacity varies with the degree
of conversion from virgin wood to char during the pyrolysis. According to Chan
etal. (1985), the effect of charring is treated implicitly. In their model, the specific
heat capacity of partially charred wood is related linearly to the decreasing solid
density, which effectively reflects the degree of conversion from wood to char as

Cps = A+ Bp, (4.11.34)

where A = 1.339k] kg™' K™! and B = 3.147 x 1072 k] m® kg™ > K.
However, a widely adopted formulation is used to assume the volumetric
specific heat capacity varies linearly between the virgin wood and final char
and can be expressed by

PsCps = ap,, Cpuw + (1 — a)psCpy (4.11.35)

where C,, is the specific heat capacity and p is the density with the subscripts
s, w, and [ denoting the pyrolysing solid, dry virgin wood, and final char.
The mass fraction of virgin wood (i.e., unconverted wood) is expressed as

a=(p;—ps)/(Pw — Pr) (4.11.36)

The preceding formulation has been adopted by previous workers such as Kung
and Kalelkar (1973), Kung (1972), and Fredlund (1988). Similar expressions for
the specific heat of partially charred wood have also been used by Alves and
Figueiredo (1989), Bonnefoy et al. (1993), and Di Blasi (1994a).

Specific Heat Capacity of Dry Virgin Wood

The specific heat capacity of dry virgin wood as a function of temperature has
been determined by Atreya (1983) for a temperature range from 0°C to 140°C.
Fredlund (1988) has assumed that the relationship is valid even for tempera-
tures above 140°C. The expression for the specific heat capacity of dry virgin
wood as a linear function of temperature is given by

Cpw = Cpuwo + Cpuom T (4.11.37)
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where Cpuo = 1.4k] kg™' K™' and Cp,pppn = 3.0 x 107% k] kg™ ' K72 It is
nonetheless noted that a constant specific heat capacity for dry virgin wood
independent of temperature has also been assumed by a number of investiga-
tors such as Kanury and Blackshear (1970a), Kung (1972), Kung and Kalelkar
(1973), Chan et al. (1985), Alves and Figueiredo (1989), Bonnefoy et al.
(1993), and Di Blasi (1994a). Values ranging from 1.386 kJ kg™' K™' to
2.52k] kg™' K~! with most of them larger than 2.0 k] kg~* K~ have been
typically employed.

Specific Heat Capacity of Char
A similar expression for the specific heat capacity of char as a linear function
of temperature as proposed by Fredlund (1988), can be expressed as

Cp/f = Cpf,o + Cpf‘st (4.11.38)

where C,r, = 0.7 k] kg_1 K 'and Cpfm=6.0 x 10°*KkJ kg ! K~2. Avalue for the
specific heat capacity of char of 0.672 k] kg ™' K~ ! has also been given by Fredlund
(1988) and by a number of other investigators such as Kanury and Blackshear
(1970a), Kung (1972), Kung and Kalelkar (1973), Chan et al. (1985), Alves and
Figueiredo (1989), Bonnefoy (1993), and Di Blasi (1994a). These ranged from
0.672 k] kg™' K™! t0 2.52 k] kg~' K~'. In some pyrolysis models (Kanury and
Blackshear, 1970a, Kung, 1972), the specific heat capacity of char was not distin-
guished from that of the dry virgin wood material.

Specific Heat Capacity of Water and Vapor

In the wet wood pyrolysis model of Alves and Figueiredo (1989), the spe-
cific heat capacity of moisture (i.e., liquid water) is taken to be constant at
Cpm = 4.19Kk] kg ! K™'. For the range of temperature between 25°C and
100°C where moisture in wood is found to exist in the liquid phase, the specific
heat capacity ranges from 4.181 k] kg™' K~! to 4.219 k] kg™' K" (Rogers
and Mayhew, 1980).

Alves and Figueiredo (1989) applied a constant value of specific heat capac-
ity of vapor C,, = 1.88 k] kg ' K '. Fredlund (1988) presented graphically the
variation of specific heat capacity of vapor with increasing temperature from
0°C to 1000°C. The reported values varied approximately linearly from
1.86 k] kg 'K~! to 1.90 k] kg 'K ~'. The constant value of Alves and Figueir-
edo (1989) is equivalent to the average value between the lower and upper
values used by Fredlund (1988). In most practical cases, a linear variation of
the specific heat capacity of vapor may be more preferentially adopted.

Specific Heat Capacity of Volatile Gases

Constant values of specific heat capacity for the mixture of volatile gases rang-
ing from 1.008 k] kg ' K™ '-1.2 k] kg ' K~ ! have been employed by Kanury
and Blackshear (1970a), Kung (1972), Kung and Kalelkar (1973), Alves and
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Figueiredo (1989), and Di Blasi (1994a). The specific heat capacity as a func-
tion of temperature has nonetheless been assumed by Atreya (1983).
Fredlund (1988) obtained the proportions of the chemical compounds in the
pyrolysis products from the experimental result. The specific heat capacity for
the volatile gases C,, was evaluated based on the proportions of pyrolysis
products. It is expressed as a function of temperature and is given by

Cpg - Cpg,o + Cpg,mTS (41139)

where Cpg, = 1.0kJ kg™" K" and Cp,,, = 8.0 x 10 °kJ kg ' K2,

Specific Heat Capacity of Dry Air

Dry air (i.e., mixture of gases excluding the vapor portion, which is treated
separately) is present initially in wood, and contributes to the total pressure
inside the wood throughout the pyrolysis. This mixture of gases and their
migration in wood must be modeled. In order to account for the internal con-
vection heat transfer due to dry air migration, its specific heat capacity is
needed. The specific heat capacity of the dry air can be expressed as

Cpi = Cpio + Cpim T (4.11.40)

where Cp,;, = 0.994 k] kg' K" and C,;,,, = 2.0 x 10"* k] kg~ ' K~ for the
temperature range between 0°C and 1200°C (Rogers and Mayhew, 1980).

Thermal Conductivity

Fredlund (1988) revealed that the heat transfer during pyrolysis comprises of
three components: conduction through the solid phase, radiant heat transfer
in the pores, and convection heat transfer in the enclosed gases. The overall
thermal conductivity is obtained as the sum of the conductivities of each of
these components. Radiation heat transfer in the pore system is generally found
to be negligible at room temperatures, even at high porosities. At elevated
temperature and for porosities below 0.7, radiation heat transfer is still only
marginally significant. In his subsequent pyrolysis modeling, Fredlund (1988)
simply uses a thermal conductivity, which is a function of only the temperature
of the material. On the basis of the pyrolysis models of Chan et al. (1985),
the terms corresponding to the variations of porosity and radiant heat transfer
in the pores are included. However, the significance of both terms has not
been explored.

As applied in the one-dimensional pyrolysis models of Kung (1972), Kung
and Kalelkar (1973), and Alves and Figueiredo (1989), the thermal conductiv-
ity of partially charred wood k, has been taken to vary linearly between that of
virgin wood and that of final char:

ke = ak,, + (1 — a)ky (4.11.41)
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where k,, and ks are the thermal conductivity of the virgin wood and final
char; the mass fraction of virgin wood a is as defined in equation (4.11.36).
In pyrolysis models by Kanury and Blackshear (1970a), Kung and Kalelkar
(1973), and Kung (1972), constant values of thermal conductivity for virgin
wood materials have been applied, which ranged from 0.1134 W m'K~! to
0.21' W m 'K~'. Constant values of thermal conductivity ranged from
0.0412W m 'K~ t0 0.189 W m 'K~! for final char have nevertheless been
used by Kung and Kalelkar (1973) and Kung (1972).

Di Blasi (1994a) has proposed the use of different thermal conductivities of
wood and char in the longitudinal and transverse (i.e., tangential and radial)
directions to the grains. In three dimensions, equation (4.11.41) can be
extended to give the thermal conductivity of the partially charred wood in
the Cartesian directions as

ki = aky, + (1 — a)k; (4.11.42)
kY = aky, + (1 — a)ky (4.11.43)
ke = aki, + (1 - )k (4.11.44)

where the subscripts s, w, and f denote the pyrolysing solid, dry virgin wood,
and final char, respectively. According to Di Blasi (1994a), the thermal conduc-
tivities of virgin wood in the longitudinal and transverse direction of the grains
have been assigned values of 0.255 W m 'K™! and 0.105 W m 'K, while
the thermal conductivities of char in the longitudinal and transverse direction
of the grains were set to 0.1046 W m 'K™' and 0.071 W m 'K~'. These
values have been found to be within the ranges reported in Siau (1984).

Permeability

Owing to the anatomy of wood, the permeability of wood varies greatly with
direction relative to the grain orientation. Skaar (1988) has indicated that the
ratio of the measured longitudinal-to-tangential permeabilities for hardwoods
can be as high as 80,000 to 1, and the longitudinal-to-radial ratio may be
50,000 to 1, while for the softwoods, the longitudinal-to-transverse ratio can
be as high as 4 x 10% to 1. The permeabilities in the transverse directions
relative to grain orientation are, however, almost the same.

When the virgin wood gradually pyrolyses to form carbonaceous char, the
porosity of the partially charred wood increases. This results in an increase
of the permeability until it reaches that of the final char. Fredlund (1988)
described the theoretical estimation of the permeability of the partially charred
wood as a function of the varying porosity as follows:

K, (1 - u)] (4.11.45)

D7 = K},,exp
s D1 Pu — Py
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DY = K}, exp

K, (1 —%ﬂ (4.11.46)

where Kp1 and Kp, are constants depending on species and orientation of the
wood grains with the superscripts x and y denoting the directions. The preced-
ing expression, however, predicted only a 100-fold increase in the permeability
when the porosity changes from 0.647 to 0.9. This is considered much smaller
than the change expected in reality, where cracking in the carbon layer leads
to considerable increase in the permeability. Di Blasi (1994a) assumed that
the permeability varied linearly between the virgin wood and char in both
the longitudinal and transverse direction, respectively, according to the degree
of conversion from virgin wood to char. In other words,

D¥ =aD%, + (1 - a)D} (4.11.47)

DY =aD}, + (1 — a)D} (4.11.48)

In her model, an activation cellulose was produced as an intermediate prod-
uct during pyrolysis, which was assumed to have the same thermal conductiv-
ity as the virgin wood.

In the mathematical modeling of wood pyrolysis and combustion, a good
estimate of the permeability of the partially charred wood, which governs the
migration of volatile gases and vapor through wood as well as their emission
from the wood surface, is needed. Suitable expressions for the permeability
of the partially charred (i.e., still pyrolysing) wood remain elusive. The current
authors have adopted both experimental and modeling techniques for the
determination of the expression for the permeability of partially charred wood
and the proposed exponential expression similar to the exponential form of
Fredlund (1988) is

D* = K’f)lexp{K’f)z {1 - <%)] } (4.11.49)

D) = Kly)lexp{KyDz {1 - (%)] } (4.11.50)

In the experiment, the determined permeabilities show a similar trend of
increase of permeability with percentage char for the partially charred wood.
Although a theoretical derivation seems impossible, Shafizadeh (1968) gave
an insight into an exponential formulation of permeability of the pyrolysis
wood. The pyrolysis of wood comprises of competitive reaction paths of which
the formation of levoglucosan (i.e., 1,6-anhydro-B-D-glucopyranose) at tem-
peratures around 250°C is the major by-product, followed by competitive
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secondary reactions to form char, vapor, and gases at elevated temperatures.
This greatly suggests that at the initial stage of pyrolysis the char formation
is limited, thus a slower increase of permeability. An exponential expression,
which gives a slow but increasing permeability, appears to be more plausible.
The proposed expression consists of a second exponential term with a multi-
plying factor b, which controls the rate of increase of the permeability with
respect to the mass fraction of virgin wood ag. This constant b has
been assigned different values to obtain the best-fit prediction of the average
permeability to that determined experimentally. The predicted curve using
Kpi = 9.22 x 107 m? and Kp, = 10.88 with a value of b = 15 is seen to
provide a prediction of average permeability values, which fits extremely well
to the experimentally determined values as illustrated in Figure 4.23. This
expression may be employed to calculate the permeability of partially charred
wood in modeling of pyrolysis and combustion of wood.

Dynamic Viscosity
The dynamic viscosity of the pyrolysis gas can be calculated by the proposal of
Fredlund (1988), using the proportions of pyrolysis products according to the
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Figure 4.23 Average permeability against char content from experiment and
computations.
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experimental data. For the volatile gases, the dynamic viscosity can be
expressed as a function of temperature in the form of

Mo = Hgo t+ HomTs (4.11.47)

where g, = 8.5 x 107 °kgm ' s " and g, = 2.95 x 10 * kgm ' s K L.
The dynamic viscosity of the vapor, also by Fredlund (1988), is given by

My = My p =+t T (4.11.48)

where 1, = 8.5 x 10~ kg m~!s ' and Hoam = 3.75 X 1078 kg m s K
The dynamic viscosity of the dry air is assumed to be constant, y; = 3.178 x

10 kg m~' s7', which is the median value for the temperature ranging
between 300°C and 1000°C (Rogers and Mayhew, 1980).

4.12 Practical Guidelines to Pyrolysis Models in
Field Modeling

There are a number of important aspects governing the effective use of a wood
pyrolysis model in field modeling. The first aspect focuses on the need to ascer-
tain suitable thermophysical properties, to provide closure to the transport
equations in the model. This is because the parameters selected and their vari-
ation due to changes in temperature, porosity, moisture content, and the con-
version of virgin wood are highly dependent on the specific wood specimen.
For example, the properties of pine may be rather different from maple or even
Douglas fir. An extensive but not entirely comprehensive review of the various
thermophysical properties has been presented in section 4.11.4 for wood pyrol-
ysis. A recommendation to applying the pyrolysis model in field modeling is
that care should still be exercised in better quantifying the suitability of appli-
cation of these critical input parameters on a case-by-case basis.

Since wood is highly anisotropic, the direction relative to the grain orientation
greatly determines the heat and mass transfer behaviors inside the wood during
pyrolysis. This represents the second aspect, particularly in choosing the appro-
priate pyrolysis model in field modeling investigation. Acute simplification to the
consideration of the pyrolysis model can be made, which will lower the compu-
tational requirements of an already complex problem, if the migration of the
volatile gases can be assumed to align with the direction of the grains. On the
basis of this orientation, a 1-D model for the mass transfer can be imposed with
sufficient accuracy to characterize the problem. Otherwise, the full 3-D model,
as already described in section 4.11.2, should be conservatively applied.

Pyrolysis is mainly attributed by the surface activities occurring at the inter-
face between the solid phase and gas phase. In field modeling, the third aspect
revolves around the important requirement of mesh resolution immediately
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below and above the surface of the wood. Mesh sensitivity on the proper grid
space should always be carried out in order to adequately capture the steep
gradients that persist in the vicinity of the solid-gas interface. Appropriate
boundary conditions governing the heat and mass transfer should also be
imposed to characterize the mass flow of volatiles and surface temperature,
due to adjacent convective flow and thermal radiation.

4.13 Worked Example on Ignition of Combustible of
Charring Material in a Cone Calorimeter

In this worked example, the model for pyrolysis of wood is applied to the predic-
tion of piloted ignition times, and the development of flaming combustion of wood
in the cone calorimeter experiment as described in section 4.8 considering various
irradiation levels. A numerical treatment for the simulation of the pilot ignition is
included. During the numerical calculations, the irradiances from the conical
heater on to the wood surface due to surface-to-surface radiation are evaluated
analytically, which will be further demonstrated below. The effects of different ini-
tial moisture content of wood are investigated. Predicted ignition times are com-
pared with experimentally determined values by Shields et al. (1993).

Numerical features: A schematic drawing of the computational model of a
cone calorimeter is shown in Figure 4.22. The wood sample is circular and
the side and lower faces of the sample are assumed to be insulated (adiabatic)
and sealed (impermeable). An electrical pilot spark is simulated at regular time
intervals of 1 second at an axial position 12.5 mm above the surface of the
wood, as shown in Figure 4.24.
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Figure 4.24 The physical model of the wood combustion in a cone calorimeter.
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Governing Equations

The three-dimensional mathematical equations for the pyrolysis of wet wood,
are expressed in non-orthogonal curvilinear system in order to conform to the
circular shape wood sample. In compact form, the equation for the conserva-
tion of energy is given by

Ol(p:Cps + prtCt)0s) 1 lByi(rng Coe + tity Gy -+ 1t Cpi) 0]
ot N e

109 k90,
_\/§66’ ﬁklﬁk/ 585’

(4.13.1)
+ (AH,R, + AH,,R,)

where C,, AH, and AH,, are the specific heat capacities, heat of pyrolysis,
and evaporation defined with reference to a datum T, 0; = T; — T,.r is the
modified solid temperature, and f;, fx;, and /g represent the geometric coeffi-
cients and the Jacobian of the non-orthogonal curvilinear transformation. The
superscript K = x, y and z denotes the directions along (i.e., parallel) and across
(i.e., perpendicular) grains to account for the anisotropic properties of wood.

The equations for the conservation of mass (i.e., continuity) of the vapor,
volatile, and inert gases expressed in non-orthogonal curvilinear coordinate
system are

op, 1 0 <ockp 6PS>

_ 2V B Bri—s | + Rew 4.13.2
o~ Vgoe \ p e 132
o, 1 0 [dkp, oP,
— = = BuBri— | +R 4.13.3
o /8o ( Py Pusbi o¢ b ( )
8p1 1 8 ( pz aPS)

_ O 4.13.4
ot \/’85 ﬁklﬁkl 85/ ( )

A combined pressure equation representing the conservation of mass is
obtained through

A(mgPs/ReTs) 1 0 [0 ( p, OPs] R. R,
ot VEIE |p M,£+M +M ﬁ’“ﬁ’f’av M,£+M

(4.13.5)

The rate of evaporation of moisture is given by

op, 1 0 [(dlp, 8PS>
Rpy=Pv_ = 9 B 413.6
e (4136)
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while the rate of pyrolysis is described by a first-order Arrhenius reaction

pa
Ry — =

= paApexp[—E,/(R,T)] (4.13.7)

The total mass flux is evaluated according to Darcy’s law as

.k OCk 8P5

S

ez

(4.13.8)

Also in the gas phase, the equations of the conservation of mass, momentum,
and energy are also transformed into non-orthogonal coordinates, consistent
with the governing equations describing the pyrolysis of wet wood:

Continuity %4—%% (pf]l> =0 (4.13.9)

.
Momentum pui) +i5(pUu,—) _ 19 (#\/_ I au,)
(4.13.10)
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Energy (4.13.11)

3 . . .
where U = )~ fttr, preris the reference density, Pr is the Prandtl number, and
k=1

Ak, A , and A} are the adjugate Jacobian metric elements, while g™ is the contra-
Varlant metric element in the non-orthogonal coordinates transformation. In gen-
eral, the complexity of the gas phase chemical reaction mechanism for the gas
volatiles of wood precludes the knowledge of any detailed reaction mechanism.
A one-step global reaction remains the common way to model the combustion.
The generalized finite-rate model entails the solutions to the species equations
for the mass fractions of fuel, oxygen, carbon dioxide, and water vapor:

o e od  JRod

N
ApYor) 1 0(pUY0) 1 0 <,u m 8Yox> Vox Mo
+— =—l e |~

ot N/ V8 aE \Sc ves o0& v, Mg,

Y
ImY2fu)
(Sc JEg a{”) R;, (4.13.12)
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(4.13.13)
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where Y and M are the mass fractions and molecular weights associated
with the subscripts fu, ox, co,, and b,0 representing the fuel, oxygen, carbon
dioxide, and water vapor and Sc is the Schmidt number. The chemical reaction
rate Ry, is evaluated based on the following Arrhenius expression:

Rg, = Ap* Yy, Yorexp[—E/(R,T)) (4.13.16)

Coupling of Solid Phase and Gas Phase
The conservation equations in the solid phase and gas phase are coupled
through energy and mass balances at the interface.

Considering the mass balance at the interface, the total mass of fuel spe-
cies leaving the surface of the wood equals the mass flux of the fuel species
due the bulk velocity of the mixture and mass flux of fuel species due to
the mass diffusion at the interface. The mass balance equation of fuel can
be written as

Yy,

o (4.13.17)

my, =m"Yg — pD

where p, and D are the density and mass diffusivity in the gas phase, m" is the
total mass flux normal to the interface, and # is the coordinate normal to the
interface. Equation (4.13.17) can be rearranged to yield

Yy,
on

pD =m"Yy, —mg, (4.13.18)

On the basis of the above expression, the boundary conditions for the other
species are similarly formulated as

Nox
pD = = "oy (4.13.19)

Yo,
on

pD = m"Y,, (4.13.20)
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Y,

D
p on

=", — 1), (4.13.21)

Invoking an energy balance at the interface, the conservation equation at the
interface boundary becomes

oT;

oT
Ko = R

— Fyceo[Tg, = Thy,) = Fuoto[ T, — Try]  (4.13.22)

cone

where ¢ denotes the surface emissivity, ¢ is the Stefan-Boltzmann constant, T
and T; are respectively the gas and solid phase temperatures, k and k; are the
thermal conductivities in the gas and solid phases, T, is the wood surface tem-
perature, T, is the cone surface temperature, and T,/ is the ambient temper-
ature. The shape factors F,,. and F,,., from any point P as seen in Figure 4.22
at the upper surface of the wood to the cone and to the surroundings can be
derived from expressions for standard geometrical configurations (Siegel and
Howell, 2002). They can be formulated as

wao =1- wac (41323)
Fw—czl sz—l-btz—rf B ser/fJi—rl%
V40— —4(en)? [+ =) (o)’
(4.13.24)

where s represents the horizontal distance of P from the axis, b, and b, are the
vertical distances of the top and bottom of the cone from the wood, and r, and
7, are the radii of the top and bottom of the cone, as shown in Figure 4.22.

At the interface between the solid and gas phases, the velocity boundary con-
ditions are given by the mass flux of the emerging stream of volatile gases from
the solid: pu = m”. The pressure may fluctuate slightly due to the flow condi-
tions. However, the fluctuations can be taken to be relatively insignificant
when compared to the pressure variations as computed inside the wood, due
to the evaporation of moisture and pyrolysis. The pressure at the interface is
usually taken to be at atmospheric pressure (P, = 1.013 bar).

Other Boundary Conditions
Figure 4.25 presents the boundary conditions imposed on the computational
model of the cone calorimeter configuration in the gas phase. At the conical heater
surface, the no-slip condition is applied for the velocity. Neumann condition is
specified for the species mass fractions where their normal gradients at the bound-
ary are zero, while for the temperature, constant heat flux values are imposed.
At the open boundaries, two types of boundary conditions, inflow and out-
flow boundaries, exist depending on the direction of the flow. For an inflow



344 Computational Fluid Dynamics in Fire Engineering

Open
boundary
Open ___, | < Open
boundary boundary
Solid bounda\rz Solid boundary
Gas Phase
Gas/Solid
interface
Openp Wood Open
boundary boundary

Figure 4.25 Boundary conditions in the gas phase.

boundary, the values of the velocity components #, v, and w are specified.
Temperature and mass fraction of species are given by the upstream (ambient)
values. Outflow boundaries are often located at positions where flows are uni-
directional and stresses are known. The pressure is specified at atmospheric
pressure. Adopting the Neumann condition, the gradients of the velocity, tem-
perature, and mass fractions of species are assumed to be zero. In this worked
example, pressure boundary conditions are applied at all the open boundaries.

Computational Mesh

A total of 13 x 13 x 15 control volumes in the &' (axial), & (circumferential),
and & (radial) directions are employed for the solid phase, while 38 x 13 x 24
control volumes are used for the gas phase. Figure 4.26 represents the non-
uniform mesh that has been used in the wood and the air regions, with a finely
concentrated mesh immediately below and above the surface of the wood to
sufficiently accommodate the steep gradients there. A sensitivity analysis of the
mesh size is performed. Computed piloted ignition time remains unchanged,
when the above mesh sizes in the gas and solid phase are increased to 18 x 18
x 21 and 52 x 18 x 34, respectively for a cone irradiance of 40 kW m >
and moisture content of 0%.

Numerical results: The three-dimensional model that comprises of both
the wood pyrolysis and gas phase flaming combustion is applied to simulate
the piloted ignition and burning of wood in a cone calorimeter configuration.
A time step of 0.05 second is adopted. Physical properties and parameters that
are required for the governing equations are tabulated in Figure 4.4. The initial
temperature of the wood is set to 23°C, which corresponds to the standard
conditions of the cone calorimeter tests. The specimen thickness is 20 mm
and the emissivity of the surface of the wood is assumed to be 0.8 (Siegel
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Figure 4.26 The computational mesh for the gas phase and wood with the x-axis
along the direction of grains.

and Howell, 1992). Cone irradiances of 20, 40, 60, and 70 kWm 2,
corresponding to fires of different magnitudes, are imposed. In order to inves-
tigate the effects of moisture content of wood on piloted ignition and combus-
tion, initial moisture contents of 0%, 5%, and 10% are considered. During the
numerical simulations, the pilot, which is an electrical spark introduced at reg-
ular time intervals of 1 second in the cone calorimeter, has been introduced by
raising the temperature of the gas at the control volume located at the pilot
position to a temperature of 1000 K—a condition found to be sufficient for
ignition of the fuel. This heat source is initiated intermittently at regular time
intervals of 1 second until sustained flaming occurs. It was demonstrated that
the energy contributed by the small pilot spark in this three-dimensional model
causes no adverse effect on the piloted ignition time. Other temperature values
of 1200 K and 1500 K have been tested. The time to ignition is found to vary
within a range of 1 second at the irradiance 60 kWm 2. In order to limit the
undue heating effects on the computed ignition time, the value of 1000 K is
therefore selected.

Figure 4.27 shows the transient temperature evolution at the pilot position
of different irradiance levels and initial moisture contents. For dry wood (0%
initial moisture content), the ignition time for the irradiance level at 40 kWm >
occurs at 8 seconds of which burning is considered to be sustained after igni-
tion. For wet wood with 5% and 10% initial moisture content, flashing
(unsustained ignition) is seen to occur at 9 and 11 seconds. Here, the combus-
tion could not be sustained and the flame is subsequently extinguished within
2 to 3 seconds due to an insufficient supply of fuel from the wooden specimen.
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Figure 4.27 Transient temperature development at the pilot position with initial
moisture contents of 0%, 5%, and 10% for irradiance: (a) 20 kW m™2, (b) 40 kW
m~2, (¢) 60 kW m~2, and (d) 70 kW m~2.

The pilot is turned off when flashing begins but is initiated again once it ceases.
Sustained combustion is eventuated for both cases of moisture contents of
5% and 10%, at 15 and 20 seconds. Not surprisingly, the piloted ignition time
increases with moisture content. Similar trends are also observed with the
other investigations of wood with different irradiances from the conical heater
and various initial moisture contents. An increase in the initial moisture con-
tent of wood causes a lengthening of the pilot ignition time at any irradiance
level. Nevertheless, an increase in irradiance levels from the conical heater
results in a reduction of the ignition time.

Table 4.5 shows the comparison between the predicted piloted ignition times
and experimental results of Shields et al. (1993). During the experiments, the
wood specimens were pre-conditioned carefully in a controlled environment
of a temperature of 23°C and a relative humidity of 50% before pilot ignition
experiments were performed. Although the initial moisture contents of the
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Table 4.4 Physical properties of wood

Physical properties Value

pr (kg m™) 111.3

Cpw (K] kg ' K1) 14 +03T.
Cor (K] kg ' K1) 0.70 + 0.6 T,
Cpe (k] kg ' K1) 1.0+ 08 T.
Cpo (k] kg ' K1) 1.88

Cpm (k] kg ' K1) 4.19

A (Wm™t K™ 0.166 + 0.396 (p,/pu)
E, (k] mole™) 26.3

A, (s7h 0.54

AH, (k] kg™ 0

AH,, (k] kg™") 2260

E (k] mole™ ) 112.86
A(s™h 3.13 x 10°
AH (M] kg ™) -16.72

Note: H refers to the heat of combustion for the gas volatiles.

Table 4.5 Comparison of the computed pilot ignition times with the measured pilot
ignition times®.

Irradiance Computed pilot ignition time (s) Measured pilot ignition time (s)*

% Initial moisture content

(kW m~2) 0% 5% 10% Spark’ Gas*
20 18 30 73 306-405 145-437
40 8 15 20 19-34 20-29
60 5 11 14 6-12 6-11
70 4 9 12 4-11 6-12

*
Experimental ignition times for piloted ignitions of wood of a moisture content of 10% with an

electric spark or gas pilot flame, as reported by Shields et al. (1993).
Electric spark pilot source by means of high voltage across electrodes.
Gas pilot source by means of a small naked flame.

sample were not reported, the average initial moisture contents of samples in
this worked example are estimated to be 10%, according to the formula of
Skaar (1988). The predicted pilot ignition time is 20 seconds for the irradiance
40 kWm ™2, which is well within the range of experimentally determined pilot
ignition times of 19-34 seconds and 20-29 seconds for spark and gas pilot
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ignition sources, respectively. For the irradiance of 60 kWm ™2, the predicted
pilot ignition time is 14 seconds, and it appears to be just marginally out of
the range of the reported values of 6-12 seconds and 6-11 seconds for spark
and gas pilot ignition source. At the irradiance 70 kWm 2, the predicted
pilot ignition time is ascertained to be 12 seconds, which is within the range
of 6-12 seconds for the gas pilot ignition source from the experiments.
However, the pilot ignition at irradiance of 20 kWm™? is predicted to be
73 seconds. This discrepancy is most probably attributed to the inadequacy
of a first order reaction to describe the gas combustion and the lack of con-
siderations of soot formation and gas radiant heat transfer in the gas phase
combustion model. Also, the volatile gases produced from the pyrolysis of
wood are assumed to contain pure fuel (100% combustible gas) with an
empirical chemical formula of CH,O. In a similar study by Tzeng and Atreya
(1991), the percentage of combustible gases was assumed to be as low as
20% of the total volatile gases produced in the pyrolysis, in order to improve
their predictions. This was especially found to be important when the irradi-
ance level was as low as 20 kWm 2. Although such an adjustment could
improve the predicted pilot ignition time, the transient values of the percent-
age of combustible gases cannot be verified through experiments, and is thus
considered to be artificial.

Owing to the axisymmetric nature of the solution, it is sufficient to only
illustrate the fluid flow and heat transfer on half of the cone calorimeter
configuration. Figures 4.28 illustrates the computed temperature contours
(on the left) and velocity vectors (on the right) for irradiance 40 kW m 2
with 10% initial moisture content, at 10 seconds time interval between
5 and 55 seconds. Similar observations are also found with the computed
results for the pilot ignition and combustion of wood, with different initial
moisture contents and irradiances of 20, 60, and 70 kWm 2.

A gradually developing fuel rich region above the wood is found, as the
temperature of wood increases during the period from 5 to 20 seconds. The
temperature and velocity distributions remain steady right up to 20 seconds.
Although flashing occurs between 11 and 13 seconds, the amount of heat gen-
erated within this short period is found to be unsustainable for combustion,
because of the buoyant flow having sufficient drag to transport the heat away.
Nevertheless, as the temperature increases at the wood surface, more fuel is
produced to replenish the burnt fuel at the pilot ignition location, and ignition
occurs at 20 seconds with sustainable combustion of the gas volatiles. The iso-
therms illustrate a central core of high temperatures above the wood, with the
highest computed temperature predicted at around 1900 K. This temperature
representing a zone of rapid combustion in the gas phase is much higher than
those found in the actual combustion of wood, because of the absence of
the gas radiant heat absorption and soot formation in the gas phase model.
The strong buoyancy due to the fire, increases the velocities at the central axial
region in the flow field, which are substantially higher values than those due to
the conical heater at the sides.
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Figure 4.28 Transient isotherms (left) and velocity vectors (right) for irradiance 40 kW
m~2 with an initial moisture content of 10% at (a) 5 seconds, (b) 15 seconds, (c) 25
seconds, (d) 35 seconds, (e€) 45 seconds, and (f) 55 seconds.

Figure 4.29 demonstrates the distributions of temperature, char fraction
pelpu, and moisture fraction p,,/p,, at various depths from 0.35 to 5.51 mm
below the surface at the center line of the wood at 40 kWm ™2 irradiance and
initial moisture content of 10%. Similar behaviors are also observed for initial
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Figure 4.29 Transient distributions at various depth below the surface at the center of
wood for irradiance 40 kW m 2 with initial moisture content of 10%: (a) Temperature,
(b) Char fraction p./p,,, and (c) Moisture fraction p,,/p,,.
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moisture content of 0% and 5%. At a depth of 0.35 mm (just below the
exposed surface of wood), the temperature increases continuously and gradu-
ally to a value of around 610 K. Shortly after piloted ignition and the develop-
ment of sustained combustion above the wood, a sudden jump of the
temperature is observed at around 12 seconds, which corresponds to the heat
being transferred downwards from the combustion zone to the wood. Similar
jumps of the temperature curves for the depth of 0.35 mm below the wood
surface are also observed after ignition when the temperature reaches around
610 K, which subsequently indicates sustained combustion developing above
the wood in the gas phase. For wet wood, there appears to be a distinct change
in the slopes of the curves corresponding to the depths of 0.35 to 3.28 mm, at
the points marked “x.” Before “x,” absorption of latent heat during evapora-
tion of moisture reduces the rate of rise of temperature. Unlike commonly
found vaporization processes at ambient conditions where the pressure is nor-
mally constant (at atmospheric pressure), the pressure inside the wood tends
to increase due to the accumulation of trapped vapor in wood, and the poor
permeability of the porous wood substrate while undergoing vaporization.
During the vaporization process, the temperature will still increase, albeit at
a slower rate than that for dry wood. The vaporization process generally
begins at 373 K and shortly terminates at around 420 K. After “x,” the rate
of rise of temperature is mainly increased due to the evaporation of the mois-
ture. Some evaporation is noticeable at 5.51 mm, as demonstrated by the slight
decrease of slope of the temperature curve. The computed temperatures at
40 kWm 2 irradiance with initial moisture contents of 5% and 10% agreed
qualitatively with the measured transient temperatures of Blackshear
and Kanury (1970), Lee and Diehl (1981), and Tran and White (1992). All
the transient temperature curves demonstrate a plateau occurring around
100°C—the evaporation of moisture in wood.

Conclusion: A 3-D mathematical model based on the non-orthogonal cur-
vilinear coordinate system to simulate the geometry and flow field within a
cone calorimeter, is demonstrated in this worked example. Predicted results
showing the transient thermal response and the combustion phenomenon of
the wood are shown to correspond closely to typically observed cone calorim-
eter experiments. The effects of initial moisture content on ignition time show
that higher initial moisture content delays ignition. Flashing ignitions are also
observed for wood with initial moisture contents of 5% and 10%. The
numerically predicted pilot ignition times over a range of external irradiance
fluxes from 20 kW m~2 to 70 kW m~2 and initial moisture contents of 0%,
5%, and 10%, are found to be in good agreement with experimental mea-
surements. However, the predicted pilot ignition results at irradiance
20 kWm 2 yield considerably lower than the experimentally reported values.
This discrepancy is most probably attributed to the inadequacy of a first
order reaction to describe the gas combustion and the lack of considerations
of soot formation and gas radiant heat transfer in the gas phase combustion
model.
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4.14 Worked Example on Fire Growth and Flame Spread
Over Combustible Wall Lining in a Single-Room
Compartment

Flame spread and fire over cellulosic materials occur when the burning region
supplies sufficient heat to the virgin solid to cause gasification. The application
of combined models of the solid phase pyrolysis of wet wood and gas phase
combustion, is demonstrated in this worked example to calculate the flame
spread over a vertical timber wall in a full-scale compartment.

Figure 4.30 shows the room built according to the ISO/DIS 9705 (1990)
standard, of which the flame spread experiment was performed. An untreated
Radiate pine, 2.44 m wide by 2.44 m tall, with a thickness of 19 mm was
placed at the back of the room. The sand-box propane burner served as the
ignition source and was located 0.3 m above the floor at the center of the bot-
tom edge of the timber wall. This was assumed to be flush with the floor level
in the computations. The experiment was conducted with a heat release output
from the burner of 40 kW for the first 5 minutes and later increased to 160 kW
for a further 15 minutes. These times have been chosen based on standard
experimental produces in the ISO/DIS 9705 (1990) standard. Development of
the fire was captured by a video camera located just outside the room and
near the doorway. The room was instrumented with Type K MIMS (Mineral
Insulated Metal Sheathed) thermocouples, with a 310 stainless steel sheath,
an outer diameter of 1.5 mm, and an unearthed junction.

Numerical features: for the solid phase, an energy conservation equation for
cellulosic fuel, which describes the heat transfer and heat balance due to

' Y
244 m Timber Wall /éa\
369m «
244 m \

\ <\ '6utflow
Neutral N

Propane .

Burner Plane L — i

Doorway //nflow

Figure 4.30 ISO/DIS 9705 (1990) standard room for fire tests.
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thermal conduction, convection of internal volatiles, and heat of pyrolysis, is
formulated. A single step first order reaction is assumed for the pyrolysis of
wood in which the active constituent undergoes pyrolysis to become combus-
tible volatiles. Thermal swelling, shrinkage, surface regression, and possible
surface oxidation reactions of the virgin wood and char are neglected. The tim-
ber wall is assumed to be dry. Volatiles and water vapor flow only toward the
heated surface, with no resistance to mass flow. The pressure is therefore
assumed to be constant. Based on the stated assumptions, the model equations
for the pyrolysis of wood are simplified to yield:

Virgin solid mass balance

dp E,
R, = 8: = —p,Apexp (— RuTs> (4.14.1)
Evaporation
ap E,,
R,=—tm— _ 5 A — 4.14.2

Energy balance

00, Com + p.Cps) T oT.\ o (,oT.\ o [, oT.

0
o “ox Ko | oy \ By ) Tas | M e
A(p,Cpy + p,Cpe) Ts
0P, Cpw + P Cpg) Ts R,AH, — R,AH,
Ox
Continuity (4.14.3)

Omy
Sy 4.14.4
Ox 4 ( )
om,
I _ R, 4.14.
Ee (4.14.5)

The pyrolysis mass flux m, and m, are obtained by integrating equations
(4.14.4) and (4.14.5), in other words,

my = J—dex (4.14.6)
0

m, = J—Rydx (4.14.7)
0
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Thermophysical properties such as the volumetric p;C,s and thermal conduc-
tivity k; of the pyrolyzing wood are assumed to vary linearly with char fraction
from the initial value of the virgin wood to that of the char such as represented
in equations (4.11.35) and (4.11.41), respectively. The final char density is
assumed to be known a priori.

For the gas phase, the model for the turbulent diffusion flame consists of
the three-dimensional, Favre-averaged equations of transport for mass, momen-
tum, enthalpy, and scalar property, representing each chemical specie concentra-
tion is used. The governing equations in Cartesian coordinates are the same as
those listed for the Favre-averaged Navier-Stokes equations in Table 2.5 of
Chapter 2. Turbulence is handled via the standard k-¢ model (refer to equations
(2.11.8) and (2.11.9) derived in Chapter 2). The production of turbulence due to
buoyancy and the effect of thermal stratification of the turbulence dissipation
are also accounted as additional source terms in the turbulence model equations.

For the gas phase combustion, the rates of the combustion reactions in the
gas phase are determined by the minimum of the two values: the rate given
by the Arrhenius expression, and the eddy break-up rate due to the mixing
of the turbulent eddies containing intermittent species concentrations. Since
two gaseous fuels (i.e. the combustible volatiles G and propane fuel F) are
involved in the combustion, two single-step reactions are assumed:

Volatile gas

ve G—f—"EO2 — Products (CO, and H,0) (4.14.8)
Propane
”FF—&—“gOz — Products (CO; and H,0) (4.14.9)

where vg, v§, vi, and vE are the number of moles of the species involved
during the combustion reactions, which are competing reactions. The reaction
rates for the combustible volatiles can be written as

RG,chemiczzl =A exXp <_ R T) (pYG)a (pYO)b (41410)
& . o ?O

RG diffusion = CrP 7 Yr e o 4.14.11

G diff: Rpkrmn{ F (UgMo/VcMc)} ( )

Rg = min{RGA,chemicah RG,diffusion} (4.14.12)

while the reaction rates for the propane fuel are given by

E & \d ~ ’
Rrctemit = Aexp (- 27 ) (0¥ (oY)’ (414.13)
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& . g ?o
RE gittusion = Crp ~ Yp,———m——— 4.14.14
F.diff Rpkmm{ F (UgMO/UFMF)} ( )

Rp = min{RF,chemimla RF,diffusion} (41415)

where R¢ chemicats R6 diffusions and R represent the Arrhenius, eddy break-up, and
net reaction rates, while A’, E', ', and b’ are the pre-exponential constant, activa-
tion energy, and exponents for the combustible volatiles. Rgcpemicats REdiffusion, and
Rp A E,a,and b are the corresponding quantities or the propane fuel. Owing to the
involvement of two gaseous fuels, the source terms of the governing equations for
the conservation of species are modified, as shown in Table 4.6, conforms to the
generic form of equation (2.5.1) given in Chapter 2.

The specific enthalpy of the gas phase is re-defined to reflect the contribution
from the propane fuel as

T
h = J CodT + 96 YGAH + 7 YrAH (4.14.16)

Tref'

where AH and AH' are the heating values for the combustible volatiles
and propane and yg and v are the combustion efficiencies. Considering the
impurity of the fuels and incomplete combustion due to soot formation
(the supplemental model of soot is not employed in this worked example in
order to speed up the computations), the combustion efficiency y for the com-
bustible volatiles is taken to be 70% (Drysdale, 1986), while the combustion
efficiency yr for the propane fuel is assumed to be 80% (Luo and Beck,

Table 4.6 Transport equations for various species in the flow field.
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1994). The enthalpy equation is also modified by adding the contribution due
to radiation heat transfer, which has been achieved through the discrete ordi-
nates method (see Chapter 3).

Conservation equations in the solid phase and gas phase are coupled
through energy and mass balance at the interface of the vertical timber wall
according to

oT, 0T

~ 4
ox x0T 414.12
k@x k8x+8qd €01 ( )
) 5 3
pb é)xG = (mg +my)(Y6 = Yo sotia) (4.14.13)
pDZLL = (e m) Vs (4.14.14)
Ox
Y B
pDEL = (g m) Yo (4.14.15)
Ox
oY _
pD afcoz = (g + )Y co, (4.14.16)
) 5 ~
PD aI:CZO E (mg + MU)(YHZO - YHzO,SOlid) (41417>
T=T, pi=mg T=w=0 (4.14.18)

where g,,4is the incoming radiative flux at the interface, € is the wall emissivity,
and Y ¢ soiid + YH,050lid = 1. At the burner interface, temperature is specified
at the inlet fuel temperature recorded during the experiment (T4,;), while the
species concentrations are evaluated through the conservation of mass

pD% =mYg (4.14.12)
pDaa—i;F = my(YE = Ypropane) (4.14.13)
pD% =mYo (4.14.14)
pD%‘;OZ = m,Yco, (4.14.15)
pD mgy’zo = mp Y0 (4.14.16)

T= Tfueh po=my, u=w=>0 (4.14.18)



Further Considerations in Field Modeling 357

where Y,0pane is equivalent to 0.95 (95% of pure propane). The burner mass
flux m,, is pre-determined from experiments. At the walls, the no-slip condition
is imposed for the velocities. The normal derivatives of species concentrations
and the turbulent kinetic energy k are equated to zero, while the dissipation
rate € is evaluated from an empirical equation (see Chapter 2). The walls are
assumed to be adiabatic and their temperature is calculated using an energy
balance of the incoming and outgoing heat fluxes at the boundaries, including
radiation as well as convection. For the momentum, heat and mass fraction
fluxes to the wall, conventional logarithmic wall functions are used. At the
extended computational region, the boundary conditions require that the nor-
mal derivatives of the velocities and turbulent quantities are set to be zero and
the pressure is specified to be the atmospheric pressure. Temperature and spe-
cies concentrations are extrapolated from their upstream values for flow
exhausting to the surroundings, while for flow entering into the compartment,
quantities at ambient conditions are specified at the boundaries. Pressure is
specified at all times to be atmospheric pressure.

The non-uniform Cartesian grid distribution for the burn-room is shown in
Figure 4.31. Note that fine grid distribution in the vicinity of the timber wall
is required to resolve the active pyrolysis processes occurring at the surface.
There are 10 cells across the thickness of the timber wall, 48 cells along the
length, 28 cells along the width, and 25 cells along the height, giving a total
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Figure 4.31 Computational mesh for the burn-room.
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Figure 4.32 Temperature and velocity distribution immediately above the timber wall
surface at 45 seconds for 0% moisture content.

of 40600 cells. Because of symmetry, only half the room is modeled. The
solution domain is extended beyond the doorway where constant pressure
boundary conditions are applied on the boundaries of the external region.

Numerical results: Physical properties and parameters for pine can be found
in Tzeng and Atreya (1991), Di Blasi (1994a), and Yuen et al. (1995, 1997,
1998, and 2000). For propane, they are obtained from Westbrook and Dryer
(1981). The initial temperature of the air and all walls is set to 27°C.

Figures 4.32, 4.33, and 4.34 demonstrate the computed temperature and veloc-
ity distributions for 0% moisture content (dry wood) over a y-z plane located at x
= 0.029 m, at 45, 441, and 690 seconds. Owing to the symmetric nature of this
particular solution, it is sufficient to show only half of the elevation in the figures.
Upon the introduction of the propane flame at the initial stage, the timber wall
subsequently burns due to the intense localized radiation from the burner flame
promoting the pyrolysis of the virgin wood and causing the volatiles to emerge
from the wood surface. Combustion occurs above the wood surface due to the suf-
ficiently high temperatures in the vicinity when the volatiles and oxygen meet and
react. Radiation feedback from the flame to the wood surface causes further pyrol-
ysis of the virgin wood underneath the surface, and at neighboring locations at the
timber surface. This results in a rapid upward spread of flame within 45 seconds, as
indicated by the position of the flame front in Figure 4.32. The upward spread is
found to be the dominant behavior of the flame spread phenomenon in
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comparison to the horizontal spread, because of the buoyancy force dragging
the flames upward. However, the upward spread is impeded after 45 seconds as
convection and radiation heat losses to the ambient surrounding increase.

At 300 seconds, the heat output of the propane burner increasing to 160 kW
causes the fire to grow significantly. In Figure 4.33a, the upward spreading flame
has reached the ceiling and is deflected horizontally, forming a ceiling jet. This
jet then gives rise to a substantial increase of radiation and convection heat feed-
back to the unburnt timber underneath the ceiling causing the downward spread
of the flame, as in Figure 4.34a. As rapid upward spreading is progressively gain-
ing momentum, the horizontal spreads are also intensifying, as indicated by the
broadening of the burnt areas. Figure 4.35 shows the temperature and velocity

flame front

1250 g

725

375

AT =175K

velocity = 1.67 m/sec =—

Figure 4.35 Temperature and velocity distribution at symmetry plane occurring at
742.5 seconds for 0% moisture content.
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Figure 4.36 Mass fraction contours of (a) propane, (b) volatiles, and (c) oxygen
immediately above the timber wall surface at 441 seconds for 0% moisture content.

distribution in the symmetry plane z = 1.22 m at 742.5 seconds. The flames are
seen propagating away from the timber wall and covering the entire ceiling. In
addition, a tongue of flame is observed escaping from the room through the
doorway, which confirms the condition of flashover.

Figures 4.36 and 4.37 present the mass fractions of propane, volatiles, and
oxygen at 441 and 690 seconds. Propane fuel is present only in the immediate
vicinity of the propane burner, as shown by the mass fraction plots in
Figures 4.36a and 4.37a. Although the propane burner has been introduced
to ignite the timber wall, it has no significant influence on the flame spread
behavior. The evolution of the combustible volatiles when the burner output
is at 160 kW is clearly evident in contributing much of the burning, especially
for the development of fire spreading at the upper layer below the ceiling.
This can be best illustrated by the mass fraction contours of the volatiles in
Figures 4.6 and 4.37b. At 441 seconds, a volatile region is developed and
reaches the ceiling forming a thin layer of fuel just below the ceiling. More com-
bustible volatiles are subsequently produced, and the enlargement of a pocket of
fuel at the top corner between the ceiling and side wall at 690 seconds leads to a
large fuel rich region and the occurrence of flashover at 742.5 seconds.

Figures 4.38 and 4.39 depict the video images taken during the experiment
at 272, 441, 841, and 887 seconds. The flames stayed steady above the burner
and had not reached the ceiling at 272 seconds. At 441 seconds, with the
increased heat output of the propane burner from 40 kW to 160 kW, the
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Figure 4.37 Mass fraction contours of (a) propane, (b) volatiles, and (c) oxygen
immediately above the timber wall surface at 690 seconds for 0% moisture content.

flames propagated upward reaching the ceiling in a very short time, as shown
in Figure 4.39b. The computed flame structure shown in Figure 4.33a corre-
sponds extremely well to the experimentally observed shape. In Figure 4.39,
the video images show the onset and occurrence of flashover at 841 and 887
seconds. The computations, however, predict an earlier time of 742.5 seconds
in reaching this condition. This discrepancy could be possibly due to the
neglect of moisture content in the wood pyrolysis model. In reality, there is
always a small percentage of moisture that is present in the timber wall. Fur-
ther computer simulation with an assumption of moisture content of 5%,
results in flashover occurring at 930 seconds, which is closer to the experimen-
tal observation as shown in Figure 4.39. It should be noted that the consider-
ation of moisture in the wood model only delays the flame spreading, but
does not significantly alter the overall fire growth and development over the
vertical timber wall in the room, such as already predicted during the dry wood
computations. On another computer simulation with an assumption of 10%
moisture content, an interesting situation is revealed whereby the flashover
condition could not be attained. This actually corresponds to similar observa-
tions in experiments that have been conducted in humid conditions, and is
believed to be due to the high level of absorbed moisture present in the timber.

Conclusion: A mathematical model coupling the three-dimensional wood
pyrolysis model with the three-dimensional gas phase field model successfully
computes the characteristics of the flame spread and combustion phenomenon
over a vertical timber wall in a room. The predicted development of the flame
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Figure 4.38 Video images of flame structures at (a) 272 and (b) 441 seconds.

spread and fire structure over the timber wall corresponds very well to the
experimental observations. With the assumption of 5% moisture content in
the wood, the time to flashover is closer to the particular experiment described
in the worked example. The consideration of 10% moisture content in the
timber does not result in the occurrence of flashover.

4.15 Summary

A three-dimensional mathematical model for the pyrolysis of wet wood is pre-
sented, which includes detailed considerations of the evaporation of moisture,
anisotropic and variable properties, and pressure-driven internal convection of
gases in wood. Although a single first-order Arrhenius reaction is generally
used for computational simplicity, multiple competing reactions for up to six
constituents have been formulated in the developed model. It has been
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Figure 4.39 Video images of flame structures at (a) 841 and (b) 887 seconds.

demonstrated through the worked examples that the current three-dimensional
model for pyrolysis of wet wood coupled with the gas phase combustion can be
applied to adequately describe the sophisticated chemical and physical pro-
cesses associated with the pyrolysis process in the cone calorimeter environ-
ment, and the flame spreading behavior over a combustible lining leading
toward the occurrence of flashover in a full-scale enclosure. In general, the
predicted results obtained from the coupled gas phase and solid phase models
correspond very well to the experimental measurements and observations.

Review Questions

4.1. Soot is produced in most practical fires. Why?

4.2. How can soot be identified in non-premixed flames?

4.3. What is the principal mechanism for the radiative heat loss in fires?
4.4. What do smoke particles generally consist of?
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4.5. In compartment fires, the consideration of particulate smoke is important.
Why?

4.6. How is soot considered and incorporated in the field modeling approach?

4.7. What are the essential physical processes in soot formation and oxidation in
formulating the soot model?

4.8. What is the typical soot precursor mainly responsible for the growth of soot
particles?

4.9. What are the common approaches in the modeling of soot? Explain the advan-
tages and disadvantages of each modeling approach.

4.10. The population balance concept represents another possible consideration in
the predictive treatment of the soot process. What is population balance?
How can it be feasibly used with the CFD-based fire model?

4.11. Explain the difference between homogeneous and heterogeneous soot
formation.

4.12. Describe the pyrolysis process. Why is the advantage of considering pyrolysis
in field modeling?

4.13. What standard experimental apparatus that can be used to measure the mass-
loss rates, heat-release rates, and so forth for a solid combustible material?

4.14. The physico-chemical processes of pyrolysis of wood are due to different
major constituents. What are they?

4.15. Describe the characteristics of the burning of wood in air.

4.16. On a phenomenological understanding of the pyrolysis process, what are the
general reactions involved in the pyrolysis and combustion of wood? Compare
with the pyrolysis and combustion of cellulose.

4.17. What are the three important properties of wood that significantly influence
the combustion and heat release characteristics?

4.18. In the wood pyrolysis model, what are the governing equations? How is the
flow of pyrolysis volatile gas, water vapor, and dry air considered?

4.19. Appropriate source terms are usually formulated in the governing equations to
adequately describe the pyrolysis process. What are they and how are they
treated in the wood pyrolysis model?

4.20. Thermophysical properties are required in the wood pyrolysis model.
What are they and why are they important?

4.21. When can a one-dimensional model for the mass transfer be applied when
considering pyrolysis in field modeling?

4.22. Pyrolysis is mainly attributed by the surface activities occurring between the
solid and gas phases. In order to obtain accurate results, what is the most
important consideration when accounting pyrolysis in field modeling?




5 Advance Technique in Field
Modeling

Abstract

The prospect of faster and more powerful digital computers, as well as the ever-
increasing development of efficient numerical algorithms, has made it possible to fea-
sibly handle practical fires of technical relevance through more direct considerations.
This chapter focuses on the description of the large eddy simulation of fires. Essen-
tially, the concept centers on characterizing the turbulent reacting flow by solving
the macroscopic large-scale motion through the governing equations of fluid mechan-
ics, while the microscopic small-scale motion is approximated via appropriate
models. Subgrid scale modeling of the microscopic flow processes is described, with
special emphasis on a range of explicit models, the effects of subgrid fluctuations on
the chemical beat release rate, and appropriate radiation and soot modeling for
large eddy simulation of turbulent fires.

5.1 Next Stages of Development and Application

In field modeling, the difficulties associated with the analyses of fire-related
phenomena stem from the wide range of length and time scales that exist
within the turbulent reacting flow. Firstly, the combustion zone above the fuel
source is a region where the local mixing of gasified fuel and air reacts to pro-
duce combustion products associated with the release of chemical energy and
emission of radiant energy. These processes, considered to be microscopic in
nature, can occur on length scales ranging from a fraction of a millimeter to
a few centimeters. Secondly, the combustion zone represents a source of buoy-
ancy, which induces large-scale mixing of the air and combustion products,
forming a plume, which can prevail as an organized structure over length scales
covering meters or tens of kilometers, depending on the fire scenario of inter-
est. This refers to the macroscopic description of the fire dynamics. In compart-
ment fires, this plume, in turn, acts as a giant pump that generates a flow
pattern throughout the entire structure housing the indoor fire.

Subject to the availability of computing power and resources, much effort
have been invested in the formulation of appropriate sub-models describing
combustion, radiation, soot production, and pyrolysis, in order to dramatically
increase the sophistication of modeling the fire dynamics. To reduce the
computational effort to acceptable levels, the use of the so-called Favre-Averaged
Navier-Stokes (FANS) approach is adopted to primarily dispense with the notion
of resolving the temporal behavior due to the averaging process performed on the
governing equations. As illustrated through the worked examples in previous
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chapters, good qualitative and quantitative agreement against experimental
measured profiles as investigated in different compartment fire configurations,
have been obtained. Within a limited class of turbulent reacting flows, the use
of the conventional field models via k-¢ representations of turbulence and
appropriate sub-models, have clearly illustrated the feasibility of attaining use-
ful numerical results. No doubt that the development of the FANS approach
coupled with these complex sub-models have contributed immensely to the
advancement of field modeling in fire engineering.

In anticipation of the ever-increasing power of digital computers and the
development of quicker numerical algorithms, there is nonetheless a shift in focus
and a greater emphasis being placed in fostering the next stages of development
and application of fire models, in resolving the turbulent reacting flows of tech-
nical relevance by more direct means. Specifically, this involves the ability of
calculating the fluid flow and combustion at sufficiently high enough spatial
and temporal resolution subject to the availability of computational resources.
In CFD, the most accurate approach to turbulence simulation is to solve directly
the governing transport equations, without undertaking any averaging or
approximation other than the consideration of appropriate numerical discretisa-
tions performed on them. Commonly known as the direct numerical simulation
(DNS), this approach requires all significant turbulent structures to be ade-
quately captured or fully resolved. This means that the domain of which the com-
putation is to be carried out requires resolution of the largest as well as the
smallest turbulent eddies. The computational resources required are obviously
much larger that those associated with the FANS approach. Indeed, they tend
to preclude simulations of many fires except for small-scale flames. Alternatively,
consider another approach where the structure of turbulent flow is now viewed
as distinct transport of large- and small-scale motions. On this basis, the large-
scale motion that governs the mixing of gases is directly simulated on as fine a
scale as the underlying computational grid will allow; the small-scale motion is
modeled accordingly. Since the large-scale motion is generally much more ener-
getic and by far the most effective transporters of the conserved properties than
the small-scale ones, such an approach, recognized as the large eddy simulation
(LES), which treats the large eddies exactly but approximates the small eddies,
makes perfect sense. Computationally, LES is still regarded to be considerably
more expensive than FANS, but much less costly than that of DNS. A schematic
drawing highlighting the trade-off between the computational effort and the
modeling complexity of different approaches, is shown in Figure 5.1. For FANS
calculations, it is noted that all physical processes that occur at length scales
larger than the integral length scale (Af > [) are captured by the averaged trans-
port equations and can thus be solved directly, whereas those occurring length
scales at smaller than the threshold length scale (Af < ) require modeling—
additional Reynolds and scalar stress terms appearing within the averaged
equations. For DNS, no modeling is introduced due to the requirement where
the numerical calculations are performed on the threshold length scale smaller
than the Kolmogorov length scale (Af < 7).
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Figure 5.1 A representation of the trade-off between the computational effort and the
modeling complexity of different approaches.

Numerical results obtained from a DNS or LES simulation, generally contain
very detailed information about the flow. They have the capacity of attaining
increasing realism (complexity and Reynolds numbers) by an accurate realiza-
tion of the flow structure encapsulating the broad range of length and time
scales that exists within. Because of the wealth of information, DNS and LES
can provide a qualitative understanding of the flow physics, and construct a
quantitative model thereby allowing other similar flows to be computed. They
may also assist in some cases, to improve the performance of currently applied
turbulence models in practice. The alternative approaches to handling turbu-
lence via the DNS and LES are described in the next section.

5.2 Alternative Approach to Handling Turbulence

5.2.1 Direct Numerical Simulation (DNS)

DN refers to computations where all relevant spatial and temporal scales are
adequately resolved for the given application. In order to obtain a valid simu-
lation, all the range of length scales including the smallest scales must be
accommodated from which the viscosity is active. It is therefore imperative
to capture all of the kinetic energy dissipation within the turbulent flow.
DNS requires calculations to be carried out at length scales smaller than the
Kolmogorov length scales (see Figure 5.1). From dimensional analysis, assuming



370 Computational Fluid Dynamics in Fire Engineering

dependence only upon viscosity v and dissipation rate of kinetic energy e,
estimates for the so-called Kolmogorov micro-scale of length 1 as well as the
Kolmogorov micro-scales of time 7 and velocity v can be obtained as

()" 521

e (g)”z (5.2.2)
v = (ve)"/* (5.2.3)

The Reynolds number (Re;) at the micro-scale level (nv/v) is equivalent to unity,
which indicates that the small-scale motion is rather viscous. On the basis of
the integral length scale / and the characteristic root mean square value of
the fluctuations u, the dissipation scales in the same way as production—that
is, #°/1. It can therefore be shown that the relations between the smallest and
largest scales (Tennekes and Lumley, 1976) can be expressed according to

? = (ul/v) /" = Re (5.2.4)
; = (ul/v) V> = Re] 2 (5.2.5)
2 = (ulfv)"V/* = Rej 4 (5.2.6)

As the Reynolds number increases, the gap between the smallest and largest
length scales widens. The expression in equation (5.2.4) also represents the
ratio of the number of grid points in one dimension, such that the number of
grid points in three-dimensional DNS scales according to Re). If the total
computational time is assumed to be proportional to the total number of grid
points (N) and the number of time steps, the computational cost scales propor-
tional to Re;.

The system of equations to be solved is exactly those formulated in Table 2.1,
for the flow of a compressible Newtonian fluid in Cartesian coordinates under
laminar conditions. DNS of turbulent flow takes this set of transport equations
as a starting point and develops a transient solution on sufficiently fine mesh
and small time steps to resolve the smallest turbulent eddies and the quickest
fluctuations. In the area of combustion, DNS has provided significant funda-
mental insights into both non-premixed (Vervisch and Poinsot, 1998) and pre-
mixed flames (Bray and Cant, 1991). Luo (2005) has studied a fire-related
phenomena concerning the dynamics of a free-standing buoyant diffusion
flames from rectangular, square, and round fuel sources using a high-order
DNS methodology based on the transport equation for variable-density and
single step finite-rate Arrhenius chemistry. It is worthwhile to expound the
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many numerical issues in DNS that usually require special treatment. Some spe-
cific requirements in carrying out this type of computation are provided below.

Spatial and Temporal Resolutions

The main key issue that typically dictates any DNS simulations, is the mesh or
spatial resolution within the flow domain. From the preceding, it is noted that
DNS requires the requirement of N Re?/ * to resolve the largest geometrical
structures at one end of the spectrum, and the finest turbulence scales at the
other end. For a Reynolds number of 10000, the simulation would require in
the order of 1000 grid points along each coordinate direction. Detailed grid
refinement studies performed by Moin and Mahesh (1998) have shown that
such requirement may be relaxed since most of the dissipation occurs at scales
that are substantially larger than that of the Kolmogorov length scale, about 57
—157. The number of grid points can be reduced so long as the bulk dissipation
process is adequately represented; a reduction by a factor of 100 is possible
without significant loss of accuracy. Treating the DNS studies of Luo (2005)
as a guide to typical mesh systems that are to be sensibly utilized for fire-
related problems, a mesh density of 192 x 192 x 288 was used to resolve
the computational domain for the cases having round and square fire source,
while a finer mesh density of 256 x 256 x 384 was employed for the case of
a rectangular fire source. The flow Reynolds number of 1000 was recorded
at the inlet, and increased up to 6185 downstream due to buoyancy accelera-
tion. In order to aptly represent the bulk dissipation process, the simulation
would require at least 150 grid points along each co-ordinate direction. It is
evidently clear that the mesh densities adopted for the three cases adequately
resolve all the relevant scales occurring within the turbulent reacting flow.

Another key issue is the need for accurate temporal resolution. In general,
DNS requires an accurate time history. Since a wide range of time scales is
experienced, the system of equations is inherently stiff and small time steps
are inadvertently adopted in order to better accommodate all the relevant
scales of turbulent motion and combustion. A special note is given on the
strong influence of time step size on small-scale amplitude and phase error that
has been addressed by Moin and Mahesh (1998).

Spatial and Temporal Discretisations

For DNS calculations adopting the finite difference approach, the importance
of employing an energy conservative spatial differencing scheme is imperative.
Unlike in FANS calculations where low-order upwind differencing schemes are
commonly advocated, high-order diffusion-free central differencing schemes
are used instead in many DNS simulations, to approximate the gradients in
the governing equations. In Figure 5.2, the modified wave numbers of the
second-, fourth-, and sixth-order central differences are presented as a function
of the wave number for the first order derivative approximation. If the grid
is sufficiently dense, only the coefficients of the small wave numbers are of
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Figure 5.2 Plot of modified wave number against wave number for first order
derivative approximations using second, fourth, and sixth order central differences
with reference to the exact differentiation.

(Adapted after Lele, 1992.)

significance; accurate results can thus be expected. However, the departure
from the exact differentiation establishes at a higher wave number as the order
of the schemes increases. Luo (2005) has used a sixth-order finite difference
approximation for the spatial discretisation in his DNS calculations. Note that
central differencing schemes are inherently unstable unless high spatial resolu-
tions and small temporal resolutions are duly exercised. Rai and Moin (1991)
have, however, employed the fifth-order upwind-biased scheme to their DNS
calculations of a channel flow, and they have found that it was capable of
yielding good agreement of the first- and second-order statistics of the flow
characteristics. The high-order accurate upwind-biased scheme has a number
of favorable features. It is stable and represents a good candidate for direct
simulations of turbulent flows with complex geometries. Nevertheless, the
presence of false diffusion, which is prevalent in all upwind differencing
schemes, may still limit the extensive application of this scheme if the mesh
resolution is not sufficiently fine.

In order to attain an accurate realization of the turbulent flow across a broad
spectrum of time and length scales, DNS also requires the implementation of
suitable time-marching methods. Because of the need for complete time resolu-
tion to aptly describe the energy dissipation process, explicit methods based on
strict Courant-Friedrich-Levy (CFL) requirements are preferred in most simula-
tions, instead of implicit time advancement and large time steps that are
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routinely used in FANS calculations. The most commonly used time-marching
methods are the second order Adams-Bashforth and the third or fourth order
Runge Kutta methods. The former method will be described in more detail in
Section 5.4. Luo (1997) has employed the latter method to fully describe the
transient flaming characteristics. More details on the numerical implementa-
tion of the third or fourth order Runge Kutta method can be found in Rai
and Moin (1991). In practice, this method allows a larger time step to be
adopted for the same order of accuracy to be achieved and thus marginally
compensate for the increased amount of computations that are experienced
during the numerical calculations.

Initial and Boundary Conditions

In comparison to FANS computations, DNS requires all details of the three-
dimensional velocity field including the complete velocity field on a plane (or
surface) for the inflow conditions of a turbulent flow at each time step. Owing
to the low Froude numbers that are experienced in buoyant fires, it is rather
common to prescribe laminar boundary conditions where the inlet velocity
and temperature are not subjected to any external perturbations in order to
eliminate the need to initiate arbitrarily specified inflow disturbances that
could impair the downstream flow and thermal characteristics. At outflow
boundaries, it is important that boundary conditions that prevent the pressure
waves to be reflected off these boundaries and back into the interior of the
domain are imposed. The so-called convective boundary condition can be
derived from

0 0
a—(f + (u,— a—f]) nj = 0 (527)

where #; is the unit vector normal to the boundary. Concerning open bound-
aries, the traction-free boundary condition as described by Gresho (1991a,
1991b) is adopted:

0jj'n; = 0 (5.2.8)

where o; is the stress tensor given by o;; = —pd;; + v (Ou;/ 9x;+0u;/0x;) and v is
the kinematic viscosity. This particular boundary condition allows the entrain-
ment of the ambient fluid to be realized into the flow region of interest
(Boersma et al., 1998). At solid walls, the boundary conditions follow the
description as highlighted in Section 2.6. It is nevertheless noted that certain
boundary conditions that are applicable in FANS are unsuitable for DNS such
as the symmetry boundary condition.

Setting appropriate initial conditions are problematic in DNS, since the ini-
tial state is usually not known a priori for different geometry configurations
and conditions in fire dynamics. It is customary to assume that the initial state
takes upon an environment at ambient conditions with a quiescent velocity
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field being essentially zero. In spite of all attempts to prescribe the initial con-
ditions to be as realistic as possible, a DNS simulation should be allowed to
take its course for some lengths of time in order that the fluid flow and heat
transfer develop with the correct characteristics of the fluid flow. Initially, the
fluctuating quantity may reveal some systematic decreasing or increasing
trends, but when the flame is fully developed, the value will exhibit sensible
statistical fluctuations with time. At later stages of the fire simulations, statis-
tical averaging over time can be performed on the transient results to obtain
the mean and fluctuating characteristics of the velocity components, tempera-
ture, chemical species, and other variables of interest.

5.2.2 Large Eddy Simulation (LES)

The basic idea behind large eddy simulation (LES) is that the turbulent eddies
that account for most of the mixing or large scale motion are large enough to
be calculated with sufficient accuracy from the equations of fluid mechanics.
The hope is that the small-scale eddy motion is approximated by some appro-
priate models, which must be ultimately justified by appeal to experiments.
The establishment of the LES method has its roots in the prediction of atmo-
spheric flows since the 1960s and recently in fire engineering, the development
of the fire dynamics simulator (FDS) computer code by NIST, which is increas-
ingly being adopted for practical engineering investigations of fires.

In LES, the governing equations are formally derived by applying a filtering
operation, which proceeds according to

1) = j¢<x;,t>c<| Y (52.9)
A

where G is a filter function. The most common localized filter functions
and their corresponding Fourier transform pairs, are represented in Table 5.1.

Table 5.1 Filters G(| x; — x/ |) and their Fourier transform G(k).

Filter Filter Function G(| x; — x/ |) Fourier Transform G(k)
1 A
— for|x;—x'|<= in (4
Top Hat ={A [ i | 2 sm( 2 )
Ak
2

Gaussian

Fourier Cut-Off

0 otherwise

exp (~ 48°)

_J1lifk<k.
1 0 otherwise
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Figure 5.3 Filter function in the physical space and the corresponding Fourier
transform presented in the wave number space.

Figure 5.3 represents the graphical representations of the filters in physical
space and wave space. As observed, the top hat and Gaussian filters, which
are straightforward to implement in the finite volume implementation and
finite difference method, do not completely eliminate the component with the



376 Computational Fluid Dynamics in Fire Engineering

wave number greater than the cut-off wave number k.. The components of k.
are also subsequently damped. On the other hand, the Fourier cut-off filter is
ideal in the wave number spaces, but its operational length is infinitely long
in the physical space. In spectral calculations (i.e., Fourier series to describe
the flow variables), the finite number of modes automatically defines the cut-
off filter and the method is attractive from the viewpoint of separating the
large and small eddies. LES is usually conducted so that a finite computational
mesh with the truncation error from the numerical discretisation of the flow
equations is considered as the filtering operator. The advantage of this
approach is that no explicit filtering operation is required. Nonetheless, the
danger is that the truncation error at the smallest resolved scales, i.e. at the
highest wave numbers, can be substantially large. Although explicit filters
can be employed to remove these errors, mesh refinement has shown to signifi-
cantly improve the numerical results at a much faster rate. In essence, a denser
grid without imposing any explicit filtering produces better results albeit the
smallest scales are influenced by the numerical error. This error is removed
to the high wave numbers, whose contribution to the results is apparently
small. Within the finite volume method, it is rather sensible to consider the fil-
ter width to be of the same order as the grid size. In three-dimensional compu-
tations with grid cells of different grid sizes along the Cartesian coordinate
directions, the filter width is often taken to be the cube root of the grid volume

A = /AxAyAz (5.2.11)

In a rough sense, the flow eddies larger than the filter width are considered to
be large eddies, while eddies smaller than the filter width are small eddies
requiring modeling.

The Favre-averaging is applied here in a similar way as in deriving the FANS
equations, which is given by

d(xit) = ”‘/’(;;’t) (5.2.12)

The instantaneous property ¢(x},t) may now be written according to

¢(x;’7 t) = (7)(96;” 1)+ (b”(x;" t) (5.2.13)

where ¢(x/,t) represents the filtered or resolvable component (essentially a
local average of the complete field) and ¢” (x/, #) is the subgrid scale component
that accounts for unresolved spatial variations at a length smaller than the
filter width A. When filtering is performed on the governing equations, the Fil-
tered Favre-Averaged Navier-Stokes can be expressed in compact form, as
represented in Table 5.2. The quantities 7, g;, and s; as indicated, represent
the unknown subgrid scale correlations, which require closure models.
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Table 5.2 Filtered Favre-Averaged Navier-Stokes equations in Cartesian coordinates.

Favre-Averaged Mass

op 0 ,__ .
E—&-a—xi(pu,) =0 ;=123

Favre-Averaged Momentum

9 i) + 2 (i) = ~ 21— O\ o~ gy | +3
Bt P T g ) T T g T g | L P ) T
’L','/'
where
_ ou; Ou; 2 Ow;
Ojj = 51"_ — : Py _151 .7 .:1a2a3
i P; #<8x,~+8x,v) 3M8x,~ / hi

Favre-Averaged Enthalpy

— | puih — pish | +3, j=1,2,3
Bx,» ————

o - 9 - a[kai;] d
qij

a(ﬂh)‘*‘a—xi(wi ):6_x, C,ox;

Favre-Averaged Scalar Property

o . 0 . o 001 o __ . _—
_ — ?) = — |pD 2| — — 5 — Dil: , -1.2
8t(p<p)+6x/_ (pujp) o, {p E)x,} o, pujp — pi;p | +8, j=1,2,3

Sii

Note: (uuzu3) = (u,v,w); (x7:22,%3) = (X..2)

Basic SGS Models

In LES, the small dissipative scales are not solved accurately. The prime objec-
tive of the subgrid scale (SGS) models is to represent the kinetic energy losses
due to the viscous forces and not attempt to produce the SGS stresses accu-
rately but rather only account for their effect in a statistical sense. Most
models are prescribed through the eddy-viscosity concept; it therefore shares
many similarities to that used in FANS modeling. Smagrorinsky (1963) sug-
gested that the Boussinesq hypothesis can be invoked to provide a good
description of the unresolved eddies of the resolved flow, since the smallest
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turbulent eddies are almost isotropic. For the unresolved SGS turbulent stresses
7, they are modeled accordingly as

_ . = 1
Tij = puin; — puu; = —Zﬂ%GSSi/ + g":kkéi/ (5.2.14)
< 1 On; Ou; 10n,
Si=3 (ax,- - ax,-> T30,

where 15 is the SGS eddy viscosity and S;; is the strain rate of the large-scale
or resolved field. The Smagorinsky-Lilly model assumes that the SGS eddy vis-
cosity can be described in terms of a length and a velocity scale. Taking the
length scale to be the filter width A, the velocity scale can be expressed as
the product of the length scale and the average strain rate of the resolved flow;
the SGS eddy viscosity takes the following dependency:

1595 =5C1A* | S | (5.2.15)

where C; is an empirical constant and | S |= \/25',-,5',-,». The stress tensor 74 in
equation (5.2.14) can be similarly modeled as

T = 2P CA? | S | (5.2.16)

Erlebacher et al. (1992) have found that 74, may be ignored for practical calcu-
lations since C, « Cj.

The Smagroinsky constant, Cs = 1/Cy, generally varies between 0.065 and
0.3, depending on the particular fluid flow problem. Difference in Cg is
attributed to the effect of the mean flow strain or shear. This gives an
indication whereby the behavior of the small eddies is not as universal as has
been surmised in the beginning. On a theoretical analysis of the decay rates
of isotropic turbulent eddies in the inertial subrange of the energy spectrum,
Lilly (1966, 1967) has, for example, obtained values of Cs between 0.17 and
0.21. After reviewing other works, Rogallo and Moin (1984) suggested values
between 0.19 and 0.24 across a range of grids and filter functions. Zhou et al.
(2001) have indicated that a little larger C, is more applicable for thermal
flows of which they have employed a value of 0.23 in their LES study. For open
buoyant fires with fully developed turbulence, the current authors have
employed a value of Cg equivalent to 0.2 with much success. In most internal
flow calculations, Cs = 0.1 — 0.13 is nonetheless commonly adopted in
practice, as suggested by Piomelli et al. (1988) and Scotti et al. (1993). Note
that there is a difference in the way the turbulent viscosity is evaluated
between the LES and FANS approaches. From equation (5.2.15), LES deter-
mines the turbulent viscosity directly from the filtered velocity field. In FANS,
by reference to equation (2.11.6) in Chapter 2, the turbulent viscosity is
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evaluated through the flow field containing two additionally derived variables,
which are the turbulent kinetic energy k and its rate of dissipation € values. In
regions close to the solid surfaces, the turbulent viscosity can be damped by
using a combination of mixing length minimum function and a viscosity damp-
ing function:

159% = pmin(ky, f,CsA)* | S | (5.2.17)
where k is the model constant equivalent to 0.42 and y is the distance closest to

the wall. The damping function f, can be set either according to van Driest
(1956) wall damping function

fu=1-exp(-y"/25) (52.18)

or formulated by Piomelli et al. (1987) as

fu = /1 — expl(—y*/25)7] (5.2.19)

The use of wall functions in LES has shown to be a successful recipe for
attached flow problems (Piomelli et al., 1989).

In addition to the Smagorinsky-Lilly model, other basic subgrid-viscosity
models such as the Structure Function model by Métais and Lesieur (1992)
and the Mixed Scale Model by Sagaut (1996), have also been proposed. In
the Structure Function model, the subgrid eddy viscosity is alternatively evalu-
ated according to

1595 = 5CyA\/Fa(A) (5.2.22)

where F, is the second-order structure function constructed with the filtered
velocity field

F2y(A) = [ppalii(x) —it(x +x)]*d%
, 2/3
= %Z<[ﬁ(x) —a(x+ Ax,-)]2 + [ia(x) — 1(x — Axi)]2> (AAxi)

(5.2.23)

In equation (5.2.23), the structure function F, has been approximated based
on a local statistical average of the square (filtered) velocity differences, with
the six immediately adjacent cells. A constant value of C, = 0.063 is prescribed
as suggested by Métais and Lesieur (1992). The Mixed Scale Model (MSM), as
proposed by Sagaut (1996), accounts for the contribution of the resolved field
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gradients, the kinetic energy of the highest resolved modes, and the cut-off
length scale A. The viscosity is defined as

G = pCsl i [PV () (5.2.24)

where @ is the vorticity of the resolved scales defined by @ = V x & = Curl(#)
and the quantity ¢ = % u,u} is the kinetic energy of the test field # = it —
which is extracted from the resolved velocity field through the application of
a test filter associated with the cut-off length scale A > A, usually taken as
A =2A. More discussions on the evaluation of the test flltered velocity u
will be expounded below. The value of the constant C3 according to Saguat
(1996) is 0.1.

The SGS enthalpy flux and scalar flux correlations, g;; and s;;, are modeled in
a manner similar to the SGS turbulence stresses by the standard gradient diffu-
sion hypothesis as

~ s < b
g = puh — pith = —pCyA* | 8| o= (5.2.20)
]

o - 0P
sij = P — pip = —pCuph* | S| 5= (5.2.21)
]

Diffusive coefficients C,, and C,4 are evaluated from C,, = C;/Pr3°® and
Cyp = C4/8c3%5 where C, denotes the constant Cy, C, or C3 and Pr°® and
Sc39S are the subgrid turbulent Prandtl and Schmidt numbers, respectively.

All the preceding models have been designed assuming that the simulated flow
is turbulent, fully developed, and isotropic, and therefore do not incorporate any
information related to an eventual departure of the simulated flow from these
assumptions. In order to obtain an automatic adaptation of the models for
inhomogeneous flows, simulations of engineering flows are more likely to be
based on the dynamic formulations of these models.

Dynamic SGS Models

One possible approach to develop a self-adaptive SGS model, is the dynamic
procedure proposed by Germano et al. (1991). This is based on the application
of two different filters. In addition to the grid filter G, a test filter G is applied.
The test filter width A is usually taken to be larger than the grid filter width A.
Defining the mass-weighted test filter operation by

(x;,2) = PO, ) (5.2.25)

<o
it

and applying the grid filter and subsequently the test filter on the instantaneous
Favre-averaged momentum, the following equation is attained:
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O i+ 2 ) = 2 (Foy - [ 2 2 2,005} O
gt P T g M) = = o \ PO T M ax T o ) T30k %) T w0

where the subtest stresses are given by

—

iy — piiy (5.2.27)

T,'/' =

b
b

If the test filter is now directly applied to the grid-filtered Favre-averaged
momentum in Table 5.2, the equation becomes

O i)+ o) = 2 oy — [ 2 D) 1 2, D5,
o ) g P = g \POT T M\ oy T ) T3 oy

0w oLy g
(9.96/' 8x,- i
(5.2.28)
with L;; and %;; given as
Lyj = —(pitsit; — pit;pit; ) (5.2.29)
ty = pikit; — pitipity [ (5.2.30)

On the basis of equations (5.2.27), (5.2.29), and (5.2.30), the Leonard term for
the Favre-filtered case L;; can be written as

Lj=T,— % (5.2.31)

In principal, the dynamic procedure can be applied to any of the basic SGS
models. Table 5.3 highlights the different filtered and subtest kernels of the
three models, as just described. Note that the test filtered strain rate tensor

Sij is given by

s 1 (0w ow\ 10,
Sij = 2 <8x,- + 8x,~> © 30x, i

and the quantity | § | is the contraction of the strain rate tensor at the test-level,

defined as
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S 1=\ 288:/5)@5:/5)

On the basis of these, the filtered and subtest stresses can thus be represented as

1
Tij — 3 Tkk0ij = Caby (5.2.32)
T,'/' - %Tkk(si/ = Cdoci,- (5'2'33)

where C, is a coefficient to be determined, which is associated with the respec-
tive model constants C;, C,, and Cj3 in the previous section. Substituting the
above stresses into equation (5.2.30) yields

1 —
Lij = 3 Luwdij = Ljj = Caoy — Cab (5.2.34)

For the enthalpy and scalar property, similar Leonard terms can also be derived
according to

L P

(5.2.35)

s T  Z= == = ~~2 .2 O0(pp/p B . O
L = —(p#jo —pitjpp/p) = —CappA" | S | (p%j/ph CooPA* | § | a_z
(5.2.36)

From equation (5.2.33), Lilly (1992) suggested a least-squares approach to
evaluate the local values of C,. By assuming that Cyis the same for both filter-
ing operations, the error

Table 5.3 Subgrid model kernels for the dynamics procedure.

Model B a;

Smagorinsky —Zf)Az | S | S,-,- —Zf)AZ | § | §,‘,‘

Structure Function —2pA\/F2(A)S; —2pA ﬁz([s)i,-

Mixed Scale —2p| @ |V2A32(g2)'4S; —2p| @ |12 Am(?]?)” 4§i;’
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ej = Lij — Caou + Cd/}ij (5.2.37)
is minimized by requiring de;e;/0C, = 0, which in turn gives

LIM;;
Cy=—
My My

(5.2.38)

in which M;; = o;; — Bﬁ. Diffusive coefficients C,;, and C,, can also be similarly
determined according to the procedure in equation (5.2.37). In order to speed
up computations, these coefficients could be explicitly determined based on the
available local values of C; without the recourse of the dynamic procedure by
the a priori specified subgrid turbulent Prandtl and Schmidt numbers. It is
noted that the numerator in equation (5.2.37) can attain both positive and neg-
ative values. This indicates that the model allows the possibility of accounting
the backscatter of the turbulent energy, which is the energy transferred from
the small eddies to the large eddies. Such occurrences are prevalent in real
flows, although the long time average energy transport is from the large eddies
to the small eddies. Nevertheless, a negative viscosity has a tendency of causing
severe numerical instability and the denominator may become zero, which
would make the constant C,; indeterminate. It is rather common that averaging
is performed to equation (5.2.35), in order to dampen large local fluctuations
either by performing plane-averaging along a homogeneous direction or
local-averaging over the test filter cell. In complex flows, an average over small
time interval is used instead.

The apparently ad hoc averaging, which recovers the statistical notion of
energy transfer from the resolved to the subgrid scales and removal of negative
eddy velocity, effectively stabilizes the dynamic model. However, this fact still
precludes the computation of a fully inhomogeneous flow. Ghosal et al. (1995)
removed the mathematical inconsistency by generalizing the least square
method into a constrained variational problem, consisting of the minimization
of the integral of the error over the entire domain, with the additional con-
straint that C; be non-negative. This led to a rigorous problem of solving the
Fredholm’s integral equation of the second kind, which requires the integral
to be iteratively solved using under-relaxation to improved convergence. The
cost is comparable to the Poisson equation for the pressure, and can be rather
expensive. Piomelli and Liu (1995), however, developed a simpler constrained
model where equation (5.2.33) is recast in the form

L% = Cqoi — C3f; (5.2.39)

where an estimate of the coefficient denoted by C is assumed to be known.
Equation (5.2.38) can be minimized locally by the following contraction:
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L2 — C*B, )
C, = M (5.2.40)

(xmn OC7’}’”’[

It is noted that the denominator in the preceding expression is positive definite.
Normally, the coefficient C; can be obtained by either the zeroth-order
approximation by taking the value at the previous time-step: C; = C%~! or
evaluated using a first-order approximation formulated in the form:

« _ (n—1 In — th1 n—1 n—2
Cy=Cy +t,,,1—t,,,2(cd Ci ).

The Lagrangian Dynamic model proposed by Meneveau et al. (1996) that
combines the features of statistical and local approaches, presents another
model formulation capable of handling inhomogeneous flows in complex
configurations. In a Lagrangian frame of reference, this model is derived by
minimizing the error incurred by considering the Germano identity along
fluid-particle trajectories. At a position x at time #, the trajectory of a fluid
particle for times # < # is given by

/

t

2(t)=x— J uz(t"),t")dt" (5.2.41)
t

The error in equation (5.2.40), written in terms of the Lagrangian description

to be minimized, becomes

eij(z, 1) = Li(z,t') — Ci(z,¢)Mji(z, 1) (5.2.42)

Note that the model coefficient C; (z, #) has been removed from the filter
operation, which is equivalent to the linearization operation used in the
Germano-Lilly procedure as above. This model coefficient to be used at time
¢ and position x, is now determined by minimizing the error over the trajectory
of the fluid particle. Defining the total error E, which is defined as the
weighted integral along the trajectories of the error proposed by Lilly

E = Jt i (z(t’), tl)eij (z(t'), t’) W(t—t)dt (5.2.43)

where W(¢ — #') is introduced to control the memory effect, the total error is
minimized with respect to C, by enforcing

‘ Oy (=), f o,
a—E:L ze,-,(z(t),t)’(Td)W(t—t)dt ~0 (5.2.44)
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Making use of equation (5.2.37), the model coefficient can be obtained as

Cy =1t (5.2.45)
]MM
where
Jim(x,t) = r L;iM;; (z(t’), t’) W(t—¢)dr (5.2.46)
Tam(x, 1) = Jt M;;M;; (Z(t'), t') W(t—¢)dr (5.2.47)

According to Meneveau et al. (1996), an exponential weighting of the form
W(t—-t)=T, 1exp[(t — 1)/ Ty in which Tj,, is the Lagrangain correlation
time, prov1des the distinct advantage whereby the integrals J;,; and [y are
solutions to the following transport equations:

Om - Om _ 1
o ok Tig

(LM = Jim) (5.2.48)

Owm | — Oum _ 1 o ar
ot U ox; Tlag(MzIMu Jam) (5.2.49)

Solving the preceding transport equations directly would undoubtedly increase
the computational expense in the context of LES. To alleviate the problem, a
simpler formulation based on discretising the preceding equations in time
should suffice, which results in

% (x) = Jim(x — W’At) 1 n+t nt

= LAA: Tlag ([L’/Ml/] ') = Ti (x)) (5.2.50)
() = T (e — A1) 1 "y i

- A = Tie ([MiiMii] (x) = i (x )) (5.2.51)

Positions x are coincident with the grid points of the simulation. The value of
Jim at the previous time step and at the upstream location x — %" At, can be
obtained through a multi-linear interpolation procedure. Equations (5.2.49)
and (5.2.50) can be re-arranged to yield

el (x) = a[LiMy)" ! (%) + (1 — a)]7 y(x — 7" At) (5.2.52)

(%) = alMMy]"" (x) + (1 — @)y (x — 7" At) (5.2.53)
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where

At/Tlag
_ 2.54
T ATy, (5.2.54)

On the basis of isotropic homogeneous turbulence, the correlation time is T,
can be estimated by

Tisg = 1'5AUZM]X/IM)71/8 (5.2.55)

which is significantly reduced in the high-shear regions where ], is large, and those
regions where the non-linear transfers are high—for example, for large J; .

In order to improve the prediction of intermittent phenomena, another pos-
sibility for achieving self-adaptive SGS models is to combine the basic SGS
models with a selection function. This selection function examines the struc-
tural properties of the test field # and turns off the SGS model when these
properties do not correspond to those expected from a fully turbulent field.
A turbulent velocity is expected to exist in practice, thereby requiring a SGS
model when the local angular fluctuation of the instantaneous vorticity is
higher than a given threshold 0,. The selection criterion will therefore depend
on the estimation of the angle 0 between the resolved vorticity and local aver-
age vorticity, computed by applying a test filter associated with the cut-off
length scale A > A. Instead of the Boolean selection function proposed (Leisuer
and Métais, 1996), which may pose serious problems in numerical calculations
because of its discontinuous nature, the modified continuous function is
adopted:

_J1 it 0> 0,
fo,(0) = {7(0)" otherwise (3.2.56)
in which the function 7 is given by
. tan*(0/2)
7(0)" = i (0.)2) (5.2.57)

and the exponent # in practice is taken to be equal to 2. According to Sagaut
(2006), the quantity tan® (6/2) can be estimated using the relation

2 2
_ _ 2—‘1-60[
U

Sv
S
Sv
S

2
2

tan*(0/2) = — (5.2.58)
+ w0 —w

So
ISk
Sv

+

where @' = @ — @. The selection function is used as a multiplicative factor to
the subgrid viscosity, leading to the definition of selective models:
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W% = i, 0)f, (000)) (5.2.59)

On the right-hand side, the subgrid viscosity can be ascertained by any of the
viscosity models aforementioned. In order to maintain the same average sub-
grid viscosity value over the entire fluid domain, a factor of 1.65 is multiplied
to the model coefficients that appear in equations (5.2.15), (5.2.22), and
(5.2.24). This factor has been evaluated on the basis of isotropic homogeneous
turbulence simulations. A threshold angle of 20° is usually taken for most prac-
tical calculations.

One-Equation SGS Models

An alternative strategy to the basic SGS models, is the adoption of ideas
already established in turbulence modeling within Chapter 2 to purposefully
develop a one-equation model, which uses a transport equation for the SGS
kinetic energy. On the basis of the Boussinesq hypothesis, the SGS viscosity
can be expressed in terms of the SGS kinetic energy ksgs as

§SGS = — 5CAVkscs (5.2.60)

where the constant C = 0.069 represents a theoretically value (Saguat, 2004).
Other values ranging between 0.04 and 1.0 have also been employed in a num-
ber of applications, as illustrated by Schmidt and Schumann (1989). A trans-
port equation to determine the distribution of kggs accounting the effects of
convection, diffusion, production, and destruction can be formulated as

o ,_ . o [_ Ok
+— (pitjksgs) = =— | PCurAV ksGs S

2 (kses)
PRSGS) B, ox; Ox; (5.2.61)

ot

+ Pkscs - Dkscs + Bkscs

where C,;. = C/oy, Py, is the regular production term, Dy is the destruction
term, and By is the production due to buoyancy. This is the LES equivalent of
a one-equation RANS turbulence model, such as the one employed in the two-
layer k-¢ model for the viscous-dominated near-wall region. Similar to the k-
equation, the production term Py is modeled according to

oi;

Pkscs = _Tifa
]

(5.2.62)



388 Computational Fluid Dynamics in Fire Engineering

The destruction term Dy is estimated based on the cut-off length scale A as

(5.2.63)

while the term By represents the production due to buoyancy, which can be
modeled according to the standard gradient diffusion hypothesis as

Bises = A\/ ksGs (a g,) (5.2.64)

where g; is the gravity vector. For the other constants, values of unity for the
coefficient C- as well as the turbulent Prandtl numbers o and o, are typically
adopted.

In the consideration for a self-adaptive version of the one-equation model,
the dynamic coefficient C can be ascertained by applying the Germano identity
to the subgrid model. The grid-filtered and test-filtered stresses can be
expressed as

1 ~

Tij — grkké,-,- = —-2pCAv/ kSGSSi/ (5.2.65)
1 a A 2

Ty — ngkéij = —2pCAVKS;; (5.2.66)

On the basis of the above stresses, the Leonard term is given by

L8 = —25CAVKS; +25CAV ksasSi (5.2.67)

The subgrid kinetic energy on the test level, K, can be evaluated either from the
algebraic relation

1
K = ksgs + ELii (5.2.68)

or a transport equation given by

K3/2
C p

d - 0 0
a (P ) ax (pufK) 8 (P kaA\/“ ) + PKTEST +BKTEST
]

%j N —’

Diyygr

(5.2.69)
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Adopting the dynamic procedure based on the standard least-squares approach
by Lilly (1992), assuming that C is the same for both filtering operations, the
dynamic coefficient can be determined in a similar fashion as

LiM;

C=—_ "7
2My My

(5.2.70)

where M;; :ﬁﬁx/fgi,'—ﬁA\/kgcggi,-. Assuming that the turbulent Prandtl
numbers o and ©, are known a priori, Davidson (1997) proposed that the
coefficient C+ can be estimated by equating the test-filtered production and
destruction terms in equation (5.2.60) with the production and destruction
terms in equation (5.2.68). In other words,

Pkscs - Dkscs = Pkyrsr — Dy

D 1 . _3n 1 -
Ppoes — Kc*ka/GS = Prypr — Z C*pK3/2
A > 1 — 3/2
ol = =7 (PKTEST = Ppy + ZpkaséS ) (5.2.71)

Following Piomelli and Liu (1993), the dynamic coefficient under the filter is
taken from the previous time level. To ensure numerical stability, a constant
value of C in space is used in the momentum equations as well as in other
transport equations throughout the whole computational domain. The con-
stant (C),,, is determined by requiring that the global production remains
the same throughout the entire domain—that is,

<2CA\/k—Sg;Si/Sii> = 2<C>xyz<A\/£;5;Sii‘§ii> (5.2.72)

xyz xyz

The basic idea is to represent all the local dynamic information through the
source terms of the transport equation for ksgs. This allows the effect of the
large fluctuations in the dynamic constant C to be effectively smoothed out,
which reduces or removes the need to restrict or limit the dynamic coefficient.
The spatial variation of C is included via the production term in the modeled
ksgs transport equation. Reverse energy transfer from the small eddies to large
eddies, which is known as the backscatter, is therefore accounted in an indirect
way. Although the effect is not fed directly back to the resolved flow, it influ-
ences the resolved flow via the kinetic subgrid energy. A negative production
reduces kggs, which subsequently influences the vicinity of the flow through
the convection and diffusion of kggs.
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Computational Issues

Various dynamic SGS models have been proposed, and it appears that the most
efficient ones are based on the resolved modes of the highest frequency. This
so-called test field is extracted from the resolved field through the application
of a low-pass filter, commonly known as the test filter. Examples from the preced-
ing are the Germano-Lilly dynamic procedure, based on the Germano relationship,
which links without any approximation of the SGS tensors associated with differ-
ent levels of filtering and some improved versions of the original structure func-
tion of Métais and Leisuer (1992), which involve the test field: the selective
function model, which includes a test on the topology of the vorticity of the test
field, and the filtered structure function model, which evaluates the model on the
test field. The application of discrete test filters with compact stensils based on
weighted averages, is attractive from the viewpoint of practical numerical calcu-
lations. Some common filters adopted in practice are described herein. Consider
the one-dimensional finite volume representation as depicted in Figure 5.4. On
the basis of applying the top hat test filter, the test field can be obtained from

$i = ijiﬁ(@dx (5.2.73)

The integration of the resolved field can be approximated by applying respec-
tively, the Trapezoidal rule and the Simpson rule. By taking A = 2A, the two
widely used three-point filters in the uniform one-dimensional case are

2 1 [A ~ ~ A - ~ 1 - - -
¢ = i {E(@w +¢;) + 5(4’;‘ +dia)| = Z((bifl +2¢; + ¢iv1)
-~

=2A
Trapezoidal rule

or

2 1 [A - ~ ~
¢ = A [3(@—1 +4¢; + +¢i+1):| =
n7e

(i1 + 4¢; + ¢;.1) Simpson rule

AN =

| ) P O | — x

i-1 i i+1
A ‘ A

Figure 5.4 Illustration of three-point filters in one dimension.
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These filters compute the average of the variable ¢ over the control volume cell
surrounding the point i.

The filtered field at the ith grid point ¢, that has been obtained through a
discrete filter can be formalized according to

. 1

¢; = Fo; = Z alg)wl (5.2.74)

=1

Preservation of the coefficients g is ensured under the condition

21: a=1 (5.2.75)

I=-1

For an extension to the three-dimensional case (see Figure 5.5), a multi-
dimensional filter F” (where p is the dimension of space) can be constructed
from one-dimensional filter F by two methods: construction by linear combina-
tion and construction by product. The first method consists of filtering each
direction in space independently, by the simultaneous use of each one-
dimensional filter of which the multi-dimensional filter F* can be written as

1N
FF=-%"F (5.2.76)

Figure 5.5 [Illustration of three-point filters in three dimensions.
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where F” is the one-dimensional filter defined in the ith space direction. At the
grid point (4, j, k), the test field for ¢ in three dimensions by applying the Tra-
pezoidal rule is evaluated as

d)sz F ¢z/k—3zal¢z+l

I=-1

—_

1 1 - . .
=313 (Dimt ik +20ijk + Pivrjn) + P (Pij1k +2¢ijp + Pijir )

1 - - .
+t32 (Bijh—1 +20;jp + ijri1)
1 - - 1~ -
D) (Pi1je +20ijp + Piv1jn) + R (Pi1je T2 + bis1r)
1 - - -
+ R (bi1je T20ijk + Pivajir)
(5.2.77)

The second method defines the multi-dimensional filter F” as the composi-
tion of one-dimensional filters applied in each space direction, which is equiv-
alent to a sequential application of the one-dimensional filter

4
F=][F (5.2.78)
=1
The test field for (551-77-7,(, applying the Trapezoidal rule, can thus be achieved by

~ 1 1 1
s -
Dije = Fbije = Z Z Z U AmAnPi (1 mkein

|=—1 m=—1 n=-1
1 - - -
(¢z 1k T 2¢z;k + ¢z+1;k) (qsi,;;l,/e +2¢; 0+ bij1r)

4>|~

(ijp1 T 20k + Pijrs1)

NN

X

1 - . . . . .
T (icajn 208 + Piv1jp)(Dicajn + 20k + Pivr k)
(031'71,7‘,/« + 2q~5i,i,k + &iﬂ,i,k)
(5.2.79)

Similar discrete representations using the Simpson rule could also be appropri-
ately formulated using the preceding two methods. On the basis of the elaborate
analyses performed by Sagaut and Grohens (1999) on discrete filters for LES,
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other more sophisticated approaches to extend the discrete filters based on the
equivalence class concept have been proposed, especially to better accommodate
curvilinear structured and unstructured meshes. Alternatively, discrete appro-
ximations of convolution filters, which are best fitted to the continuous filter in
a given sense, were also found to yield satisfactory results. Interested readers
are encouraged to refer to this literature for further material in this subject area.

The issues concerning the spatial and temporal resolutions and discretisa-
tions as well as the initial and boundary conditions governing LES, are not
different from those already discussed for the consideration of DNS. The
requirements of a high mesh density, diffusion-free discretisation schemes,
accurate temporal resolution, and efficient time-marching methods are just some
of the important pre-requisites in carrying out any LES calculations. Subject to
the availability of computational resources, there still remains the possibility of
the lack of sufficient resolution in fully capturing all the important associated
dynamics, especially at high wave numbers, which have not been filtered or mod-
eled. Accumulated numerical truncation errors have a tendency to overwhelm the
previous explicit SGS models, which in turn detracts from the original physics that
is intended to simulate. The monotone-integrated-large-eddy-simulation (MILES)
has been proposed to purposefully utilize the numerical truncation errors directly
by the use of implicit higher-order schemes that belong to the family of TVD algo-
rithms in Appendix A.2 in order to act as a SGS model instead of the widely devel-
oped explicit models. Interested readers are referred to Garnier et al. (1999),
Sagaut (2004), and Hahn and Drikakis (2005) for a greater understanding on
the background theory behind MILES and their applications in turbulent flow
simulations.

5.3 Favre-Averaged Navier-Stokes versus Large Eddy
Simulation

The inherent unsteady nature of LES suggests that the computational require-
ments are much larger than FANS. This is indeed the case when LES is com-
pared to those of two-equation models such as k-¢ and k-o. The ability to
better describe the fire dynamics via the consideration of appropriate sub-
models describing the combustion, radiation, soot production, and pyrolysis,
along with a classical turbulence model, has certainly provided the necessary
means of widening the scope of investigations toward handling more complex
fire processes such as flame spread, the interaction of water spray from sprink-
lers with fuel surfaces, and various other heat transfer mechanisms. Whereas
the inclusion of these important features in most instances limits the spatial res-
olution of the computational grid in the past, sufficiently more powerful com-
puters in the present are not only capable of performing such calculations with
even a higher mesh density but also with increasing level of sophistications
embedded within the sub-models. For most fire engineering purposes, details
of the turbulent fluctuations are generally not required, and information
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emphasizing on the mean flow should suffice to quantify the characteristics of
practical fires. In view of this, the FANS approach provides many advantages
as a viable design tool, especially the rather quick turnaround of numerical
results for numerous assessment and evaluation in fire-related problems with
low computational costs.

It can nevertheless be argued that conventional k-¢ models contain a number
of dependent constants, and it is unclear what the effects of these various con-
stants have on the numerical solution and what the solution actually repre-
sents for a variety of applications. Also, such models often include an
empirical description, which relies heavily on the level of turbulence prescribed
through the choice of turbulence models. In contrast, SGS models have fewer
constants, for example, the Smagorinsky-Lilly model contains only one con-
stant. Furthermore, the constants within these models may be dynamically
determined and consequently adapted to the changing flow dynamics, based
on the statistics of the resolved fluctuations. This represents a significant
advantage over FANS, as the LES approach to field modeling fire phenomena
seeks approximate solutions to the governing equations directly, and by consid-
ering convection, combustion, and thermal radiation in parallel, each is permit-
ted to evolve separately in its own length scale and time scale. This approach,
however, needs to be cultivated by the availability of ever-increasing power of
computers, which emphasizes high spatial resolution and faster numerical
algorithms. Impressive developments based on current-generation computers
are already in progress for the former, while some efficient flow solving techni-
ques developed throughout the years are readily applicable for the latter. Now-
adays, simulations involving in excess of a million grid cells, are not overly
difficult and fairly elaborate geometries can be considered without sacrificing
the spatial resolution.

In order to suitably adopt LES in field modeling, the equations describing the
transport of mass, momentum, and energy must be simplified so that they can
be efficiently solved for the range of fire problems of actual interest. In order to
better characterize fire-induced flows, the approximate form of the Navier-
Stokes equations are solved to describe the low speed motion of a gas driven
by chemical heat release and buoyancy. This approximation, which is essen-
tially the low Mach number assumption, involves the filtering of acoustic
waves while allowing for large variations in temperature and density. Adopting
a characteristically explicit time-marching predictor-corrector projection
method, and coupled with a fast direct solver, this rather efficient numerical
strategy establishes the basis of many LES fire simulations, primarily exempli-
fied by the fire dynamics simulator (FDS) computer code.

Similarly, the explicit predictor-corrector scheme based on the low-
Mach-number variable-density formulation of Knio et al. (1999) adapted from
Najm et al. (1998), has been demonstrated to be well suited for handling prac-
tical fires of which such a scheme can effectively handle the disparity of
broadly ranging flow and chemical scales that may exist in such fires. Its con-
struction is based on a two-stage predictor-corrector projection formulation;
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other similar variant methodologies such as those proposed by McMurtry et al.
(1986), Rutland et al. (1989), and Mahalingam et al. (1990) are also noted.
Feasible LES simulations, especially on the treatment of turbulent buoyant
fires, have been exemplified in our study carried out by ourselves and our
co-workers in Cheung et al. (2007). In buoyant flows, the effects of density
represent an integral part in buoyant fires. The most prevailing feature of this
time-marching scheme is the strong coupling between the density and fluid
flow equations through each stage of the predictor-corrector method, in order
to appropriately account for the large density variation within various zones of
the flame structure. To best handle non-premixed combustion, the combustion
model is implemented in a manner consistent with the mixture fraction-based
approach. Of particular difference against those adopted in FANS, is the for-
mulation of a local filtered chemical heat release rate, which is inserted into
the energy equation. Modeling of this term generally requires separate consid-
eration from the explicit filtering of the flow field, since the chemical reactions
for infinitely fast combustion take place within the unresolved small scales.
Elaborate potential additions through the inclusion of appropriate models for
radiation and soot, are also becoming more prevalent in recent LES fire
simulations due to increasing computing power. More descriptions of the
appropriate numerical algorithms and models in the context of LES are
detailed in the next section.

5.4 Formulation of Numerical Algorithm

5.4.1 Explicit Predictor-Corrector Scheme

Consider a weakly incompressible or thermal expandable ideal gas driven by
chemical heat release as well as radiation heat exchange for buoyant fires.
The filtered Favre-averaged conservation equations of mass, momentum, and
energy governing the motion of the fluid in a form suitable for low Mach num-
ber applications can be expressed as

dp  O(puj) _

o o =0 (5.4.1)
0 . 0 e~ 80',',’ 0 e~ e~ _

E( ;) +8_367~(pulul) - ox; _a_x/(/)uz”‘; — i) + pg (5.4.2)
9T _ . 9T 9 (,0T O\~

(5.4.3)
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Buoyancy is accounted in the momentum equation (5.4.2) via pg. Here again, g
refers to the gravity vector. The term @;; represents the resolved stress tensor for
compressible flow, as described in Table 5.2. In the low Mach number limit,
the acoustic wave propagation is ignored. The pressure field can thus be
decomposed into a spatially uniform component pq that varies only with time
and a hydrodynamic component p that changes both with time and space. This
particular approximation is made to filter out the acoustic waves; these equa-
tions are thus considered as weakly incompressible. Considering the energy
equation, the work due to pressure can be considered to be negligible because
of the insignificant pressure gradient and the flow is assumed to be close to a
divergence-free state. For the same reason, the volumic energy and enthalpy
variations can be assumed to be equivalent, as they only differ through the
addition of pressure. Hence, the low Mach number energy equation can be
alternatively expressed in the form of the temperature equation as described
in equation (5.4.3). The source term @ represents the filtered heat release rate,
while §,,4 constitutes the radiation source contribution of the absorption/emis-
sion characteristics of combustion products, which will be further addressed at
a later stage.

In the preceding equations, the thermal conductivity k may be evaluated accord-
ing to the mass-weighted procedure described by equation (3.4.21) or Wilke’s
Law by equation (3.4.22) in Chapter 3. The corresponding mixture specific
heat C,, is usually determined using equation (3.4.19) - C, = SY;Cpi, where
Y; and C,; are the corresponding mass fraction and specific heat of combus-
tion gases of ith species at constant pressure. The perfect gas state equation
can be expressed as pg = pRT, where the zeroth-order pressure pg is taken as
equivalent to the atmospheric pressure, while the gas constant R is determined
through R = R, >.Y;/W,, where W, represent the molecular weights for the ith
species. For the purpose of numerical implementation, of which will become
more apparent later in the development of the explicit predictor-corrector
scheme, the time rate of change of density can be found by differentiating
the equation of state as

ap _( 10T 1 1 9Y;
E_p< T@t ZY;/WiZWi 6t> (546)

In the context of LES, the conserved scalar approach is often adopted in
order to characterize the combustion of fires. The filtered forms of the Favre-
averaged conservation equations of the resolved mixture fraction Z and scalar

. . . 2 .
variance of the mixture fraction Z'~ are given by

9(pZ) N o(pwZ) _ 9 (51} @> 9 (pu,Z — pit;Z) (5.4.7)

ot ax,- 8x,— 8x,- B 8—x,
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a(pz'z)ﬁ(pa,-z”zt ) . o0zZ'"* )

=~ |pD~ WZ — piZ' %) + S ,,
ot v, om \ PP ok | o P )+ 52

(5.4.8)

The filtered source term S,2 appearing in the scalar variance equation
(5.4.8) will be further described in the next section. Similar to the consider-
ation in FANS (see Chapter 3), the diffusion terms in the preceding equations
may be modeled according to

0 (o 02\ _ 0 [ 0z
Ox; P 20x;) ~ Ox; \ Scz 0x;

a D aZHZ i /,t 8Z//2

6_x, p ;’2 896,‘ :8xi SCZ"Z 83(?,‘

where Sc, and SCZ,,z represent the laminar Schmidt numbers for the mixture
fraction and scalar variance of the mixture fraction, respectively. The unre-
solved small-scale turbulence as represented by the unknown SGS correlations

__ —~ > . 2

put; — piiy;, T —piy T, puwZ —piZ, puZ' — piZ

require appropriate closure models. The subgrid momentum stress tensor can
be modelled by invoking the Boussinesq hypothesis:

puiu;
1 (0w 0w\ 10 .
”_5<3_xf+5_m)_§3—m5”

Similar to the eddy viscosity assumption, the unknown SGS correlations for the
temperature, mixture fraction, and scalar variance of the mixture fraction can
be formulated according the standard gradient diffusion hypothesis as

~ - < 1
— puju; = —Z,M%GSS,‘/ + gfkk(s,‘/ (5.4.9)

it

oz (5.4.11)
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— — SGS 62”5
— ‘Z”Z __~‘Z”2 — :uT
plie P T8C, 0 0y

(5.4.12)

where Prris the subgrid turbulent Prandtl number for the temperature and Scr;z
and Sc o are the subgrid turbulent Schmidt numbers for the mixture fraction

and scalar variance of the mixture fraction, respectively. Various SGS models
as previously described in Section 5.2.2 may be adopted to evaluate the eddy
viscosity ,w}cs in equations (5.2.14) through (5.2.17).

Numerical integration is now carried out on the governing equations (5.4.1),
(5.4.2), (5.4.3), (5.4.7), and (5.4.8) using the predictor-corrector approach.
The essence of the scheme is described as follows. In the predictor stage, a sec-
ond-order Adams-Bashforth time integration scheme is employed to update the
velocity, mixture fraction, and scalar variance of the mixture fraction, and
incorporates a pressure correction step in order to satisfy the continuity equa-
tion. In the corrector stage, the momentum equation relies on a second-order
quasi Crank-Nicolson integration, and also incorporates a pressure correction
step. In both cases, the pressure correction step involves the inversion of a pres-
sure correction Poisson equation, which can be solved using either a direct or
iterative solvers. The explicit predictor-corrector scheme for the simulation of
buoyant fires is implemented according to the following numerical steps:

Predictor

Step 1 The local time derivatives for the temperature and mass fraction of spe-
cies at time level n, 9T /0t |* and 9Y;/0¢ |" are first evaluated in order to deter-
mine the local time derivative of the density given in equation (5.4.6). Local
species time derivatives of dY;/dt |" can be obtained through

nl

ay J (dY,/dZ)P(F)df (5.4.14)
0

The time derivative 0Z/dt |” can be expressed in a similar form as exempli-
fied in equation (5.4.7), while the instantaneous species gradient dY;/dZ may
be evaluated based upon the prescriptive state relationships in Section 3.4.2.4
or the laminar flamelet approach in Section 3.4.2.6.

Step 2 Intermediate values for the density, mixture fraction, and scalar variance
of the mixture fraction are predicted by a second-order Adams-Bashforth time
integration scheme at time levels 7 and 7 — 1

* —n n—1

p* —p" _30p|
At 20t

19p

5.4.1S8
20t ( )
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~ ~n— ~n ~ n—1
2 52" 3062) 10(p2) (54.16)
At 2 Ot 2 ot o
e SR L N N
prZ" —p"Z _3(@pZ7) 10(pZ") (5.4.17)
At 2 ot 2 0Ot o

The predicted intermediate temperature distribution is determined from the
equation of state

T" =po/(p*R¥) (5.4.18)
Step 3 An intermediate velocity field is calculated by integrating the pressure-

split momentum equations according to a second-order Adams-Bashforth time
integration scheme

p¥i; — p"i! 3 1_,, 0p"
P Ui— PU O pn et _ 9P 4.19
At 270 2 Ox; (5 )
prin —p*it; _ 9p”
5.4.20
At 636/‘ ( )
where
O(pu;itj) 0 Oy Ou; 2 Ouy
(%C,‘ + (936,‘ a 8x,« + 6xi 3 # 8xk /
) ' (5.4.21)
+ o, (M‘%GSS;',‘ - gfkkéij) +pg

Step 4 The predicted velocity field in the predictor step is obtained using the
projection step

pliy —pti;  Op'
_ 4.22
At 8x/' (5 )

By defining the pressure correction p' =p" —p”, equations (5.4.20) and
(5.4.22) can be combined to yield

pla —pi;  op

= _ 4.2
At (%C/ (5 3)
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Instead of equation (5.4.22), the predicted velocity field is now obtained
through equation (5.4.23). The local pressure correction p’ is obtained from
the solution of the Poisson equation

Op _ 1 10(p'H,)
Ox?  Ar| Ox ot

] (5.4.24)

where dp /0t [ may be given by a first-order approximation as

opl* 1
Ll == -] (5.4.25)

ot

It is noted that if equations (5.4.19) and (5.4.20) are combined, the original
formulation of Knio et al. (1999) for the evaluation of the intermediate velocity
field without the pressure gradient is recovered, of which represents the stan-
dard fractional-step technique employed by many (e.g., Chorin, 1968 and
Yanenko, 1971). Establishing boundary conditions for these intermediate velo-
cities is a common source of ambiguity. In time-splitting methods, only the
boundary conditions for the velocity field are given at each complete time-step,
and those of the intermediate velocity field are unknown. Kim and Moin
(1985) have demonstrated that proper boundary conditions are required to
be consistent with the governing equations or else the solution suffers from
appreciable numerical errors. The introduction of an additional step of equa-
tion (5.4.20) removes the need to construct boundary conditions for the inter-
mediate velocity field, since the pressure gradient is accounted in equation
(5.4.19); boundary conditions that are employed for the velocity field can be
immediately applied for the intermediate velocity field.

Corrector

Step 5 The temporal derivatives at the new time level # + 1 are estimated
based on the predicted and corrected values obtained through a second-order
quasi Crank-Nicolson integration. The density in this corrector step can be
obtained as

ﬁn+1_ﬁn 1 " n n 1 % * * *
where
p_ 0T 1 |6 (, 0T o [(15950T
=L Dy=— o= ko] + o (L] |,
¢ Tu ox; ’ C,T Ox; kax,- +8x,— Prr Ox;
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1 9Y; 1 1

G = —- """ —_— _- —S
, zyi/wiz Wt 5, T 5,0

Local species time derivatives of Y;/0t |* appearing in G are similarly eval-
uated according to equation (5.4.14)

*1

ay J (dY,/dZ)P(f)df (5.427)
0

The mixture fraction and scalar variance are accordingly determined as
1z 7" 1 0pi2) , 0 (woz) o (S oz
At 2 836,' ax,' SCZ 396/‘ é)xj SCT,Z (%C/

o (20m2) 0 (woz) 0w 0Z] )
Ox; 0x; Sc. 8x7 Ox; \ Scr,z Ox;j

(5.4.28)

n+1 —n — — n
ﬁn+1ZU2 _ an//z _ 1 B a(pﬁ/ZHZ) + i 'LL + H_%GS aZ/r2
At 2 (936,' 8xi SCZ”Z SCT,Z”Z Bxi
oz o (| v we loz?\ '] | <
— A - S "
N ( Ox; * Ox; \ | Scn M Sc o2 | Ox; oz

(5.4.29)

while the new temperature distribution is found using the equation of state

T = po/ ("R (5.4.30)

Step 6 A second intermediate velocity field is subsequently determined using
the pressure-split momentum equations

Pl —pral 3 1 .. Op"
_ n _ _ Rl _ 2 54.31
At 2 27 (9x,- ( )

Step 7 The pressure distribution at the new time level is obtained through the
solution of the Poisson equation
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Op _ 1 (0¢#;)  Op
Ox2  Ar| Ox ot

n+1
] (5.4.32)

where 9p /0t |"*! is approximated by

At

at

" — 5" (5.4.33)

Step 8 Finally, the predicted velocity field at the new time level is determined
using
ﬁn+1171?+1 _ ﬁ*ﬂi 8_[)/

~ ~5x (5.4.34)

5.4.2 Combustion Modeling

The role of a SGS reaction model for turbulent non-premixed combustion is
designed to incorporate the effect of subgrid fluctuations in the thermo-
chemical variables on the filtered chemical source term. On the basis of the
mixture fraction-based approach, all the species mass fractions are taken to
be only functions of the mixture fraction. Using this assumption, Bilger
(1977) has derived the expression for the rate of reaction for the ith species,
which can also be found in Kuo (1986) in the form of

1 dYy,
T

wj

(5.4.35)

where y is the instantaneous scalar dissipation given by y = 2D (0Z/0x;)%,
which incidentally is an identical expression already defined in equation
(3.4.89) under the laminar flamelet approach. In LES, the flame is typically
not spatially resolved by the computational grid. It is therefore assumed that
at the subgrid level there exists a statistical ensemble of laminar diffusion fla-
melets, each satisfying universal state relationships. Under near-equilibrium
conditions, the state relationships could be represented such as those of equilib-
rium chemistry assumption or experimental state relationships established by
Sivathanu and Faeth (1990). In order to predict highly non-equilibrium flame
events such as lift-off or extinction, the state relationships are modified by
the consideration of the scalar dissipation and to distinguish between burning
and extinguished flamelets—the laminar flamelet approach. The heat release
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rate that is required for temperature equation (5.4.3) is determined for N spe-
cies from

N
wr ==Y hjw; (5.4.36)
i=1

where /9. is the ith species standard heat of formation, and w; is given in equa-
tion (5.4.35).

In order to determine the filtered composition and subsequently the filtered
heat release rate, models for subgrid fluctuations of the mixture fraction and
its derivative are needed. Similar to the FANS approach, a subgrid Favre-
filtered PDF for the mixture fraction P(Z) could be applied to determine the
filtered composition near-equilibrium conditions

Y, = JYi(Z)P(Z)dZ (5.4.37)

The filtered heat release rate wr is thus given by

2

1 T @y
Eﬁ”l;hﬁdzl
00"

where P(Z, y) represents the joint Favre-filtered PDF for the mixture fraction
and its scalar dissipation. Assuming statistical independence for the mixture
fraction and the scalar dissipation, the filtered heat release rate in equation
(5.4.38) becomes alternatively

«P(Z,y)dZdy (5.4.38)

T

B By G 2
oT = E’)XZJh —_'P(Z)dZ (5.4.39)

where 3 = [;° zP(x)dy. To evaluate P(Z) within the integration, the approach
based on a presumed shape of the PDF can be adopted for computational sim-
plicity. For a beta function PDF, its equivalent form is given by

P(Z) =~ z'1 -z (5.4.40)
[z#=1(1 — z)/df
0
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where a and b are the two parameters of the beta function: a=
Z(Z(l ~2)/Z2"* - 1) and b= (1 - 2) (2(1 ~2)/2"* - 1), respectively.
The filtered scalar dissipation 7 in equation (5.4.39) may be modeled accord-

ing to the proposal of Jiménez et al. (2001). A simple and general model can be
taken from FANS modeling of dissipation in terms of a characteristic mixing
time, which is assumed to be proportional to the turbulent characteristics time.
In LES, the SGS scalar mixing time can be defined as

1 -

— =X (5.4.41)

TZ Z//Z

An equivalent SGS turbulent characteristic time 7 can be expressed on the basis
of the ratio between the SGS kinetic energy k = %(u,-ui —#,u;) and the filtered

kinetic energy dissipation rate & = v(Ju;/Ox;0u;/0x;j). Assuming proportional-
ity between both times, a model for ¥ can be derived as

(5.4.42)

The parameter Cis assumed to be adequately represented by C = 1/S¢, where in our
studies of turbulent buoyant fires, Sc is given by the turbulent Schmidt number for

the scalar variance—that is, Scp e Unlike in FANS k-¢ calculations, there are

no transport equations to evaluate the quantities such as the SGS kinetic energy
or its dissipation when it comes to a practical LES. Jiménez et al. (2001) pro-
posed nonetheless in employing the approximations of k and & derived from
SGS turbulence models. By adopting the eddy viscosity model for the SGS
stresses and the Yoshizawa model for the SGS kinetic energy given by

g =2(u/p+13%/p)S;S;, k =2C A*S;S;; (5.4.43)
the scalar dissipation  is henceforth determined according to

SGS\ ——
{utwr) )2 7 (5.4.44)
SCT Z,,zC A

pr=
which results in a well-conditioned expression, provided that the constants are
not zero. Simulations performed by Jiménez et al. (2001) have indicated that
C” varied from a value of 0.09 to a value of 0.06. Their investigations have
revealed that dissipation could be accurately predicted both locally and on
average, when a constant intermediate value of 0.07 is adopted. Estimation
of a locally varying parameter could also be achieved via the consideration
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of a dynamic procedure. The turbulent viscosity 5% in equation (5.4.44) may
be ascertained from the range of SGS models discussed in Section 5.2.2. Equa-
tion (5.4.44) allows the formulation of appropriate forcing terms to represent
dissipation and effects of mixing in the scalar variance evolution, of which
can be realized via the modeled transport equation as proposed in equation
(5.4.8). Following Jiménez et al. (2001) proposal, the filtered source term
S,n can be modeled according to

3 SGS 7 97
S, = 2( e > 029z _ o, (5.4.45)
SCZ/,Z SCT‘Z/,Z Ox; Ox;

Alternatively, the scalar variance may be determined using a scale similarity
model instead of the additional computational requirement of solving a transport
equation. The notion of scale similarity is based on the inference of the small-scale
statistics of a scalar quantity from the statistics of the smallest resolved structures.
On the basis of the fractal nature of turbulence, subgrid scale turbulent structures
can be approximated by assuming that the unresolved scales are similar to the
smallest scales, hence scale similarity. This method involves filtering the resolved
mixture fraction field with a test filter A, in order to gather information about
the fluctuation in mixture fraction on the smallest resolved scales. Invoking
the scale similarity hypothesis, the subgrid scalar variance can be modeled as

— -

n2 ,\; =2 22
7P =(Z-2P~KZ -7) (5.4.46)

where K is a model parameter and is determined from a priori analysis.
Jiménez et al. (1997) have employed spectral reasoning to arrive at an appro-
priate expression for K, which is

K=(@2F"—1) (5.4.47)

Based on the spectral slope f equivalent to 5/3 in the Kolmogorov cascade,

—~

equation (5.4.47) yields a K value of about 1.3. In equation (5.4.46), 7
implies that the filtered mixture fraction is first squared and then the resulting

field is test filtered, while 7 simply means the squared of the test filtered mix-
ture fraction field. In practice, the discrete three-dimensional test field for the

mixture fraction Z at the cell location (i, j, k) may be evaluated by applying
the Trapezoidal rule via the construction by linear combination as

1

N N N 1 - N N
Zije =15 ictjke + 2Zijk + Zisajn) + 15 (Zicaje + 2Ziju + Ziga jz)

12

12 (Zi—l.j,k + 221“/‘/@ + Zi+1‘j.,k)

(5.4.48)
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—

The value of Z” is simply evaluated by the square of the numerical representa-

tion of equation (5.4.48). In a similar manner, 7" is calculated accordingly by

— >

- 1 - ~2 ~2 1 -2 ~2 ~2
Zzi,,-,k BEp) (Ziaje t2Zijp + Zisajp) + B (Ziaje t2Zj 0+ Zisaji)
1 -2 ~2 ~2
t15 (Ziije +2Zijp + Ziajp)

(5.4.49)

The local equilibrium assumption for the scalar variance allows the dissipation
7 to be explicitly determined. By setting the filtered source term S, in equa-
tion (5.4.45) equals to zero, ¥ can be evaluated as

SGS 7 97
Y I . (5.4.50)
pSc e pScp i | Ox;Ox;

which incidentally follows similar consideration as proposed by Girimaji and
Zhou (1996) and de Bruyn Kops et al. (1998).

To incorporate more detail combustion chemistry, the approach based on
subgrid modeling for turbulent reacting flows developed by Cook and Riley
(1998) has been found to be useful for non-premixed turbulent flames. This
method accounts for finite-rate chemistry by invoking the laminar flamelet
approximation and applies the Large Eddy Probability Density Function
(LEPDF) of a mixture fraction. By assuming that mixing and reaction occur
in local thin regions of steady, one-dimensional, laminar counterflow flames,
the instantaneous scalar dissipation y can be determined analytically and is
given by

%= 1.F(Z) (5.4.51)

where the function F is the inverse of the Gaussian error function of the mix-
ture fraction given by

F(Z) = exp( —2ferf1(2Z - 1)]2) (5.4.52)

In equation (5.4.49), y, refers to the local peak value of y within the reaction
layer. The modeling implies that y,, is independent of Z; the filtered composi-
tion can thus be expressed as
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o max

1 %
iv,:j J Yi(Z, 1,)P (o) P(Z)d,dZ (5.4.53)

0 7

where 7" and " are the minimum values of y,, within the LES grid cell and
P(Z) and P(y,) are the respective subgrid scale probability density functions of
Z and y. Cook and Riley (1998) demonstrate that Y;(Z, x,) is a slow function
of % and thus of ¥, (e.g., Mell et al., 1994). Assuming that the interval y7"** —
2" is not too large, Y{Z, y,) can be approximated via the Taylor series expan-

sion about ¥, as

aY;
8%0 To

Yi(Z7 Xo) ~ Yi(Za 5{0) + (Xo - 20) (5454)

Inserting equation (5.4.54) into equation (5.4.53) and integrating over ¥,
yields

Y, = JY,-(Z, 7,)P(2)dZ (5.4.55)

The integration in the preceding equation requires only the evaluation of P(Z),
to which a beta function PDF in the form of equation (5.4.39) may be applied.

The filtered local peak value of y within the layer y, (7% <y, < ") can
be immediately obtained via equation (5.4.51) as
I S— (5.4.56)

Prior to running LES, the strategy is to purposefully construct a flamelet library

for ?i(Z,Z”Z, %,). Firstly, Z and Z'* are chosen and P(Z) is determined from
equation (5.4.39). Secondly, 7, is chosen. By assuming that the local subgrid
fluctuation on Y, to be negligible, which gives 7, = y,, equation (5.4.51) is
used to replace y in the steady, species equation of the laminar flamelet model.
With reference to the laminar flamelet approach described in Section 3.4.2.6,
equation (3.4.87) reduces to

Y,
972

&Y,

JZoF(Z) @ = Wj

- f(oexp( —2ferf 12z - 1)]2) (5.4.57)
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With P(Z) already known and solutions of Y;(Z,},) obtained from the pre-
ceding equation, the filtered mass species Y; are then computed from equation
(5.4.55). In equation (5.4.56), the filtered scalar dissipation ¥ can be evaluated
either using equation (5.4.44) or (5.4.50), depending on which approach is
undertaken for the evaluation of the scalar variance during the LES com-
putations. Local peak value of 7, is henceforth determined and alongside with

"2

calculated values of Z and Z"*, the filter composition Y; is subsequently ascer-

tained from the generated library of Y;(Z,Z2"*,7,).

5.4.3 Inclusion of Other Physical Models

The consideration of radiation from absorbing/emitting combustion gaseous
such as CO; and H,O and soot can also be treated by solving the filtered radi-
ative transfer equation for a non-scattering medium. If the radiation method is
considered for the system of ith equations of transfer for the ith gray gases, as
described in equation (3.11.2), the radiative transfer equation via spatial filter-
ing can be expressed as

dli(?a §)
ds

= —kili(7,3) + kia, ilpiack (7) (5.4.58)

The net radiative heat loss (gain) of the filtered volumetric radiative source/
sink term S,,4 in equation (5.4.3), consists primarily of the energy absorbed
from the incident radiation field minus the energy emitted to the surroundings

Swa=0,-0, (5.4.59)

In equation (5.4.57), the energy emitted depends on the local absorption
coefficient and temperature, while the energy absorbed depends on the distri-
bution of these quantities over the entire flame.

For practical fire simulations, the effects of the SGS turbulence-radiation
interaction in equations (5.4.58) and (5.4.59) are normally neglected in view
of extensive computational costs associated with the evaluation of non-linear
correlations. The filtered radiative transfer equation can thus be simplified to

dIi (?7 g)
ds

~ —k,L(7,3) + kid, ilpjack (7) (5.4.60)

Note that Favre-averaged quantities are invariably used in the context of
model formulation to evaluate the terms on the right-hand side of equation
(5.4.60); implicit in this is obviously the neglect of the density-temperature
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correlation. For the filtered source/sink term S,,4, the energy emitted by an
infinitesimally small volume in the flame over the solid angle dQ is obtained by

~4 2n

0, = Z JE,@;J—dQ J J a —sm@d@dd) 4Zk a ,O'T
"a 00
(5.4.61)

The filtered absorbed energy is taken as the sum of absorbed portion of the
ith gray gas intensities incident on the volume from all directions

0,- Y [k1da=3"
iQ i

o%l:\.)

J i[;sin0d0d ¢ (5.4.62)
0

Based on the formulation of equations (5.4.60), (5.4.61), and (5.4.62), stan-
dard solution methods such as the Monte Carlo, P-1 radiation model, discrete
transfer radiative model, discrete ordinates model, and finite volume method in
Chapter 3 can be immediately employed for LES.

To account for the radiation contribution due to soot particles, the filtered
transport equation, depending on which model is employed, can be written
in the general form as

aax,- (pu;$ — pitd) + S

(5.4.63)

(p¢) o(pi) 9
o om0V

'y oT
Tox;|

where the scalar variable ¢ denotes the soot mass fraction, soot volume frac-
tion, soot number density, or soot moments. The subgrid correlation of the sca-
lar variable with velocity in equation (5.4.63) can be closed by using the
Smagorinsky turbulence model. In order to avoid the unduly complicated eval-
uation of additional non-linear correlation terms, Desjardin and Frankel
(1999) suggested that the filtered source term S; is closed in terms of only
the filtered composition and filtered temperature, thus neglecting some effects
of the SGS fluctuations on this term. From a practical perspective in field mod-
eling, soot production is predominantly determined from large-scale turbulent
advection, diffusion of soot caused by thermophoresis, SGS turbulent diffu-
sion, and finite-rate soot chemistry effects.
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5.5 Worked Examples on Large Eddy Simulation
Applications

5.5.1 A Freestanding Buoyant Fire

Buoyant fires are typically characterized by a very low initial momentum and
are strongly affected by buoyancy effects. Experiments by Cox and Chitty
(1980) and McCaffrey (1983) have clearly observed and distinguished three
distinct regions for buoyant fires: a persistent flame, an intermittent flame,
and a buoyant plume such as depicted in Figure 5.6. It is well recognized that
this buoyant flame exhibits an oscillatory behavior. The occurrence of this
oscillation, also known as the “puffing” effect, stems from the presence of
coherent structures above a fire plume, generally as a consequence of the devel-
oping buoyancy driven instabilities, which in turn leads to vortex shedding,
especially through the formation of large flaming vortices that rise up until
they burn out at the top of the flame. The pulsating characteristics of such fires
are strongly governed by the rate of air entrainment into the flame, flame
height, combustion efficiency, and radiation heat output of flames.

An in-house developed large eddy simulation fire model, which involves
direct numerical simulation of the large-scale turbulence and subgrid scale
modeling of the mixture fraction-based combustion model, radiation heat
transfer via the discrete ordinates method and finite-rate soot chemistry model
of Moss et al. (1988) and Syed et al. (1990), is demonstrated in this worked
example to capture and identify several key features or physical aspects of
the buoyant fire as aforementioned—three-zone flame structure. The pulsating
instability via the frequency of pulsation is also examined. Numerical results

l Buoyant
T Plume

Intermittent
Flame

Persistent
Flame

Figure 5.6 Schematic drawing illustrating the three distinct regimes for a buoyant fire.



Advance Technique in Field Modeling 411

from the model as reported in Cheung et al. (2007a) and Cheung et al. (2007)
are validated against the predictions of the macroscopic observables against
correlation obtained from Baum and McCaffrey (1989) and McCaffrey
(1983) experimental data and verified against the results obtained from the
FDS computer code.

The fire experiment by McCaffrey (1983) used for the comparison exercise
centers on a buoyant fire in an open environment. The burner using natural
gas (methane) at various controlled rates was constructed of a porous refractory
material of 0.3 m square. Different heat release rates of the buoyant fire were
investigated; the case of 45 kW is adopted in the present investigation. Condi-
tions at the centerline of the burner attracted particular attention, and detailed
measurements of the time-averaged vertical velocity and temperature have
been obtained using the bi-directional pressure probe and thermocouple.
Visual observation of the flame behavior was also recorded using a collection
of photographic images to ascertain the three regimes of the flame structure
exhibited by the buoyant fire.

Numerical features: The low-Mach-number Favre-filtered mass, momentum,
energy, and species (mixture fraction, scalar variance of the mixture fraction,
soot particulate number density, and soot volume fraction) conservation
equations, which have been described in previous sections, are solved.
In these equations, the molecular viscosity is assumed to be a function
of the temperature such that u =y, (T/ Tref)oj. The molecular Prandtl
number is set to a value of 0.7, while the molecular Schmidt numbers for the
mixture fraction, the mixture fraction variance, soot particulate number
density, and soot volume fraction are prescribed at values of 0.7, 0.7, 700,
and 700, respectively. Schmidt numbers for the soot have been attained from
Sivathanu and Gore (1994).

On the basis of the application of the standard Smagorinsky-Lilly model, the
Smagorinsky constant C; is prescribed at 0.2, while the turbulent Prandtl and
all the scalar turbulent Schmidt numbers of 0.3 are imposed. Zhou et al.
(2001) have indicated that a little larger C; is generally used for many thermal
flows; C; for cold jets is usually taken to lie within a range of 0.1-0.13. They
have employed a value of 0.23 for their large eddy simulation study. The scalar
turbulent Schmidt numbers correspond to the combustion studies on turbulent
diffusion flame recently performed by Yaga et al. (2002), and confirmed
through direct numerical simulation data in Jiménez et al. (2001).

In order to realize a true predicative capability of the fire model, it is imper-
ative to understand the range of length scales that are required to be resolved
for a large eddy simulation For a fire plume, the characteristic length scale
can be related to the total heat release rate Q (W) by the following relationship
as suggested by McGrattan et al. (1998):

Q 2/5
*
= _— . .1
L <prefTr€fCP\/g> (5 > )
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In general, the large-scale structure that is controlled by the inviscid terms can
be completely described when this characteristic length L* is adequately
resolved. For the heat release considered in this present investigation, the char-
acteristic length L* is approximately in the order of 0.3 m. McGrattan et al.
(1998) have ascertained that the large-scale structure can be completely
described when L* is spanned by roughly ten computational cells. This implies
that adequate resolution of the fire plume, particularly above the porous
square burner, can be achieved with a spatial resolution of about 0.03 m. With
the spatial value of 0.03 m used as reference, two non-uniform mesh distribu-
tions of 96 x 96 x 96 and 116 x 116 x 116 cells have been tested within the
computational domain with finer grid cells centered above the burner to better
capture all the necessary macroscopic large-scale features of the flaming fire.
No significant difference of the predicted results is observed when simulations
are performed on the two grid resolutions. For the best trade-off between
numerical accuracy and cost, the mesh of 96 x 96 x 96 cells is therefore
employed. A transient analysis is preformed via the two-stage predictor-corrector
approach for low Mach number compressible flows to account for the strong
coupling between the density and fluid flow equations. The computational is
set to 35 seconds to ensure that it reaches the stable and converged status.
The time step is determined by employing a CFL number of 0.35 to achieve
dt = =

a time-accurate solution via
u + + w
max| |[-—
Ax

Az

Numerical results: A closer examination of the dynamic behavior of the
buoyant fire can be analyzed by tracing the instantaneous velocity and temper-
ature quantities at the centerline axial locations y/D = 1, 2, 3, 4, and 3§, above
the porous burner in Figures 5.7 and 5.8, respectively. It is noted that the
parameter D refers to the burner width that is 0.3 m. It can be seen the instan-
taneous velocity and temperature quantities at axial locations of y/D = 1, 2,
and 3 display a highly repeatable flickering behavior at the same frequency
but with different amplitudes. These results clearly show the puffing mecha-
nism being actively maintained within the persistent and intermittent flame
regions. At axial locations of y/D = 4 and 3, the oscillatory behaviors of the
instantaneous velocity and temperature quantities are observed to be more ran-
dom though some repeatable flickering behavior of the flame is still sustained.
The increasing randomness of these results demonstrates the transition of the
flow into the buoyant plume region.

The frequency spectra obtained from the time histories of the instantaneous
velocity and temperature quantities at the centreline axial locations y/D = 2 by
Fast Fourier Transform (FFT), are respectively shown in Figure 5.9. The phase
period over one flickering cycle is obtained about 2 Hz. Regardless of whether

0.35

(5.5.2)

v
Ay
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Figure 5.7 Time-tracing of the centerline axial velocity and temperature at y/D = 1, 2,
and 3.

FFT is performed on the instantaneous velocity or temperature quantities, the
dominating frequency was nearly the same at each of the axial locations. Sev-
eral sub-harmonics could also be observed aside from the dominating fre-
quency. The same frequency being obtained from either the instantaneous
velocity or temperature quantities, clearly demonstrates the strong coupling
that existed within the predictor-corrector method where the fluid motion
was driven predominantly by the buoyancy effects (varying density).

Figure 5.10 illustrates a series of frames capturing a flickering period, by
comparing the macroscopic predictions using the large eddy simulation fire
model against the photographic images obtained from McCaffrey (1983).
The naturally flickering behavior demonstrates the flow and undergoes a
phase shift along the axial direction. Numerically predicted images in Figure 5.10
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Figure 5.8 Time-tracing of the centerline axial velocity and temperature at y/D = 4
and 5.

correspond to three iso-surfaces of temperatures at 800 K (visible flame), 450 K,
and 310 K (cold smoke). Two distinct regions of the flame that comprise of the
upper flame separating from the lower persistent flame as depicted in frames 1
and 8 by the present model, show a remarkable resemblance to the associated pho-
tographic images. The upward surging flame structures in frames 6 and 7 before
flame separation in frame 8 are also adequately captured by the model when com-
pared against the corresponding images of the developing fire observed during the
experiment.

A snapshot of the instantaneous temperature contours of the simulated flame
from the in-house large eddy simulation fire model and FDS computer code is
illustrated in Figure 5.11. Three distinct regions of the flame could be identified
in both model predictions. The two models clearly exemplify a persistent flame
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Figure 5.9 Time history of the centerline axial velocity and temperature at y/D =
2 accompanied by the respective frequency spectra.

Figure 5.10 Demonstration of the puffing effect during one flickering cycle: (a)
Predicted temperature iso-surfaces and (b) Experimentally visualized photographic
images McCaffrey (1983).
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Figure 5.11 A snapshot of the instantaneous temperature contour predicted by the in-
house model (left) and the FDS computer code (right).

region prevailing just above the porous burner, an intermittent flame region
encapsulating the flame “puffing” effect and beyond that a buoyant plume
region.

The time-averaged quantities are obtained by averaging over 20 puffing per-
iods after a statistically steady state is achieved. The centerline predicted axial
velocity and temperature are presented in Figure 5.12. For the centerline tem-
perature in Figure 5.12 (top), it is observed that temperatures are slightly
under-predicted at the persistent flame regime by the in-house model. This dis-
crepancy could be due to the neglect of the oxidation of soot particles. Soot
quantities may therefore be over-predicted; temperatures at the persistent
regime are subsequently under-predicted. Nonetheless, temperatures above
the persistent regime exhibit excellent agreement with the experimental data.
For FDS, predicted temperatures are considerably over-predicted at the inter-
mittent flame regime. A possible source of error could be the prescription of
the empirical soot production constant. In FDS, a fix fraction of fuel with
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Figure 5.12 Comparison between the predicted time average centerline temperatures
and velocities and Baum & McCaffrey correlation.

the value of 1% was assumed by default to be converted as soot particles. Such
constant fraction of soot production most probably under-estimates the
amount of soot produced within the persistent and intermittent flame regimes.
The centerline velocity, as illustrated in Figure 5.12 (bottom) by the two mod-
els, gave nevertheless similar results and agreed well with the measured value
and correlation.

Conclusion: The fire model based on large eddy simulation has shown to be
capable of reproducing the temporal and spatial evolution of the self-excited
large toroidal flaming vortex structures, that correspond to the experimentally
observed vortex shedding phenomenon of a typical buoyant diffusion fire. The
three-zone flame structure of a persistent flame, an intermittent flame, and a
buoyant plume is well captured. Numerous pulsation frequency values have
been reported; pertinent data can be obtained from experimental works by
McCaffrey (1983), Protscht (1975), Byram and Nelson (1970), and Zukoski
et al. (1984). For a fire bed of 0.3 m, experimental investigation by Byram
and Nelson (1970) gave a frequency of about 2.5 Hz, while Protscht (1975)
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showed a characteristic frequency of 2 Hz. Zukoski et al. (1984), however,
revealed a range of frequencies between 2 Hz and 3 Hz. Incidentally, based
on the visual photographic images, McCaffrey (1983) provided a pulsation fre-
quency of about 3 Hz corresponding to the higher end of the frequency range.
The current in-house model prediction corresponds to the lower end of the fre-
quency range. In general, the agreement can be considered to be rather reason-
able to the expected measured frequency for this particular fire bed size.

5.5.2 Fire in a Single-room Compartment

In this worked example, the large eddy simulation fire model is further applied
to examine the apparently confined rigid boundaries surrounding a steady fire
in an enclosure. The full-scale single-room compartment fire experiment per-
formed by Steckler et al. (1984) is employed as the test case. In addition to
the detailed measurements of temperature using aspirated thermocouples and
velocity by bi-directional probes at the doorway in validating the model predic-
tions, physical insights are provided by the large eddy simulation fire model for
the temporal fire behavior and smoke layer development within the compart-
ment with a heat release rate Q of 62.9 kW was also adopted in previous
worked examples illustrating the field model based on Favre-averaging.
Numerical simulations are performed through the FDS computer code.

Numerical features: FDS solve numerically the Navier-Stokes equations,
which are based on the assumption of low speed, thermally-driven flow with
a special emphasis on smoke, and heat transport from fires. The partial deriva-
tives of the conservation equations of mass, momentum, and energy are
approximated by the finite difference method. An explicit predictor-corrector
scheme, second order in time and space, is adopted, which embodies the core
algorithm of the computer code. Turbulence is treated by means of the Smagor-
insky (1963) form of large eddy simulation. FDS employs the conserved scalar
approach (mixture fraction based model) to handle the combustion of fires.
The model thus assumes that combustion is mixing-controlled and that the
reaction of fuel and oxygen is infinitely fast. Mass fractions of all the major
reactants and products can be derived from the mixture fraction by means of
state relationships, empirical expressions arrived at by a combination of simpli-
fied analysis and measurement. Radiative heat transfer is solved via the solu-
tion of the radiation transport equation for a non-scattering gray gas. The
radiation transfer is effectively handled through the Finite Volume Method.
In retrospect, the finite volume solver requires about 15 percent of the total
CPU time of a calculation using approximately 100 discrete angles (12 angles
for one octant of a sphere), which represents a modest cost given the complex-
ity of the radiation heat transfer. More details can be referred to in the user
guide manual of FDS/Smokeview version 4.0 released in July 2004.

The schematic drawing of the computational geometry is shown in
Figure 5.13, which has been made possible by Smokeview, a post-processor
graphical-user-interface application. In contrast with the field model based



Advance Technique in Field Modeling 419

T Burn-room ) T
| T __ 28mx28mx2.18m B |

[

Doorway
S[ 0.74mx 1.83m

L
<
.
Methane burner
0.3mx0.3m 5.9m

Figure 5.13 Schematic drawing of the computational domain for the single-room
compartment fire.

on Favre-averaging, which allowed the use of a symmetry boundary condition
to simplify the single-room compartment fire, large eddy simulation calcula-
tions require the consideration of realistic solutions to be obtained in a full
three-dimensional geometry. On the basis of the mesh criterion in equation
(5.5.1) stipulated in section 5.5.1, a mesh resolution of approximately
0.03 m is constructed for the entire burn room as well as the extended region
resulting in a total mesh of 159 (along the length) x 89 (along the width) x
128 (along the height), which also corresponds to the similar resolution
adopted in the numerical simulation carried out by McGratten et al. (1998)
on this particular fire problem. The solution is marched in time on a three-
dimensional rectilinear grid, which is dynamically adjusted by the instanta-

neous velocities (dt < min (%,%,Aw

)) Instantaneous results are monitored

regularly and the fire is assumed to have reached quasi-steady state when the
instantaneous values appear periodically. The ambient temperature is taken
to be at 20°C.

Numerical results: The quasi-steady state behavior of the methane flame
driven by buoyancy and the smoke-filling in the single-room configuration,
are illustrated in Figure 5.14 by the series of snapshots representing the devel-
opment of instantaneous temperature contours in time via Smokeview on a
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Figure 5.14 Series of transient development of instantaneous temperature contours

separated by 0.4 seconds time interval. The dark colored contours indicate tempera-
tures above 320°C.

vertical plane cutting through the middle of the burner and doorway. As shown
from these results, the commonly observed characteristic pertaining to a com-
partment fire is depicted by a distinct thermal interface (see definition in Chap-
ter 2), separating the well-established upper hot layer of combustion products
from the lower cold layer consisting of entraining ambient air through the
doorway. The prevalence of a leaning fire toward the back wall of the compart-
ment corresponds to another important feature, which has also been confirmed
in numerical studies of previous worked examples in Chapters 2 and 3 and
through experimental observations for a compartment fire with a heat release
rate of 62.9 kW.

More importantly, the large eddy simulation results have provided the
capacity of attaining increasing realism of the turbulent buoyant flow by an
accurate realization of the flow structure. Firstly, the occurrence of the oscilla-
tory or puffing effect, which stems from the presence of coherent structures
above a fire plume as a consequence of the developing buoyancy driven
instabilities, is clearly evident in the results illustrated in Figure 5.14. Vortex
shedding, especially through the formation of large flaming vortices that rise
up until they burn out at the top of the flame, is observed at the top left-hand
corner of the compartment. Secondly, the pulsating characteristic of such a fire,
which is also governed by the incoming ambient air into the flame, clearly
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contributes to a persistent leaning flame structure experienced throughout the
burning process. Thirdly, the vortical motion of a buoyant plume of hot gases
spilling out from the burn room just below the soffit, reflects a smoke move-
ment that is typically manifested in a real fire situation during the pre-flashover
stage of a compartment fire. This wealth of information by means of additional
insights into the transient behaviors of the flame emanating from porous bed
gas burner and flow physics surpasses the capability of the field model based
on the Favre-averaging approach.
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Figure 5.15 Comparison of centerline time-averaged temperature and velocity profiles
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The predicted time-averaged centerline temperature and velocity profiles at
the doorway, plotted alongside with Steckler et al. (1984) experimental data,
are given in Figure 5.15. In spite of the temperatures being marginally under-
predicted at the upper part of the doorway, the relatively good agreement
between the measured and calculated results is an indicator of the predictive
capability of the present approach. This worked example demonstrates that
not only can the smoke movement be described with reasonably high mesh res-
olution but also the importance of including the combustion and radiation
models into the large eddy simulation model for simulating practical fires of
interest.

Conclusion: Even for the simple enclosure fire problem demonstrated herein,
the large eddy simulation fire model in the FDS computer code has shown the
ability of providing very detailed information about the flow physics and an
accurate realization of the turbulent buoyant flow encapsulating a broad range
of length and time scales. The question arises whether it is an imperative to
resolve all the details of the turbulent fluctuations, where for most practical
purposes, the effects of the turbulence on the mean flow are usually sufficient
to quantify the turbulent flow characteristics. This type of solution can be
attained rather efficiently via the field model based on Favre-averaging, as
already demonstrated in the worked examples of Chapters 2 and 3. Neverthe-
less, it should be emphasized that even a perfectly resolved computation
employing the k-¢ or similar turbulent models, can at best produce a solution
of the model equations. On the basis of increasing computational resources,
the large eddy simulation fire model, which has significantly less adjustable
parameters, can systematically and progressively capture the dynamic range
contained in the Navier-Stokes equations as the spatial and temporal resolu-
tions are improved.

5.6 Summary

Direct numerical simulation requires the spatial and temporal scales of the tur-
bulent structures to be fully resolved. Large eddy simulation entails the direct
simulation of the large-scale motion that governs the mixing of gases, while
the small-scale motion is approximated via a suitable SGS models. The macro-
scopic consideration of the turbulent fluid flow using the large eddy simulation
coupled with suitable SGS representation of combustion, radiation, and soot
chemistry interactions, are particularly emphasized in this chapter. Description
of appropriate numerical methodologies and inclusion of practical worked
examples are intended to demonstrate the feasibility of carrying out three-
dimensional simulations of fires of practical interest with a high degree of accu-
racy. Present computational capabilities permit simulations to be performed on
sufficiently fine mesh resolution, in the order of one million cells of capturing
in particular the temporal and spatial evolution of self-excited oscillatory fluid
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flow typically attributed to turbulent buoyant fires—namely the puffing or
flickering behavior. Numerical results for the freestanding and compartment
fires obtained through the large eddy simulation fire model, compare favorably
with experimental data as have been exemplified in the worked examples. The
good agreement indicates the usefulness of the model as an emergent predictive
tool in fire safety engineering investigations.

Review Questions

5.1. In CFD, what are other possible approaches to turbulent simulation besides
adopting the Favre-Averaged Navier-Stokes approach?

5.2. Define the Kolmogorov micro-scales of length, time, and velocity. How can
they be applied in the numerical computation?

5.3. What are the key issues that govern the spatial and temporal resolutions and
discretisations in direct numerical simulation?

5.4. Describe the basic idea behind the approach based on large eddy simulation.
What is the main difference between direct numerical simulation and large
eddy simulation?

5.5. Do the key issues that govern the spatial and temporal resolutions and discre-
tisations in direct numerical simulation apply to large eddy simulation? If so,
why?

5.6. What are the typical filters that can be applied in large eddy simulation?

5.7. In large eddy simulation, the small dissipative scales are, in general, not solved
accurately. How are they modeled?

5.8. What is the dynamic procedure? Why are such models useful?

5.9. An alternative strategy to characterize the turbulence is through the use of the
one-equation subgrid scale model. What does it entail?

5.10. What are the advantages and disadvantages between the Favre-Averaged
Navier-Stokes and large eddy simulation approaches?

5.11. When employing large eddy simulation, what assumption is commonly
imposed in characterizing the fire induced flows? Based on the assumption,
how are the governing equations treated and solved numerically?

5.12. How is combustion modeled in large eddy simulation? Compare against the
Favre-Averaged Navier-Stokes approach in Chapter 3.



6 Other Challenges in Fire Safety
Engineering

Abstract

The required performance-based methodologies for the fire safety engineering
approach are described in this chapter. Central to this fire safety engineering
approach is the use of CED-based fire models in determining the necessary perfor-
mance requirements for fire safety. For a complete fire safety assessment and eval-
uation of the whole building, deterministic calculations including the use of
artificial neural network, evacuation modeling, and probabilistic methods neces-
sitate the total evaluation of the risk of life and property in the building and fire
protection systems. An overview of the emerging technique of artificial neural
network, suitable evacuation models, and probabilistic analyzes is provided.

6.1 Fire Safety Evaluation and Assessment

6.1.1 Deviation from Prescriptive-Based Statutory Requirements

Prescriptive codes are still being used in most countries, because they enable a
straightforward evaluation of determining whether the requirements for the
fire protection systems in buildings have been met or have not been met. There
are a number of benefits in retaining the prescriptive codes. Firstly, they are
easier to implement by the Fire Authority. Secondly, fire officers have been well
trained over the years to enforce these codes, and engineers and professionals
are familiar with their requirements. Thirdly, they have been developed for
many years and have evolved to accommodate for newer requirements, which
may supersede existing ones. Nevertheless, prescriptive codes have become
rather complex and are often becoming exceedingly difficult to employ for
new technologies and for changing engineering practices. Some drawbacks of
the prescriptive codes are:

+  Design requirements are specified without any statement of objectives

«  Cost-effective designs are not promoted

»  Very little or no flexibility that can be exercised for innovative solutions and
unusual situations

«  There is only one design of providing the level of safety, which in itself is not stated

Computational Fluid Dynamics in Fire Engineering
Copyright © 2009 by Academic Press. Inc. All rights of reproduction in any form reserved.
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«  They cannot be directly used for most of today’s large structural buildings of com-
plex architecture and construction; traditional regulations are no longer applicable
to new building designs such as for high-rise construction, large compartmental
volume, and excessive traveling distance

In recent years, building codes, regulations, and standards in a number of

countries such as Japan, Canada, UK, Scandinavia, Australia, New Zealand,

USA, and Hong Kong, China have been undergoing a steady transition

from prescriptive-based to performance-based. The increasing tendency to

embrace the performance approach is driven by the expected advantages that
performance-based fire safety design can offer over the prescriptive-based
design. These advantages are:

+  The fire safety goals are clearly defined at the beginning, and the means of achieving
the goals are left to the designer

- Innovative design solutions that can meet the established performance requirements
are promoted

+ International harmonization of regulation systems are allowed

» The premise to use new knowledge as it becomes available is permitted

+  Cost-effectiveness and flexibility in designs are encouraged

+  Prompt introduction of new technologies to the marketplace can be realized

- Complexity associated with existing prescriptive regulations can be eliminated

In relation to performance-based codes, the fire safety engineering approach is

described in the next section. This particular approach is tantamount to the use

of fire safety engineering design tools or performance-based methodologies to

better assess the performance of any number of design alternatives against

established safety levels and provide improved design alternatives in compli-

ance with performance-based fire safety regulations.

6.1.2 Adopting Performance-Based Methodologies

By definition, fire safety engineering involves “the application of scientific
and engineering principles, rules, and expert judgement, based on an under-
standing of the phenomena and effects of fire and of the reaction and beha-
viour of people to fire, to protect people, property, and the environment
from the destructive effects of fire.” The overall objectives of fire safety engi-
neering are life safety, such as to ensure that the occupants leave the building
without any exposure to hazardous or untenable conditions, as well as fire-
fighters are able to effectively carry out rescue and prevent the extensive spread
of fire and property protection. A fire safety engineering design should there-
fore provide a framework in demonstrating whether the performance require-
ments of legislation can be met, even though the design solutions adopted
fall outside the prescriptive recommendations. Essentially, the fire safety engi-
neering approach can be described by the flowchart shown in Figure 6.1.

For minor non-compliance with the prescriptive requirements, the like-to-
like substitution or equivalence is adopted. Most prescriptive codes allow the
provision of alternative designs as long as the safety levels they provide are
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Fire Safety Engineering Approach

A.

A 4

Minor non-compliance with the
prescriptive requirements

Major difference with the prescriptive
requirements

A

A

Demonstrate like-to-like substitution
or equivalence

Carry out risk assessment and
demonstrate the system performance
to be within an acceptable level

Figure 6.1 The fire safety engineering approach.

equivalent to or even better than that have been intended. Because of
this equivalency consideration, a number of buildings are currently designed
based on engineering calculations rather than following the prescriptive
requirements. Consider the example of a semi-enclosed atrium, as depicted in
Figure 6.2, to purposefully illustrate the like-to-like substitution approach.
For this particular configuration, the placement of a steel roof is intended to
provide a covering for the open atrium area in order to increase the utilization
of the area at the bottom of the atrium irrespective of weather conditions.
According to the prescriptive codes, the fire safety design of the building com-
plies with the prescriptive requirement if the steel roof is omitted. Evaluations
and assessments of fire safety are investigated for the fire and smoke spread
with and without the steel roof. Deterministic calculations using the CFD-
based fire model via the large eddy simulation FDS computer code, are per-
formed on the domain of an approximate volume of 28,000 m’ represented

Steel Roof

| ‘/.:/ Open Atrium Area

Balcony

\\\§§\\\§

Building
Blocks

NI

Figure 6.2 Schematic drawing of the semi-enclosed atrium with a steel roof.
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by the dotted lines, as shown in Figure 6.2. The predicted numerical results of a
sectional view of the time-averaged velocity and temperature distributions of
centrally located fire are shown in Figures 6.3 and 6.4, respectively. On the
basis of the field model predictions, the results of the calculations demonstrate
that the smoke exhausting at the top of the open atrium area is not signifi-
cantly impeded by the presence of the steel roof. Also, the temperature con-
tours at the occupant’s space are almost the same in both conditions. This

VELOCITY

Figure 6.3 Time-averaged distribution of velocity vectors with and without a steel roof
in the atrium.

Temperature

Figure 6.4 Time-averaged distribution of temperature contours with and without a
steel roof in the atrium.
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can be concluded that the steel roof does not significantly affect the spread of
smoke and consequently the evacuation of occupants in the event of a fire
within the open atrium area.

For major or significant differences with the prescriptive requirements, it is
recommended that a more complete fire safety engineering approach be
adopted. The use of performance-based methodologies based upon determin-
istic computations and stochastic or probabilistic analysis, is usually required
to obtain a thorough fire safety evaluation and assessment of a building. In
order to determine whether the fire safety level can be achieved, the perfor-
mance criteria should ensure that the designs are verifiable by meeting the nec-
essary performance-based requirements and enforceable by the code authority.
Table 6.1 presents a summary of lower and upper limits for the deterministic
criteria for pre-flashover fires (based on the data in Hadjisophocleous and
Bénichou, 2000), which can be used for design considerations and in fire safety
engineering design tools. Note that these limits should not be construed as
exact values, but rather be regarded as industry-consensus agreed limits and
should only serve as a guide to establish practical ways of quantifying the
overall safety level in a building.

The quantification process of satisfying the performance requirements of the
different components of the fire safety design can be achieved by:

«  The use of fire safety engineering design tools to investigate a specific fire scenario
in isolation, in order to analyze a particular aspect of the design
+  Hazard analysis of multiple fire scenarios
- Fire risk analysis where the probabilities of the scenarios are added up proportion-
ally to determine the most safe and cost-effective design
On the basis of the current state of available computing power, field modeling
based on CFD techniques clearly represents the dominant method in tackling
the first requirement of the quantification process. CFD-based fire models
allow a realistic description for the interaction among the components of the
fire safety system, which includes the fire outbreak, fire growth, and fire and
smoke spread and the means of predicting the level of life safety for building
design. Predicted outputs such as the concentrations of products, radiant heat
fluxes, and hot gases temperatures determined through these models can be
assessed against the limits in Table 6.1, to determine whether compliance with
the performance criteria is met.

Considerable strides have nonetheless been achieved in the development of a
fire engineering model through the concept of artificial neural network, which
demonstrates the prospect of significantly shortening the design cycle process
in arriving at optimal building design solutions for fire safety. It is recognized
that field models, in general, still require extensive computational resources
to provide useful engineering information, especially for the second require-
ment of the quantification process. The use of artificial neural network models
along with field models presents enormous potential of carrying out a wider
consideration of hazard analysis of multiple fire scenarios, in contrast to only
a selected few through field modeling alone.
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Table 6.1 Lower and upper limits of deterministic criteria for pre-flashover fires.

Stage Suggested Deterministic Criteria ~ Lower Upper
Limit Limit
Pre-flashover (ignition and  Radiant heat flux for ignition 12 27
fire growth) (kW m™2)
e Pilot - 28

® Spontaneous

Surface temperature for
ignition (°C)

e Pilot 270 350
® Spontaneous — 600
Heat flux for ignitability 10 40
(kW m™2)

Maximum heat release rate 250 600
(kW m™)

Pre-flashover (life safety) Convection heat (°C) 65 190
Radiant heat (kW m™) 2.5 2.5
Oxygen (%) 10 15
Carbon monoxide (ppm) 1400 1700
Dioxide monoxide (%) 5 6
Hydrogen cyanide (ppm) — 80
Upper gas layer temperature (°C) 183 200
Visibility (m)
® Primary fire compartments 2 3
e Other rooms 10 -

Critical time to reach untenable
limits (minutes)

e Unprotected zones 2 6
e Partially protected zones 5 10
® Protected zones 30 60

The basic fire safety design principle is that occupants are able to leave the
building before the fire reaches a stage such that it is impossible to remain in
it (i.e., untenable condition). Additional components of the fire safety system,
which include the occupant response to fire and the fire service response to fire,
require the consideration of evacuation modeling. In essence, the evaluation of
the fire safety level of a design should depend upon the comparison between
the time available for people to reach a place of safety—the Available Safe
Egress Time (ASET)—and the time required by the people to reach the safe
place—the Required Safe Egress Time (RSET). ASET represents the time
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required for the fire to develop from ignition to a condition causing the envi-
ronment to be untenable. It is thus predicted that occupants inside or entering
an enclosure are likely to save themselves due to the effects of exposure to
smoke and heat. The value of ASET can be defined as the shortest time reach-
ing either one of the performance criteria in Table 6.1. ASET is usually accom-
plished through the use of deterministic models. RSET is the time required for
the occupants to travel to a place of safety. The value of RSET comprises of
two major components, namely the total response time and travel time. The
latter is determined through the application of suitable evacuation models in
simulating the evacuation flow pattern of the occupants in the building. The
conceptual framework of comparing ASET against RSET can be summarized
as shown in Figure 6.5.

If ASET is significantly larger than RSET, occupants in the buildings are
likely to leave or reach a safe place before the onset of untenable condition.
The illustration of the ASET/RSET timeline is shown in Figure 6.6. ASET, as
ascertained through deterministic models, is governed by the ignition and fire
growth and the spread of fire and smoke. These greatly depend upon the fire
load, the reaction to fire properties of the combustible lining materials and
contents, the height and ventilation of the compartment, and the fire protec-
tion systems. In Figure 6.6, RSET can generally be evaluated based on the
sum of four constituent times

RSET = t;+1¢,+ ty + tm (611)
—— ~

Total Response Time — Travel Time
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Figure 6.5 The conceptual framework comparing ASET and RSET.
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Figure 6.6 ASET/RSET timeline.

where the total response time consists mainly of the detection time (¢), the alarm
time (z,), the occupant pre-movement time (t,), and the occupant movement
time (£,,), which is essentially the travel time. The detection time refers to the time
between ignition of fire and detection, while the alarm time denotes the time
between detection to warning occupants and evacuate. The occupant pre-
movement time defines the time after an alarm or cue is evident, but before the
occupants of a building begin to move toward the exits. In order to model a com-
plete situation of the building, total evacuation of the whole building needs to be
simulated. The travel time is the required egress time for all the occupants entering
into the fire protected areas of the buildings or reaching an ultimate safe place under
simultaneous evacuation strategy. It is also defined as the time when the last person
entering into the fire protected area of the building or reaching an ultimate safe
place. Evacuation models are applied to determine the travel time (z,,,).

Although the use of deterministic and evacuation calculations provide physical
insights of what the conditions may be at a given time in compartment fires, it has
limited ability in considering the entire building with its fire protection systems,
functions, and occupants as a global system. A comparison of alternative designs
using deterministic and evacuation approaches is limited only to specific elements.
In contrast, probabilistic methods may be applied to provide the quantification of
the whole fire safety level for the building (not element by element evaluation).
Here, fire risk levels are estimated by using the likelihood of a fire incident occur-
ring and the possible consequences (injury, death, and so forth). These calculated
risk levels that are obtained through probabilistic risk assessment methods can be
compared to the risk criteria (which can be established through statistical data) to
determine whether the proposed designs meet the performance-based fire safety
regulations. It is expected that the probabilistic approach, which is the third
requirement of the quantification process, will be increasingly considered in per-
formance-based design, as it not only quantifies the risk levels but also allows
identification of designs that will have acceptable risk levels at minimum costs.

6.2 Overview of Emerging Technique in Field Modeling

The concept of artificial neural network can be best explained by none other
than to mimic the operation of the human brain—the most complex biological
machine. In the human brain, a brain cell is called a neuron. Our brain
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composes of a huge number of neurons being interconnected to each other to
form a rather sophisticated network. Electrical signals are transmitted through-
out the neural network to perform tasks associated with thinking, emotion,
cognition, perception, and many other useful functions. In hindsight, mathe-
matical models that propose to simulate the human brain system are called
the artificial neural network. Specifically, artificial neural network models are
designed to capture the system’s behavior by learning its historical informa-
tion of the system. They are therefore very reliant on the quality of the train-
ing data. Upon the completion of network training, they can be applied for
carrying out tasks of predictions or classifications.

Better known by its acronym ANN, application of ANN to fire research and
engineering is still relatively new. Pioneering works by Milke and McAvoy
(1995) and Okayama (1991) have demonstrated the feasibility of applying
ANN to the modeling of fire detector responses. Their models were based on
the procedures of feed-forward multi-layer perceptron (MLP), recurrent net-
works for time series prediction, and self-organizing map (SOM) to predict
the actuation time of sprinklers in compartment fires. On the basis of these
encouraging studies, more sophisticated ANN models relevant to fire dynamics
have been developed and extensively investigated by Lee et al. (2000, 2001,
2002, 2004a). The MLP and Fuzzy ARTMAP (FAM) were applied to predict
the actuation time of sprinklers in compartment fires (Lee et al., 2000),
while occurrence of flashover in compartment fires was successfully predicted
by the Fuzzy ARTMAP (Lee et al., 2001). PEMap developed by Lee et al.
(2002) was also used to predict the occurrence of flashover in compartment
fires. The performance of the PEMap was shown to be comparable to that of
the Fuzzy ARTMAP but with a simpler network structure and mechanism.
A comprehensive review on the application of these ANN models can be found
in the dissertation of Lee (2003). Another model, denoted as GRNNFA (Lee
et al., 2004a), represents the very first ANN model that has been specifically
designed for fire studies. The most important characteristic of the GRNNFA
model is the removal of the noise embedded in the training samples. This par-
ticular feature is extremely suitable, since collected fire experiment data are
normally noisy. The model has been critically validated by a series of bench-
marking problems and proven to be superior to other well-known models that
are designed for working in noisy environments (Lee et al., 2004b).

In essence, the technique based on the general regression neural network
(GRNN) (Specht, 1991) requires no predefinition of the number of kernels of
the network, since the network recruits all training samples during the course
of training. Owing to the simple network structure, rapid network training,
powerful in regression and ease of implementation, the GRNN model is widely
established in a variety of fields that include image processing (Rzempoluck,
1997), nonlinear adaptive control (Schaffner and Schroder, 1993), and finan-
cial prediction (Leung et al., 2000). Specht (1991) applied a clustering tech-
nique to reduce the number of kernels to hold and process the information
of all the training samples in the operation of the GRNN. As the preprocessor
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to the GRNN model, classification models such as Fuzzy k-mean clustering
(Bezdek, 1980) and Kohonen Self-organization Map (Kohonen, 1990) have
been applied. However, these models using Euclidean distance, as shown in
Moore (1989), to measure the similarities between the input sample and the
kernels for clustering have been perceived to yield unstable boundaries
between kernels for the particular cluster region during network training.
Nevertheless, development of Fuzzy ART (FA) by Carpenter et al. (1991),
based on the adaptive resonance theory (ART) (Grossberg, 1976), has been
demonstrated to be a more stable clustering tool in network training and more
importantly, has the feature of growing autonomously with the network
structure.

Detailed model formulations of the GRNN and FA networks have been
highlighted elsewhere in Specht (1991), Tomandl and Schober (2001), and
Carpenter et al. (1991) and will not be repeated here. In this section, we
describe the formulation of the new and unique hybrid GRNNFA model devel-
oped for fire predictions. The enhancement introduced to this new model
employs FA by clustering the training sample data to fewer numbers of proto-
types, which are then converted to representative kernels for the nonlinear
regression to be performed by the GRNN model. The architecture of the
GRNNFA is detailed in Figure 6.7.

The GRNNFA model comprises of two modules: (i) FA is used for network
training to create the prototypes according to the distribution of training data
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Figure 6.7 Architecture of the GRNNFA model.
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in the input domain, and (ii) prediction is carried out via the GRNN. It is well
perceived that the prototypes created by the FA cannot be employed directly
as the kernels for the GRNN, since the prototypes are only represented by
the vertices of hyper-rectangles. The compression scheme by which the proto-
types are converted to a set of representative Gaussian kernels for the GRNN
is developed.

Details of this compression scheme are subsequently described. Let X; € R™
be a subspace of the input domain covering the prototype i created by the FA
to which the samples {x;1, x;5, ..., x;,} € X; are clustered. In the meantime,
let y = f{x) and y;; be respectively the underlying scalar function and the noise
corrupted output corresponding to the input x;; (j = 1, 2, ..., n). The cor-
rupted output can be separated into clean and noisy components as

Vi = y(xij) +&(xij)  Vxj €X; (6.2.1)

where the variable ¢ is the symmetrically distributed noise with zero mean. By
integrating equation (6.2.1) over the subspace X;, the noise is removed giving

J ydx = J y dx (6.2.2)
The preceding equation can be discretised and formulated according to

Z Vi = Z Yij (6.2.3)

=1 =1

From the preceding 7 refers to the number of samples clustered into prototype
X;. The centroid of the clean output p,; can be obtained by dividing the terms
in equation (6.2.3) by # resulting in

DV D 5’:‘,‘
=2 (6.2.4)
lu’yl n n e

This implies that the centroid of the clean outputs over X; can be obtained by
taking the centroid of the noisy data points in X; to the output domain. The
value of p,, is taken as the representative output of domain X;. Similarly, the
representative input g; of X; could be attained by taking the centroid of the
input vectors of the noisy data points in X;, henceforth

n
> Xjj
=1

n

W= (6.2.5)
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Figure 6.8 Compression scheme for noise removal.

Equations (6.2.4) and (6.2.5) compress all data points in X; to m; and p,;,
which are later employed as kernel center and output, respectively in the
GRNNFA model for prediction. Figure 6.8 illustrates the concept of the com-
pression scheme. Each of these kernel centers within the physical domain
represents only localized behavior based on the compression scheme performed
through equations (6.2.4) and (6.2.5) on a window cluster of sample points
within the whole physically meaningful domain. Information lost through the
compression scheme can be recovered through the determination of the kernel
widths for each of these window clusters. A straightforward representation can
be attained by returning to the window clusters containing the compressed
kernel centers originally evaluated. However, such simple inverse evaluation
does not properly account for the entire physical domain response. It is there-
fore essential that the kernel widths be varied to match the actual responsive
behavior of the training data. A novel approach is proposed by evaluating
the kernel widths on a particular window clusters based on the influence from
other window cluster to better capture or reflect the essence of the original
representative behaviors of the sample data points within the physical domain.
In this study, we apply the K-nearest-neighbor (K-NN) (Lim and Harrison,
1997) to assist the GRNN model to construct the regression surface by tuning
the kernel widths, which is further described following.

In the traditional GRNN model, all the kernels are taken to be identical and
hyper-spherical in shape. The error surface with respect to the global kernel
width is simpler than that of multiple kernels with different radii. Since gradi-
ent descent, conjugate gradient, or similar iterative methods may easily be
trapped in the local minima, it is proposed to determine all kernel widths indi-
rectly. The proposal in this current model formulation is to adopt the K-NN
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approach as used in Lim and Harrison (1997). The width of a kernel j, g;,
is taken as half of the average Euclidean distance over K nearest neighbors to
kernel j yielding

1 K
6= llx—xl j#k 1<K<N-1 (6.2.6)
2K £~

where x; and x; are position vectors of kernels j and k, respectively, and N
is the total number of kernels. Instead of optimizing all kernel widths, only
the value of K is determined. A heuristic procedure, based on gradient descent,
is proposed. The predictive model is defined as

P =¥(Ty | K, Q) (6.2.7)

where P, W, T;,, and Q are the predicted output row vector, prediction model,
input vector, and network structure, respectively, while the prediction error
ise = (P — Tyu)(P — Tp,.)" where T,,, is the corresponding target output vec-
tor of Tj,. Since FA is a stable network, the network structure £ becomes
increasingly stable during the course of network training. Equation (6.2.7)
can therefore be approximated as

P =¥(Ty | K) (6.2.8)

where ¢; is the prediction error of the ith sample. For stable convergence, small
values of o are usually employed. Since K is an integer, the smallest change of
K is unity. Hence,

o — e 1 ifa>0
K1 =K, — A(ﬁ) where A(@)=4¢ 0 ifa=0 (6.2.11)
i il —1 ifa<0

is proposed. The value of K is clipped during the course of network training
by

1 ifK<1
K={ K f1<K<N-1 (6.2.12)
N-1 ifK>N-1

where N is the total number of prototypes created by the FA. The overall train-
ing mechanism of the GRNNFA is shown in Figure 6.9.

The aforementioned formulation, however, only allows for a single scalar
prediction of the fire scenario. For multi-dimensional predictions such as the
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Figure 6.9 Overall training mechanism of the GRNNFA model.

PREDICTION ERROR

three-dimensional flow field, the GRNNFA model can be modified according
to

(6.2.13)

The values of A; and B; are incrementally updated from step ¢ to step ¢ + 1 by
the scheme

/ (6.2.14)

The format is very similar to the original GRNNFA model except that the
sample outputs {bz‘};:1 and the predicted output y are vectors. Similar to the
original GRNNFA model, the value of K € I* of the K-nearest-neighbor must
be updated adaptively. The stochastic updating formula of the value of K is

o _ pl=1) 1 ifa>0
K(tJrl) = K(t) — A W Where A(d) = 0 lfa = 0
N -1 ifa<0

(6.2.15)
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Equation (6.1.15) is the same form as formulated for the original GRNNFA
model except for the error term &, which is defined as the sum-or-square of
the normalized difference between the target value and the predicted output

2

0_\ 3y — vy
el = ! 6.2.16
¢ qZ: (max(z/q) — min(z/q)> ( )

6.3 Overview of Evacuation Modeling

Evacuation or egress models are specifically developed to predict the traveling
time for occupants of a structure to evacuate. Focusing mainly on evacuation
from buildings in this book, these models are increasingly becoming a part of
performance-based analyses to assess the level of life safety provided in such
structures. Fire safety design on the basis of performance criteria can lead
not only to a more cost-effective fire protection design but also to a more ratio-
nal and practical design. Engineers have been looking into the use of computer
models for viable predictions on the escape pattern of the occupants in a build-
ing in order to better assist in the evaluation of the adequacy of the escape sys-
tem. An evacuation model can thus be regarded as the skeleton for fire safety
design in buildings.

It should be emphasized that the actual evacuation process of occupants in
buildings is extremely complicated, since human behaviors are highly involved
(e.g., wayfinding, psychological response, panic, and so forth). In modern build-
ings of complex architecture, it can be difficult to determine the escape pattern
by the mere back-of-the-envelope (hand) calculations, of which equations given
in the Emergency Movement Chapter of the Society of Fire Protection Engineers
(SPFE) Handbook (2002) are adopted to calculate mass flow evacuation from
any height of building. With the advent of digital computers, many computer-
based evacuation models, each with unique characteristics and specialties, have
been developed especially for the consideration of the evacuation of large group
of occupants through unique geometries and varying fire scenarios.

Watts (1987) have performed an early review on evacuation analysis, which
concentrated on the introduction of early network, queuing, and simulation
models. The first survey of computer models for fire and smoke, which
included egress models, was conducted by Friedman (1992). Gwynne et al.
(1999a, 1999b) have by far provided the most substantial review to date on
the methodologies used in evacuation modeling. In addition, Kuligowski and
Peacock (2005) have provided an updated, unbiased, and more detailed review
of the many evacuation models that are currently available. This report
supplies useful information on newly developed evacuation models, a more
detailed explanation of model features, the inner workings of each model,
and each model’s validation methods and limitations. They have managed to
systematically categorize the many building evacuation models by their
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availability in practice. Additional information is further provided on the
particular features of each model according to the modeling method, purpose,
model structure and perspective, methods for simulating movement and behav-
ior, model output, use of fire data, use of visualization, and use of CAD draw-
ings. The authors strongly encourage the reader to use this comprehensive
review as a practical guide toward the selection of appropriate model or
models for his or her evacuation calculations.

A total of 30 computer models that focus on providing evacuation data from
buildings have been reviewed by Kuligowski and Peacock (2005). In hindsight,
models such as CRISP (Boyce et al., 1998, Fraser-Mitchell, 1996,), EvacSim
(Poon, 1995), and EXITT (Levin, 1988a, 1988b) possess the features of
simulating the movement of occupants by determining the walking speed
from crowdedness and the walking direction from a pre-defined set of rules.
Other models such as Magnetic Model (Okasaki and Matsushita, 1994) and
Fluid Model (Takahashi et al., 1988) apply functional analogy behavioral
approaches to simulate the behavior of occupants in buildings. These
approaches are, however, untenable because the actual evacuation processes
consist of the neglect of the conservation of momentum and the occupants
are taken to stop and start at will such as highlighted by Still (2000). Further-
more, such models are incapable of simulating the herding behavior such as
experienced in the actual evacuation process (Pan et al., 2005). Gwynne
et al. (2001) incorporated a socio-psychological feature of evacuation into their
computer model “buildingEXODUS” in order that the decision-making pro-
cess of an occupant may be influenced by the actions of the surrounding popu-
lation. The cellular automata evacuation model represents another computer
model, which is able to qualitatively reproduce the characteristics of the coop-
erative and non-cooperative behaviors of the occupants during evacuation.
Different cellular automata evacuation models such as PedGo (Kliipfel and
Meyer-Konig, 2003), EGRESS (Ketchell et al., 1994, 1995), and SGEM
(Lo and Fang, 2000, Lo et al., 2004) have been developed to simulate the
movement of individuals in buildings. The behavior is governed by a set of
pre-defined rules, which ignores the individual degree of panic of occupants.

In addition to the aforementioned evacuation models, it is worth mentioning
the stochastic social-forces model proposed by Helbing et al. (2000), which
described the escape panic of a large group of people through a model of
pedestrian behavior to investigate the mechanisms of jamming by uncoordi-
nated motion in crowds. Their computer simulations for the crowd dynamics
of pedestrians have been based on a generalized force model developed in
Helbing et al. (2000). By assuming a mixture of socio-psychological and physi-
cal forces influencing the behavior in a crowd, the collective phenomenon of
escape panic was determined in the framework of self-driven many-particle
systems. Some promising prospects of this model for evacuation calculations
in buildings have been demonstrated. In order to employ the model for fire
studies, the essential element of describing the coordinative behaviors of the
occupants during evacuation needs to be incorporated into the model.
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6.4 Overview of Probabilistic Approach

In ISO/CD (13388), the probabilistic approach has been adopted in the
proposed international standard for fire safety engineering as a procedure for
identifying fire scenarios for design purposes. For compartment fires, fuel char-
acteristics and building environment are generally considered as the dominant
factors affecting the fire spread and smoke movement. The purpose of a prob-
abilistic approach is to evaluate the many associated fire risks within. For any
modern building construction, the operational reliability of the fire protection
system is an important and significant consideration. In carrying out any fire
risk analysis, it is inadequate to assume that the system will always function
without failure, as more often than not some components of the system may
invariably malfunction in the event of a fire.

In assessing the operational reliability of the fire protection system, a fault
tree that provides a logic graphical description of the possible probable fire sce-
narios can be used to determine the probability/frequency of fire occurrence.
The fire consequence can be determined via an event tree. An event tree is
a diagrammatic representation of different occurrences leading to fire via
different events (e.g., failure of fire detection, failure of fire extinguishing sys-
tem, failure of fire compartmentation system, and so forth). Depending on the
initial conditions of the event, different outcomes can be realized. It is often nec-
essary to examine a large number of scenarios with different chains of events.
Each final event, outcome, or sub-scenario can be assigned a probability of
occurrence as a consequence of the uncertainty in which event will actually
occur. Franztich (1998) has demonstrated a simple example of an event tree
for an installation of an automatic fire alarm system that will either operate or
fail. The three important features that account for the operational reliability
of the system are: smoke alarm, sprinkler, and emergency door blocked. This
particular simple fire risk analysis resulted in a total of eight final events or out-
comes denoted as sub-scenarios. In an extended consideration by Chu et al.
(2007), the important features that account for the effect of operational reliabil-
ity of the fire protection system on smoke movement are sprinkler, automatic
detention, manual detection, and mechanical smoke exhaust fan. The more
complicated event tree structure proposed by Chu et al. (2007), designed spe-
cifically for the evacuation of occupants in a supermarket, is illustrated in
Figure 6.4. It has been assumed according to Chu et al. (2007) that if the sprin-
kler or smoke detector functions properly, the fire will be extinguished auto-
matically. If neither the sprinkler nor the smoke detector sets off the alarm,
it may be started manually. As seen in Figure 6.10, the event tree shows an
aggregation of 10 sub-scenarios after the occurrence of fire.

The event tree structures the scenarios according to three questions:

+ What can happen?
* What is the probability of each sub-scenario?
* What are the consequences of each sub-scenario?
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Figure 6.10 A sample event tree for the protection fire system.

Each sub-scenario is defined by its probability and its consequence. At each
branching point, the possible outcome probabilities for a two-way branch
can be described as priiure and psuccess = 1 = Pfaiture- The probability of the final
sub-scenario for each branch is merely the product of the branch probabilities
leading to that sub-scenario. Note that the probability of the initial event (i.e.,
probability of fire occurrence) should also be included into the probability
of the final sub-scenario. Usually, both the outcome probability of the sub-
scenario and the description of the consequences are subject to some uncer-
tainty. The expected value of the consequences of the sub-scenarios represents
the consequence of the fire occurrence. This consequence, together with the
frequency of fire occurrence obtained from the fault tree, determines the fire
risk level of the study. Information concerning the state of knowledge of the
variables must be included in both the probability sub-scenario and the conse-
quence. The state of knowledge in the probability of each sub-scenario can be
expressed by assuming a single value, or follows a probability density function
such as suggested in Franztich (1998).

The failure of an event is an indispensable parameter in determining the
branch probabilities. The fault tree represents an effective method in feasibly
attaining the reliability of probability of failure of the fire protection system.
Figure 6.11 presents an example of a fault tree for the sprinkler system.
It begins with the top fault or event, which in this case is the sprinklers failing
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Figure 6.11 A sample fault tree for the control of fire development.

to extinguish the fire. They may never get activated, or they are activated
but fail to operate. For the latter, it is connected to the top fault with an
“OR?” gate, because it only takes one or the other to cause the fault. A branch
is introduced tracing the possible causes, which is either water does not reach
the sprinklers and if the valves fail to open. For the former, the branch where
automatic sensors fail and no manual activation is linked to an “AND” gate,
because it undertakes both of them to cause the fault. The fault tree in
Figure 6.5 should only be seen as means of illustrating the method, and is
not complete. Other considerations such as water pump and piping could
also be incorporated into the fault tree to ascertain the failure probability of
the system. On the basis of the event tree in Figure 6.4 and the operational reli-
ability of fire protection system determined either through statistical results
or estimation, the occurrence of probability of every fire scenario can thus
be calculated.

6.5 Case Studies

A selection of case studies is presented to demonstrate the combined applica-
tion of CFD-based fire model with other fire modeling approaches in fire engi-
neering. It is important to note that the results from these test cases should not
be construed as to provide any endorsement or the acceptance of the computer
model for this particular purpose. Likewise, the absence of a test case from any
particular model does not provide a statement on the unsuitability of the model
for this particular application.
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6.5.1 The Predictive Capability of Artificial Neural Network Fire Model
in a Single-Room Compartment Fire

The GRNNFA model is applied to predict the single scalar prediction of the
location of thermal interface and the multi-dimensional prediction of the tem-
perature and velocity profiles at the center of the doorway of a single compart-
ment fire.

Numerical features: Experimental data from Steckler et al. (1984), which
consists of a total of 55 experiments, are employed for training and evaluation
of the GRNNFA. The controlled parameters and measured results are pre-
sented in Table 6.2. The dataset includes six controlled parameters: width
and height of the sill of the opening, parallel and perpendicular distances from
the center of the fire bed to the vertical centerline of the opening, fire strength,
and ambient temperature, which are employed as the sample input data for
the network. Only mean values of the measured heights of the thermal inter-
face are selected to be the target values for network training, and the errors
are only used to evaluate the performance of GRNNFA.

The well-known conventional approach, “Leave-One-Out Cross-Validation,”
which is frequently used for ANN model performance evaluation, is applied.
This entails that out of the total number of 55 trials, for every trial, 54 trials
are presented to the network for training to predict the “taken out” sample
data. A total number of 20 sets of training and prediction are performed;
each order of the training samples is randomly shuffled. Bootstrapping with
5000 re-samplings is applied to the 20 sets of prediction results to obtain the

Table 6.2 Subgrid model kernels for the dynamics procedure.

Controlled e Width of opening
Variables e Height of the sill of the opening
e Fire Strength

e Distance from the vertical centerline of the opening to the center
of the fire bed (parallel to the opening)

e Distance from the vertical centerline of the opening to the center
of the fire load (perpendicular to the opening)

e Ambient temperature
Measured ¢ Air mass flow rate
Results e Neutral plane location
e Thermal interface height
e Average temperature of the upper gas layer
® Average temperature of the lower air layer
¢ Maximum mixing rate
e  Air velocity profile at opening

e Temperature profile at opening
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Figure 6.12 A sample fault tree for the sprinkler system.
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bootstrap mean and the 95% confidence limits of that trial. Figure 6.12
shows the procedure of the leave-one-out validation with bootstrapping
techniques.

The bootstrap means of the predicted outputs are plotted against the target
values in Figure 6.13. Good agreement is achieved between the predicted out-
puts and targeted values. The correlation coefficient between the experimental
and the predicted results by the GRNNFA yields a value of 0.929. The 95%
bootstrap confidence intervals and the ranges of the target values are illustrated
in Figure 6.14, where the prediction results have been arranged in ascending
order with the target values. It is succinctly observed that, except the 3 samples
indicated in Figure 6.14, the remaining 52 samples fall within the range envelope
(i.e., mean = error) of the target output values. We can conclude that the statis-
tical percentage of correct prediction lies at 94.5%. The majority of fire
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Figure 6.13 A sample fault tree for the sprinkler system.
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Figure 6.14 A sample fault tree for the sprinkler system.
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measurements, including the experimental data of Steckler et al. (1984), have
implicitly various degrees of embedded noise due to the fluctuations present in
the fluid flow and heat transfer processes. The proposed GRNNFA model for
fire predictions, being enhanced with the embedded effective noise removal fea-
ture, has responded positively toward the accurate predictions of the thermal
interface. This is confirmed by the high confidence levels attained through
the GRNNFA predictions despite the limited sample input data available for
training purposes.

Numerical results: The performance of the GRNNFA model is evaluated
against five different test cases, which are depicted in Figure 6.15. Predicted
results of the GRNNFA model are compared against the results obtained from
the CFD-based fire model, FDS. Table 6.3 presents the predicted results
attained via the GRNNFA and FDS models. FDS has shown to consistently
under-predict the experimental results of the thermal interface height. In order
to compensate for the under-predicted values, an absolute difference, averaged
to be approximately 0.187 m, is added as a correction to the FDS simulation
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Figure 6.15 Configuration of cases of which the parameters are unseen from
experiments.



448 Computational Fluid Dynamics in Fire Engineering

Table 6.3 Prediction results by GRNNFA and FDS on the five unseen cases.

Test Case  GRNNFA (m) FDS (m) FDS (corrected) (m)  Absolute
Difference (m)
I 1.207 (1.198,1.214)  0.917 1.104 0.103 < 0.17
II 1.225 (1.214,1.236)  1.028 1.215 0.010 < 0.17
I 0.954 (0.949,0.962)  0.850 1.037 0.083 < 0.17
v 0.897 (0.886,0.912)  0.917 1.104 0.207 > 0.17
\Y% 0.913 (0.904,0.923)  0.593 0.780 0.133 < 0.17

Note: The bracketed figures are the upper and lower limits of the 95% confidence interval of bootstrapping (Lee et al.,
2004).

results. Except for case IV, the results have been shown to be well within the min-
imum error range of the experimental data (i.e., 0.17m). The significant differ-
ence between the results in case IV could be attributed to a number of factors.
ANN is recognized as a knowledge-driven prediction model. If the knowl-
edge recruited from a domain is less than the others (i.e., less dense data distri-
bution), the performance of this model in this domain is expected to be poorer
than others. This is particularly applied in the knowledge distribution of the
Steckler et al. (1984) experiment. The original data distribution is shown in
Figure 6.16. The bracketed values shown in the figure indicate the number of
samples in each fire location. It is seen that the majority of the samples are
located at A, B, and C. Comparing to the five test cases, case I and II benefit
from these samples. Although most of the samples are remote from this loca-
tion, there are only two samples (i.e., locations F and G) for case V contribut-
ing to the knowledge of this fire location. For cases III and IV, they receive less
benefit from the remote samples. However, there is a sample at location H that
contributes to case III. Although this sample also contributes to case IV (mirror
at the center of opening), the door width of this sample (i.e., 0.74 m) is closer to
case III (i.e., 0.68 m) than case IV (i.e., 0.55 m). This explains the significant
difference between the predictions by the GRNNFA and FDS in case IV. It is also
revealed that the performance of the GRNNFA model can be further improved
by introducing additional samples (obtained either by experiment or simulation)
into the domain with less dense data distribution. Tests carried out against the
five cases that are unseen during the experiments, demonstrate the excellent
performance of the GRNNFA model. It has been shown to be capable of captur-
ing the system behavior from the training of a limited number of noisy samples.
The multi-dimensional GRNNFA predictions of the temperature and velocity
profiles at the center of the doorway of a single compartment fire are illustrated
in Figures 6.17 and 6.18, respectively. Results predicted by the GRNNFA model
are initially compared against the results simulated by the CFD model,
FLOW3D (the earlier version of CFX) by Kerrison et al. (1994b) using the
volumetric heat source approach. The profiles of the case of a centrally located
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Figure 6.16 Location of fire samples in the Steckler et al. (1984) experiment with
number of samples (bracketed) indicated.
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Figure 6.17 Location of fire samples in the Steckler et al. (1984) experiment with
number of samples (bracketed) indicated.

fire with a door width of 0.74 m are shown in Figure 6.17. The Root Mean
Square Errors (RMSEs) of the velocity and temperature profiles predicted
by the GRNNFA model are shown to be much less than that of FLOW3D.
Yeoh et al. (2003b) also simulated the velocity and temperature profiles of
the same case, with the consideration of combustion and radiation models.



450 Computational Fluid Dynamics in Fire Engineering

1 1

; RMSE OF GRNNFA = 2.52 K P ; RMSE OF GRNNFA = 0.05 M/S
0-9F RMSE OF FIRE 3DW / DOM = 10.90 K N r 0-9F RMSE OF FIRE 30W / DOM = 0.18 W/S
08F 0.8
. o7fF . 07F
= F z o
o E = E
@ 0.6 © 06
T E T E
g n g n
8 0.5 o 8 0.5 o
© F © F
£ 041 E 04F
S F 2 F o
03F 03F /
02| — —a— - FLOW3D 02F '; — —a— - FLOW3D
o o EXPERIMENTAL RESULT o P o EXPERIMENTAL RESULT
0.1 F ——a—— GRNNFA 0.1F b ——-a—— GRNNFA
SR L S I RN R ANREIN R ok 1 Ll 1 Ll
280 300 320 340 360 380 400 420 -1 0 1 2
Temperature (K) Velocity (m/s)

Figure 6.18 Location of fire samples in the Steckler et al. (1984) experiment with
number of samples (bracketed) indicated.

The profiles are shown in Figure 6.18. RMSEs of the GRNNFA have been deter-
mined to be smaller than those of FIRE3D. The GRNNFA performs better
because of additional cases with the same door width and same location of
the fire-bed that have been used in aptly training the model, in order to provide
sufficient knowledge of the system behavior to the GRNNFA model.

More extensive results on the predictive capability of the GRNNFA model for
a range of other fire scenarios can be found in Lee et al. (2004a) and Yuen et al.
(2006). It should be noted that the performance of the GRNNFA model may
deteriorate in the local region at which the knowledge is sparsely distributed.
This means that the training samples in that local region may not be sufficient
to describe the general behavior of the system. As the sufficiency of the training
samples is critical to the success of the model application, a novel network train-
ing scheme that employs the knowledge of human experts to supplement that of
the limited training samples needs to be appropriately developed.

6.5.2 The Application of CFD-Based Fire Model and Evacuation Model for
Fire Safety Evaluation and Assessment

The possible use of a CFD-based fire model, coupled with an evacuation model
to assess the progress of smoke and the hazard it may represent to the occu-
pants in a multi-story building, is demonstrated in this case study.

Numerical features: For the field modeling calculations, the FDS computer code
is adopted to predict the transient development of the extent of spread of the smoke
layer and combustion products. Relevant numerical models for the current study
are identical to those already described in the worked example of section 5.5.2.
The schematic representations of the computational geometry of a generic multi-
storey building in isometric and plan views are shown in Figures 6.19 and 6.20,
respectively. On the basis of the mesh criterion in equation (5.5.1) predetermined
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Figure 6.19 Isometric view of the multi-story building.

Figure 6.20 Plan view of the multi-story building.

in section 5.5.1, a total mesh of 143 x 139 x 67 is constructed. The solution is
marched in time on a three-dimensional rectilinear grid until it reaches 300 seconds
in order to allow sufficient time for the fire to achieve untenable conditions.

In general, the possible fire sizes that can be applied in practice are related to
the usage of the zone and fire bed location. A summary of possible combusti-
bles obtained from the SFPE handbook (1996) is provided in Table 6.4.
In the current study, the design fire has been assumed to have a maximum
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Table 6.4 Heat release rates for different materials extract.

Possible combustibles Maximum Possible Heat
Release Rates

Mail bags (1.5 m? surface area) 0.9 MW
Trash bags 0.3 MW
Christmas tree (7.4 kg) 0.5 MW
Wardrobe with 1.93 kg of clothing and paper 3.5 MW

Idle pallet fires (Six stacked of mixed wooden pallets of 2.4 MW
about 167 kg up to 1325 mm high were used for the test.)

possible heat release rate O of 3.5 MW, which represents a wardrobe with
1.93 kg of clothing and paper. A fast #-square growth of the fire is considered:

0=469%x107¢# (6.5.1)

From the preceding equation, the energy release rate from the fire bed initially
reaches the heat release rate of 3.5 MW at about 273 seconds after ignition. As
a conservative consideration, the decay of the design fire is not considered. The
numerical predictions are assessed against the deterministic criteria described
in Table 6.5. It should be emphasized that the Available Safe Egress Time
(ASET) for the occupants to reach a safe place has been chosen in this case
study to correspond conservatively to the time when the descending smoke
layer enters the staircase.

For the evacuation calculations, the spatial-grid evacuation model (SGEM)
developed by Lo and his co-workers is employed. The basic theory of the
model is described in Lo and Fang (2000), while enhancements of the model
in making use of CAD plans for building up evacuation networks is presented
in Lo et al. (2004). In brief, the model resolves the setting of a building into a

Table 6.5 Time to untenable conditions.

Untenable conditions Time to untenable
conditions (s)

Descending of smoke layer entering the staircase 166

Exposure to radiant heat intensity of 2.5 kW/m? at head level ~>300
(i.e., 2.0 m above finished floor level)
Exposure to convective heat of 115°C at head level >300
(i.e., 2.0 m above finished floor level)

Available Safety Egress Time (ASET) 166
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network with nodes representing zones that may represent rooms, corridors, or
halls. These nodes are connected to their neighboring nodes by way of open-
ings such as doors, exits, staircases, and so forth. The possible escape direction
of each zone can be found by analyzing the function of each zone, and the geo-
metrical location as well as way-finding tendency of the evacuees. Movement
of the evacuees is solved by a series of difference equations within a finite grid
of cells that is generated within a zone. The movement trajectory of each indi-
vidual is recorded, and the evacuation patterns of the evacuees upon reaching
the final exit points can be determined by various environmental stimuli, such
as the distance to the exit, the presence of exit signs, visual accessibility, and
personal characteristics such as familiarity of routes, and so forth. More details
on the model’s specific features can be found in the aforementioned articles. As
will be illustrated in the predicted results following, the movement of the peo-
ple is modeled by considering the density and the position of the evacuees and
the position of other people around them.

Numerical results: The numerical calculations are performed in two different
stages. Firstly, the FDS computer code is solved to initially provide the time-
dependant results of the fire growth and the migration of smoke within the
confined space. The ASET requirement is subsequently evaluated. From the
CFD simulations, predicted results on the development of the hot smoke layer,
temperature at the level of 2.0 m from above finished floor level, and radiant
heat flux at also the same level of 2.0 m from above finished floor level are
extracted, which are then employed as inputs for the SGEM, the second stage,
to determine the shortest and nearest evacuation path of the occupants, accord-
ing to the particular architectural layout and the tenability limit of each differ-
ent zone (i.e., occupants will not evacuate across any region where untenable
conditions prevail).

Figure 6.21 illustrates a series of snapshots representing the time-dependant
development of the instantaneous surface contours of the hot gas layer of
60 °C within the confined space at the same floor level of which the fire source
is located. Note that it has been ascertained in Yuen et al. (1999) that this par-
ticular criterion could be feasibly employed to identify the onset of hazardous
conditions due to smoke filling. As seen from the CFD predicted results, the
hot gas layer leaves the burn room and eventually fills the adjacent corridor
and the right exit at about 210 seconds. The left exit, however, remains smoke
free, even for the entire duration of 300 seconds.

For the evacuation calculations, the SGEM is applied to determine the
traveling time of the occupants. In order to determine Required Safe Egress
Time (RSET), which is equivalent to the total response time and traveling time,
it shall be assumed that the total response time is quantified solely by the detec-
tion time. On the basis of the following requirements: (i) height measured from
the fire to ceiling — 2.1 m, (ii) maximum distance between the fire bed and
sprinkler — 2.5 m, (iii) sprinkler actuation temperature — 68°C, (iv) sprinkler
response time index (RTI) — 135 (ms)*’, (v) fast growth t-square fire, and
(vi) ambient temperature — 25°C, the detection time according to Vettori and
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Madrzykowski (2000) is analytically determined to be 139 seconds. Since the
spread of fire and smoke is taken as not to be affected by the evacuation of
the occupants, the pairing between the CFD-based fire and evacuation models
is effectively a one-way coupling process. For the purpose of illustration, it
shall be assumed that the occupants and the location of the fire are at the same
floor level with the two possible exit points.

Figure 6.22 depicts the migration patterns of the occupants at different
traveling times, from the moment they are called upon or alerted to evacuate.
At the traveling time of 30 seconds, which corresponds to a RSET of 169 sec-
onds, the occupants have reached the required exit points and are steadily
moving down the staircases of the left and right exits. Nevertheless, the pre-
dicted hot gas layer at 300 seconds as shown in Figure 6.21 covers a substantial
area below the ceiling adjacent to the right exit. This therefore poses a

Left
Exit

| |
— [ 1| Right
— 4l Exit

60 seconds

\d < ...._ Right

— il Exit

120 seconds

Figure 6.21 Surface contour plots representing the transient development of the hot
gas layer of 60 °C seen from the isometric (left) and plan (right) views.
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Figure 6.22 Evacuation patterns of the evacuees at different traveling times.

significant threat for the occupants, who will continue to persist to travel down
the particular escape route as the smoke begins to descend into the staircase.
When the traveling time reaches 165 seconds and beyond, which corresponds
to a RSET greater than 304 seconds, the SGEM appropriately demonstrates
the likelihood of occupants, sensing the possible prevailing untenable condi-
tion, seeking an alternate route of escape by traveling across the floor level
to the left exit.
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6.6 Future Developments in Fire Predictive and
Assessment Models

With the increasing complexity of modern buildings, the need to adopt the
high precision and growing validation of the deterministic CFD-based fire
models is growing, especially for performance-based analyses of assessing
numerous fire safety aspects related to intricate structural designs. General-
purpose CFD commercial software packages that can be used for fire modeling
applications and specific field modeling computer codes that are intended only
for modeling fires have the propensity nowadays of simulating rather complex
fire scenarios. In addition to the basic transport equations for mass, momen-
tum, and energy, along with appropriate turbulent models that can be readily
applied to resolve the turbulent fluid flow, physical characteristics such as com-
bustion, non-luminous and luminous radiation, soot production, and even
solid pyrolysis are progressively considered as essential requirements to be
included in many field modeling investigations of compartment fires.

Nevertheless, advancements to the models are still required, especially to
better resolve complicated flaming conditions in practical fire scenarios. Cur-
rent combustion models that have been applied to solve a whole range of fire
problems, need to be further improved beyond the fast chemistry assumption.
Development of combustion models able to accommodate a wide range of
chemical and turbulent time scales, will certainly assist in the predictive capa-
bility of the field model in simulating the growth and spread of fires of not only
in a well-ventilated environment but also in an under-ventilated environment
such as the depletion of oxygen supply in a room with the door shut. The latter
aspect has serious implication toward the possible dire consequence of a back-
draft fire incident, usually persisting only few seconds before exhausting its
fuel supply. Most commonly applied soot models in field modeling can still
be regarded as very empirical in nature. The spread of smoke in a confined
enclosure poses enormous threat to occupants who may be exposed to the
hot sooty gases during evacuation. Complex and detailed attempts, especially
through the population balance approach to characterize the soot process via
detailed models that seek to solve the rate of equations for elementary reac-
tions, leading to soot and to predict the evolution of the size distribution of
the soot particles generated by chemical reaction and/or undergoing chemical
and physical processes, could provide better prediction of the soot concentra-
tion levels and thus a more realistic representation of the smoke barrier within
the confined area. The development of soot pyrolysis models to cater for a
wider range of condensed fuels, in addition to the model for simple types of
solid fuel such as cellulosic fuels and wood products already considered in this
book, is necessary to predict the fire spread in a more fundamental way in
order to characterize actual flaming behaviors in real fires.

For the consideration of evacuation, the coupling between the CFD-based
fire models and evacuation models remains a very challenging prospect. Both
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models, in general, still require extensive computational time and resources.
For example, typical turnaround times for large eddy simulations of fires in
complex geometries can still amount to hundreds of hours. For a practical fire
engineering approach, it is reccommended that ANN models should be included
as a part of the whole design process, by speeding up the procedure in evaluat-
ing the appropriate fire safety design of a building. Consider the structure of an
integrated platform of an optimization procedure for evaluating the range of
feasible design parameters, as depicted in Figure 6.23. It is observed that
ANN models, which can be trained to capture the time-dependent smoke
development behavior, have the capacity of evaluating the performance of each
individual fire safety design, based on the smoke propagation speed with mini-
mal computational cost. An automatic optimization procedure can be later
applied to identify targeted designs having the most likelihood to be the opti-
mal solution. These targeted designs can be assessed via the CFD-based fire
models, of which the corresponding ASET and RSET values can be determined.
Design options with the largest fire safety margin are ascertained and returned
to the designers as the final optimal design. As illustrated in Figure 6.24, the
smoke barrier predicted by the CFD-based fire models will allow the smoke
propagation history to be accounted in a more direct fashion into the evacua-
tion calculations, such as the response of occupants adopting an alternative
route under the presence of smoke. This effective implementation will not only
provide a more complete representation of the behavioral reactions of occu-
pants confronted with a smoke barrier but will also give more creditability to
the evacuation simulations with a more realistic travel time of evacuation.

Defined range of __,| Targeted design options for detail
feasible design fire safety analysis
parameters l l
CFD-Based | _: Evacuation
i Fire Model Calculations
ANN Models | l
RSET of ASET of
targeted Design targeted Design
Options Options

| |
I

[ Optimal Design ]— Allocate the largest
safety margin design

Figure 6.23 Integrated framework of a fire safety design optimization procedure.
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Figure 6.24 Occupant’s tendency toward adhering close to the walls in order to obtain
guidance during evacuation when the room is engulfed by smoke.

As aforementioned, more complex models of combustion, soot, and solid
pyrolysis in field modeling will eventually provide the means of better predict-
ing not only the growth and spread of fires in the pre-flashover stages, but also
fully developed fires in the post-flashover stage. The latter fires are generally
relevant to structural behavior, which could lead to the development of more
sophisticated fire models. The effective coupling between the fire and its
impact on structural components is still very much in its infancy stages. Thus
far, the fluid-structure interaction has been achieved by either replacing the
gas phase simulation by a gas temperature history by the standard temperature-
time curve and studying the structural response in detail, or using the CFD-based
fire models for the gas phase, calculating heat transfer into the structure but
making simplified estimates of the structural response. The feasible coupling
between the CFD-based fire models and structural analysis models under these
conditions, needs to be thoroughly assessed and validated against appropriate
physical experiments. Before a seamless coupling can be realized, significant
challenges await toward the effective coupling between the two models through
suitable interface methodologies that are still yet to be developed.

6.7 Summary

In this chapter, the required performance-based methodologies that contribute
to the framework of the fire safety engineering approach, can be summarized
according to the illustration in Figure 6.25. It is to be expected that CFD-based
fire models will feature more dominantly in ascertaining the necessary perfor-
mance requirements of the fire safety aspect in building designs, as faster and
cheaper computers become more prevalent in the not too distant future. Also,
the high precision and growing validation of the CFD-based fire models have
the affinity of providing useful information for performance assessment against
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Figure 6.25 Performance-based methodologies for the fire safety engineering
approach.

accepted performance criteria, and the increasing realism of predicting the fire
growth and smoke spread. Nevertheless, such deterministic models are gener-
ally restricted to only carrying out performance analyses on specific elements
of the fire safety designs. The use of ANN models will allow the scope of ana-
lyzing numerous fire scenarios to be achieved, thereby shortening the design
evaluation process for the specific elements. To account for the whole fire
safety level in the building and the emergence of more novel and innovative
designs, it is imperative that both evacuation modeling and probabilistic meth-
ods are supplemented into the framework of the fire safety engineering
approach in order to better evaluate the risk of life and property in the building
and the fire protection systems.

Review Questions

6.1. What are some drawbacks of the use of prescriptive codes in evaluating the
fire protection systems?

6.2. What is the performance-based approach? How is it different from the fire
safety engineering approach?

6.3. Define and describe the fire safety engineering approach.

6.4. In a complete fire safety engineering approach, what are the methodologies
available to satisfy the performance-based requirements?

6.5. The quantification process of satisfying the performance requirements of the
fire safety design consists of three components. What are they?

6.6. What is the basic fire safety design principle?

6.7. Define the Available Safe Egress Time (ASET) and Required Safe Egress Time
(RSET). What is the difference between these times?

6.8. How can ASET and RSET be accomplished within the conceptual framework
of the fire safety engineering approach?

6.9. What is artificial neural network (ANN)? How can ANN be appropriately
applied in fire engineering?
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6.10. What are evacuation models? Describe some features of the models in deter-
mining the escape pattern of occupants.

6.11. In the probabilistic approach, what are event and fault trees? How are they
applied in the probability analyses?

6.12. How can CFD-based fire modeling contribute to the framework of fire safety
engineering approach?

6.13. How can ANN, evacuation modeling, and the probabilistic approach be
integrated in the framework of the fire safety engineering approach?




Appendix A Higher-Order Differencing
Schemes and Time-
Marching Methods

A.1 Higher-Order Differencing Schemes

The formulation of the second order upwind and third order QUICK schemes
is described following. Improvements to the first order upwind scheme can
be enhanced via the calculations of the interface properties at cell faces of
w and e by the consideration of additional field variables located at the neigh-
boring grid nodal points indicated by the properties at points WW and EE, as
shown Figure A.1. Evaluations of interface values along coordinate directions
of y and z may also be carried out in a similar manner.

For the second order upwind scheme (see illustration in Figure A.2), assum-
ing uniform distribution of the grid nodal points, additional information of the
fluid flow is introduced into the approximation by considering an extra
upstream variable point. In other words,

3 1
b :id)w—iff)ww

3 1 if u,>0 and u,>0 (A1.1)
b, :Efﬁp_zfﬁw

3 1
b :E‘bP*E‘ﬁE

3 1 if uw<0 and ue<0 (A1.2)
b, :§¢E—§¢EE

For the third order QUICK scheme (see illustration in Figure A.3), a qua-
dratic approximation is introduced across two variable points at the upstream
and one at the downstream, depending on the flow direction. The unequal
weighting influence of this particular scheme still hinges on the knowledge
biased toward the upstream flow information. The interface values ¢,, and
¢. based on a uniform grid nodal point distribution can be determined as
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Figure A.1 A schematic representation of a control volume around a node P with
surrounding grid nodal points of WW, W, E, and EE along the x direction.
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Figure A.2 Second order upwind scheme.
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Figure A.3 Third order QUICK scheme.

A.2 Total Variable Diminishing (TVD) Schemes

The difficulties associated with the development of reliable higher-order
schemes stem from the conflicting requirements to satisfy the properties of
accuracy, stability, and boundedness. Solutions that are predicted through the
higher-order schemes as described in the previous section are generally more
accurate than the first order upwind scheme and more stable than the second
order central differencing scheme. Nonetheless, they have a tendency to pro-
voke unwanted oscillations when the local Peclet number is high and the gra-
dients of the flow properties are steep. In order to suppress these oscillations,
the composite flux limiter approach has proven to be rather effective without
significantly affecting the accuracy of the predicted solutions. Through this
approach, the numerical flux at the cell interface is now modified by employ-
ing a flux limiter that enforces the boundedness criterion. The schemes based
on TVD flux limiters are typical examples.

In this section, the normalized variable and space formulation (NVSF) meth-
odology proposed by Darwish and Moukalled (1994), which is an extension of
the normalized variable formulation (NVF) by Leonard (1988), is adopted as a
framework for the development of the high-resolution schemes. This particular
methodology allows the composite high-resolution schemes to be applied for
flow problems involving non-uniform, distorted, or non-Cartesian grids. For
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Figure A.4 Interpolation grid nodal points used in evaluating the interface property ¢y.

the sake of simplicity, consider the requirement to evaluate the property value
at the control volume face f, as shown in Figure A.4 along the coordinate x
direction. The upstream, central, interface, and downstream dependent vari-
ables of ¢w;, ¢p ¢p and ¢p are taken to be located at distances xw; xp x5
and xy from the origin, respectively. Since a normalized variable and space for-
mulation is sought, the following normalized variables can be defined as

gl dw L x—xw (A2.1)

$p — dw XE — Xw

From the preceding definitions, the normalized parameters simplify the func-
tional representation of the simple and composite high-resolution schemes and
greatly assist in defining the stability and boundedness conditions. Upon nor-
malizing, the value for interface ¢ is simply a function of

b = f(¢p, %p, Xf) (A.2.2)

In order to satisfy the boundedness property, the convection boundedness
criterion formulated by Gaskell and Lau (1988) is applied herein. This crite-
rion states that its functional relationship f(¢p) should (i) be continuous
and bounded from below by ¢; = ¢p and from above by unity, (ii) pass
through the points (0,0) and (1, 1) in the monotonic range 0 < ¢p < 1, and
(iii) equal ¢p for ¢p < 0 and ¢p > 1. These conditions can be expressed math—
ematically as

f (ip) is continuous

f((?)P):O for (%P:O

f(dp) =1 for ¢p =1 (A.2.3)
f(J)P)<1andf((7)P)>(z)P for 0 < ¢p < 1

f(p) = dp for ¢p <0 and ¢p > 1

The preceding conditions may be described graphically on a normalized var-
iable diagram (NVD), as shown in Figure A.5. From this figure, it is clearly
demonstrated that the only scheme satisfying the boundedness criterion is the
first order upwind scheme—that is, ¢ = ¢p. Other schemes such as the second
order upwind, central difference, and QUICK schemes may in general yield
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Figure A.5 NVD for the first order upwind, second order upwind, central difference,
and QUICK schemes using the NVSF.

physically unrealistic results. It should be noted that an NVD relationship
nearer to the first order upwind NVD tends to be highly diffusive, while
schemes whose NVD relationships are closer to the first order downwind
NVD as represented by the line &sf =1 are highly compressive.

Concerning the property of accuracy, Leonard (1988) stipulated that the nec-
essary and sufficient condition for a scheme to be second order is for its func-
tional relationship to pass through the point Q (0.5, 0.75). In addition, if it
passes through O with a slope of 0.75, the scheme is third order. For the case
of NVSE, these conditions can be derived by noting that all second and third
order schemes may be represented according to the functional relationship

br = X + M(p — %p) (A.2.4)

where M is the slope of the function. From Figure A.S5,

Second order upwind scheme: M = ;—f
P
X1

Central difference scheme: M =

xp—l
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xXp(xXp —1)
UICK scheme: M = *——"—~
Q xp(xp — 1)

Following the formulation carried out for the preceding common schemes,
the NVSF of composite high-resolution schemes on a non-uniform grid may
also be similarly derived. Some popular TVD schemes, such as the MUSCL
scheme of Van Leer (1977b), the MINMOD scheme of Harten (1983), the
OSHER scheme of Chakravarthy and Osher (1983), and the SMART scheme
of Gaskell and Lau (1988), are described following. Only the final forms of
their functional relationships are provided. More details on their derivations
can be found in the article by Darwish and Moukalled (1994).

MUSCL:

2 —dp - - &
= —_— O —_
o % bp <¢p < 2%,

- . & - L
= —_ —_— 1 —
(/)/f xf Xp + (,bp 256)( < ¢p < —+ xp xf
br =1 T+xp—% <dp<1

(Eﬁf = p elsewhere
MINMOD:
~ Xf 4 ~ N
=L 0
oy % bp < ¢p < xp

KR (f-1) - -
= 1
d)f 1_32P+(3’2P_1)¢P xP<¢P<

cZ)lI = ¢p elsewhere

OSHER:

- R - - &
= — O —_
¢f SCP ¢P < (,bp < 5(,',(
. ¥ -
=1 — 1
bf %/ < ¢p <

br = ¢p elsewhere
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SMART:
v .’>~Cf(1 — 3xp + 23~Cf) ~ ~ Xp
¢f— 5&P(5CP_1) ¢P 0<¢P< 3
T 5(7(56/1 - J??P) 5(3,1(56,( - 1) ~ xp xp _
bp = % +56p(5€p—1)¢P 3 <q5p< (1+xf Xp)
br=1 1+&p— % <p<1
c;Sf = ¢p elsewhere

A.3 Higher-Order Time-Marching Methods

The formulation of the second order explicit Adams-Bashford, semi-
implicit Crank-Nicolson methods, and second order fully implicit methods are
described following.

As an extension to the first order explicit method, the second order explicit
Adams-Bashford requires the values at time level # as well as at time level
n — 1. The unsteady transport equation of property ¢ can be formulated
according to

(oo r)on- (g o
=—%(§;pu¢ ZN:pw/ﬁ 4 pwr/)kA)
%(im ilpwp Auipwmf\)
FUENEN
i j N
_% (XN; (Fg—ﬁ)‘Af + ﬁ; (r%)}A,Y n ;N; (FZ—QS) A% h
j j
- (%s;; —%S;’,“)AV

(A.3.1)
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For the second order Crank-Nicolson method, this special type of differen-
cing in time requires the solution of ¢»"" to be attained by averaging the prop-
erties between time levels # and # + 1. The weighting parameter in equation
(2.7.23) is prescribed midway between time levels #» and #n + 1—that is,
0 = 1. The unsteady transport equation becomes

((M))””At— (p¢)"> v

n

i=1 =1 k=1
n+1
T L00) v =00,y K[ 0¢) .
+5 2( ax)A,+Z Fa? A,+Z ro. | 4
i= ; j=1 j k=1 &
1 1 1
+5 (55 +S5hAv
(A.3.2)

In contrast to the first order implicit method, the second order implicit
method involves the time derivative of the transport equation of property ¢
to be approximated according to

t+At

J Apg) ;. _3(pd)"" —4(pg)" — ()" (A3.3)

ot 2At

Using the preceding equation (A.3.3) in place of the first order approxima-
tion and setting the weighting parameter 6 = 1, equation (2.7.23) reduces to
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3(pg)"" —4(p$)" — (pp)" "
()

N N n+1
(Z (pud); AT + Z pvep); AT+ (pwe), AZ)

i=1 k=1

[ 262202

n+1
+S¢,+ AV

n+1

(A.3.4)



Appendix B Algebraic Equation
System and CFD-Based
Fire Model

B.1 Conversion of Governing Equation to Algebraic
Equation System Using the Finite Volume Method

On the basis of equation (2.7.23), the first order fully implicit, unsteady trans-
port equation of property ¢ can be expressed as

<<p¢>>"“At <p¢>") AV
(3
‘(Z( g¢>Ax+Z( a¢>iAy+i< ) )

i=1 k=1

n+1

Mz

N
(pud),A +Z (pvgh),A +Z(pW¢)kAZ)

—_

a4 (B.1.1)

For a structured grid arrangement as shown in Figure 2.9, the projected areas
AY along the x direction are given by A = —A,, and A} = A,. Similarly, the
projected areas A? and A} along the y and z directions are A} = —A; and A) =
A, and A] = —A;, and Aj = A,, respectively. Assuming piecewise-linear gradi-
ent profiles spanning the nodal points between the central point P and neigh-
boring points W, E, S, N, B, and T, the first order derivatives at the control
volume faces of the diffusive fluxes in equation (B.1.1) can be approximated by
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n+1
I, (qﬁb ¢>p) LTA, <¢>p - ¢w) A, (¢N ¢>1>>
OxE Oxw OYN

n+1
Pra (d”}y ¢s) ra (</5T ¢p> ”hAb(qﬁp—aaB)*

5ZT 5ZB

= —De(¢p — ¢p)"" + Di(dp — ) — Dl — bp)""

+ Di(¢p — ds)" = Doy — ¢p)" " + De(¢p — b)"""
(B.1.2)

Subsequently, the convective flux in equation (B.1.1) is given as

(pud) Ay — (pud)i Ay + (pvd) A, — (prd)" T A + (o)A,
- (PH/¢)Z+1Ah

= Fegp ! = Fuy,” + Faty ™ — Feg" ! + Fig™! — Byt
(B.1.3)

In the preceding equation, F signifies the mass flux across each control volume
face.

By approximating the interface values of ¢ at the control volume faces by
central difference, equation (B.1.3) results in the realization between the cen-
tral and neighboring points according to

¢n+1 +=° ¢n+l _ 7¢n+1 _ 7¢n+1 4+ ¢n+1 4+ ¢n+l _ 7¢n+1
. 1; ntl | Tt ¢n+1 +t ¢n+1 7é+1 I;b ;)z+1
(B.1.4)

By substituting equation (B.1.2) and (B.1.4) into equation (B.1.1), the discrete
form of the transport equation after some algebraic manipulation can be writ-
ten as

A (f)n+1 A ¢n+1+A ¢n+1+A ¢n+1+A ¢"+1+AT¢"+1+A3¢§+1+5
(B.1.5)
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where the matrix coefficients and source term is given by

F, E,
Ag De*j; AW:Der?;
F F
Ay=D, —-2=. Ag=D,+=;
N 3 S s+2’
Ft Fh
Ar=D;,——; Ap=D -
T tT 5 B h+2,
_ FE Fw Fn Fs Ft Fb
AP—De+?+Dw_7+Dn+7+DS_?+Dt+?+Db_7
p;H—lAV
At
=Ap+Aw + AN+ As + Ar + Ap + (F. — Fy) + (F, — F) + (F; — F)
p;HlAV'
At

n+1 (p¢)nAV
b=S;"AV *TI; (B.1.6)

It should be noted that whereas D always remains positive, F can either take
positive or negative values, depending on the direction of the fluid flow. Hence,
there is a distinctive possibility where the coefficients of matrix A in equation
(2.7.26) become negative and ill behaved, causing the solution of equation
(B.1.5) to possibly diverge.

Alternatively, the coefficients of the transport equation by applying the first
order upwind difference can be formulated as

Ag =D, + max(—F,,0.0); Aw = D,, + max(F,,,0.0);
AN = D,, + max(—F,,0.0); As = D¢ + max(F;,0.0);
A1 = D; + max(—F;,0.0); Ag = Dy, + max(Fy,0.0);
Ap =D, + max(F,,0.0) + D,, + max(—F,,0.0) + D, + max(F,, 0.0)
+ D + max(—F,,0.0) + D; + max(F;,0.0) + Dy, + max(—F,,0.0)

p;’HAV
At

=Ag+Aw + AN+ As + Ar + Ag + (E, — F,) + (F, — F5) + (F, — Fy)
p;t+1AV
At
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(p¢)pAV

:n+1A
b= S AV 42T

(B.1.7)

It is evident from equation (B.1.7) that there are no negative coefficients.
Therefore, the matrix A in equation (2.7.26) will invariably be well behaved,
and the solution is always physically realistic.

One difficulty in implementing a higher-order scheme is that the coefficients
such as Ap, As, Aw, Ap, Ar, AN, and At in matrix A of equation (2.7.26) may
lose their diagonal dominance under conditions of highly convective flows, as a
result of applying the finite volume method. The first order upwind difference
as just demonstrated is seen to be always stable because of its positive coeffi-
cients and results in a diagonally dominant matrix. Taking into account the
favorable properties, Khosla and Rubin (1974) proposed a procedure that
entails using the standard first order upwind scheme to obtain the central
and neighboring coefficients of matrix A, with an extra deferred correction
of the higher-order scheme being treated explicitly as a source term. The coef-
ficients Ag, Aws AN, As, A, A, and Ap are thus identical to those represented
in equation (B.1.7), except that the source term b contains now the additional
correction term b given by

b:s;“Avﬂpﬁ#wdC (B.1.8)

According to Khosla and Rubin (1974), the correction term b takes the form
b — —max( ., 0. 0)( hlg/aer -order _ ¢n+l) + max( ng 0. 0)(¢£Jigber-order _ ¢%+1)

_ max( Fo, 0. O) d)lozgher order _ n+1> —|—max(F 0. 0)(¢ngher-order _ 1@—1)
_ max(F,,, 0. O)( hzg/oer -order _ n+1) + max( E,, 00) ((bZigher-order _ ;t\[-H)
_ max( F,0. O)( hzg/oer -order __ ¢n+l) + max(Fs, O'O)(qbfigher-order _ (bgz-H)
_ max(F,, 0. O)(d)hzgher ~order _ n+l) + max( Ft; 0. 0)(¢higher-order ¢?+1)
N max( Fba 0. O)(¢hzgher -order n+1) + max(Fb, 0. 0) (¢hzgher -order g-H)

(B.1.9)

The source term in equation (B.1.9) may be viewed as the means of reducing
the excessive false diffusion caused by the first order upwind difference. Appro-
priate values of property ¢ at the respective faces of the control volume in the
preceding equation are determined via suitable choice of higher-order differen-
cing schemes such as exemplified in Appendix A. The present implementation
offers enormous flexibility and ease of incorporating various schemes to
improve the accuracy of the numerical solution.
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Figure B.1 A CFD-based fire model for solving the turbulent reacting flow with
radiation, soot, and pyrolysis in a compartment fire situation.
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B.2 CFD-Based Fire Model

A flow chart illustrating the specific operation of a CFD-based fire model to
resolve the turbulent reacting flow with radiation, soot, and pyrolysis consid-
erations in compartment fire situations is illustrated in Figure B.1. The meth-
odology, based on an implicit procedure, is solved iteratively via efficient
numerical solvers. An in-house computer code (FIRE3D) has been developed
based on the FORTRAN computer language. Basically, the CFD-based fire
model can be divided into six distinct modules:

*  Gas phase laminar flow module with the consideration of appropriate turbulent
models

» Combustion module incorporating eddy-dissipation and presumed PDF models

»  Radiation module using discrete ordinates method

+  Energy module for calculating the heat transfer

+  Soot module incorporating single-step empirical and semi-empirical soot models

+  Pyrolysis module for charring materials



Appendix C Advanced Combustion
Modeling

C.1 Probability Density Function Method

Probability density function (PDF) represents a general statistical description of
the turbulent reacting flow. This PDF can be considered to be proportional to
the fraction of time the fluid spends at each chemical species, temperature, and
pressure state. From the PDF, any thermo-chemical moment such as the mean
and RMS chemical species or temperature can be determined. The transport
equation for the joint PDF of velocities and reactive scalars can be derived
from the Navier-Stokes equations and the convection-diffusion equation for
the reactive scalar as

8(,513) + 3(f)1:t113) + 8(wkj)) _ i /"

o) ) ) (ol 1)P)
0 [ /10 >~}_M
+awk{"<p ox; " )"

My
where P is the Favred joint PDF, y is the composition space vector, # is the
fluid velocity fluctuation vector, and J; ;. is the molecular diffusion flux vector.
Note that (A|B) is the conditional probability of event A, given that event B
occurs. In equation (C.1.1), summation is implied over repeated indices of
j and k within the terms, with j and k& representing the physical and composition
space, respectively.

In equation (C.1.1), the first and second terms on the left-hand side repre-
sents the unsteady rate of change and convection of the PDF in physical space.
The third terms on both sides represent the sources that depend on the local
composition (e.g., chemical reaction rate and radiation emission). Since all
the terms on the left-hand side are readily solved including the reaction rate
term, the principal strength of the PDF approach in comparison to the
Reynolds-averaged or Favred-averaged approach is that the highly non-linear
reaction rate term is completely closed and therefore requires no modeling.
However, the two terms on the right-hand side are not readily solved
and require modeling, which they are represented by the scalar convection by

(C.1.1)
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turbulent and molecular mixing/diffusion, respectively. Appropriate models are
generally provided for these terms. It should be emphasized that the model
for the molecular mixing/diffusion is the weakest link in the PDF transport
approach. Modeling the effect of molecular mixing/diffusion on the composi-
tion poses significant challenge as exemplified by the development of many
models such as the IEM (Interaction by Exchange with the Mean), LMSE
(Linear Mean-Square Estimation), MC (Modified Curl), and EMST (Euclidian
Minimum Spanning Tree) (Peters, 2000, Pope, 2000). This is considered to be
a critical component of the PDF transport approach, because of the combus-
tion occurring at the smallest scales when the reactants and heat are diffused
together. None of the aforementioned models have thus far been satisfactory,
and considerable development of a suitable model is still required, especially
to yield physically realistic representation of the scalar dissipation rate to cap-
ture the local flame extinction and re-ignition for non-premixed combustion
(Bilger, 2000).

C.2 Conditional Moment Closure

According to the conditional moment closure (CMC) approach, the instanta-
neous mass fraction Y; can be decomposed into a conditional mean and fluctu-
ation around the conditional mean as

Yi(x,t) = Qi(n,x,t) + Y/ (x,¢) (C2.1)

where Q;(n, x, t) can be defined as Q;(n, x, t) = (Y;(x, t)|Z(x, t) = n) at location
x, time ¢ and 7 indicates the space variable for the mixture fraction. The gov-
erning equation for the ith species Q, = (pY;|n)/{p|n) can be derived via condi-
tional averaging as

00, 00, 0,
5 Tilm o, = (x| m o + (W, [ n) +eg +ey (C.2.2)
with
_ (10 (599 pOZ (0 Qs
= <pax,- <”D ax,-) P o (axf n )”7> (C23)
oY 9Y! 19 oY/
= ‘<W+ o pom; (PD ax,«) ’”> (C.24)

Similarly, the CMC transport equation for the enthalpy Q;, = (ph|n)/{p|n) can
be derived as
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B B P
%+<”/|n>%= (x| m) a%_ (Whaa | m) +eg +ey (C.2.5)

where W, is the heat loss due to radiation. According to Bilger (1993) and Li
and Bilger (1993), the unclosed e can be assumed to be negligible for the high
Reynolds number, since it is of the order Re™! and there is no differential dif-
fusion. On the basis of the proposal by Kim (2004), the closure hypotheses for
the unclosed term ey through the decomposition approach is given by

ey = —p%m)a% (G2 | P () (C.2.6)

where P(n) is the probability density function (PDF), which involves the use of
a prescribed beta function. In equations (C.2.2) and (C.2.5), the first and sec-
ond terms on the right-hand side correspond to the diffusion in the mixture
fraction space and are quantified by the scalar dissipation rate y and the condi-
tional expectation on the chemical reaction or heat loss due to radiation,
respectively. The last term on the right-hand side and the left-hand side in both
equations represents the spatial diffusion and convection. These terms that are
absent in the laminar flamelet model constitute the main difference between
the two methods.

In order to close the system of equations, the remaining terms such as the
conditional velocity (u;|n), conditional scalar dissipation rate y, and condi-
tional fluxes (1/¢" | 7) are usually solved according to the appropriate models.
Firstly, two different models, the Linear model by Kilmenko and Bilger (1999)
and Swaminathan and Bilger (2001) and the PDF gradient model by Colucci
et al. (1998) and Bilger (2000), have been considered for the conditional veloc-
ity. In the inhomogeneous case, the Linear model has shown to perform better
than the PDF gradient model. Secondly, the Grimanji model (Grimanji, 1992)
assuming local homogeneity is commonly used for the conditional scalar dissi-
pation rate. Alternatively, the Amplitude Mapping Closure (AMC) model
(O’Brien and Jiang, 1991), which may be applied in conjunction with beta
PDE, has shown to yield more favorable results in the inhomogeneous case.
Thirdly, the conditional fluxes are normally modeled by the standard gradient
diffusion hypotbesis.

For the reaction rate, the first order CMC closure can be written as

(Wa [ n) = Wy(Qu, Or,p) (C.2.7)

where Or = (pT|n)/(p|n). This approach is valid only if the conditional fluc-
tuations of the reactive scalars are small enough for the higher-order terms to
be negligible. Second order CMC closure employs conditional variances and
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co-variances to improve the estimate of (W,|n). In the assumed PDF method,
the condition expectation of the reaction rate is given by

where 7 is the number of reactions, ; is the sample variable for the reaction
progress variable, and P is the conditional joint PDE. There are also other mod-
els with CMC, which could also be similarly employed for more sophisticated
considerations. Examples are the multi-conditional moment closure model by
Kilmenko and Bilger (1999) and conditional source-term estimation model
by Steiner and Bushe (1999).



Appendix D Relevant Tables for
Combustion and
Radiation Modeling

Table D.1 Heats of combustion of selected gases, liquids, and solids at 25°C

(298.15K)".

—AH, x 10° —AH.,;, x 10° —AH,,, x 10°

Jkg ) (J kg (air) ") (J kg (071
Hydrogen H, 120.97 3.41 15.12
Carbon monoxide [0 10.11 4.11 17.69
Methane CH,4 50.01 2.90 12.50
Ethane C,yHg 47.79 2.97 12.80
Propane CsHg 46.36 2.96 12.75
n-Butane n-C4Hyo 45.75 2.96 12.76
i-Butane i-C4Hqg 45.61 2.95 12.72
n-Pentane n-CsHyn 45.36 2.96 12.76
n-Hexane n-CsHiy4 44.75 2.94 12.66
n-Octane n-CgHig 44,77 2.97 12.76
i-Octane i-CgHyg 44.30 2.93 12.63
Acetylene C,H, 48.24 3.64 15.68
Ethylene C,Hy 47.20 3.20 13.77
Propylene C;Hg 45.80 3.10 13.36
Benzene CeHs 40.17 3.03 13.06
Toluene C,Hg 40.59 3.01 12.97
Formaldehyde CH,O 17.31 3.77 16.23
Methanol CH,0O 19.94 3.09 13.29
Ethanol C,HsO 28.87 3.21 13.83
Cellulose (C,H40),  16.09 3.15 13.59
Polyethylene (CoHy)n 43.28 2.93 12.65

Continued

Computational Fluid Dynamics in Fire Engineering
Copyright © 2009 by Academic Press. Inc. All rights of reproduction in any form reserved.



484 Computational Fluid Dynamics in Fire Engineering

Table D.1 Heats of combustion of selected gases, liquids, and solids at 25°C
(298.15K)*.—Cont’d

—AH, x 10° —AH_,, x 10° —AH,,, x 10°

(Jkg™") (J kg (air)™") (J kg (0271
Polypropylene (CsHg)n 43.31 2.94 12.66
Polystyrene (CgHg)y 39.85 3.01 12.97
Polyvinylchloride (C,H3CI), 16.43 2.98 12.84
Polymethylmethacrylate (CsHgO,), 24.89 3.01 12.98

2All products are taken to be in their gaseous states. Values of heats of combustion in air and in oxygen can be
obtained based on the knowledge of the completer reaction in air and from the heats of combustion
determined in a bomb calorimeter. For example, AHc,air of methane according to the complete combustion
reaction CHy + O, + 2 x 3.76 N, — CO, + H,O + 2 x 3.76 N, can be obtained from AHc by
AH, x molecular weight of fuel 50.01 x 16.0 1
AHear = number of moles of air x molecular weight of air ~ 9.52 x 28.95 2.90M] kgfair)
Similarly, AH, . of methane according to the preceding complete combustion reaction can be obtained from AH,.
by.

AH,ox =

AH, x molecular weight of fuel ~50.01 x 16.0
number of moles of oxygen x molecular weight of oxygen ~ 2.0 x 32.0
Note that values of heats of combustion for cellulose, polyethylene, polypropylene, polystyrene,
polyvinylchloride, and polymethylmethacrylate have been obtained from Drysdale (1999).

= 12.5M] kg(0,)"

TABLE D.2 Standard heats of formation of selected gases at 25°C (298.15K).

AH? x 10°(J kg™")

Carbon monoxide CO -3.95
Carbon dioxide CO, -8.95
Hydrogen H, 0.0

Water vapor H,O —13.44
Nitrogen N, 0.0

Oxygen O, 0.0

Methane CH,4 —4.68
Ethane C,Hg —2.82
Propane CsHg -2.36
n-Butane n-C4Hqo -2.15
i-Butane i-C4Hqo -2.27
n-Pentane n-CsHyn —-2.03
n-Hexane n-CsHqs —-1.94
n-Octane n-CgHyg —1.82
i-Octane i-CgHg -1.96

Continued
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TABLE D.2 Standard heats of formation of selected gases at 25°C
(298.15K).—Cont’d

AH? x 10°(J kg ')

Acetylene C,H, +8.72
Ethylene C,H, +1.87
Propylene C;Hg +0.48
Benzene CeHg +1.06
Toluene C,Hg +0.54
Formaldehyde CH,0 —3.86
Methanol CH,O —6.28
Ethanol C,HO -5.11

Table D.3 Adiabatic flame temperatures of selected fuels at 25°C (298.15K)".

Tadiabatic (K)

Hydrogen H, 2430.7
Methane CH4 2326.5
Ethane C,Hg¢ 2381.3
Propane C3Hg 2393.4
n-Butane n-C4Hqo 2393.4
i-Butane i-C4Hyg 2392.3
n-Pentane n-CsHy, 2402.7
n-Hexane n-CgHq4 2405.5
n-Octane n-CgHyg 2409.1
i-Octane i-CgHyg 2409.1
Acetylene C,H, 2907.5
Ethylene C,Hy 2565.8
Propylene C3Hg 2505.7
Benzene CgHg 2528.2
Toluene C,Hg 2503.3
Formaldehyde CH,0 2574.3
Methanol CH,O 2330.9
Ethanol C,H:O 2355.0

The adiabatic flame temperatures have been determined via the routine GASEQ — Chemical Equilibrium
Program for Windows.
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Table D.4 Leonard-Jones parameters of selected gases®.

Col e/k
Air 3.711 78.6
Oxygen (atomic) (0] 3.050 106.7
Oxygen (molecule) 0, 3.467 106.7
Hydroxyl OH 3.147 79.8
Carbon monoxide CO 3.690 91.7
Carbon dioxide CO, 3.941 195.2
Hydrogen (atomic) H 2.708 37.0
Hydrogen (molecule) H, 2.827 59.7
Water vapor H,O 2.641 809.1
Nitrogen N, 3.798 71.4
Methane CH,4 3.758 148.6
Ethane C,Hg 4.418 230.0
Propane CsHg 5.061 254.0
i-Butane i-C4Hqo 5.341 313.0
n-Pentane n-CsHqn 6.769 345.0
n-Hexane n-CsHqs 5.909 413.0
n-Octane n-CgHg 7.451 320.0
Acetylene C,H, 4.033 231.8
Ethylene C,H, 4.163 224.7
Propylene CsHg 5.061 254.0
Benzene CgHg 5.270 440.0

“According to Lautenberger (2002), the diffusion collision integral Qp,, ., can be approximated empirically as
T/ (elk)1inere and (/k); jners is evaluated according to (¢/k); ere = \/(6/k);(¢/R);ers- The variables a,,; and e/k
are known as the Lenoard-Jones parameters, which can be obtained from Table D.4. Also according to
Lautenberger (2002), the diffusion integral Q, can be approximated as Q,B = 1.16145B7°1*87* 1. 0.52487 exp
(—0.7732B) + 2.16178 exp(—2.43787B) where B = T/(¢/k).
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Table D.5 Low-order polynomials of specific heats at constant pressure of selected
gases (constructed from Sandler, 1989)<.

c X Temperature

a bx 101 1072 d x 107®  Range (K)
Oxygen (o)) 880.60 0.0197  —0.0023 — 273-3800
Carbon CO 968.73 0.0234  —0.0036 — 273-3800
monoxide
Carbon CO, See below
dioxide
Hydrogen H, 13444.95 0.2175 —0.0016 — 273-3800
Water vapor  H,0O 1620.85 0.0806  —0.0112 — 273-3800
Nitrogen N, 976.05 0.0222  —0.0034 — 273-3800
Methane CH,4 1242.69 0.3139 0.0793 —0.6881 273-1500
Ethane C,Hg 229.88 0.5754 —0.2135 0.2428 273-1500
Propane CsHg -91.33 0.7353 -0.3572 0.7211  273-1500
n-Butane n-C4Hqo 68.2  0.6404 —0.3161 0.6033 273-1500
i-Butane i-C4H,y —136.40 0.7171 —0.3966 0.8603 273-1500

n-Pentane n-CsHyo 95.81 0.6308 —0.3119 0.5872  273-1500
n-Hexane n-CgHy4 80.65 0.6420 —0.3331 0.6707 273-1500

Acetylene CoH, 838.78 0.3543  —-0.2510 0.7002  273-1500
Ethylene CoHy 141.12  0.5045  —-0.2979 0.6309 273-1500
Propylene CsHg 75.05 0.5672  —0.2900 0.5860 273-1500
Benzene CeHg —-464.20 0.6755  —0.4046 0.9949  273-1500
Toluene C,;Hg —-373.68 0.6077  —0.3745 0.8736  273-1500

Formaldehyde CH,O 760.01 0.1359 0.0238 —0.2899 273-1500
Methanol CH,O 595.18 0.2860 —0.0381 —0.2512 273-1500
Ethanol CHsO 432.24  0.4555 —0.2256 0.4359 273-1500

dConstants in the table are for the equation Cp=a+ bT +cT* + dT°, where Tis in Kelvin and C, isin J (kg K) — 1.
The equation for CO, in the temperature range 273-3800 K is C, = 1715.82 — 4.2562 x 107 T —
15.107 x 10°/v/T J(kgK) "



488

Computational Fluid Dynamics in Fire Engineering

Table D.6 Generalized state relation functions for hydrocarbon fuels of the form
C,H,, (after Sivathanu and Faeth, 1990).

Species Yi()
h]2 < YNZ ) <YN2,A - YNz,St) l//YNz,AYNz,SI

Ynost) \ Ynoa — YN, Ynoa — Yot W YN, s
o Yo, 32n + 8m + Mﬂ, Yo,.4 ¢Y02‘A(327l + 8m)

2 Yo,/ \ 321+ 8m + Mg, Yo, (321 + 8m) — Y0, aM,

o, < Yco, > <447l — Mg, YCOZ.st> VYco, s44n

Yco,.st) \ 44n — Mg, Yco, 44n + Y Yco, «Mp, — Yco, s« My,
H,0 < Yu,0 ) (9774 — My, YHZO,st> W YH,049m

Yn,05) \ 9m — Mg, Yh,0 Im + Y Yu,0aMp, — Y05 Mp,
coO < YCO <447l — Mfu YCOZ.st> WYCOZ,st44”

Yco,.st 44n — Mg, Yco 44n + Y Yco, «Mp, — Yco, s« My,
H, < Y, ) (9m — My, YHZO,st> W YH,049m

Yr,0. 9m — Mg, Yy, Im + Y Yu,0aMp, — Yn,05Mp,
Fuel ]
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Table D.7 Values for parameter ¥ in terms of the equivalence ratio
(after Sivathanu and Faeth, 1990).
P(Y,0h)
¢ Nz 02 C02 Hzo CcO H2 Fuel
0.0 100.0 1.0 0.0 0.0 0.0 0.0 0.0
0.01 100.0 0.99 0.01 0.01 0.0 0.0 0.0
0.02 50.0 0.98 0.02 0.02 0.0 0.0 0.0
0.05 20.0 0.95 0.05 0.05 0.0 0.0 0.0
0.1 10.0 0.9 0.1 0.1 0.0 0.0 0.0
0.2 5.0 0.8 0.2 0.2 0.0 0.0 0.0
0.5 2.0 0.51 0.48 0.5 0.015 0.0 0.0
0.8 1.25 0.25 0.7 0.78 0.03 0.004 0.0
1.0 1.0 0.11 0.8 0.96 0.115 0.008 0.0
1.5 0.667 0.065 0.82 0.98 0.25 0.018 0.0
2.0 0.5 0.051 0.8 0.97 0.3 0.022 0.028
5.0 0.2 0.41 0.58 0.86 0.26 0.022 0.185
10.0 0.1 0.035 0.4 0.7 0.18 0.02 0.33
20.0 0.05 0.025 0.27 0.49 0.125 0.017 0.55
50.0 0.02 0.018 0.14 0.23 0.07 0.012 0.75
100.0 0.01 0.008 0.06 0.13 0.04 0.0094 0.87
00 0.0 0.0 0.0 0 0.0 0.0 1.0
Table D.8 Coefficients for emissivity according to Smith et al. (1982).
J i Pu,0/Pco, =2
bs,i.l be,i.Z bs,i.S be,i.4 ki
3 1 6.508 —5.551 3.029 —5.353 0.4201
2 —0.2504 6.112 —3.882 6.528 6.516
3 2.718 -3.118 1.221 -1.612 131.9
J i Pu,0/Pco, =1
bs,i.l bs,i.2 bs,i.3 bs,i.4 ki
3 1 5.150 -2.303 0.9779 —1.494 0.4303
2 0.7749 3.399 —-2.297 3.730 7.055
3 1.907 —1.824 0.5608 —-0.5122 178.1
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Table D.9 Coefficients for emissivity according to Beer, Foster, and Siddall (1971).

J i Pu,0/Pco, =2 Pu,0/Pco, =2
bs,i.l bs,i.Z ki kHC, bs,i.l bs,i.Z ki kHC,
3 1 0.437 7.13 0.0 3.85 0.486 8.97 0.0 3.41
2 0.390 -0.52 1.88 0.0 0.381 -3.96 2.5 0.0
3 1.173 —6.61 68.83 0.0 0.133 —-5.01 109.0 0.0
4 1 0.364 4.74 0.0 3.85 0.4092 7.53 0.0 3.41
2 0.266 7.19 0.69 0.0 0.284 2.58 0.91 0.0
3 0.252 —7.41 7.4 0.0 0.211 —6.54 9.4 0.0
4 0.118 —4.52 80.0 0.0 0.0958 -3.57 130.0 0.0

Table D.10 S,, S4, S¢, and Sg quadratures in one octant for rectangular enclosures
(after Jamaluddin and Smith, 1988).

Designation &, M N, w,
S, 0.57735 0.57735 0.57735 1.57080
S4 San 0.29588 0.90825 0.29588 0.52360
San 0.90825 0.29588 0.29588 0.52360
Sa3 0.29588 0.29588 0.90825 0.52360
Se Se,1 0.18387 0.96560 0.18387 0.16095
Se.2 0.69505 0.69505 0.18387 0.36265
Se.3 0.96560 0.18387 0.18387 0.16095
Se.4 0.18387 0.69505 0.69505 0.36265
Se.s 0.69505 0.18387 0.69505 0.36265
Se.6 0.96560 0.18387 0.96560 0.16095
Ss Ss.1 0.14426 0.97955 0.14426 0.17124
Ss.2 0.57735 0.80401 0.14426 0.09923
Ss3 0.80401 0.57735 0.14426 0.09923
Ss.4 0.97955 0.14426 0.14426 0.17124
Ss.5 0.14426 0.80401 0.57735 0.09923
Ss.6 0.57735 0.57735 0.57735 0.46172
Ss.7 0.80401 0.14426 0.57735 0.09923
Ss.8 0.14426 0.57735 0.80401 0.09923
Ss.0 0.57735 0.14426 0.80401 0.09923
Ss,10 0.14426 0.14426 0.97955 0.17124
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model
fault tree, sprinkler system, 445-446
FDS model, 447-448
fire sample, 448-450
GRNNFA model, 444-445, 447
knowledge-driven prediction model, 448
leave-one-out cross-validation
approach, 444-445
root mean square error (RMSE),
449-450
subgrid model, 444
Available safe egress time (ASET),
430-432

B

Beer-Lambert’s law, 216

Bilger’s mixture fraction formula, 189
Boltzmann factor, 141

Bootstrapping techniques, 444-445

C
Central differencing scheme, 65, 68
Chapman-Enskog theory, 156, 158
Chebyshev polynomials, 219
Clipped Gaussian distribution, 183-185
CMC approach. See Conditional moment
closure approach
Combustion process
detailed chemistry vs. simplified chemistry
adiabatic flame temperature,
146-147, 485
Boltzmann factor, 141
chemical kinetic mechanism, 149
chemical reaction, 139-140
ethanol reaction steps, 144-145
heat of formation, 140, 484-485
methane oxidation mechanism, 146
quasi-global mechanism, 146-147
reaction mechanism, hydrocarbon
combustion, 141-144
Reynolds/Favre decomposition and
averaging, 149-150
specific reaction rate constant, 141
stoichiometric equation, 140
generalized finite-rate formulation
Arrhenius reaction rate, 166
background theory, 153-154
binary diffusion coefficient, 156-157
collision mixing model, 167-168
eddy break-up reaction, 164
eddy dissipation model, 166
enthalpy, 156-157
laminar finite-rate chemistry,
161-163
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Combustion process (Continued)
mass fraction, 155
Schmidt number, 155-156
Sutherland’s formula, 157-158
thermal conductivity, 157-159
transport equation, 155
viscous mixing model, 167-168
Wilke’s Law, 159
heats of combustion, 140, 483-484
Leonard-Jones parameters, 486
state relation functions, 488
turbulent combustion
eddy mixing process, 137-138
flaming fire, 135-136
flaming process, burning candle, 136
methane and flame structure, 137
premixed flame, 137
Composite flux limiter approach, 465
Conditional moment closure (CMC)
approach, 195-196, 480-482
Cone calorimeter, pyrolysis
computational mesh
grains direction, 345
three-dimensional model, 344-345
transient temperature, 345-346
wood physical properties, 346-347
governing equations
Arrhenius expression, 342
Darcy’s law, 341
evaporation rate, 340-341
finite-rate model, 341-342
non-orthogonal curvilinear
system, 340
Neumann condition, 343-344
numerical features, 339
solid and gas phase, 342-343
Conserved scalar approach
description
elemental mass fraction, 169
Shvab-Zel’dovich coupling
parameters, 170
single chemical reacting system
(SCRS) relationship, 169
flame sheet approximation
chemical reaction, stoichiometric
combustion, 173
equivalence ratio, 174-175
Favre-averaged transport
equation, 175

single step combustion state
relationships, 173-174
laminar flamelet approach
Bilger’s mixture fraction
formula, 189
chemical equilibrium, 188
flamelet equations, 190
flow flame and Tsuji burner
configuration, 188-189
methane combustion, 191
scalar dissipation, 192-193
schematic representation, 187
mixture fraction, combustion chamber,
170-171
probability density function (PDF),
turbulence-chemistry
beta function, 184-186
clipped Gaussian distribution,
183-185
concentration fluctuation, 180-181
double delta function, 182-183
mean properties, Favre
averaging, 181
mixture fraction, 179-180
state relationship
chemical equilibrium, methane,
176-177
experimental investigation and
measurement, 179
gas species of methane, 178
Gibbs free energy, 176
single step methane combustion,
174-175
Cost-effective fire protection
design, 439
Courant-Friedrich-Levy (CFL)
requirements, 372-373
Curtis-Godson approximation, 228

D
Dalton’s law, 36
Damkéohler number, 153, 165
Deterministic models, 2
Diffusion flame, 136-137
Digital computer models, 439-440
Direct numerical simulation (DNS)
initial and boundary conditions,
373-374
Kolmogorov micro-scales, 369-370
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resolutions and discretisations
CFL requirements, 372-373
explicit methods, 372
finite difference approach, 371-372
geometrical structures, 371

Reynolds number, 370

turbulent structures, 368

Direct quadrature method of moments

(DQMOM)

coagulation process, 298

Dirac delta function, 295

fractal dimension, 297

Fuchs interpolation formula,

298-299

HACA mechanism, 297

linear algebraic system, 295-296

nucleation, 296

transport equations, 295

turbulent flames, 294

Dirichlet boundary conditions, 57-58

Discrete ordinates model

diamond difference scheme, 247

enthalpy equation, 249

higher-order approximations, 245-246

integrodifferential equation, 243

radiative flux calculation, 248

three-dimensional rectangular
geometry, 244

WSSGM, 249

Discrete transfer radiative model

(DTRM)
illustration, 240-241
intensity definition, 242
transfer equation, 243

Discretisation methods

steady flows

central differencing scheme, 65-66

control volume integration, 61

finite difference method, 59-60

finite element method, 60

finite volume method, 60-61

hybrid differencing scheme, 67

linear interpolation, 64-65

MINMOD and SUPERBEE
schemes, 68

power-law differencing scheme, 68

QUICK scheme, 68

spectral method, 60

three-dimensional structured grid
arrangement, 62-63

total variable diminishing (TVD)
scheme, 69
upwind differencing scheme, 66-67
unsteady flows, 69-70

E
EBFE. See Experimental building-fire
facility
Eddy dissipation combustion (EDM)
model, 197
Electromagnetic (EM) wavelengths, 135
Elsasser narrow-band model, 221
Energy module, 478
Equations of motion
continuity equation, 38—40
continuum fluid, 38
energy equation
dissipation function, 49-50
energy conservation, 49
enthalpy, 50
first law of thermodynamics, 45
Fourier’s law of heat conduction, 48
heat transfer, 47-48
inter-diffusion process, 48—49
specific energy, 50
surface force, 46-47
fluid flows, 37-38
momentum equation
body and surface forces, 42—43
fluid element mass, 42
Navier-Stokes equation, 45
Newton’s law of viscosity, 44
Newton’s second law, 41
non-conservative form, 41
normal and tangential stresses, 42
three-dimensional momentum
equations, 44-45
viscous stress, 43—44
scalar equation
definition, 50-51
Fick’s law of diffusion, 52
moving fluid element, 51
scalar property conservation, 51-52
Experimental building-fire facility

(EBFF), 25

F

Favre-averaged Navier-Stokes (FANS)
approach

combustion modeling, 403
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Favre-averaged Navier—Stokes (FANS)
approach (Continued)
development and application, 367-368
vs. large eddy simulation
computational grid, 393
FDS computer code, 394
k—€ models, 394
predictor-corrector scheme, 394-395
turbulent fluctuations, 393-394
Field modeling
artificial neural network (ANN),
432-433
combustion modeling approach
Arrhenius reaction rate, 166
background theory, 153-154
binary diffusion coefficient, 156-157
collision mixing model, 167-168
conditional moment closure (CMC),
195-196
Dambkohler number, 194
eddy break-up reaction, 164
eddy dissipation model, 166
enthalpy, 156-157
laminar finite-rate chemistry,
161-163
mass fraction, species, 155
PDF and Monte Carlo method, 195
Schmidt number, 155-156
Sutherland’s formula, 157-158
thermal conductivity, 157-159
transport equation, 155
viscous mixing model, 167-168
Wilke’s Law, 159
compression scheme, noise removal,
435-436
computational fluid dynamics
burning solid fuel, 31-32
cold layer, 33
exothermic process, 32
fire phenomena, 35
free-standing and compartment fires,
33-34
heat transfer modes, 33
hot layer, 33
laminar/turbulent flaming
combustion, 34
soot, 32
state of matter, 31
thermal interface, 34

detailed chemistry vs. simplified
chemistry
adiabatic flame temperature,
146-147, 485
Boltzmann factor, 141
chemical kinetic mechanism, 149
chemical reaction, 139-140
ethanol, reaction steps, 144-145
heat of formation, 140, 484-485
methane oxidation mechanism, 146
quasi-global mechanism, 146-147
reaction mechanism, hydrocarbon
combustion, 141-144
Reynolds/Favre decomposition and
averaging, 149-150
specific reaction rate constant, 141
stoichiometric equation, 140
development and application
DNS and LES, 368-369
FANS approach, 367-368
large eddy simulation (LES), 368
macroscopic description, 367
Euclidean distance, 437
Favre-averaged Navier—Stokes vs. large
eddy simulation, 393-395
feed-forward multi-layer perceptron
(MLP), 433
Fuzzy ARTMAP (FAM), 433
Fuzzy ART (FA) network, 434
GRNNFA model, 438-439
K-nearest-neighbor (K-NN) approach,
436-437
large eddy simulation applications
freestanding buoyant fire, 410-418
single-room compartment, 418-422
Monte Carlo methods
Beer’s law, 235-236
energy emission, 233-234
photon history, 236
numerical algorithm
combustion modeling, 402-408
explicit predictor-corrector scheme,
395-402
physical models, 408-409
physical interpretation, boundary
condition
Dirichlet boundary condition, 57-58
Fick’s law, 58-59
Fourier’s law, 58
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Neumann boundary condition,
57,59

no-slip condition, 57

open, symmetry, and periodic
boundary conditions, 59

predictive model, 437

pyrolysis

cone calorimeter, 339-351

fire growth and flame spread,
352-363

governing equations, 324-338

guidelines, 338-339

phenomenological concepts, 317-319

physico-chemical description,
319-324

significant considerations, 314-317

radiation

absorptivity, 219-220

Beer-Lambert’s law, 216

black body radiation, 210

boundary conditions, 231-232

Chebyshev polynomials, 219

Curtis-Godson approximation, 228

diamond difference scheme, 247

discrete transfer radiative model
(DTRM), 240-243

dispersion theory model, 222

electromagnetic spectrum, 209

enthalpy equation, 249

finite volume method, 250-251

gaseous combustion product, 219

Goody statistical model, 227-228

guidelines, model selection, 252-253

heat flux, 231

higher-order approximations,
245-246

Hottel’s charts, gas emissivity,
217-218

infrared radiation spectrum, 215-216

integrodifferential equation,
230-231, 243

Kirchhoff’s law, 210

Modak’s method, 220

narrow-band models, gas absorption,
227-228

Planck’s mean absorption coefficient,
221-222

P-1 radiation model, 237-239

radiative flux calculation, 248

radiative transfer equation, 212-215
schematic representation of, 210-211
spectral mixture coefficient, 227
specular and diffuse reflection, 211
Stefan—-Boltzmann law, 210
three-dimensional rectangular
geometry, 244
wide-band models, 228-229
single-room compartment fire
numerical features, 197
temperature profiles comparison,
198-199
two-equation turbulence model, 202
velocity profiles comparison,
197-199
transport equation
central differencing scheme, 65-66
compartment fire, 82-83
control volume integration, 61
finite difference method, 59-60
finite element method, 60
finite volume method, 60-61
free-standing fire, 81-82
hybrid differencing scheme, 67
linear interpolation, 64-65
matrix solver, 71-74
MINMOD and SUPERBEE schemes,
68
power-law differencing scheme, 68
pressure-velocity linkage method,
74-80
QUICK scheme, 68
spectral method, 60
symmetric boundary condition, 82
three-dimensional structured grid
arrangement, 62—63
total variable diminishing (TVD)
scheme, 69
unsteady flow, 69-70
upwind differencing scheme, 66-67
turbulence handling approach
direct numerical simulation (DNS),
369-374
large eddy simulation (LES),
374-393
turbulence model
guidelines, 113-114
single-room compartment fire,
114-123



522

Index

Field modeling (Continued)
smoke spread, fire resisting door gap,
121, 124-131
turbulent combustion
eddy mixing process, 137-138
flaming fire, 135-136
flaming process, burning candle, 136
methane, flame structure, 137
premixed flame, 137
two-room compartment fire
mesh distribution, 204
numerical results, 205-206
schematic representation, 202-203
thermocouple tree position, 203
weighted sum of gray gases model
(WSGGM)
absorption and polynomial
coefficients, 225-226
gas emissivity evaluation, 223
real gas, 224
spectral energy distribution,
223-224
Finite element structural analysis
models, 22
Fire dynamics simulator (FDS) computer
code, 7, 374, 453
Fire modeling approach
combustion model, 5
computational fluid dynamics
application, 30
definition, 29-30
experimental and analytical methods,
30-31
field modeling, 31-35
direct numerical simulation, 10-11
equation of state
chemical equilibrium, 36
compressible flow, 37
ideal/perfect gas, 36
intensive and extensive properties,
35-36
thermodynamic equilibrium, 35
equations of motion
continuity equation, 38—40
continuum fluid, 38
energy equation, 45-50
fluid flows, 37-38
momentum equation, 40-45
scalar equation, 50-52

fire disasters
Kings Cross Fire, 11-14
World Trade Center (WTC) fire, 12,
15-17
fire dynamics tools
error limitations, 23-24
fire plume empirical equation, 25
gas phase field and solid phase
pyrolysis model, 22
post-flashover fire, 18
pre-flashover fire, 17-18
single-room compartment fire, 25
smoke control design strategy, 18
stadium configuration, 20
surface plot, scalar smoke
concentration, 18-19
time-averaging approach, 17
two-compartment structure, 26
velocity and temperature
distributions, 21-22
verification and validation
definitions, 24
five-zone flame structure, 10
general-purpose CFD commercial
software package, 26
historical development
computational fluid dynamics
(CED), 4
computer models, 2
energy conservation calculation, 2-3
experimental techniques and
theoretical approaches, 1-2
field model, 4
zone modeling, 2-3
instantaneous temperature contour, 9
k—e model, 6-7
near-wall treatments
enhanced wall treatment, 109-110
enthalpy, 108
laminar and turbulent Schmidt
number, 108-109
log-law layer, 107
non-equilibrium wall function,
109-110
Reynolds number k—e/k-» model,
106
turbulent boundary layer, 107
viscous sub-layer, 107-108
wall function, 106-107
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non-uniform buoyancy force, 4
radiation model, 5-6
Reynolds-averaging and Favre-
averaging, 27
Smagroinsky subgrid-scale turbulent
model, 9
small-scale buoyant fire, 10
soot distribution, 7-8
specific field modeling computer
code, 26
standard k—e turbulence model
Favre-averaged enthalpy equation, 93
Favre-averaged Navier-Stokes
equation, 93-94
laminar and turbulent Schmidt
number, 91
laminar Prandtl number, 90-91
low Reynolds number k-e model,
98-100
Newton’s law of viscosity, 90
Reynolds number turbulence
model, 96
shear stress transport (SST) model,
100-102
transport equation, 92-93
turbulent Prandtl number, 91
vs. realizable k—e model, 97-98
vs. RNG k—e model, 96-97
time-marching method, 28
transport equation
compartment fire, 82-83
compressible flow, 55
compressible Newtonian fluid, 52-53
dissipation function, 55
enthalpy equation, 54-55
finite difference method, 59-60
finite element method, 60
finite volume method, 60-61
free-standing fire, 81-82
matrix solver, 71-74
pressure-velocity linkage method,
74-80
spectral method, 60
steady flows, 61-69
symmetric boundary condition, 82
three-dimensional control volume, 56
unsteady flow, 69-70
turbulence modeling approach
boundary condition, 110-113

compartment fire, 94
Favre-averaged Navier—Stokes
equation, 89
fluctuating component, 87
Reynolds-averaged Navier-Stokes
equation, 87-88
Reynolds stress model, 95, 102-106
transport property, 86—-87
viscous sub-layer, 95-96
wall function method, 95-96
volumetric heat source approach, 4-5
Fire resisting door gap, smoke spread
averaged gas temperature profile,
129-130
back-draft phenomenon, 130-131
boundary conditions, 127-128
heat release rate, 126
leakage rate, 128
mechanism, 124
mesh distribution, 126-127
numerical simulation, 124-125
pragmatic approach, 126
prescriptive volumetric heat source, 121
transient pressure gradients, 129
First law of thermodynamics, 46
FORTRAN computer language, 478

G

Gas phase laminar flow module, 478

Gauss’ divergence theorem, 56, 250

General regression neural network
(GRNN), 433-434

Gibbs free energy, 176

Grimanji model, 481

H
Higher-order differencing schemes
second order upwind scheme, 463-464
third order QUICK scheme, 463, 465
Higher-order time-marching methods
second order Crank—Nicolson method,
470
second order explicit Adams—Bashford
method, 469
second order implicit method,
470-471
High-resolution scheme, 118, 465-466,
468
Hybrid differencing scheme, 67, 118
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Hydrogen-Abstraction/Carbon-Addition
(HACA) mechanism, 290

1

Incomplete Cholesky factorization, 73

Infinitesimal fluid element approach,
38-40

In-house computer code, 478

Iterative process, 74-76

K
k—e model, 6-7
Kings Cross Fire
grid layout, 12-13
trench effect, 12
velocity vector, 12, 14
Kirchhoff’s law, 210
K-nearest-neighbor (K-NN) approach,
436-437

L
Laminar flamelet approach
Bilger’s mixture fraction formula, 189
chemical equilibrium, 188
flamelet equations, 190
flow flame and Tsuji burner
configuration, 188-189
methane combustion, 191
scalar dissipation, 192-193
schematic representation, 187
Laminar flames, 137-138
Large eddy simulation (LES)
applications
freestanding buoyant fire, 410-418
single-room compartment, 418-422
Cartesian coordinates, 376-377
computational issues
Germano-Lilly dynamic procedure,
390
MILES models, 393
multi-dimensional filter, 391
sequential application, 392
Simpson rule, 392-393
Trapezoidal rule, 390-391
dynamic SGS models
Boolean function, 386
filtered and subtest kernels, 381-382
Fredholm’s integral equation, 382
grid filter, 380-381

Lagrangian description, 384
least-squares approach, 382-383
Leonard terms, 382
linearization operation, 384
mass-weighted test filter operation,
380
multi-linear interpolation procedure,
385-386
multiplicative factor, 386-387
strain rate tensor, 381-382
transport equations, 385
FANS equations, 376
filter functions, 374-375
Fourier transform, 375
freestanding buoyant fire
centerline axial velocity, 412-414
characteristic frequency, 417-418
fast Fourier transform (FFT),
412-413
FDS computer code, 410-411
flickering cycle, 413-415
instantaneous temperature, 414, 416
puffing effect, 410
Smagorinsky-Lilly model, 411
time-accurate solution, 412
time-averaged quantity, 416-417
mesh refinement, 375-376
one-equation SGS models
dynamic coefficient, 389
kinetic energy, 387
test-filtered stress, 388
turbulence model, 387-388
single-room compartment
coherent structure, 420
computational geometry, 418-419
Favre-averaging approach, 420-421
instantaneous temperature, 420
Navier-Stokes equation, 418
quasi-steady state, 419-420
time-averaged temperature, 422-423
subgrid scale (SGS) models
FANS modeling, 377
gradient diffusion hypothesis, 380
Smagorinsky-Lilly, 378
structure function, 379-380
theoretical analysis, 378-379
turbulent stress, 377-378
viscosity damping function, 379
turbulent eddies, 374
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Large eddy simulation model,
7-10
Leave-one-out cross-validation approach,
444-445
Lewis/Lewis-Seminov number, 159-160
Linear model, 481
LS-DYNA software package, 15

M

Menter’s model, 96

Mie theory, 230

Modak’s method, 220

Monotone-integrated-large-eddy-

simulation (MILES), 393

Monte Carlo methods
Beer’s law, 235-236
combustion modeling approach, 195
energy emission, 233-234
photon history, 236

N
Narcotic gases, 32
Neumann boundary condition, 57, 59,
113, 127
Newton’s law of viscosity, 44, 90
Normalized variable and space
formulation (NVSF), 465-468
Numerical algorithm, field modeling
combustion modeling, 402-408
beta function, 403-404
buoyant fires, 404
FANS approach, 403
Gaussian error function, 406
kinetic energy, 404
laminar flamelet approach, 402-403,
407-408
LEPDF fraction, 406
LES grid cells, 407
priori analysis, 405
SGS reaction model, 402
temperature equation, 403
Trapezoidal rule, 405-406
explicit predictor-corrector scheme
Boussinesq hypothesis, 397
corrector, 400402
mixture fraction, 396-397
momentum equation, 395-396
numerical integration, 398
predictor, 398-400

Wilke’s law, 396
physical models, 408-409
NVSE. See Normalized variable and space
formulation

P
PDF. See Probability density function
Planck’s mean absorption coefficient,
221-222
Poisson equation, 74, 76, 118
Poly-aromatic hydrocarbons (PAH),
270-271
Population balance approach, soot
production
classical numerical approach, 286-287
external and internal coordinates, 286
micro-mixing models, 285
particle size distribution (PSD), 287
quadrature method of moment
(QMOM), 287-288
standard method of moments (SMM),
286-287
transport equations and rate
mechanisms
direct quadrature method of
moments (DQMOM), 294-299
empirical rate constants, 291-292
Favre-averaged transport equation,
289
HACA mechanism, 290-291
Knudsen number, 293-294
obliteration, 291
PAH compounds, 290
physical and chemical sub-models,
289-290
SMM and PSD methods, 288-289
Smoluchowski’s equation, 293
surface reaction, 292
Prandtl number, 160
Prescriptive codes, 425-426
Probability density function (PDF)
advanced combustion modeling,
479-480
turbulence-chemistry
beta function, 184-186
clipped Gaussian distribution,
183-185
concentration fluctuation, 180-181
double delta function, 182-183
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Probability density function (PDF)

(Continued)
mean properties, Favre averaging, 181
mixture fraction, 179-180

Pyrolysis process
cone calorimeter

computational mesh, 344-351
governing equations, 340-342
Neumann condition, 343-344
numerical features, 339

solid and gas phase, 342-343

significant considerations

anisotropic properties, 316-317

carbon-based polymers, 314

computational fluid dynamic (CFD)
models, 316

cone calorimeter apparatus,
314-315

1-D, 2-D and 3-D mathematical
models, 315-316

thermal radiation, 315

wood, 314-316

fire growth and flame spread, 356
computational mesh, 357-358
flame structures, 363-364
inlet fuel temperature, 356-357
integrating equations, 353
ISO/DIS 9705 (1990) standard, 352
mass fraction, 361-362

Q

Quadrature method of moment
(QMOM), 287-288

R
Radiation process

mathematical model, 362-363
numerical features, 352-353
single-step reactions, 354-355
solid and gas phase, 356
temperature and velocity
distribution, 358-360
thermophysical properties, 354
transport equations, 355-356

governing equations, wood

energy conservation, 324-326

mass conservation, 326-329
modeling, 329-331

thermophysical properties, 332-338

guidelines, 338-339
phenomenological concepts

anisotropic properties, 319
cellulose combustion, 317-318
degradation process, 317
wood thermal analysis, 318

physico-chemical description

cambium, 320

cellulose, 322
hemicellulose, 322-323
hydroxyl groups, 321
lignins, 323

properties, 319

structure, 321

thermal decomposition, 322
three-dimensional view, 319-320
topological structure, 320
wood, 323-324

black body radiation, 210
boundary conditions, 231-232
Curtis-Godson approximation, 228
discrete ordinates model
diamond difference scheme, 247
enthalpy equation, 249
higher-order approximations,
245-246
integrodifferential equation, 243
radiative flux calculation, 248
three-dimensional rectangular
geometry, 244
WSSGM, 249
discrete transfer radiative model
(DTRM)
illustration of, 240-241
intensity definition, 242
transfer equation, 243
electromagnetic spectrum, 209
emissivity coefficients, 489-490
finite volume method
boundary condition, solid wall, 251
Cartesian coordinate system, 250-251
Gauss’ divergence theorem, 250
radiative transfer equation, 250
Goody statistical model, 227-228
gray gas assumption
absorptivity, 219-220
Beer-Lambert’s law, 216
Chebyshev polynomials, 219
dispersion theory model, 222
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gaseous combustion product, 219
Hottel’s charts, gas emissivity,
217-218
Modak’s method, 220
Planck’s mean absorption coefficient,
221-222
guidelines, model selection, 252-253
heat flux, 231
infrared radiation spectrum, 215-216
integrodifferential equation, 230-231
Kirchhoff’s law, 210
low-order polynomials, 487
Monte Carlo methods
Beer’s law, 235-236
energy emission, 233-234
photon history, 236
narrow-band models, gas absorption,
227-228
P-1 radiation model
Marshak’s formulation, 238
spherical harmonics approximation,
237-238
radiative transfer equation
integrodifferential equation, 214
monochromatic radiant energy,
212-213
Planck’s intensity, 214
rectangular enclosures, 490
schematic representation, 210-211
spectral mixture coefficient, 227
specular and diffuse reflection, 211
Stefan—-Boltzmann law, 210
weighted sum of gray gases model
(WSGGM)
absorption and polynomial
coefficients, 225-226
gas emissivity evaluation, 223
real gas, 224
spectral energy distribution,
223-224
wide-band models, 228-229
\r parameter values, equivalence ratio,
489
Required safe egress time (RSET),
430-432
Reynolds number, 149
Rhie-Chow interpolation method, 78-80
Root mean square error (RMSE),
449-450

Safety engineering

artificial neural network fire model
fault tree, sprinkler system, 445-446
FDS model, 447-448
fire sample, 448-450
GRNNFA model, 444-445, 447
knowledge-driven prediction model,
448
leave-one-out cross-validation
approach, 444-445
root mean square error (RMSE),
449-450
subgrid model, 444
evacuation modeling, 439-440
evaluation and assessment
available safe egress time (ASET),
430-432
deterministic calculations, 427-428
evacuation calculation, 432
pre-flashover fire, deterministic
criteria, 429-430
prescriptive-based statutory
requirement, 425-426
quantification process, 429
required safe egress time (RSET),
430-432
semi-enclosed atrium, steel roof, 427
time-averaged velocity and
temperature distributions, 428
field modeling
artificial neural network (ANN),
432-433
compression scheme, noise removal,
435-436
Euclidean distance, 437
feed-forward multi-layer perceptron
(MLP), 433
Fuzzy ARTMAP (FAM), 433
Fuzzy ART (FA) network, 434
GRNNFA model, 438-439
K-nearest-neighbor (K-NN)
approach, 436-437
predictive model, 437
fire model application
available safe egress time (ASET),
452-453
evacuation pattern, 454, 456
FDS computer code, 453
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Safety engineering (Continued)
heat release rate, 451-452
multi-story building, 450-451
required safe egress time (RSET),
453-454
spatial-grid evacuation model
(SGEM), 452-453
surface contour plots, hot gas layer,
453-455
fire predictive and assessment model
combustion model, 457
coupling, 459
evacuation calculation, 458-459
fire safety design optimization
procedure, 458
soot pyrolysis model, 457
probabilistic approach
event tree representation, 441-442
fault tree, 442-443
fire risk analysis, 441
operational reliability, fire protection
system, 441
Schmidt number, 160
Second-moment closure model, 95
Sensible enthalpy, 157
Shvab-Zel’dovich coupling parameters,
170
Single chemical reacting system (SCRS)
relationship, 169
Single-room compartment fire
additional source term, 117
artificial neural network fire model
fault tree, sprinkler system, 445-446
FDS model, 447-448
fire sample, 448-450
GRNNFA model, 444-445, 447
knowledge-driven prediction model,
448
leave-one-out cross-validation
approach, 444-445
root mean square error (RMSE),
449-450
subgrid model, 444
benchmark fire case, 115
buoyancy generation and source
term, 117
combustion model
numerical features, 197
temperature profile, 198-199

two-equation turbulence model, 202
velocity profiles comparison,
197-199
Favre-averaged y-momentum equation,
116-117
Froude number, 116
incomplete lower upper (ILU)
factorization technique, 118
in-house and commercial computer
codes, 117-118
model validation, 119
model verification, 120-121
radiation model
corner rack temperature profile,
257-258
doorway temperature profile,
254-255
doorway velocity profile, 254, 256
heat transfer, 253-254
numerical features, 254
predicted model comparison, 257
temperature contours, 258-259
temperature contour, 121-122
velocity vector, 121, 123
Smagroinsky subgrid-scale turbulent
model, 9
Small-scale buoyant fire, 10
Solution algorithms
computational solution procedure, 71
matrix solver
conjugate gradient method, 73
iterative matrix solver, 72-73
multigrid method, 73-74
structured grid arrangement, 72
unstructured grid arrangement, 73
pressure-velocity linkage method
algebraic x-momentum equation,
74-75
checker-board effect, 77
collocated grid, 78
implicit-type algorithm, 79-80
incompressible flow, 74
interface velocity, 79
marker-and-cell (MAC) method, 74
mass residual, 77
pressure correction equation, 75-76
Rhie-Chow interpolation method,
78-79
staggered grid, 77-78
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velocity gradient equation, 76
y-momentum and z-momentum
equations, 75
SIMPLE algorithm, 80
SIMPLE-Consistent (SIMPLEC)
algorithm, 80-81
SIMPLE-Revised (SIMPLER)
algorithm, 81
Soot production
guidelines, 299-300
multi-room compartment fire
concentration levels, 310, 312
Favre-averaged equations, 308
mesh distribution, 308-309
schematic plan-view, 307
steady-state conditions, 311, 313
temperature profiles, 309-310
three-dimensional fluid flow,
309, 311
overview and limitation
comprehensive model, 269
formation and oxidation, 269-270
hydrocarbon fuels, 271
phenomenological descriptions, 272
poly-aromatic hydrocarbons (PAH),
270-271
population balance approach
classical numerical approaches,
286-287
external and internal coordinates,
286
micro-mixing models, 285
particle size distribution (PSD), 287
quadrature method of moment
(QMOM), 287-288
standard method of moments
(SMM), 286-287
transport equations and rate
mechanisms, 288-299
radiation
heat transfer, 269
TEM images, 267-268
turbulent flame, 268-269
semi empirical approach model,
284-285
carbon monoxide, 282
chemical kinetic model, 281
conservation equation, 279-280
formation model, 283

gaseous parent fuels, 276-277
hydrocarbon molecules, 278
kinetic theory, 278-279
linear termination coefficients, 277
mass fraction, 283
methylmethacrylate (MMA), 281
nucleation, 280-281
nuclei formation, 277
oxidation models, 285
physical processes, 279
scalar property equation, 277
transport equation, 276
turbulent diffusion flame, 281-282
single-step empirical rate model
analytic function, 274
conservation equation, 272
consumption rate, 273
dimensionless temperature, 275-276
homogeneous and heterogeneous
soot formation, 274
mixture fraction, 274-275
thermophoresis, 272
turbulent flow, 272-273
two-room compartment fire
floor temperatures, 304
grid sensitivity analysis, 301
heat transfer equilibrium equation,
302
measured temperature profiles, 302
numerical models, 300-301
predicted soot distribution, 305-306
temperature profile, 303-304
thermocouple trees, 304-305
Soot pyrolysis model, 457
Soret and Dufour effects, 48-49
Spatial-grid evacuation model (SGEM),
452-453
Standard gradient diffusion hypothesis,
481
Standard method of moments (SMM),
286-287
Stefan-Boltzmann law, 210
Stochastic/probabilistic models, 2
Stochastic social-forces model, 440
Subgrid scale (SGS) models
Boolean function, 386
dynamic coefficient, 389
FANS modeling, 377
filtered and subtest kernels, 381-382
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Subgrid scale (SGS) models (Continued)
Fredholm’s integral equation, 382
gradient diffusion hypothesis, 380
grid filter, 380-381
kinetic energy, 387
Lagrangian description, 384
least-squares approach, 382-383
Leonard terms, 382
linearization operation, 384
mass-weighted test filter operation, 380
multi-linear interpolation procedure,

385-386
multiplicative factor, 386-387
Smagorinsky-Lilly, 378
strain rate tensor, 381-382
structure function, 379-380
test-filtered stress, 388
theoretical analysis, 378-379
transport equations, 385
turbulence model, 387-388
turbulent stress, 377-378
viscosity damping function, 379
Sutherland’s formula, 157-158

T
Thermodynamic equilibrium, 35
Time-marching method, 28
Total variable diminishing (TVD) schemes
accuracy property, 467
boundedness criterion, 465-467
central difference scheme, 467
composite flux limiter approach, 465
normalized variable and space
formulation (NVSF), 465-466
normalized variable diagram (NVD),
466-467
QUICK scheme, 468
second order upwind scheme, 467
stability condition, 466
types, 468-469
Transport equation
boundary conditions
compartment fire, 82-83
free-standing fire, 81-82
symmetric boundary condition, 82
differential and integral forms
compressible flow, 55
compressible Newtonian fluid, 52-53
dissipation function, 55

enthalpy equation, 54-55
three-dimensional control volume, 56
discretisation methods
central differencing scheme, 65-66
control volume integration, 61
finite difference method, 59-60
finite element method, 60
finite volume method, 60-61
hybrid differencing scheme, 67
linear interpolation, 64-65
MINMOD and SUPERBEE schemes,
68
power-law differencing scheme, 68
QUICK scheme, 68
spectral method, 60
three-dimensional structured grid
arrangement, 62-63
total variable diminishing (TVD)
scheme, 69
unsteady flow, 69-70
upwind differencing scheme, 66-67
solution algorithms
matrix solver, 71-74
pressure-velocity linkage method,
74-80
Trench effect, 12
Turbulence handling approach
direct numerical simulation (DNS)
initial and boundary conditions,
373-374
Kolmogorov micro-scales, 369-370
resolutions and discretisations,
371-373
Reynolds number, 370
large eddy simulation (LES)
Cartesian coordinates, 376-377
computational issues, 390-393
dynamic SGS models, 380-387
FANS equations, 376
FDS computer code, 374
filter functions, 374-375
Fourier transform, 375
mesh refinement, 375-376
one-equation SGS models, 387-389
subgrid scale (SGS) models, 377-380
turbulent eddies, 374
Turbulence modeling approach, 6-7
boundary condition
equilibrium, 111
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inlet boundary condition, 111-112
k- model, 111
low Reynolds number k—e model,
110
Neumann boundary
condition, 113
zero normal gradient, 110-111
compartment fire, 94
Favre-averaged Navier—Stokes
equation, 89, 93-94
field modeling
guidelines, 113-114
single-room compartment fire,
114-123
smoke spread, fire resisting door gap,
121, 124-131
fluctuating component, 87
Reynolds-averaged Navier—Stokes
equation, 87-88
Reynolds stress model
full Reynolds stress model, 105
pressure-strain term, 103-104
scalar turbulent viscosity, 105-106
standard k—e model, 95
transport equation, 102-103
two-equation turbulent model, 103
wall effect, 104-105
standard k—e turbulence model
Favre-averaged enthalpy equation, 93
laminar and turbulent Schmidt
number, 91
laminar Prandtl number, 90-91
low Reynolds number k—e model,
98-100
Newton’s law of viscosity, 90
Reynolds number turbulence
model, 96
shear stress transport (SST) model,
100-102
transport equation, 92-93
turbulent Prandtl number, 91
vs. realizable k-e¢ model, 97-98
vs. RNG k-e model, 96-97
transport property, 86—-87
viscous sub-layer, 95-96
wall function method, 95-96
Turbulent flames, 137-138
TVD schemes. See Total variable
diminishing schemes

Two layers assumption, zone modeling,
2-3
Two-room compartment fire
combustion model
mesh distribution, 204
numerical results, 205-206
schematic representation, 202-203
thermocouple tree position, 203
radiation model
contour plots of temperature,
262-263
numerical features and results, 260
predicted and measured temperature
profile, 262-263
vertical temperature distribution,
260-262

\"
Volumetric heat source approach, 4-5

w
Weighted sum of gray gases model
(WSGGM)
absorption and polynomial coefficients,
225-226
gas emissivity evaluation, 223
real gas, 224
spectral energy distribution, 223-224
Wilke’s law, 159
Wood pyrolysis
energy conservation
accumulation rate, 324
Cartesian co-ordinate system, 325
one-dimensional equation, 325-326
thermodynamics law, 326
mass conservation
Cartesian directions, 327
Darcy’s law, 326-327
fundamental physical principle, 327
pressure equation, 328-329
three-dimensional equations,
327-328
modeling
adsorbed moisture, 330-331
Arrhenius equation, 329-330
evaporation temperature, 330
thermal decomposition
reaction, 329
thermodynamic equilibrium, 331
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Wood pyrolysis (Continued)
specific heat capacity

char, 333
dry air, 334
dry virgin, 332-333
dynamic viscosity, 337-338
partially charred wood, 332
permeability, 335-337
thermal conductivity, 334-335
volatile gases, 333-334

water and vapor, 333
World Trade Center (WTC) fire
upper-layer temperature contours,
15-16
window breakage phenomenon, 17
WSGGM. See Weighted sum of gray
gases model

V4
Zone modeling, 2-3
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