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Preface 

Many problems arising in engineering, and notably in computer science 
and mechanical engineering, require geometric tools and concepts. This is 
especially true of problems arising in computer graphics, geometric mod­
eling, computer vision, and motion planning, just to mention some key 
areas. This book is an introduction to fundamental geometric concepts and 
tools needed for solving problems of a geometric nature with a computer. 
In a previous text, Gallier [70], we focused mostly on affine geometry and 
on its applications to the design and representation of polynomial curves 
and surfaces (and B-splines) . The main goal of this book is to provide an 
introduction to more sophisticated geometric concepts needed in tackling 
engineering problems of a geometric nature. Many problems in the above 
areas require some nontrivial geometric knowledge, but in our opinion, 
books dealing with the relevant geometric material are either too theoreti­
cal, or else rather specialized. For example, there are beautiful texts entirely 
devoted to projective geometry, Euclidean geometry, and differential geom­
etry, but reading each one represents a considerable effort (certainly from 
a nonmathematician!). Furthermore, these topics are usually treated for 
their own sake (and glory), with little attention paid to applications. 

This book is an attempt to fill this gap. We present a coherent view of geo­
metric methods applicable to many engineering problems at a level that can 
be understood by a senior undergraduate with a good math background. 
Thus, this book should be of interest to a wide audience including computer 
scientists (both students and professionals), mathematicians, and engineers 
interested in geometric methods (for example, mechanical engineers). In 
particular, we provide an introduction to affine geometry, projective geom-
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etry, Euclidean geometry, basics of differential geometry and Lie groups, 
and a glimpse of computational geometry (convex sets, Voronoi diagrams, 
and Delaunay triangulations). This material provides the foundations for 
the algorithmic treatment of curves and surfaces, some basic tools of ge­
ometric modeling. The right dose of projective geometry also leads to a 
rigorous and yet smooth presentation of rational curves and surfaces. How­
ever, to keep the size of this book reasonable, a number of topics could 
not be included. Nevertheless, they can be found in the additional material 
on the web site: see http://www.cis.upenn.edunean/gbooks/geom2.html, 
abbreviated as web page. This is the case of the material on rational curves 
and surfaces. 

This book consists of sixteen chapters and an appendix. The additional 
material on the web site consists of eight chapters and an appendix: see 
web page. 

The book starts with a brief introduction (Chapter 1). 

Chapter 2 provides an introduction to affine geometry. This ensures 
that readers are on firm ground to proceed with the rest of the book, 
in particular, projective geometry. This is also useful to establish 
the notation and terminology. Readers proficient in geometry may 
omit this section, or use it as needed. On the other hand, readers 
totally unfamiliar with this material will probably have a hard time 
with the rest of the book. These readers are advised do some extra 
reading in order to assimilate some basic knowledge of geometry. For 
example, we highly recommend Pedoe [136], Coxeter [35], Snapper 
and Troyer [160], Berger [12, 13], Fresnel [66], Samuel [146], Hilbert 
and Cohn-Vossen [84], Boehm and Prautzsch [17], and Tisseron [169]. 

Basic properties of convex sets and convex hulls are discussed in 
Chapter 3. Three major theorems are proved: Cartheodory's theorem, 
Radon's theorem, and Helly's theorem. 

Chapter 4 presents a construction (the "hat construction") for embed­
ding an affine space into a vector space. An important application of 
this construction is the projective completion of an affine space, pre­
sented in the next chapter. Other applications are treated in Chapter 
20, which is on the web site, see web page. 

Chapter 5 provides an introduction to projective geometry. Since 
we are not writing a treatise on projective geometry, we cover only 
the most fundamental concepts, including projective spaces and sub­
spaces, frames, projective maps, multiprojectve maps, the projective 
completion of an affine space, cross-ratios, duality, and the complex­
ification of a real projective space. This material also provides the 
foundations for our algorithmic treatment of rational curves and sur-
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faces, to be found on the web site (Chapters 18, 19,21 , 22, 23, 24); 
see web page. 

Chapters 6, 7, and 8, provide an introduction to Euclidean geometry, 
to the groups of isometries O(n),and SO(n), the groups of affine rigid 
motions Is( n) and SE( n), and to the quaternions. Several versions of 
the Cartan-Dieudonne theorem are proved in Chapter 7. The QR­
decomposition of matrices is explained geometrically, both in terms 
of the Gram-Schmidt procedure and in terms of Householder trans­
formations. These chapters are crucial to a firm understanding of 
the differential geometry of curves and surfaces, and computational 
geometry. 

Chapter 9 gives a short introduction to some fundamental top­
ics in computational geometry: Voronoi diagrams and Delaunay 
triangulations. 

Chapter 10 provides an introduction to Hermitian geometry, to the 
groups of isometries U(n) and SU(n), and the groups of affine rigid 
motions Is( n, q and SE( n, q. The generalization of the Cartan­
Dieudonne theorem to Hermitian spaces can be found on the web 
site: see web page (Chapter 25). An introduction to Hilbert spaces, in­
cluding the projection theorem, and the isomorphism of every Hilbert 
space with some space [2(K), can also be found on the web site: see 
web page. 

Chapter 11 provides a presentation of the spectral theorems in Eu­
clidean and Hermitian spaces, including normal, self-adjoint, skew 
self-adjoint, and orthogonal linear maps. Normal form (in terms 
of block diagonal matrices) for various types of linear maps are 
presented. 

The singular value decomposition (SVD) and the polar form of 
linear maps are discussed quite extensively in Chapter 12. The 
pseudo-inverse of a matrix and its characterization using the Penrose 
properties are presented. 

Chapter 13 presents some applications of Euclidean geometry to vari­
ous optimization problems. The method of least squares is presented, 
as well as the applications of the SVD and Q R-decomposition to solve 
least squares problems. We also describe a method for minimizing 
positive definite quadratic forms, using Lagrange multipliers. 

Chapter 14 provides an introduction to the linear Lie groups, via a 
presentation of some of the classical groups and their Lie algebras, 
using the exponential map. The surjectivity of the exponential map 
is proved for SO(n) and SE(n). 
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An introduction to the local differential geometry of curves is given 
in Chapter 15 (curvature, torsion, the Frenet frame, etc). 

An introduction to the local differential geometry of surfaces based 
on some lectures by Eugenio Calabi is given in Chapter 16. This 
chapter is rather unique, as it reflects decades of experience from a 
very distinguished geometer. 

Chapter 17 is an appendix consisting of short sections consisting of 
basics of linear algebra and analysis. This chapter has been included 
to make the material self-contained. Our advice is to use it as needed! 

A very elegant presentation of rational curves and surfaces can be given 
using some notions of affine and projective geometry. We push this approach 
quite far in the material on the web site: see web page. However, we provide 
only a cursory coverage of CAGD methods. Luckily, there are excellent 
texts on CAGD, including Bartels, Beatty, and Barsky [10], Farin [58, 57], 
Fiorot and Jeannin [60, 61]' Riesler [142], Hoschek and Lasser [90], and 
Piegl and Tiller [139]. Although we cover affine, projective, and Euclidean 
geometry in some detail, we are far from giving a comprehensive treatment 
of these topics. For such a treatment, we highly recommend Berger [12, 13], 
Samuel [146], Pedoe [136], Coxeter [37, 36, 34, 35], Snapper and Troyer 
[160]' Fresnel [66], Tisseron [169], Sidler [159], Dieudonne [46], and Veblen 
and Young [172, 173], a great classic. 

Similarly, although we present some basics of differential geometry and 
Lie groups, we only scratch the surface. For instance, we refrain from dis­
cussing manifolds in full generality. We hope that our presentation is a 
good preparation for more advanced texts, such as Gray [78], do Carmo 
[51], Berger and Gostiaux [14], and Lafontaine [106]. The above are still 
fairly elementary. More advanced texts on differential geometry include 
do Carmo [52, 53], Guillemin and Pollack [80], Warner [176], Lang [108], 
Boothby [19], Lehmann and Sacre [113], Stoker [163], Gallot, Hulin, and 
Lafontaine [71], Milnor [127], Sharpe [156], Malliavin [117], and Godbillon 
[74]. 

It is often possible to reduce interpolation problems involving polynomial 
curves or surfaces to solving systems of linear equations. Thus, it is very 
helpful to be aware of efficient methods for numerical matrix analysis. For 
instance, we present the QR-decomposition of matrices, both in terms of 
the (modified) Gram-Schmidt method and in terms of Householder trans­
formations, in a novel geometric fashion. For further information on these 
topics, readers are referred to the excellent texts by Strang [166], Golub 
and Van Loan [75], Trefethen and Bau [170], Ciarlet [33], and Kincaid 
and Cheney [100]. Strang's beautiful book on applied mathematics is also 
highly recommended as a general reference [165]. There are other interest­
ing applications of geometry to computer vision, computer graphics, and 
solid modeling. Some good references are Trucco and Verri [171], Koen-
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derink [103], and Faugeras [59] for computer vision; Hoffman [87] for solid 
modeling; and Metaxas [125] for physics-based deformable models. 

Novelties 

As far as we know, there is no fully developed modern exposition integrat­
ing the basic concepts of affine geometry, projective geometry, Euclidean 
geometry, Hermitian geometry, basics of Hilbert spaces with a touch of 
Fourier series, basics of Lie groups and Lie algebras, as well as a presen­
tation of curves and surfaces both from the standard differential point of 
view and from the algorithmic point of view in terms of control points (in 
the polynomial and rational case). 

New Treatment, New Results 

This books provides an introduction to affine geometry, projective geome­
try, Euclidean geometry, Hermitian geometry, Hilbert spaces, a glimpse at 
Lie groups and Lie algebras, and the basics of local differential geometry 
of curves and surfaces. We also cover some classics of convex geometry, 
such as Caratheodory's theorem, Radon's theorem, and Helly's theorem. 
However, in order to help the reader assimilate all these concepts with the 
least amount of pain, we begin with some basic notions of affine geome­
try in Chapter 2. Basic notions of Euclidean geometry come later only in 
Chapters 6, 7, 8. Generally, noncore material is relegated to appendices or 
to the web site: see web page. 

We cover the standard local differential properties of curves and surfaces 
at an elementary level, but also provide an in-depth presentation of poly­
nomial and rational curves and surfaces from an algorithmic point of view. 
The approach (sometimes called blossoming) consists in multilinearizing 
everything in sight (getting polar forms), which leads very naturally to a 
presentation of polynomial and rational curves and surfaces in terms of 
control points (Bezier curves and surfaces). We present many algorithms 
for subdividing and drawing curves and surfaces, all implemented in Math­
ematica. A clean and elegant presentation of control points with weights 
(and control vectors) is obtained by using a construction for embedding an 
affine space into a vector space (the so-called "hat construction," originat­
ing in Berger [12]). We also give several new methods for drawing efficiently 
closed rational curves and surfaces, and a method for resolving base points 
of triangular rational surfaces. We give a quick introduction to the concepts 
of Voronoi diagrams and Delaunay triangulations, two of the most funda­
mental concepts in computational geometry. A a general rule, we try to be 
rigorous, but we always keep the algorithmic nature of the mathematical 
objects under consideration in the forefront. 

Many problems and programming projects are proposed (over 230). Some 
are routine, some are (very) difficult. 
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Applications 

Although it is core mathematics, geometry has many practical applica­
tions. Whenever possible, we point out some of these applications, For 
example, we mention some (perhaps unexpected) applications of projective 
geometry to computer vision (camera calibration), efficient communication, 
error correcting codes, and cryptography (see Section 5.13). As applica­
tions of Euclidean geometry, we mention motion interpolation, various 
normal forms of matrices including QR-decomposition in terms of House­
holder transformations and SVD, least squares problems (see Section 13.1), 
and the minimization of quadratic functions using Lagrange multipliers 
(see Section 13.2). Lie groups and Lie algebras have applications in robot 
kinematics, motion interpolation, and optimal control. They also have ap­
plications in physics. As applications of the differential geometry of curves 
and surfaces, we mention geometric continuity for splines, and variational 
curve and surface design (see Section 15.11 and Section 16.12). Finally, as 
applications of Voronoi diagrams and Delaunay triangulations, we mention 
the nearest neighbors problem, the largest empty circle problem, the min­
imum spanning tree problem, and motion planning (see Section 9.5) . Of 
course, rational curves and surfaces have many applications to computer­
aided geometric design (CAGD), manufacturing, computer graphics, and 
robotics. 

Many Algorithms and Their Implementation 

Although one of our main concerns is to be mathematically rigorous, which 
implies that we give precise definitions and prove almost all of the results in 
this book, we are primarily interested in the representation and the imple­
mentation of concepts and tools used to solve geometric problems. Thus, 
we devote a great deal of efforts to the development and implemention of 
algorithms to manipulate curves, surfaces, triangulations, etc. As a matter 
of fact, we provide Mathematica code for most of the geometric algorithms 
presented in this book. We also urge the reader to write his own algorithms, 
and we propose many challenging programming projects. 

Open Problems 

Not only do we present standard material (although sometimes from a fresh 
point of view), but whenever possible, we state some open problems, thus 
taking the reader to the cutting edge of the field . For example, we describe 
very clearly the problem of resolving base points of rectangular rational 
surfaces (this material is on the web site, see web page). 

What's Not Covered in This Book 

Since this book is already quite long, we have omitted solid modeling 
techniques, methods for rendering implicit curves and surfaces, the finite 
elements method, and wavelets. The first two topics are nicely covered in 
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Hoffman [87], and the finite element method is the subject of so many books 
that we will not attempt to mention any references besides Strang and Fix 
[167] . As to wavelets, we highly recommend the classics by Daubechies 
[44], and Strang and Truong [168]' among the many texts on this subject. 
It would also have been nice to include chapters on the algebraic geometry 
of curves and surfaces. However, this is a very difficult subject that requires 
a lot of algebraic machinery. Interested readers may consult Fulton [67] or 
Harris [83] . 

How to Use This Book for a Course 

This books covers three complementary but fairly disjoint topics: 

(1) Projective geometry and its applications to rational curves and 
surfaces (Chapters 5, 18, 19, 21, 22, 23, 24); 

(2) Euclidean geometry, Voronoi diagrams, and Delaunay triangulations, 
Hermitian geometry, basics of Hilbert spaces, spectral theorems for 
special kinds of linear maps, SVD, polar form, and basics of Lie groups 
and Lie algebras (Chapters 6,7,8,9, 10, 11, 12, 13, 14); 

(3) Basics of the differential geometry of curves and surfaces (Chapters 
15 and 16). 

Chapter 17 is an appendix consisting of background material and should 
be used only as needed. 

Our experience is that there is too much material to cover in a one­
semester course. The ideal situation is to teach the material in the 
entire book in two semesters. Otherwise, a more algebraically inclined 
teacher should teach the first or second topic, whereas a more differential­
geometrically inclined teacher should teach the third topic. In either case, 
Chapter 2 on affine geometry should be covered. Chapter 4 is required for 
the first topic, but not for the second. A graph showing the dependencies 
of chapters is shown in Figure 1. 

Problems are found at the end of each chapter. They range from routine 
to very difficult. Some programming assignments have been included. They 
are often quite open-ended, and may require a considerable amount of work. 
The end of a proof is indicated by a square box (0). The word iff is an 
abbreviation for if and only if. 

References to the web page: 
http:j jwww.cis.upenn.eduneanjgbooksjgeom2.htmlwill be abbreviated 
as web page. 

Hermann Weyl made the following comment in the preface (1938) of his 
beautiful book [180]: 

The gods have imposed upon my writing the yoke of a for­
eign tongue that was not sung at my cradle .... Nobody is 
more aware than myself of the attendant loss in vigor, ease and 
lucidity of expression. ' 
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1 17 
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16 

Figure 1. Dependency of chapters 

Being in a similar position, I hope that I was at least successful in con­
veying my enthusiasm and passion for geometry, and that I have inspired 
my readers to study some of the books that I respect and admire. 
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1 
Introduction 

Je ne crois donc pas avoir fait une reuvre inutile en ecrivant Ie present 
Memoire; je regrette seulement qu'il soit trop long; mais quand j'ai 
voulu me restreindre, je suis tombe dans l'obscurite; j'ai prefere 
passer pour un peu bavard. 
-Henri Poincare, Analysis Situ, 1895 

1.1 Geometries: Their Origin, Their Uses 

What is geometry? According to Veblen and Young [172], geometry deals 
with the properties of figures in space. Etymologically, geometry means the 
practical science of measurement. No wonder geometry plays a fundamen­
tal role in mathematics, physics, astronomy, and engineering. Historically, 
as explained in more detail by Coxeter [34], geometry was studied in Egypt 
about 2000 B.C. Then, it was brought to Greece by Thales (640-456 B.C.). 
Thales also began the process of abstracting positions and straight edges 
as points and lines, and studying incidence properties. This line of work 
was greatly developed by Pythagoras and his disciples, among which we 
should distinguish Hippocrates. Indeed, Hippocrates attempted a presen­
tation of geometry in terms of logical deductions from a few definitions and 
assumptions. But it was Euclid (about 300 B.C.) who made fundamental 
contributions to geometry, recorded in his immortal Elements, one of the 
most widely read books in the world. 

J. Gallier, Geometric Methods and Applications
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2 1. Introduction 

Euclid's basic assumptions consist of basic notions concerning magni­
tudes, and five postulates. Euclid's fifth postulate, sometimes called the 
"parallel postulate," is historically very significant. It prompted mathe­
maticians to question the traditional foundations of geometry, and led them 
to realize that there are different kinds of geometries. The fifth postulate 
can be stated in the following way: 

V. If a straight line meets two other straight lines, so as to make the two 
interior angles on one side of it together less than two right angles, 
the other straight lines will meet if produced on that side on which the 
angles are less than two right angles. 

Euclid's fifth postulate is definitely not self-evident. It is also not sim­
ple or natural, and after Euclid, many people tried to deduce it from the 
other postulates. However, they succeeded only in replacing it by various 
equivalent assumptions, of which we only mention two: 

V'. Two parallel lines are equidistant. (Posidonius, first century B.C.). 

V". The sum of the angles of a triangle is equal to two right angles. 
(Legendre, 1752-1833). 

According to Euclid, two lines are parallel if they are coplanar without 
intersecting. 

It is remarkable that until the eighteenth century, no serious attempts at 
proving or disproving Euclid's fifth postulate were made. Saccheri (1667-
1733) and Lambert (1728-1777) attempted to prove Euclid's fifth postulate, 
but of course, this was impossible. This was shown by Lobachevski (1793-
1856) and Bolyai (1802- 1860), who proposed some models of non-Euclidean 
geometries. Actually, Gauss (1777- 1855) was the first to consider seriously 
the possibility that a geometry denying Euclid's fifth postulate was of some 
interest. However, this was such a preposterous idea in those days that he 
kept these ideas to himself until others had published them independently. 

Thus, circa the 1830s, it was finally realized that there is not just one 
geometry, but different kinds of geometries (spherical, hyperbolic, elliptic). 
The next big step was taken by Riemann, (1826-1866) who introduced the 
"infinitesimal approach" to geometry, wherein the differential of distance 
is expressed as the square root of the sum of the squares of the differentials 
of the coordinates. Riemann studied spherical spaces of higher dimension, 
and showed that their geometry is non-Euclidean. Finally, Cayley (1821-
1895) and especially Klein (1849-1925) reached a clear understanding of 
the various geometries and their relationships. Basically, all geometries can 
be viewed as embedded in a universal geometry, projective geometry. Pro­
jective geometry itself is non-Euclidean, since two coplanar lines always 
intersect in a single point. 

Projective geometry was developed in the nineteenth century, mostly by 
Monge, Poncelet, Chasles, Steiner, and Von Staudt (but anticipated by 
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Kepler (1571-1630) and Desargues (1593-1662)). Klein also realized that 
"a geometry" can be defined by the set of properties invariant under a 
certain group of transformations. For example, projective properties are 
invariant under the group of projectivities, affine properties are invariant 
under the group of affine bijections, and Euclidean properties are invariant 
under rigid motions. Although it is possible to define these various groups of 
transformations as certain subgroups of the group of projectivities, such an 
approach is quite bewildering to a novice. In order to appreciate such acro­
batics, one has to already know about projective geometry, affine geometry, 
and Euclidean geometry. 

Since the fifties, geometry has been built on top of linear algebra, as 
opposed to axiomatically (as in Veblen and Young [172, 173] or Samuel 
[146]). Even though geometry loses some of its charm presented that way, 
it has the advantage of receiving a more unified and simpler treatment. 

Affine geometry is basically the geometry of linear algebra. Well, not 
quite, since affine maps are not linear maps. The additional ingredient is 
that affine geometry is invariant under translations, which are not linear 
maps! Instead of linear combinations of vectors, we need to consider affine 
combinations of points, or barycenters (where the scalars add up to 1) . 
Affine maps preserve barycenters. In some sense, affine geometry is the 
geometry of systems of particles and forces acting on them. Angles and 
distances are undefined, but parallelism is well defined. The crucial notion 
is the notion of ratio. Given any two points a, b and any scalar >., the point 
c = (1 - >.)a + >'b is the point on the line (a, b) (assuming a #- b) such 
that ac = >.ab, i.e., the point c is ">' of the way between a and b". Even 
though such a geometry may seem quite restrictive, it allows the handling 
of polynomial curves and surfaces. 

Euclidean geometry is obtained by adding an inner product to affine 
geometry. This way, angles and distances can be defined. The maps that 
preserve the inner product are the rigid motions. In Euclidean geometry, 
orthogonality can be defined. This is a very rich geometry. The structure of 
rigid motions (rotations and rotations followed by a flip) is well understood , 
and plays an important role in rigid body mechanics. 

Projective geometry is, roughly speaking, linear algebra "up to a scalar." 
There is no notion of angle or distance, and projective maps are more gen­
eral than affine maps. What is remarkable is that every affine space can 
be embedded into a projective space, its projective completion. In such a 
projective completion, there is a special hyperplane of "points at infinity." 
Affine maps are the projectivities that preserve (globally) this hyperplane 
at infinity. Thus, affine geometry can be viewed as a specialization of pro­
jective geometry. What is remarkable is that if we consider projective spaces 
over the complex field, it is possible to introduce the notion of angle in a 
projective manner (via the cross-ratio). This discovery, due to Poncelet, 
Laguerre, and Cayley, can be exploited to show that Euclidean geometry 
is a specialization of projective geometry. 



4 1. Introduction 

Besides projective geometry and its specializations, there are other im­
portant and beautiful facets of geometry, notably differential geometry and 
algebraic geometry. Nowdays, each one is a major area of mathematics, and 
it is out of the question to discuss both in any depth. We will present some 
basics of the differential geometry of curves and surfaces. This topic was 
studied by many, including Euler and Gauss, who made fundamental con­
tributions. However, we will limit ourselves to the study of local properties 
and not even attempt to touch manifolds. 

These days, projective geometry is rarely tought at any depth in mathe­
matics departments, and similarly for basic differential geometry. Typically, 
projective spaces are defined at the begining of an algebraic geometry 
course, but modern algebraic geometry courses deal with much more 
advanced topics, such as varieties and schemes. Similarly, differential ge­
ometry courses proceed quickly to manifolds and Riemannian metrics, but 
the more elementary "geometry in the small" is cursorily covered, if at all. 

Paradoxically, with the advent of faster computers, it was realized by 
manufacturers (for instance of cars and planes) that it was possible and 
desirable to use computer-aided methods for their design. Computer vision 
problems (and some computer graphics problems) can often be formulated 
in the framework of projective geometry. Thus, there seems to be an in­
teresting turn of events. After being neglected for decades, stimulated by 
computer science, old-fashioned geometry seems to be making a comeback 
as a fundamental tool used in manufacturing, computer graphics, computer 
vision, and motion planning, just to mention some key areas. 

We are convinced that geometry will play an important role in computer 
science and engineering in the years to come. The demand for technology 
using 3D graphics, virtual reality, animation techniques, etc., is increasing 
fast, and it is clear that storing and processing complex images and complex 
geometric models of shapes (face, limbs, organs, etc.) will be required. This 
book represents an attempt at presenting a coherent view of geometric 
methods used to tackle problems of a geometric nature with a computer. 
We believe that this can be a great way of learning some old-fashioned (and 
some new!) geometry while having fun. Furthermore, there are plenty of 
opportunities for applying these methods to real-world problems. 

While we are interested in the standard (local) differential properties of 
curves and surfaces (torsion, curvature), we concentrate on methods for 
discretizing curves and surfaces in order to store them and display them 
efficiently. However, in order to gain a deeper understanding of this theory 
of curves and surfaces, we present the underlying geometric concepts in 
some detail, in particular, affine, projective, and Euclidean geometry. 
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1.2 Prerequisites and Notation 

It is assumed that the reader is familiar with the basics of linear algebra, 
at the level of Strang [166]. The reader may also consult appropriate chap­
ters on linear algebra in Lang [107]. For the material on the differential 
geometry of curves and surfaces and Lie groups, familiarity with some ba­
sics of analysis are assumed. Lang's text [110] is more than sufficient as 
background. A general background in classical geometry is helpful, but not 
mandatory. Two excellent sources are Coxeter [35] and Pedoe [136]. 

We denote the set {O, 1,2, ... } of natural numbers by N, the ring { ... , -2, 
-1,0, 1,2, ... } of integers by Z, the field of rationals by Q, the field of real 
numbers by lR, and the field of complex numbers by C. The multiplicative 
group lR - {O} of reals is denoted by lR*, and similarly, the multiplicative 
field of complex numbers is denoted by C*. We let lR+ = {x E lR I x :::: O} 
denote the set of nonnegative reals. 

The n-dimensional vector space of real n-tuples is denoted by lRn , and 
the complex n-dimensional vector space of complex n-tuples is denoted by 
en. 

Given a vector space E, vectors are usually denoted by lowercase letters 
from the end of the alphabet, in italic or boldface; for example, u, v, w, 
X,Y,Z. 

The null vector (0, ... ,0) is abbreviated as 0 or O. A vector space con­
sisting only of the null vector is called a trivial vector space. A trivial vector 
space {O} is sometimes denoted by O. A vector space E =1= {O} is called a 
nontrivial vector space . 

When dealing with affine spaces, we will use an arrow in order to distin­
guish between spaces of points (E, U, etc.) and the corresponding spaces 

--> --> 
of vectors (E, U, etc.). 

The dimension of the vector space E is denoted by dim(E). The direct 
sum of two vector spaces U, V is denoted by U EB V. The dual of a vector 
space E is denoted by E* . The kernel of a linear map f: E ---> F is denoted 
by Ker f, and the image by 1m f. The transpose of a matrix A is denoted by 
AT. The identity function is denoted by id, and the n x n-identity matrix 
is denoted by In, or I . The determinant of a matrix A is denoted by det(A) 
or D(A). 

The cardinality of a set S is denoted by lSI. Set difference is denoted by 

A - B = {x I x E A and x¢: B} . 

A list of symbols in their order of appearance in this book is given after 
the bibliography. 



2 
Basics of Affine Geometry 

L'algebre n'est qu'une geometrie ecrite; la geometrie n'est qu'une 
algebre figuree. 
-Sophie Germain 

2.1 Affine Spaces 

Geometrically, curves and surfaces are usually considered to be sets of 
points with some special properties, living in a space consisting of "points." 
Typically, one is also interested in geometric properties invariant under cer­
tain transformations, for example, translations, rotations, projections, etc. 
One could model the space of points as a vector space, but this is not very 
satisfactory for a number of reasons. One reason is that the point corre­
sponding to the zero vector (0), called the origin, plays a special role, when 
there is really no reason to have a privileged origin. Another reason is that 
certain notions, such as parallelism, are handled in an awkward manner. 
But the deeper reason is that vector spaces and affine spaces really have dif­
ferent geometries. The geometric properties of a vector space are invariant 
under the group of bijective linear maps, whereas the geometric properties 
of an affine space are invariant under the group of bijective affine maps, 
and these two groups are not isomorphic. Roughly speaking, there are more 
affine maps than linear maps. 

Affine spaces provide a better framework for doing geometry. In particu­
lar, it is possible to deal with points, curves, surfaces, etc., in an intrinsic 
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manner, that is, independently of any specific choice of a coordinate sys­
tem. As in physics, this is highly desirable to really understand what is 
going on. Of course, coordinate systems have to be chosen to finally carry 
out computations, but one should learn to resist the temptation to resort 
to coordinate systems until it is really necessary. 

Affine spaces are the right framework for dealing with motions, trajec­
tories, and physical forces, among other things. Thus, affine geometry is 
crucial to a clean presentation of kinematics, dynamics, and other parts of 
physics (for example, elasticity). After all, a rigid motion is an affine map, 
but not a linear map in general. Also, given an m x n matrix A and a vector 
bERm, the set U = {x E Rn I Ax = b} of solutions of the system Ax = b 
is an affine space, but not a vector space (linear space) in general. 

Use coordinate systems only when needed! 

This chapter proceeds as follows. We take advantage of the fact that 
almost every affine concept is the counterpart of some concept in linear 
algebra. We begin by defining affine spaces, stressing the physical interpre­
tation of the definition in terms of points (particles) and vectors (forces). 
Corresponding to linear combinations of vectors, we define affine combina­
tions of points (barycenters), realizing that we are forced to restrict our 
attention to families of scalars adding up to 1. Corresponding to linear 
subspaces, we introduce affine subspaces as subsets closed under affine 
combinations. Then, we characterize affine subspaces in terms of certain 
vector spaces called their directions. This allows us to define a clean no­
tion of parallelism. Next, corresponding to linear independence and bases, 
we define affine independence and affine frames. We also define convexity. 
Corresponding to linear maps, we define affine maps as maps preserving 
affine combinations. We show that every affine map is completely defined 
by the image of one point and a linear map. Then, we investigate briefly 
some simple affine maps, the translations and the central dilatations. At 
this point, we give a glimpse of affine geometry. We prove the theorems of 
Thales, Pappus, and Desargues. After this, the definition of affine hyper­
planes in terms of affine forms is reviewed. The section ends with a closer 
look at the intersection of affine subspaces. 

Our presentation of affine geometry is far from being comprehensive, 
and it is biased toward the algorithmic geometry of curves and surfaces. 
For more details, the reader is referred to Pedoe [136], Snapper and Troyer 
[160], Berger [12, 13], Coxeter [35], Samuel [146] , Tisseron [169], and Hilbert 
and Cohn-Vossen [84]. 

Suppose we have a particle moving in 3D space and that we want to 
describe the trajectory of this particle. If one looks up a good textbook 
on dynamics, such as Greenwood [79] , one finds out that the particle is 
modeled as a point, and that the position of this point x is determined 
with respect to a "frame" in R3 by a vector. Curiously, the notion of a 
frame is rarely defined precisely, but it is easy to infer that a frame is a 
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b 

;/ 
a 

Figure 2.1. Points and free vectors 

pair (0, (el, e2, e3)) consisting of an origin ° (which is a point) together 
with a basis of three vectors (el, e2, e3). For example, the standard frame 
in 1R3 has origin ° = (0,0,0) and the basis of three vectors el = (1,0,0), 
e2 = (0,1,0), and e3 = (0,0,1). The position of a point x is then defined 
by the "unique vector" from ° to x . 

But wait a minute, this definition seems to be defining frames and the 
position of a point without defining what a point is! Well, let us identify 
points with elements of 1R3 . If so, given any two points a = (al, a2, a3) and 
b = (b l ,b2,b3), there is a unique free vector, denoted by ab, from a to b, 
the vector ab = (b l - al, b2 - a2, b3 - a3). Note that 

b = a + ab, 

addition being understood as addition in 1R3 . Then, in the standard frame, 
given a point x = (Xl,X2,X3), the position of x is the vector Ox = 

(Xl,X2,X3), which coincides with the point itself. In the standard frame, 
points and vectors are identified. Points and free vectors are illustrated in 
Figure 2.l. 

What if we pick a frame with a different origin, say 0 = (Wl, W2, W3), but 
the same basis vectors (el,e2,e3)? This time, the point x = (Xl,X2,X3) is 
defined by two position vectors: 

Ox = (Xl, X2, X3) 

in the frame (0, (el, e2, e3)) and 

Ox = (Xl - Wl, X2 - W2, X3 - W3) 

in the frame (0, (el, e2, e3)). 
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This is because 

Ox = on + nx and on = (WI,W2,W3). 

We note that in the second frame (n, (el, e2, e3)), points and position vec­
tors are no longer identified. This gives us evidence that points are not 
vectors. It may be computationally convenient to deal with points using 
position vectors, but such a treatment is not frame invariant, which has 
undesirable effets. 

Inspired by physics, we deem it important to define points and properties 
of points that are frame invariant. An undesirable side effect of the present 
approach shows up if we attempt to define linear combinations of points. 
First, let us review the notion of linear combination of vectors. Given two 
vectors U and v of coordinates (UI,U2,U3) and (VI,V2,V3) with respect 
to the basis (el,e2,e3), for any two scalars A,/l, we can define the linear 
combination AU + /lV as the vector of coordinates 

(AUI + /lVI, AU2 + /lV2, AU3 + /lV3). 

If we choose a different basis (e~, e~, e3) and if the matrix P expressing the 
vectors (e~, e~, e3) over the basis (e I, e2, e3) is 

P = (~~ ~~ ~~), 
a3 b3 C3 

which means that the columns of P are the coordinates of the ej over the 
basis (el, e2, e3), since 

UI el + U2e2 + U3e3 = u~ e~ + u~e~ + u;e; 

and 

Vlel + V2e2 + V3e3 = v~e~ + v;e~ + v;e;, 

it is easy to see that the coordinates (UI, U2, U3) and (VI, V2, V3) of U and v 
with respect to the basis (el, e2, e3) are given in terms of the coordinates 
(u~ , u~, u3) and (v~, v&, V3) of U and v with respect to the basis (e~, e2, e3) 
by the matrix equations 

From the above, we get 

and by linearity, the coordinates 

(AU~ + /lV~, AU~ + /lV;, AU; + /lV~) 
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of AU + /-1V with respect to the basis (e~, e~, e~) are given by 

( ~~~:~~~) = AP-l (~~) +/-1p- 1 (~~) =p-l (~~~:~~~). 
AU3 + /-1V3 U3 V3 AU3 + /-1V3 

Everything worked out because the change of basis does not involve a 
change of origin. On the other hand, if we consider the change of frame 
from the frame (0, (el' e2, e3)) to the frame (0, (eI, e2, e3)), where on = 
(WI, W2, W3), given two points a, b of coordinates (a I, a2, a3) and (b l , b2, b3) 
with respect to the frame (0, (el' e2, e3)) and of coordinates (a~, a~, a~) and 
(b~ , b~, b~) with respect to the frame (0, (eI, e2, e3) ), since 

and 

(b~, b~, b;) = (bl - WI, b2 - W2, b3 - W3), 

the coordinates of Aa + /-1b with respect to the frame (0, (el' e2, e3)) are 

(Aal + /-1b l , Aa2 + /-1b2, Aa3 + JLb3), 

but the coordinates 

(Aa~ + /-1b~, Aa~ + /-1b~, Aa; + /-1b;) 

of Aa + /-1b with respect to the frame (0, (eI, e2, e3)) are 

(Aal + /-1b1 - (A + /-1)Wl, Aa2 + /-1b2 - (A + /-1)W2, Aa3 + /-1b3 - (A + /-1)W3), 

which are different from 

(Aal + /-1b1 - WI, Aa2 + /-1b2 - W2, Aa3 + /-1b3 - W3), 

unless A + /-1 = 1. 
Thus, we have discovered a major difference between vectors and points: 

The notion of linear combination of vectors is basis independent, but the 
notion of linear combination of points is frame dependent. In order to sal­
vage the notion of linear combination of points, some restriction is needed: 
The scalar coefficients must add up to 1. 

A clean way to handle the problem of frame invariance and to deal 
with points in a more intrinsic manner is to make a clearer distinction 
between points and vectors. We duplicate ]R3 into two copies, the first 
copy corresponding to points, where we forget the vector space structure, 
and the second copy corresponding to free vectors, where the vector space 
structure is important. Furthermore, we make explicit the important fact 
that the vector space ]R3 acts on the set of points ]R3: Given any point 
x = (XI,X2,X3) and any vector v = (VI,V2,V3), we obtain the point 

a + v = (al + VI, a2 + V2, a3 + V3), 
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which can be thought of as the result of translating a to b using the vector 
v. We can imagine that v is placed such that its origin coincides with a and 
that its tip coincides with b. This action +:]R3 x ]R3 --> ]R3 satisfies some 
crucial properties. For example, 

a +0 = a, 

(a + u) + v = a + (u + v), 

and for any two points a, b, there is a unique free vector ab such that 

b = a + abo 

It turns out that the above properties, although trivial in the case of ]R3, 
are all that is needed to define the abstract notion of affine space (or affine 

~ 

structure). The basic idea is to consider two (distinct) sets E and E, where 
~ 

E is a set of points (with no structure) and E is a vector space (of free 
vectors) acting on the set E. 

Did you say "A fine space"? 

~ 

Intuitively, we can think of the elements of E as forces moving the points 
in E, considered as physical particles. The effect of applying a force (free 

~ 

vector) u E E to a point a E E is a translation. By this, we mean that 
~ 

for every force u E E, the action of the force u is to "move" every point 
a E E to the point a + u E E obtained by the translation corresponding 
to u viewed as a vector. Since translations can be composed, it is natural 

~ 

that E is a vector space. 
For simplicity, it is assumed that all vector spaces under consideration 

are defined over the field ]R of real numbers. Most of the definitions and 
results also hold for an arbitrary field K, although some care is needed when 
dealing with fields of characteristic different from zero (see the problems). 
It is also assumed that all families (Ai)iEI of scalars have finite support . 
Recall that a family (AdiEI of scalars has finite support if Ai = 0 for all 
i E I - J, where J is a finite subset of I. Obviously, finite families of 
scalars have finite support, and for simplicity, the reader may assume that 
all families of scalars are finite. The formal definition of an affine space is 
as follows. 

Definition 2.1.1 An affine space is either the degenerate space reduced 

to the empty set, or a triple (E, E, +) consisting of a nonempty set E (of 
~ 

points), a vector space E (of translations, or free vectors), and an action 
~ 

+: E x E --> E, satisfying the following conditions. 

(AI) a + 0 = a, for every a E E . 

~ 

(A2) (a + u) + v = a + (u + v) , for every a E E, and every u , vEE. 
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E 

b=a+u 
o 

---+ 
E 

Figure 2.2. Intuitive picture of an affine space 

---+ 
(A3) For any two points a, bEE, there is a unique u E E such that 

a + u = b. 

---+ 
The unique vector u E E such that a + u = b is denoted by ab, or 

sometimes by at, or even by b - a. Thus, we also write 

b = a + ab 

(or b = a + at, or even b = a + (b - a)). 

The dimension of the affine space (E, E, +) is the dimension dim(E) 
---+ 

of the vector space E. For simplicity, it is denoted by dim(E). 

---+ 
Conditions (AI) and (A2) say that the (abelian) group E acts on E, 

---+ 
and condition (A3) says that E acts transitively and faithfully on E. Note 
that 

a(a + v) = v 

---+ 
for all a E E and all VEE, since a( a + v) is the unique vector such that 
a + v = a + a(a + v). Thus, b = a + v is equivalent to ab = v. Figure 
2.2 gives an intuitive picture of an affine space. It is natural to think of all 
vectors as having the same origin, the null vector. 

The axioms defining an affine space (E, E, +) can be interpreted intu-
---+ 

itively as saying that E and E are two different ways of looking at the 
same object, but wearing different sets of glasses, the second set of glasses 
depending on the choice of an "origin" in E. Indeed, we can choose to 
look at the points in E, forgetting that every pair (a, b) of points defines 

---+ 
a unique vector ab in E, or we can choose to look at the vectors u in 
---+ 
E, forgetting the points in E. Furthermore, if we also pick any point a in 
E, a point that can be viewed as an origin in E, then we can recover all 
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--+ 
the points in E as the translated points a + u for all u E E. This can be 

--+ 
formalized by defining two maps between E and E. 

--+ 
For every a E E, consider the mapping from E to E given by 

Ul---> a+u, 
--+ --+ 

where U E E, and consider the mapping from E to E given by 

b I---> ab, 

where bEE. The composition of the first mapping with the second is 

U I---> a + U I---> a(a + u), 

which, in view of (A3), yields u. The composition of the second with the 
first mapping is 

b I---> ab I---> a + ab, 

which, in view of (A3) , yields b. Thus, these compositions are the identity 
--+ --+ 

from E to E and the identity from E to E, and the mappings are both 
bijections. 

--+ 
When we identify E with E via the mapping b I---> ab, we say that we 

consider E as the vector space obtained by taking a as the origin in E, and 

we denote it by Ea . Thus, an affine space (E, E, +) is a way of defining a 
vector space structure on a set of points E, without making a commitment 
to a fixed origin in E. Nevertheless, as soon as we commit to an origin a in 
E, we can view E as the vector space Ea. However, we urge the reader to 

--+ 
think of E as a physical set of points and of E as a set of forces acting on 
E , rather than reducing E to some isomorphic copy ofll~n. After all, points 
are points, and not vectors! For notational simplicity, we will often denote 

--+ --+ --+ 
an affine space (E , E , +) by (E , E) , or even by E . The vector space E is 
called the vector space associated with E . 

One should be careful about the overloading of the addition sym­
bol +. Addition is well-defined on vectors, as in u+v; the translate 

--+ 
a + u of a point a E E by a vector u E E is also well-defined, but addition 
of points a + b does not make sense. In this respect, the notation b - a 
for the unique vector u such that b = a + u is somewhat confusing, since it 
suggests that points can be subtracted (but not added!) . Yet , we will see 
in Section 4.1 that it is possible to make sense of linear combinations of 
points , and even mixed linear combinations of points and vectors. 

--+ 
Any vector space E has an affine space structure specified by choosing 

--+ --+ 
E = E , and letting + be addition in the vector space E . We will refer 

to the affine structure (E , E, +) on a vector space E as the canonical 
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-+ 
(or natural) affine structure on E. In particular, the vector space JRn can 
be viewed as the affine space (JRn, JRn, + ), denoted by An. In general, if 
K is any field, the affine space (Kn, Kn, +) is denoted by A'k. In order 
to distinguish between the double role played by members of JRn, points 
and vectors, we will denote points by row vectors, and vectors by column 
vectors. Thus, the action of the vector space JRn over the set JRn simply 
viewed as a set of points is given by 

(a" ... ,an ) + CJ ~ (a, +u" ... ,an +un ). 

We will also use the convention that if x = (Xl, ... ,Xn ) E JRn, then the 
column vector associated with X is denoted by x (in boldface notation). 
Abusing the notation slightly, if a E JRn is a point, we also write a E An. 
The affine space An is called the real affine space of dimension n. In most 
cases, we will consider n = 1,2,3. 

2.2 Examples of Affine Spaces 

Let us now give an example of an affine space that is not given as a vector 
space (at least, not in an obvious fashion). Consider the subset L of A2 
consisting of all points (x, y) satisfying the equation 

X + Y -1 = o. 
The set L is the line of slope -1 passing through the points (1,0) and (0,1) 
shown in Figure 2.3. 

The line L can be made into an official affine space by defining the action 
+: Lx JR ----> L of JR on L defined such that for every point (x, 1 - x) on L 
and any u E JR, 

(x, 1 - x) + u = (x + u, 1 - x - u). 

It is immediately verified that this action makes L into an affine space. For 
example, for any two points a = (aI, 1 - al) and b = (bl ,l - bl ) on L, 
the unique (vector) u E JR such that b = a + u is u = bl - al. Note that 
the vector space JR is isomorphic to the line of equation x + y = 0 passing 
through the origin. 

Similarly, consider the subset H of A3 consisting of all points (x, y, z) 
satisfying the equation 

x + y + z -1 = o. 

The set H is the plane passing through the points (1,0,0), (0,1,0), and 
(0,0,1). The plane H can be made into an official affine space by defining 
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Figure 2.3. An affine space: the line of equation x + y - 1 = 0 

the action +: H x 1R2 ---.. H of 1R2 on H defined such that for every point 

(x,y,l-x-y)onHandany (~) E1R2 , 

(x, y, 1 - x - y) + (~) = (x + u, y + v, 1 - x - u - y - v). 

For a slightly wilder example, consider the subset P of A,a consisting of all 
points (x, y, z) satisfying the equation 

The set P is paraboloid of revolution, with axis Oz. The surface P can be 
made into an official affine space by defining the action +: P x 1R2 ---.. P 
of 1R2 on P defined such that for every point (x, y, x2 + y2) on P and any 

(~)EIR2, 

(X,y,X2 +y2)+ (~) =(x+u,y+v,(x+u)2+(y+vf)· 

This should dispell any idea that affine spaces are dull. Affine spaces not 
already equipped with an obvious vector space structure arise in projective 
geometry. Indeed, we will see in Section 5.1 that the complement of a 
hyperplane in a projective space has an affine structure. 



16 2. Basics of Affine Geometry 

E 
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Figure 2.4. Points and corresponding vectors in affine geometry 

2.3 Chasles's Identity 

Given any three points a, b, c E E, since c = a + ae, b = a + ab, and 
c = b + be, we get 

c = b + be = (a + ab) + be = a + (ab + be) 

by (A2), and thus, by (A3), 

ab+ be = ae, 

which is known as Chasles's identity, and illustrated in Figure 2.4. 
Since a = a + aa and by (AI) a = a + 0, by (A3) we get 

aa= 0. 

Thus, letting a = c in Chasles's identity, we get 

ba = -abo 

Given any four points a, b, c, dEE, since by Chasles's identity 

ab + be = ad + de = ae, 

we have the parallelogram law 

ab = de iff be = ad. 

2.4 Affine Combinations, Barycenters 

A fundamental concept in linear algebra is that of a linear combination. 
The corresponding concept in affine geometry is that of an affine com­
bination, also called a barycenter. However, there is a problem with the 
naive approach involving a coordinate system, as we saw in Section 2.l. 
Since this problem is the reason for introducing affine combinations, at the 



2.4. Affine Combinations, Barycenters 17 

risk of boring certain readers, we give another example showing what goes 
wrong if we are not careful in defining linear combinations of points. 

Consider ]R2 as an affine space, under its natural coordinate system with 

origin 0 = (0,0) and basis vectors (~) and (~). Given any two points 

a = (a 1, a2) and b = (b1 , b2), it is natural to define the affine combination 
Aa + J1-b as the point of coordinates 

(Aal + J1-b 1 , Aa2 + J1-b2). 

Thus, when a = (-1, -1) and b = (2,2), the point a + b is the point 
c=(I,I) . 

Let us now consider the new coordinate system with respect to the origin 
c = (1,1) (and the same basis vectors). This time, the coordinates of a are 
(-2, -2), the coordinates of bare (1,1) , and the point a + b is the point d 
of coordinates ( -1, -1). However, it is clear that the point d is identical to 
the origin 0 = (0,0) of the first coordinate system. 

Thus, a + b corresponds to two different points depending on which 
coordinate system is used for its computation! 

This shows that some extra condition is needed in order for affine com­
binations to make sense. It turns out that if the scalars sum up to 1, the 
definition is intrinsic, as the following lemma shows. 

Lemma 2.4.1 Given an affine space E, let (ai)iEI be a family of points in 
E, and let (Ai)iEI be a family of scalars. For any two points a, bEE, the 
following properties hold: 

(1) If 'L:iEI Ai = 1, then 

a + L Aiaaj = b + L Aibaj. 
iEI iEI 

(2) If 'L:iEI Ai = 0, then 

L Aiaaj = L Aibaj. 
iEI iEI 

Proof. (1) By Chasles's identity (see Section 2.3), we have 

a + L Aiaaj = a + L Ai(ab + baj) 
iEI iEI 

= a + (L Ai) ab + L Aibaj 
iEI iEI 

= a + ab + L Ai baj 
iEI 

= b + LAibaj 
iEI 

since b = a + abo 
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(2) We also have 

iEI iEI 

= (L Ai)ab + L Aibai 
iEI iEI 

= LAibai, 
iEI 

since L:iEI Ai = O. D 

Thus, by Lemma 2.4.1, for any family of points (ai)iEI in E, for any 
family (Ai)iEl of scalars such that L:iEI Ai = 1, the point 

x = a + L Aiaai 
iEI 

is independent of the choice of the origin a E E. This property motivates 
the following definition. 

Definition 2.4.2 For any family of points (ai)iEI in E, for any family 
(Ai)iEI of scalars such that L:iEI Ai = 1, and for any a E E, the point 

(which is independent of a E E , by Lemma 2.4.1) is called the barycenter (or 
barycentric combination, or affine combination) of the points ai assigned 
the weights Ai, and it is denoted by 

In dealing with barycenters, it is convenient to introduce the notion of 
a weighted point, which is just a pair (a, A), where a E E is a point , and 
A E R. is a scalar. Then, given a family of weighted points ((ai, Ai))iEl, 
where L:iEI Ai = 1, we also say that the point L:iEI Aiai is the barycenter 
of the family of weighted points ((ai, Ai))iEI' 

Note that the barycenter x of the family of weighted points ((ai, Ai))iEl 
is the unique point such that 

ax = L Aiaai for every a E E, 
iEI 

and setting a = x, the point x is the unique point such that 

LAixai = O. 
iEI 
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In physical terms, the barycenter is the center of mass of the family of 
weighted points «ai,Ai))iEf (where the masses have been normalized, so 
that LiEf Ai = 1, and negative masses are allowed). 

Remarks: 

(1) Since the barycenter of a family «ai , Ai))iEf of weighted points is 
defined for families (Ai)iEf of scalars with finite support (and such 
that LiEf Ai = 1), we might as well assume that I is finite. Then, 
for all m 2: 2, it is easy to prove that the barycenter of m weighted 
points can be obtained by repeated computations of barycenters of 
two weighted points. 

(2) This result still holds, provided that the field K has at least three 
distinct elements, but the proof is trickier! 

(3) When LiEf Ai = 0, the vector LiEf Aiaaj does not depend on the 
point a, and we may denote it by LiEf Aiai' This observation will be 
used in Section 4.1 to define a vector space in which linear combina­
tions of both points and vectors make sense, regardless of the value 

of LiEf Ai· 

Figure 2.5 illustrates the geometric construction of the barycenters gl 
and g2 of the weighted points (a, ~), (b, ~), and (c, 1), and (a, -1), (b,l), 
and (c,l). 

The point gl can be constructed geometrically as the middle of the 
segment joining c to the middle 1a + 1b of the segment (a, b), since 

The point g2 can be constructed geometrically as the point such that the 
middle 1b + 1c of the segment (b, c) is the middle of the segment (a, g2), 
since 

Later on, we will see that a polynomial curve can be defined as the set 
of barycenters of a fixed number of points. For example, let (a , b, c, d) be a 
sequence of points in 1..2 . Observe that 

(1 - t)3 + 3t(1 - t)2 + 3t2(1 - t) + t 3 = 1, 

since the sum on the left-hand side is obtained by expanding (t+(1-t))3 = 1 
using the binomial formula. Thus, 
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c 

a6-----b----~b 

c 

a~--------~b 

Figure 2.5. Barycenters, 91 = ta + tb + ~c, 92 = -a + b + c 

is a well-defined affine combination. Then, we can define the curve F: A,. -> 

A,.2 such that 

Such a curve is called a Bizier curve, and (a, b, c, d) are called its control 
points. Note that the curve passes through a and d, but generally not 
through band c. We will see in Chapter 18 how any point F(t) on the curve 
can be constructed using an algorithm performing affine interpolation steps 
(the de Casteljau algorithm). 

2.5 Affine Subspaces 

In linear algebra, a (linear) subspace can be characterized as a nonempty 
subset of a vector space closed under linear combinations. In affine spaces, 
the notion corresponding to the notion of (linear) subspace is the notion of 
affine subspace. It is natural to define an affine subspace as a subset of an 
affine space closed under affine combinations. 

Definition 2.5.1 Given an affine space (E, E,+), a subset V of E is 

an affine subspace (of (E, E, + )) if for every family of weighted points 
((ai, Ai))iEI in V such that L:iEI Ai = 1, the barycenter L:iEI Aiai belongs 
to V. 
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An affine subspace is also called a fiat by some authors. According to 
Definition 2.5.1, the empty set is trivially an affine subspace, and every 
intersection of affine subspaces is an affine subspace. 

As an example, consider the subset U of JR2 defined by 

U = {(x, y) E JR2 I ax + by = c} , 

i.e., the set of solutions of the equation 

ax + by = e, 

where it is assumed that a -I- 0 or b -I- O. Given any m points (Xi, Yi) E U 
and any m scalars Ai such that Al + ... + Am = 1, we claim that 

m 

2:= Ai(Xi, Yi) E U. 
i=1 

Indeed, (Xi, Yi) E U means that 

and if we multiply both sides of this equation by Ai and add up the resulting 
m equations, we get 

m m 

2:=(Aiaxi + AibYi) = 2:= Aie, 
i=1 i=1 

and since A1 + .. . + Am = 1, we get 

which shows that 

(~AiXi' ~AiYi) = ~Ai(Xi'Yi) E U. 

Thus, U is an affine subspace of A,2. In fact, it is just a usual line in A,2. 

It turns out that U is closely related to the subset of JR2 defined by 

U = {(x , y) E JR2 I ax + by = O} , 

Le., the set of solutions of the homogeneous equation 

ax+by=O 

obtained by setting the right-hand side of ax + by = e to zero. Indeed, for 
any m scalars Ai, the same calculation as above yields that 

m 

2:= Ai(Xi,Yi) E U, 
i=1 
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Figure 2.6. An affine line U and its direction 

this time without any restriction on the Ai , since the right-hand side 

of the equation is null. Thus, U is a subspace of ]R2. In fact, U is one­
dimensional, and it is just a usual line in ]R2 . This line can be identified 
with a line passing through the origin of A 2 , a line that is parallel to the 
line U of equation ax + by = c, as illustrated in Figure 2.6. 

Now, if (xo, Yo) is any point in U, we claim that 

---+ 
U = (xo, Yo) + U, 

where 

---+ 
First , (xo, Yo) + U ~ U, since axo + byo = c and aUl + bU2 = ° for all 

---+ 
(Ul' U2) E U. Second, if (x, y) E U, then ax + by = c, and since we also 
have axo + byo = c, by subtraction, we get 

a(x - xo) + b(y - bo) = 0, 

---+ ---+ 
which shows that (x - xo, y - Yo) E U, and thus (x, y) E (xo, Yo) + U. 

---+ ---+ 
Hence, we also have U ~ (xo, Yo) + U, and U = (xo, Yo) + U . 

The above example shows that the affine line U defined by the equation 

ax+by = c 
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---> 
is obtained by "translating" the parallel line U of equation 

ax+by=O 

passing through the origin. In fact, given any point (xo, Yo) E U, 

---> 
U = (xo, Yo) + U. 

More generally, it is easy to prove the following fact. Given any m x n 
matrix A and any vector c E IRm, the subset U of IRn defined by 

u = {x E IRn I Ax = c} 

is an affine subspace of It n . 

Actually, observe that Ax = b should really be written as Ax T = b, to be 
consistent with our convention that points are represented by row vectors. 
We can also use the boldface notation for column vectors, in which case 
the equation is written as Ax = c. For the sake of minimizing the amount 
of notation, we stick to the simpler (yet incorrect) notation Ax = b. If we 
consider the corresponding homogeneous equation Ax = 0, the set 

---> 
U = {x E IRn I Ax = O} 

is a subspace of IRn, and for any Xo E U, we have 

---> 
U = Xo + U. 

This is a general situation. Affine subspaces can be characterized in terms 
---> 

of subspaces of E. Let V be a nonempty subset of E . For every family 
(aI, ... , an) in V, for any family P'l , ... , An) of scalars, and for every point 
a E V, observe that for every x E E, 

n 

X = a+ LAiaai 
i=l 

is the barycenter of the family of weighted points 

since 
n n 

L Ai + (1 - L Ai) = 1. 
i=l i=l 

---> ---> ---> 
Given any point a E E and any subset V of E, let a + V denote the 
following subset of E: 

a + V = {a + v I v E V}. 
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E 
---> 
E 

---> 
Figure 2.7. An affine subspace V and its direction V 

Lemma 2.5.2 Let (E, E,+) be an affine space. 

(1) A nonempty subset V of E is an affine subspace iff for every point 
a E V , the set 

---> 
Va = {ax I X E V} 

---> ---> 
is a subspace of E. Consequently, V = a + Va ' Furthermore, 

---> 
V = {xy I X, Y E V} 

-+ -+ --+ -+ 
is a subspace of E and Va = V for all a E E. Thus, V = a + V. 

---> ---> ---> 
(2) For any subspace V of E and for any a E E, the set V = a + V is 

an affine subspace. 

Proof. The proof is straightforward, and is omitted. It is also given in 
Gallier [70j. 0 

In particular, when E is the natural affine space associated with a vector 
space E, Lemma 2.5.2 shows that every affine subspace of E is of the form 
u + U, for a subspace U of E. The subspaces of E are the affine subspaces 
that contain O. 

---> 
The subspace V associated with an affine subspace V is called the 

---> 
direction of v. It is also clear that the map +: V x V ----> V induced 

by +:E x E ----> E confers to (V, \1,+) an affine structure. Figure 2.7 
illustrates the notion of affine subspace. 

---> 
By the dimension of the subspace V, we mean the dimension of V. 
An affine subspace of dimension 1 is called a line, and an affine subspace 

of dimension 2 is called a plane. 
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An affine subspace of codimension 1 is called a hyperplane (recall that a 
subspace F of a vector space E has codimension 1 iff there is some subspace 
G of dimension 1 such that E = F EB G, the direct sum of F and G, see 
Strang [166] or Lang [107]). 

We say that two affine subspaces U and V are parallel if their directions 
--> --> --> 

are identical. Equivalently, since U = V, we have U = a + U and V = 
--> 

b + U for any a E U and any b E V, and thus V is obtained from U by the 
translation ah. 

In general, when we talk about n points al, ... , an , we mean the sequence 
(al, ... , an), and not the set {al, . .. , an} (the ai's need not be distinct). 

By Lemma 2.5.2, a line is specified by a point a E E and a nonzero vector 
--> 

VEE, i.e., a line is the set of all points of the form a + AU, for A E lR. 
We say that three points a, b, c are collinear if the vectors ah and ac 

are linearly dependent. If two of the points a, b, c are distinct, say a f:. b, 
then there is a unique A E lR such that ac = Aah, and we define the ratio 
:~ = A. 

A plane is specified by a point a E E and two linearly independent vectors 
--> 

u, vEE, i.e., a plane is the set of all points of the form a + AU + /LV, for 
A, /L E lR. 

We say that four points a, b, c, d are coplanar if the vectors ah, ac, and 
ad are linearly dependent. Hyperplanes will be characterized a little later. 

Lemma 2.5.3 Given an affine space (E, E, +) , for any family (ai)iEf of 
points in E, the set V of barycenters LiEI Aiai (where LiEf Ai = 1) is the 
smallest affine subspace containing (ai)iEf. 

Proof. If (ai)iEI is empty, then V = 0, because of the condition LiEf Ai = 
1. If (ai)iEf is nonempty, then the smallest affine subspace containing 
(ai)iEI must contain the set V of barycenters LiEf Aiai, and thus, it 
is enough to show that V is closed under affine combinations, which is 
immediately verified. D 

Given a nonempty subset 8 of E, the smallest affine subspace of E gen­
erated by 8 is often denoted by (8). For example, a line specified by two 
distinct points a and b is denoted by (a, b), or even (a, b), and similarly for 
planes, etc. 

Remarks: 

(1) Since it can be shown that the barycenter of n weighted points can 
be obtained by repeated computations of barycenters of two weighted 
points, a nonempty subset V of E is an affine subspace iff for every 
two points a, b E V, the set V contains all barycentric combinations of 
a and b. If V contains at least two points, then V is an affine subspace 
iff for any two distinct points a, b E V, the set V contains the line 
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determined by a and b, that is, the set of all points (1 - A)a + Ab, 
A E JR. 

(2) This result still holds if the field K has at least three distinct elements, 
but the proof is trickier! 

2.6 Affine Independence and Affine Frames 

Corresponding to the notion of linear independence in vector spaces, we 
have the notion of affine independence. Given a family (ai)iEI of points 
in an affine space E, we will reduce the notion of (affine) independence of 
these points to the (linear) independence of the families (aiaj)jE(I-{i}) of 
vectors obtained by choosing any ai as an origin. First, the following lemma 
shows that it is sufficient to consider only one of these families. 

Lemma 2.6.1 Given an affine space (E, E, +), let (ai)iEI be a family of 
points in E. If the family (aiaj)jE(I-{i}) is linearly independent for some 
i E I, then (aiaj)jE(I-{i}) is linearly independent for every i E I. 

Proof. Assume that the family (aiaj)jE(I-{i}) is linearly independent for 
some specific i E I. Let k E I with k i= i, and assume that there are some 
scalars (Aj)jE(I-{k}) such that 

Since 

we have 

L Ajakaj = O. 
jE(I-{k}) 

L Ajakaj = L Ajakai + L Ajaiaj, 

jE(I-{k}) jE(I-{k}) jE(I-{k}) 

L Ajakai + L Ajaiaj, 

jE(I-{k}) jE(I-{i,k}) 

L Ajaiaj - ( L Aj) aiak, 
jE(I-{i,k}) jE(I-{k}) 

and thus 

L Ajaiaj - ( L Aj) aiak = O. 

jE(I-{i,k}) jE(I-{k}) 

Since the family (aiaj)jE(I-{i}) is linearly independent, we must have Aj = 
o for all j E (I - {i, k}) and LjE(I-{k}) Aj = 0, which implies that Aj = 0 
for all j E (I - {k}). D 
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We define affine independence as follows. 

Definition 2.6.2 Given an affine space (E, E,+), a family (ai)iEI of 
points in E is affinely independent if the family (aj aj) j E (I _ {i}) is linearly 
independent for some i E I. 

Definition 2.6.2 is reasonable, since by Lemma 2.6.1 , the independence 
of the family (ajaj)jE(I-{i}) does not depend on the choice of ai. A crucial 
property of linearly independent vectors (UI, ... , um ) is that if a vector v 
is a linear combination 

m 

V = LAiUi 
i=l 

of the Ui, then the Ai are unique. A similar result holds for affinely 
independent points. 

Lemma 2.6.3 Given an affine space (E, E, +), let (ao, ... , am) be a fam­
ily of m + 1 points in E. Let x E E, and assume that x = 2::':0 Aiai , where 
2::':0 Ai = 1. Then, the family (Ao, ... , Am) such that x = 2::':0 Aiai is 
unique iff the family (aOal, ... , aoam) is linearly independent. 

Proof. The proof is straightforward and is omitted. It is also given in 
Gallier [70j . 0 

Lemma 2.6.3 suggests the notion of affine frame. Affine frames are the 
---> 

affine analogues of bases in vector spaces. Let (E, E, +) be a nonempty 
affine space, and let (ao, ... , am) be a family of m + 1 points in E. The 
family (ao, ... , am) determines the family of m vectors (aOal, ... , aoam) in 
---> 
E . Conversely, given a point ao in E and a family of m vectors (u I, ... , U m ) 

---> 
in E, we obtain the family of m + 1 points (ao, ... , am) in E, where ai = 

ao + Ui, 1 ::; i ::; m. 
Thus, for any m ~ 1, it is equivalent to consider a family of m + 1 points 

(ao, ... ,am ) in E, and a pair (aO , (UI, . . . ,Um )), where the Ui are vectors 
---> 

in E. Figure 2.8 illustrates the notion of affine independence. 

Remark: The above observation also applies to infinite families (ai)iEI of 
---> 

points in E and families (Ui)iEI-{O} of vectors in E , provided that the 
index set I contains O. 

---> 
When (aOal> ... , aoam) is a basis of E then, for every x E E, since 

x = ao + aox, there is a unique family (Xl, ... , xm) of scalars such that 
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--> 
E E 

Figure 2.8. Affine independence and linear independence 

The scalars (Xl , ... , Xm) may be considered as coordinates with respect to 
(aO, (aoa! , ... , aoam)). Since 

m 

X = ao + 2: Xiaoaj 
i=l 

X E E can also be expressed uniquely as 

m 

X = 2: Aiai 
i=O 

with 2::'0 Ai = 1, and where AO = 1- 2::'1 Xi , and Ai = Xi for 1 ~ i ~ m. 
The scalars (AO, . .. , Am) are also certain kinds of coordinates with respect 
to (ao, . . . , am) . All this is summarized in the following definition. 

Definition 2.6.4 Given an affine space (E, E,+) , an affine frame with 
origin ao is a family (ao, ... , am) of m + 1 points in E such that the list of 

--> 
vectors (aOa!, . . . , aoam) is a basis of E. The pair (ao, (aoall . . . , aoam)) 
is also called an affine frame with origin ao . Then, every X E E can be 
expressed as 

for a unique family (Xl, .. . , xm) of scalars, called the coordinates of X w. r. t. 
the affine frame (ao, (aoa!, . . . , aoam)). Furthermore, every x E E can be 
written as 

x = Aoao + ... + Amam 

for some unique family (AO, ... , Am) of scalars such that AO + . .. + Am = 
1 called the barycentric coordinates of x with respect to the affine frame 
(ao, · · · , am). 
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The coordinates (Xl, ... , Xm) and the barycentric coordinates (AO,· ·· , 
Am) are related by the equations AO = 1 - L::l Xi and Ai = Xi, for 1:::; 
i :::; m. An affine frame is called an affine basis by some authors. A family 
(ai)iEI of points in E is affinely dependent if it is not affinely independent. 
We can also characterize affinely dependent families as follows. 

Lemma 2.6.5 Given an affine space (E, E, +), let (ai)iEI be a family of 
points in E. The family (ai)iEI is affinely dependent iff there is a family 
(Ai)iEI such that Aj =f:. 0 for some j E I, LiEI Ai = 0, and LiEI AiXaj = 0 
for every X E E. 

Proof. By Lemma 2.6.3, the family (ai)iEI is affinely dependent iff the 
family of vectors (ajaj)jE(I-{i}) is linearly dependent for some i E I. For 
any i E I, the family (ajaj)jE(I-{i}) is linearly dependent iff there is a 
family (Aj) jE (I - {i}) such that Aj =f:. 0 for some j, and such that 

L Ajajaj = o. 
jE(I-{i}) 

Then, for any X E E, we have 

L Ajajaj = L Aj(xaj - xaj) 

jE(I-{i}) jE(I-{i}) 

L AjXaj - ( L Aj)xaj , 

jE(I-{i}) jE(I-{i}) 

and letting Ai = -(LjE(I-{i})Aj), we get LiEIAiXaj = 0, with 

LiEf Ai = 0 and Aj =f:. 0 for some j E I. The converse is obvious by 
setting X = ai for some i such that Ai =f:. 0, since LiE I Ai = 0 implies that 
Aj =f:. 0, for some j =f:. i. D 

Even though Lemma 2.6.5 is rather dull, it is one of the key ingredi­
ents in the proof of beautiful and deep theorems about convex sets, such 
as CaratModory's theorem, Radon's theorem, and Reily's theorem (see 
Section 3.1). 

A family of two points (a, b) in E is affinely independent iff ab =f:. 0, iff 
a =f:. b. If a =f:. b, the affine subspace generated by a and b is the set of all 
points (1 - A)a + Ab, which is the unique line passing through a and b. A 
family of three points (a, b, c) in E is affinely independent iff ab and ac 

are linearly independent, which means that a, b, and c are not on the same 
line (they are not collinear). In this case, the affine subspace generated by 
(a, b, c) is the set of all points (1 - A - /-t)a + Ab + /-tC, which is the unique 
plane containing a, b, and c. A family of four points (a, b, c, d) in E is affinely 
independent iff ab, ac, and ad are linearly independent, which means that 
a, b, c, and d are not in the same plane (they are not coplanar). In this 
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o ao 

ao 00----_0 al ao 

Figure 2.9. Examples of affine frames 

case, a, b, c, and d are the vertices of a tetrahedron. Figure 2.9 shows affine 
frames for III = 0,1,2,3. 

Given n+ 1 affinely independent points (ao, ... , an) in E, we can consider 
the set of points Aoao + . . . + An an, where AO + ... + An = 1 and Ai ~ 0 (Ai E 
JR). Such affine combinations are called convex combinations. This set is 
called the convex hull of (ao, . .. , an) (or n-simplex spanned by (ao, ... , an)). 
When n = 1, we get the segment between ao and al, including ao and al. 
When n = 2, we get the interior of the triangle whose vertices are ao, al, a2, 
including boundary points (the edges). When n = 3, we get the interior of 
the tetrahedron whose vertices are ao, al, a2, a3, including boundary points 
(faces and edges). The set 

{ao + AlaOal + ... + Anaoan I where 0 ::; Ai::; 1 (Ai E JR)} 

is called the parallelotope spanned by (ao, . .. ,an). When E has dimension 
2, a parallelotope is also called a parallelogram, and when E has dimension 
3, a parallelepiped. 

More generally, we say that a subset V of E is convex if for any two 
points a, b E V, we have c E V for every point c = (1 - A)a + Ab, with 
0::; A ::; 1 (A E JR). 

Points are not vectors! The following example illustrates why 
treating points as vectors may cause problems. Let a, b, c be three 
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affinely independent points in A. 3 . Any point x in the plane (a, b, c) can be 
expressed as 

x=Aoa+Al b + A2C, 

where Ao + Al + A2 = 1. How can we compute Ao, AI, A2? Letting a = 
(al,a2,a3), b = (b1,b2,b3), c = (Cl,C2,C3), and x = (Xl,X2,X3) be the 
coordinates of a, b, c, x in the standard frame of A. 3 , it is tempting to solve 
the system of equations 

( ~~ ~~ ~~) (~~) ( ~~) . 
a3 b3 c3 A2 X3 

However, there is a problem when the origin of the coordinate system be­
longs to the plane (a, b, c), since in this case, the matrix is not invertible! 
What we should really be doing is to solve the system 

AoOa + Al Ob + A20c = Ox, 

where 0 is any point not in the plane (a, b, c). An alternative is to use 
certain well-chosen cross products. 

It can be shown that barycentric coordinates correspond to various ratios 
of areas and volumes; see the problems. 

2.7 Affine Maps 

Corresponding to linear maps we have the notion of an affine map. An 
affine map is defined as a map preserving affine combinations. 

--+ --+ 
Definition 2.7.1 Given two affine spaces (E, E,+) and (E',E',+'), a 
function f: E ----> E' is an affine map iff for every family (( ai, Ai)) iEJ of 
weighted points in E such that LiE! Ai = 1, we have 

In other words, f preserves barycenters. 

Affine maps can be obtained from linear maps as follows. For simplicity 
of notation, the same symbol + is used for both affine spaces (instead of 
using both + and +'). 

--+ --+ 
Given any point a E E, any point bEE', and any linear map h: E ----> E', 

we claim that the map f: E ----> E' defined such that 

f(a+v) =b+h(v) 
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is an affine map. Indeed, for any family (.Ai)iEI of scalars with I:iEI .Ai = 1 

and any family CVt)iEI' since 

L .Ai(a + Vi) = a + L .Aia(a + Vi) = a + L .AiVi 
iEI iEI iEI 

and 

L .Ai(b + h(vd) = b + L .Aib(b + h(Vi)) = b + L .Aih(Vi), 
iEI iEI iEI 

we have 

f(L.Ai(a+Vi)) =f(a+ L.AiVi) 
iEI iEI 

= b + h ( L .Ai Vi ) 
iEI 

= b + L .Aih(Vi) 
iEI 

= L.Ai(b+h(Vi)) 
iEI 

= L .Ad(a + Vi). 
iEI 

0 

Note that the condition I:iEI.Ai = 1 was implicitly used (in a hidden 
call to Lemma 2.4.1) in deriving that 

L .Ai(a + Vi) = a + L .AiVi 
iEI iEI 

and 

iEI iEI 

As a more concrete example, the map 

defines an affine map in 11,.2 • It is a "shear" followed by a translation. The 
effect of this shear on the square (a, b, c, d) is shown in Figure 2.10. The 
image of the square (a, b, c, d) is the parallelogram (a', b', c', d'). 

Let us consider one more example. The map 
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d' c' 

d c~ D a' b' 

a b 

Figure 2.10. The effect of a shear 

c' 

d c o 
a b a' 

Figure 2.11. The effect of an affine map 

is an affine map. Since we can write 

(~ 1) = v'2 ( V2/2 
3 2/2 

-V2/2) (1 2) 
V2/2 0 1 ' 

this affine map is the composition of a shear, followed by a rotation of angle 
7r / 4, followed by a magnification of ratio V2, followed by a translation. The 
effect of this map on the square (a, b, c, d) is shown in Figure 2.11. The image 
of the square (a,b,c,d) is the parallelogram (a',b' , c',d'). 

The following lemma shows the converse of what we just showed. Every 
affine map is determined by the image of any point and a linear map. 

Lemma 2.7.2 Given an affine map f: E ....... E', there is a unique linear 
--t --t --t 

map f: E ....... E' such that 
--t 

f(a + v) = f(a) + f (v), 
--t 

for every a E E and every vEE. 

Proof. Let a E E be any point in E. We claim that the map defined such 
that 

--t 

f (v) = f(a)f(a + v) 
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-t -t~ -t 

for every vEE is a linear map f: E --+ E'. Indeed, we can write 

a + AV = A(a + v) + (1 - A)a, 

since a + AV = a + Aa(a + v) + (1 - A)aa, and also 

a + u + v = (a + u) + (a + v) - a, 

since a+u+v = a+a(a + u)+a(a + v) -aa. Since f preserves barycenters, 
we get 

f(a + AV) = V(a + v) + (1 - A)f(a). 

If we recall that x = LiEI Aiai is the barycenter of a family ((ai, Ai))iEI of 
weighted points (with LiEI Ai = 1) iff 

we get 

bx = L Aibai for every bEE, 
iEI 

f(a)f(a + AV) = Af(a)f(a + v) + (1 - A)f(a)f(a) = A£(a)f(a + v), 

--> --> 
showing that f (AV) = A f (v). We also have 

f(a + u + v) = f(a + u) + f(a + v) - f(a), 

from which we get 

f(a)f(a + u + v) = f(a)f(a + u) + f(a)f(a + v), 

---t ----+ -----+ -----+ 
showing that f (u + v) = f (u) + f (v). Consequently, f is a linear map. 
For any other point bEE, since 

b + v = a + ab + v = a + a(a + v) - aa + ab, 

b + v = (a + v) - a + b, and since f preserves barycenters, we get 

f(b + v) = f(a + v) - f(a) + f(b), 

which implies that 

f(b)f(b + v) = f(b)f(a + v) - f(b)f(a) + f(b)f(b), 

= f(a)f(b) + f(b)f(a + v), 

= f(a)f(a + v). 

--> 
Thus, f(b)f(b + v) = f(a)f(a + v), which shows that the definition of f 

--> 
does not depend on the choice of a E E. The fact that f is unique is 

--> 
obvious: We must have f (v) = f(a)f(a + v). D 

--> --> --> 
The unique linear map f: E --+ E' given by Lemma 2.7.2 is called the 

linear map associated with the affine map f . 
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Note that the condition 
---+ 

f(a + v) = f(a) + f (v), 
---+ 

for every a E E and every vEE, can be stated equivalently as 
---+ ---+ 

f(x) = f(a) + f (ax), or f(a)f(x) = f (ax), 

for all a,x E E. Lemma 2.7.2 shows that for any affine map f:E -+ E', 
---+ ---+ ---+ 

there are points a E E, bEE', and a unique linear map f: E -+ E', such 
that 

---+ 
f(a + v) = b + f (v), 

---+ ---+ 
for all vEE (just let b = f(a), for any a E E). Affine maps for which f 

---+ 
is the identity map are called translations. Indeed, if f = id, 

---+ 
f(x) = f(a) + f (ax) = f(a) + ax = x + xa + af(a) + ax 

= x + xa + af(a) - xa = x + af(a), 

and so 

xf(x) = af(a), 

which shows that f is the translation induced by the vector af(a) (which 
does not depend on a). 

Since an affine map preserves barycenters, and since an affine subspace V 
is closed under barycentric combinations, the image f(V) of V is an affine 
subspace in E'. So, for example, the image of a line is a point or a line, and 
the image of a plane is either a point, a line, or a plane. 

It is easily verified that the composition of two affine maps is an affine 
map. Also, given affine maps f: E -+ E' and g: E' -+ E", we have 

g(f(a+v)) =g(f(a) + 7(v)) =g(f(a))+7(7(v)), 

----+ ---+ ---+ 
which shows that 9 0 f = 9 0 f . It is easy to show that an affine map 

---+ ---+ ---+ 
f: E -+ E' is injective iff f: E -+ E' is injective, and that f: E -+ E' is 

---+ ---+ ---+ 
surjective iff f: E -+ E' is surjective. An affine map f: E -+ E' is constant 

--+ --+ ~ --+ 
iff f: E -+ E' is the null (constant) linear map equal to 0 for all vEE. 

If E is an affine space of dimension m and (aO,al, ... ,am) is an affine 
frame for E, then for any other affine space F and for any sequence 
(bo, bl , ... , bm ) of m + 1 points in F, there is a unique affine map f: E -+ F 
such that f(ai) = bi , for 0 :s; i :s; m. Indeed, f must be such that 

f(Aoao + ... + Amam) = Aobo + ... + Ambm, 

where AO + ... + Am = 1, and this defines a unique affine map on all of E, 
since (ao, aI, ... ,am) is an affine frame for E. 
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Using affine frames, affine maps can be represented in terms of matrices. 
We explain how an affine map f: E ....... E is represented with respect to a 
frame (ao, ... , an) in E, the more general case where an affine map f: E ....... 
F is represented with respect to two affine frames (ao, ... , an) in E and 
(bo, ... , bm ) in F being analogous. Since 

~ 

f(ao + x) = f(ao) + f (x) 

~ 

for all x E E, we have 

~ 

aof(ao + x) = aof(ao) + f (x). 

Since x, aof(ao), and aof(ao + x), can be expressed as 

x = XlaOal + ... + xnaoan, 

aof(ao) = blaoal + ... + bnaoan, 

aof(ao + x) = YlaOal + ... + YnaOan, 

if A = (ai j) is the n x n matrix of the linear map 7 over the ba­
sis (aOal,'" ,aoan), letting x, Y, and b denote the column vectors of 
components (XI, ... , Xn), (YI, ... ,Yn), and (bl, ... ,bn ), 

~ 

aof(ao + x) = aof(ao) + f (x) 

is equivalent to 

Y = Ax+b. 

Note that b =J 0 unless f(ao) = ao. Thus, f is generally not a linear 
transformation, unless it has a fixed point, i.e., there is a point ao such that 
f(ao) = ao· The vector b is the "translation part" of the affine map. Affine 
maps do not always have a fixed point. Obviously, nonnull translations have 
no fixed point. A less trivial example is given by the affine map 

This map is a reflection about the x-axis followed by a translation along 
the x-axis. The affine map 

( Xl) (1 -v'3) (Xl) (1) X2 ........ v'3/4 1/4 X2 + 1 

can also be written as 

( Xl) (2 0) (1/2 -v'3/2) (Xl) (1) 
X2 ........ 0 1/2 v'3/2 1/2 X2 + 1 

which shows that it is the composition of a rotation of angle 7r /3, followed 
by a stretch (by a factor of 2 along the x-axis, and by a factor of ~ along 
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the y-axis), followed by a translation. It is easy to show that this affine 
map has a unique fixed point. On the other hand, the affine map 

(Xl) (8/5 
. X2 I--> 3/10 -6/5) (Xl) + (1) 

2/5 X2 1 

has no fixed point, even though 

( 8/5 -6/5) = (2 0) (4/5 -3/5) 
3/10 2/5 0 1/2 3/5 4/5 ' 

and the second matrix is a rotation of angle e such that cos e = ~ and 

sin e = ~ . For more on fixed points of affine maps, see the problems. 
There is a useful trick to convert the equation y = Ax + b into what looks 

like a linear equation. The trick is to consider an (n + 1) x (n + 1) matrix. 
We add 1 as the (n + l)th component to the vectors x , y, and b, and form 
the (n + 1) x (n + 1) matrix 

so that y = Ax + b is equivalent to 

This trick is very useful in kinematics and dynamics, where A is a rotation 
matrix. Such affine maps are called rigid motions. 

If f : E --+ E' is a bijective affine map, given any three collinear points 
a, b, c in E, with a i- b, where, say, c = (1 - -X)a + -Xb, since f pre­
serves barycenters, we have f(c) = (1 - -X)f(a) + Af(b), which shows that 
f(a), f(b), f(c) are collinear in E'. There is a converse to this property, 
which is simpler to state when the ground field is K = R The converse 
states that given any bijective function f: E --+ E' between two real affine 
spaces of the same dimension n ~ 2, if f maps any three collinear points to 
collinear points, then f is affine. The proof is rather long (see Berger [12J 
or Samuel [146]). 

Given three collinear points a, b, c, where a i- c, we have b = (1- {3)a + {3c 
for some unique {3, and we define the ratio of the sequence a, b, c, as 

ratio(a, b, c) = (1 ~ {3) 
ab 
be' 

provided that {3 i- 1, i.e. , b i- c. When b = c, we agree that ratio(a, b, c) = 
00. We warn our readers that other authors define the ratio of a, b, c as 
-ratio(a, b, c) = ~~. Since affine maps preserve barycenters, it is clear that 
affine maps preserve the ratio of three points. 
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2.8 Affine Groups 

We now take a quick look at the bijective affine maps. Given an affine space 
E, the set of affine bijections f: E ~ E is clearly a group, called the affine 
group of E , and denoted by GA(E). Recall that the group of bijective 

--> --> 
linear maps of the vector space E is denoted by GL( E). Then, the map 

--> --> 
f r-; f defines a group homomorphism L: GA(E) ~ GL( E). The kernel 
of this map is the set of translations on E. 

The subset of all linear maps of the form A ids' where A E JR - {O} , is 
--> 

a subgroup of GL(E), and is denoted by JR*ids (where Aids(u) = AU, 
and JR* = JR - {O}) . The subgroup DIL(E) = L -1(JR*ids ) of GA(E) 
is particularly interesting. It turns out that it is the disjoint union of the 
translations and of the dilatations of ratio A =I- 1. The elements of DIL(E) 
are called affine dilatations. 

Given any point a E E, and any scalar A E JR, a dilatation or central 
dilatation (or homothety) of center a and ratio A is a map Ha ,>.. defined 
such that 

Ha,>..(X) = a + Aax, 

for every x E E. 

Remark: The terminology does not seem to be universally agreed upon. 
The terms affine dilatation and central dilatation are used by Pedoe [136J. 
Snapper and Troyer use the term dilation for an affine dilatation and mag­
nification for a central dilatation [160J. Samuel uses homothety for a central 
dilatation, a direct translation of the French "homothetie" [146J. Since dila­
tion is shorter than dilatation and somewhat easier to pronounce, perhaps 
we should use that! 

Observe that Ha ,>..(a) = a, and when A =I- 0 and x =I- a, Ha,>-.(x) is on the 
line defined by a and x , and is obtained by "scaling" ax by A. 

Figure 2.12 shows the effect of a central dilatation of center d. The tri­
angle (a, b, c) is magnified to the triangle (a' , b', c'). Note how every line is 
mapped to a parallel line. 

--> 
When A = 1, Ha,l is the identity. Note that Ha,>.. = Aids' When A =I- 0, 

it is clear that Ha,>.. is an affine bijection. It is immediately verified that 

Ha,>.. 0 Ha,1-' = Ha ,>-.w 

We have the following useful result . 

Lemma 2.8.1 Given any affine space E , for any affine bijection f E 
--> 

GA(E), if f = Aids ' for some A E JR* with A =I- 1, then there is a 
unique point c E E such that f = He,>... 
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a' 

d~------~---+--~~----~ 

c' 

Figure 2.12. The effect of a central dilatation 

Proof. The proof is straightforward, and is omitted. It is also given in 
Gallier [70]. 0 

--+ 
Clearly, if f = idE' the affine map f is a translation. Thus, the group 

of affine dilatations DIL(E) is the disjoint union of the translations and 
of the dilatations of ratio>. i- 0, 1. Affine dilatations can be given a purely 
geometric characterization. 

Another point worth mentioning is that affine bijections preserve the ra­
tio of volumes of parallelotopes. Indeed, given any basis B = (Ul,"" um ) 

--+ 
of the vector space E associated with the affine space E, given any m + 1 
affinely independent points (aD, . . . , am), we can compute the determi­
nant detB(aOal, ... ,aoam) w.r.t . the basis B. For any bijective affine map 
f : E --> E, since 

--+ 
and the determinant of a linear map is intrinsic (i.e., depends only on f, 
and not on the particular basis B) , we conclude that the ratio 

detB (7 (aoad,···, 7 (aoam)) --+ 
---'--------,-------'- = det ( f ) 

detB(aoal, .. . ,aoam) 

is independent of the basis B. Since detB(aoal, . . . ,aoam) is the volume of 
the parallelotope spanned by (aD, ... ,am), where the parallelotope spanned 
by any point a and the vectors (Ul, " " um ) has unit volume (see Berger 
[12], Section 9.12), we see that affine bijections preserve the ratio of volumes 
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of parallelotopes. In fact , this ratio is independent of the choice of the par­
allelotopes of unit volume. In particular, the affine bijections f E GA(E) 

such that det(7) = 1 preserve volumes. These affine maps form a sub­
group SA(E) of GA(E) called the special affine group of E. We now take 
a glimpse at affine geometry. 

2.9 Affine Geometry: A Glimpse 

In this section we state and prove three fundamental results of affine geom­
etry. Roughly speaking, affine geometry is the study of properties invariant 
under affine bijections. We now prove one of the oldest and most basic 
results of affine geometry, the theorem of Thales. 

Lemma 2.9.1 Given any affine space E , if H I ,H2,H3 are any three dis­
tinct parallel hyperplanes, and A and B are any two lines not parallel to 
Hi, letting ai = Hi n A and bi = Hi n B, then the following ratios are equal: 

ala3 b 1b3 
alaZ = b1bz = p. 

Conversely, for any point d on the line A, if :lla~ = p, then d = a3. 

Proof. Figure 2.13 illustrates the theorem of Thales. We sketch a proof, 
leaving the details as an exercise. Since HI, H2, H3 are parallel, they have 

---t ---t ---t--+ 
the same direction H, a hyperplane in E. Let u E E - H be any nonnull 
vector such that A = al + lRu. Since A is not parallel to H, we have 
---> ---> ---> 
E = H ED lRu, and thus we can define the linear map p: E -> lRu, the 

---> 
projection on lRu parallel to H. This linear map induces an affine map 
f: E -> A, by defining f such that 

f(b i + w) = al + p(w), 

---> 
for all wEE. Clearly, f(b I ) = aI, and since HI, H 2, H3 all have direction 
---> 
H, we also have f(b2) = a2 and f(b3) = a3. Since f is affine, it preserves 
ratios, and thus 

The converse is immediate. 0 

ala3 b 1b3 

alaZ b1bz ' 

We also have the following simple lemma, whose proof is left as an easy 
exercise. 

Lemma 2.9.2 Given any affine space E, given any two distinct points 
a, bEE, and for any affine dilatation f different from the identity, if 
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B 

Figure 2.13. The theorem of Thales 

a' = f(a), D = (a, b) is the line passing through a and b, and D' is the line 
parallel to D and passing through a', the following are equivalent: 

(i) b' = feb); 

(ii) If f is a translation, then b' is the intersection of D' with the line 
parallel to (a, a') passing through b; 
If f is a dilatation of center c, then b' = D' n (c, b). 

The first case is the parallelogram law, and the second case follows easily 
from Thales' theorem. 

We are now ready to prove two classical results of affine geometry, 
Pappus's theorem and Desargues's theorem. Actually, these results are the­
orems of projective geometry, and we are stating affine versions of these 
important results . There are stronger versions that are best proved using 
projective geometry. 

Lemma 2.9.3 Given any affine plane E, any two distinct lines D and D', 
then for any distinct points a, b, c on D and a', b', c' on D', if a, b, c, a', b', 
c' are distinct from the intersection of D and D' (if D and D' intersect) 
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c 

Figure 2.14. Pappus's theorem (affine version) 

and if the lines (a, b') and (a', b) are parallel, and the lines (b, c') and (b' , c) 
are parallel, then the lines (a, c') and (a', c) are parallel. 

Proof. Pappus 's theorem is illustrated in Figure 2.14. If D and D' are 
not parallel, let d be their intersection. Let f be the dilatation of center 
d such that f(a) = b, and let g be the dilatation of center d such that 
g(b) = c. Since the lines (a, b') and (a', b) are parallel, and the lines (b, c') 
and (b',c) are parallel, by Lemma 2.9.2 we have a' = f(b') and b' = g(c'). 
However, we observed that dilatations with the same center commute, and 
thus fog = gof, and thus, letting h = gof, we get c = h(a) and a' = h(c'). 
Again, by Lemma 2.9.2, the lines (a , c') and (a' , c) are parallel. If D and 
D' are parallel, we use translations instead of dilatations. 0 

There is aconverse to Pappus's theorem, which yields a fancier version 
of Pappus's theorem, but it is easier to prove it using projective geometry. 
It should be noted that in axiomatic presentations of projective geometry, 
Pappus's theorem is equivalent to the commutativity of the ground field K 
(in the present case, K = JR). We now prove an affine version of Desargues's 
theorem. 

Lemma 2.9.4 Given any affine space E, and given any two triangles 
(a,b,c) and (a',b',c'), where a,b,c,a',b',c' are all distinct, if (a, b) and 
(a', b') are parallel and (b, c) and (b', c') are parallel, then (a , c) and (a', c') 
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a' 

d~------~---+--~r-----~ 

e' 

Figure 2.15. Desargues's theorem (affine version) 

are parallel iff the lines (a, a'), (b, b'), and (e, e') are either parallel or 
concurrent (i.e., intersect in a common point). 

Proof. We prove half of the lemma, the direction in which it is assumed 
that (a , e) and (a', e') are parallel, leaving the converse as an exercise. Since 
the lines (a,b) and (a',b') are parallel, the points a,b,a',b' are coplanar. 
Thus, either (a, a') and (b, b') are parallel, or they have some intersection d. 
We consider the second case where they intersect, leaving the other case as 
an easy exercise. Let f be the dilatation of center d such that f(a) = a'. By 
Lemma 2.9.2, we get f(b) = b'. If f(e) = e", again by Lemma 2.9.2 twice, 
the lines (b, e) and (b', e") are parallel, and the lines (a, e) and (a', e") are 
parallel. From this it follows that e" = e'. Indeed, recall that (b, c) and 
(b', e') are parallel, and similarly (a, e) and (a', e') are parallel. Thus, the 
lines (b', e") and (b', e') are identical, and similarly the lines (a', e") and 
(a', e') are identical. Since a' c' and b' c' are linearly independent, these 
lines have a unique intersection, which must be e" = e'. 

The direction where it is assumed that the lines (a, a'), (b,b') and (e,e'), 
are either parallel or concurrent is left as an exercise (in fact, the proof is 
quite similar). 0 

Desargues's theorem is illustrated in Figure 2.15. 
There is a fancier version of Desargues's theorem, but it is easier to 

prove it using projective geometry. It should be noted that in axiomatic 
presentations of projective geometry, Desargues's theorem is related to the 
associativity of the ground field K (in the present case, K = JR). Also, 
Desargues's theorem yields a geometric characterization of the affine di­
latations. An affine dilatation f on an affine space E is a bijection that 



44 2. Basics of Affine Geometry 

maps every line D to a line f(D) parallel to D. We leave the proof as an 
exercise. 

2.10 Affine Hyperplanes 

We now consider affine forms and affine hyperplanes. In Section 2.5 we 
observed that the set L of solutions of an equation 

ax+by=c 

is an affine subspace of A2 of dimension 1, in fact, a line (provided that a 
and b are not both null). It would be equally easy to show that the set P 
of solutions of an equation 

ax + by + cz = d 

is an affine subspace of A3 of dimension 2, in fact, a plane (provided that 
a, b, c are not all null). More generally, the set H of solutions of an equation 

Al Xl + ... + AmXm = {L 

is an affine subspace of Am, and if AI, ... ,Am are not all null, it turns out 
that it is a subspace of dimension m - 1 called a hyperplane. 

We can interpret the equation 

Al Xl + ... + AmXm = {L 

in terms of the map f: JRm ~ JR defined such that 

f(Xl,"" xm) = AIXI + ... + AmXm - {L 

for all (Xl, ... ,Xm) E JRm. It is immediately verified that this map is affine, 
and the set H of solutions of the equation 

Al xl + ... + AmXm = {L 

is the null set, or kernel, of the affine map f: A m ~ JR, in the sense that 

H = rl(O) = {x E Am I f(x) = O}, 

where x = (Xl, ... ,xm ). 

Thus, it is interesting to consider affine forms, which are just affine 
maps f: E ~ JR from an affine space to IR. Unlike linear forms f*, for which 
Ker f* is never empty (since it always contains the vector 0), it is possible 
that f-l(O) = 0 for an affine form f. Given an affine map f: E ~ JR, we 
also denote f-l(O) by Ker f, and we call it the kernel of f. Recall that an 
(affine) hyperplane is an affine subspace of codimension 1. The relationship 
between affine hyperplanes and affine forms is given by the following lemma. 

Lemma 2.10.1 Let E be an affine space. The following properties hold: 
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(a) Given any nonconstant affine form f: E ---> JR, its kernel H = Ker f 
is a hyperplane. 

(b) For any hyperplane H in E, there is a nonconstant affine form f: E ---> 

JR such that H = Ker f. For any other affine form g: E ---> JR such that 
H = Kerg, there is some A E JR such that 9 = Ai (with A 1= 0). 

(c) Given any hyperplane H in E and any (nonconstant) affine form 
f: E ---> JR such that H = Ker f, every hyperplane H' parallel to H is 
defined by a nonconstant affine form 9 such that g(a) = f(a) - A, for 
all a E E and some A E JR. 

Proof. The proof is straightforward, and is omitted. It is also given in 
Gallier [70j. D 

When E is of dimension n, given an affine frame (ao, (UI,"" un)) of E 
with origin ao, recall from Definition 2.6.4 that every point of E can be 
expressed uniquely as x = ao + XIUI + ... + XnUn' where (Xl, .. . ,Xn ) are 
the coordinates of X with respect to the affine frame (ao, (UI' . .. ,un))' 

Also recall that every linear form J* is such that J*(x) = AIXI + ... + 
AnXn' for every X = XIUI + ... + XnUn and some AI,"" An E JR. Since 

........ 
an affine form f: E ---> JR satisfies the property f(ao + x) = f(ao) + f (x), 
denoting f(ao + x) by f(XI,"" x n ), we see that we have 

f(XI,"" xn) = AIXI + ... + Anxn + J.L, 

where J.L = f(ao) E JR and AI,"" An E R Thus, a hyperplane is the set of 
points whose coordinates (Xl, ... ,Xn ) satisfy the (affine) equation 

AIXI + ... + Anxn + J.L = O. 

2.11 Intersection of Affine Spaces 

In this section we take a closer look at the intersection of affine subspaces. 
This subsection can be omitted at first reading. 

First, we need a result of linear algebra. Given a vector space E and any 
two subspaces M and N, there are several interesting linear maps. We have 
the canonical injections i: M ---> M + Nand j: N ---> M + N, the canonical 
injections inl: M ---> M EB Nand in2: N ---> M EB N, and thus, injections 
f: M n N ---> M EB Nand g: M n N ---> M EB N, where f is the composition 
of the inclusion map from M n N to M with inl, and 9 is the composition 
of the inclusion map from M n N to N with in2' Then, we have the maps 
f + g: M n N ---> M EB N, and i - j: M EB N ---> M + N. 

Lemma 2.11.1 Given a vector space E and any two subspaces M and N, 
with the definitions above, 

0-+ MnN ~ MEBN 
i-j 
-+ 
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is a short exact sequence, which means that f + g is injective, i - j is 
surjective, and that 1m (f + g) = Ker (i - j). As a consequence, we have 
the Grassmann relation 

dim(M) + dim(N) = dim(M + N) + dim (M n N). 

Proof. It is obvious that i - j is surjective and that f + g is injective. 
Assume that (i- j)(u+v) = 0, where u EM, and v E N. Then, i(u) = j(v), 
and thus, by definition of i and j, there is some w E M n N, such that 
i(u) = j(v) = w E MnN. By definition of f and g, u = f(w) and v = g(w), 
and thus 1m (f + g) = Ker (i - j), as desired. The second part of the lemma 
follows from standard results of linear algebra (see Artin [5], Strang [166], 
or Lang [107]). D 

We now prove a simple lemma about the intersection of affine subspaces. 

Lemma 2.11.2 Given any affine space E, for any two nonempty affine 
subspaces M and N, the following facts hold: 

--t --t 

(1) M n N i- 0 iff ab E M + N for some a E M and some bEN. 

--t --t 

(2) M n N consists of a single point iff ab E M + N for some a E M 
--t --t 

and some bEN, and M n N = {O}. 

--t 
(3) If S is the least affine subspace containing M and N, then S 

--t --t --t 
M + N + Kab (the vector space E is defined over the field K). 

Proof. (1) Pick any a E M and any bEN, which is possible, since M and 
--t --t 

N are nonempty. Since M = {ax I x E M} and N = {by lyE N}, if 
--t 

M n N i- 0, for any c E M n N we have ab = ae - be, with ae E M and 
----7 ----7 ---+ ---+ ----7 

be EN, and thus, ab E M + N. Conversely, assume that ab E M + N 
for some a E M and some bEN. Then ab = ax + by, for some x E M 
and some yEN. But we also have 

ab = ax + xy + yb, 

and thus we get 0 = xy+yb- by, that is, xy = 2by. Thus, b is the middle 
of the segment [x, y], and since yx = 2yb, x = 2b - y is the barycenter of 
the weighted points (b,2) and (y, -1). Thus x also belongs to N, since N 
being an affine subspace, it is closed under barycenters. Thus, x E M n N, 
and M nN i- 0. 

(2) Note that in general, if M n N i- 0, then 

----+ --t --t 
MnN=MnN , 
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because 
---+ -> -> 
Mn N = {ab I a,b E MnN} = {ab I a,b E M}n{ab I a,b EN} = MnN. 

---+ 
Since M n N = c + M n N for any c E M n N, we have 

-t -> 
M n N = c + M n N for any c E M n N. 

From this it follows that if M n N -I 0, then M n N consists of a single 
-> -> 

point iff M n N = {a}. This fact together with what we proved in (1) 
proves (2). 

(3) This is left as an easy exercise. 0 

Remarks: 

(1) The proof of Lemma 2.11.2 shows that if M n N -I 0, then ab E 
-> -> 
M + N for all a E M and all bEN. 

(2) Lemma 2.11.2 implies that for any two nonempty affine subspaces M 
-> -> -> 

and N, if E = M EB N, then M n N consists of a single point. Indeed, 
--+ --+ --+ --+ 

if E = M EB N, then ab E E for all a E M and all bEN, and since 
-> -> 
M n N = {O}, the result follows from part (2) of the lemma. 

We can now state the following lemma. 

Lemma 2.11.3 Given an affine space E and any two nonempty affine 
subspaces M and N, if S is the least affine subspace containing M and N, 
then the following properties hold: 

(1) If M n N = 0, then 

-> -> 
dim(M) + dim(N) < dim(E) + dim(M + N) 

and 
-> -> 

dim(S) = dim(M) + dim(N) + 1 - dim(M n N). 

(2) If M n N -I 0, then 

dim(S) = dim(M) + dim(N) - dim(M n N). 

Proof. The proof is not difficult, using Lemma 2.11.2 and Lemma 2.11.1, 
but we leave it as an exercise. 0 

2.12 Problems 

Problem 2.1 Given a triangle (a, b, c), give a geometric construction of 
the barycenter of the weighted points (a, :t), (b, :t)' and (c, ~). Give a geo-
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metric construction of the barycenter of the weighted points (a, ~), (b, ~), 
and (c, -2). 

Problem 2.2 Given a tetrahedron (a, b, c, d) and any two distinct points 
x, y E {a, b, c, d}, let let mx ,y be the middle of the edge (x, y). Prove that 
the barycenter 9 of the weighted points (a, ~), (b, ~), (c, ~), and (d,~) is 
the common intersection of the line segments (ma ,b, me,d), (ma,e, mb,d) , 
and (ma ,d, mb,e)' Show that if gd is the barycenter of the weighted points 
(a, ~), (b, ~), (c, ~), then 9 is the barycenter of (d,~) and (9d, ~). 

--t 
Problem 2.3 Let E be a nonempty set, and E a vector space and assume 

--t 
that there is a function <1>: E x E ----> E, such that if we denote <1>( a, b) by 
ab, the following properties hold: 

(1) ab + be = ae, for all a,b,c E E; 

--t 
(2) For every a E E, the map <l>a: E ----> E defined such that for every 

bEE, <l>a(b) = ab, is a bijection. 

--t --t 
Let wa: E ----> E be the inverse of <l>a : E ----> E . 

--t 
Prove that the function +: Ex E ----> E defined such that 

--t --t 

for all a E E and all u E E makes (E, E , +) into an affine space. 
--t 

Note. We showed in the text that an affine space (E, E, +) satisfies the 
properties stated above. Thus, we obtain an equivalent characterization of 
affine spaces. 

Problem 2.4 Given any three points a, b, c in the affine plane A 2 , letting 
(al,a2), (b l ,b2), and (Cl,C2) be the coordinates of a,b,c, with respect to 
the standard affine frame for A 2 , prove that a, b, c are collinear iff 

i.e., the determinant is null. 
Letting (ao,al,a2), (bo, bI, b2), and (CO,Cl,C2) be the barycentric coordi­

nates of a, b, c with respect to the standard affine frame for A 2 , prove that 
a, b, c are collinear iff 

ao bo Co 
al bl Cl = o. 
a2 b2 C2 

Given any four points a,b,c,d in the affine space A3 , letting (al,a2,a3), 
(b l ,b2,b3), (Cl,C2,C3), and (d l ,d2,d3) be the coordinates of a, b,c,d, with 
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respect to the standard affine frame for A 3 , prove that a, b, c, d are coplanar 
iff 

i.e., the determinant is null. 

bl CI d l 

b2 c2 d2 

b3 C3 d3 

1 1 1 

= 0, 

Letting (aO,al,a2,a3), (bo,bl ,bz,b3), (CO,CI,CZ,C3), and (do,dl ,dz,d3) be 
the barycentric coordinates of a, b, c, d, with respect to the standard affine 
frame for A 3 , prove that a, b, c, d are coplanar iff 

ao bo Co do 
al bl CI dl =0. 
az b2 Cz d2 
a3 b3 C3 d3 

Problem 2.5 The function ! : A ----+ A 3 given by 

t 1-+ (t, tZ, t3) 

defines what is called a twisted cubic curve. Given any four pairwise distinct 
values tl, tz, t3, t4, prove that the points !(tl), !(tz), !(t3), and !(t4) are not 
coplanar. 
Hint. Have you heard of the Vandermonde determinant? 

Problem 2.6 For any two distinct points a, b E A z of barycentric coor­
dinates (aO,al,aZ) and (bo,bl,bz) with respect to any given affine frame 
(O,i,j), show that the equation of the line (a, b) determined by a and b is 

or, equivalently, 

ao bo x 
al b1 Y = 0, 
az bz z 

where (x, Y, z) are the barycentric coordinates of the generic point on the 
line (a, b). 

Prove that the equation of a line in barycentric coordinates is of the form 

ux + vy + wz = 0, 

where u -=f:. v or v -=f:. w or u -=f:. w. Show that two equations 

ux + vY + wz = 0 and u' x + v' Y + w' z = 0 

represent the same line in barycentric coordinates iff (u' , v', w') = A( u, v, w) 
for some A E IR (with A -=f:. 0). 
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A triple (u, v, w) where u i v or v i w or u i w is called a system of 
tangential coordinates of the line defined by the equation 

ux + vy + wz = 0. 

Problem 2.7 Given two lines D and D' in A 2 defined by tangential 
coordinates (u, v, w) and (u', v', w') (as defined in Problem 2.6), let 

u v w 
d = u' v' w' = vw' - wv' + wu' - uw' + uv' - vu'. 

1 1 1 

(a) Prove that D and D' have a unique intersection point iff d i 0, and 
that when it exists, the barycentric coordinates of this intersection point 
are 

1 
d(vw' - wv', wu' - uw', uv' - vu'). 

(b) Letting (0, i,j) be any affine frame for A2 , recall that when x+y+z = 
0, for any point a, the vector 

xaO + yai + zaj 

is independent of a and equal to 

yOi + zOj = (y, z). 

The triple (x, y, z) such that x + y + z = 0 is called the barycentric 
coordinates of the vector yOi + zOj w.r.t. the affine frame (0, i,j). 

Given any affine frame (0, i,j), prove that for u i v or v i w or u i w, 
the line of equation 

ux + vy + wz = 0 

in barycentric coordinates (x, y, z) (where x + y + z = 1) has for direction 
the set of vectors of barycentric coordinates (x, y, z) such that 

ux+vy+wz = 0 

(where x + y + z = 0). 
Prove that D and D' are parallel iff d = o. In this case, if DiD', 

show that the common direction of D and D' is defined by the vector of 
barycentric coordinates 

(vw' - wv', wu' - uw', uv' - vu'). 

(c) Given three lines D, D', and D", at least two of which are distinct 
and defined by tangential coordinates (u, v, w), (u', v', w'), and (u", v" , w"), 
prove that D, D', and D" are parallel or have a unique intersection point 
iff 

u v w 
u' v' w' = 0. 
u" v" w" 
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Problem 2.8 Let (A, B, C) be a triangle in A 2 . Let M, N, P be three 
points respectively on the lines BC, CA, and AB, of barycentric co­
ordinates (O,m',m"), (n,O,n") , and (p,p',O), w.r.t . the affine frame 
(A,B,C). 

(a) Assuming that M i- C, N i- A, and Pi- B, i.e., m'n"p i- 0, show 
that 

MB NC PA m"np' 
MC NA PB m'n"p 

(b) Prove Menelaus's theorem: The points M, N, P are collinear iff 

m"np' + m'n"p = O. 

When M i- C, N i- A, and Pi- B, this is equivalent to 

MB NC PA 
MC NA PB = 1. 

(c) Prove Ceva's theorem: The lines AM,BN,CP have a unique 
intersection point or are parallel iff 

m"np' - m'n"p = O. 

When M i- C, N i- A, and Pi- B , this is equivalent to 

MB NC PA 
MC NA PB =-1. 

Problem 2.9 This problem uses notions and results from Problems 2.6, 
2.7, and 2.8. In view of (a) and (b) of Problem 2.7, it is natural to extend 
the notion of barycentric coordinates of a point in A 2 as follows. Given 
any affine frame (a , b, c) in A 2 , we will say that the barycentric coordinates 
(x, y, z) of a point M, where x + y + z = I, are the normalized barycentric 
coordinates of M. Then, any triple (x, y, z) such that x + y + z i- 0 is 
also called a system of barycentric coordinates for the point of normalized 
barycentric coordinates 

1 
---(x,y,z). 
x+y+z 

With this convention, the intersection of the two lines D and D' is either 
a point or a vector, in both cases of barycentric coordinates 

(vw' - wv', wu' - uw', uv' - vu'). 

When the above is a vector, we can think of it as a point at infinity (in the 
direction of the line defined by that vector). 

Let (Do, Do), (D1 , DD, and (D2 , D~) be three pairs of six distinct lines, 
such that the four lines belonging to any union of two of the above pairs 
are neither parallel not concurrent (have a common intersection point). If 
Do and Do have a unique intersection point, let M be this point, and if Do 
and Do are parallel, let M denote a nonnull vector defining the common 
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direction of Do and D~ . In either case, let (m, m', mil) be the barycentric 
coordinates of M, as explained at the beginning of the problem. We call 
M the intersection of Do and D~. Similarly, define N = (n , n', nil) as the 
intersection of Dl and Di, and P = (p , p', p") as the intersection of D2 and 
D2· 

Prove that 

m n p 
m' n' p' =0 
mil nil p" 

iff either 

(i) (Do,D~), (D1,Di), and (D2,D2) are pairs ofparallellinesj or 

(ii) the lines of some pair (D i , DD are parallel, each pair (Dj , Dj) (with 
j =i- i) has a unique intersection point, and these two intersection 
points are distinct and determine a line parallel to the lines of the 
pair (Di , D~) j or 

(iii) each pair (Di , DD (i = 0, 1,2) has a unique intersection point, and 
these points M , N, P are distinct and collinear. 

Problem 2.10 Prove the following version of Desargues's theorem. Let 
A, B, G, A' , B', G' be six distinct points of A 2 . If no three of these points 
are collinear, then the lines AA', BB', and GG' are parallel or collinear iff 
the intersection points M, N, P (in the sense of Problem 2.7) of the pairs 
of lines (BG, B'G') , (GA , G' A'), and (AB, A' B') are collinear in the sense 
of Problem 2.9. 

Problem 2.1l Prove the following version of Pappus's theorem. Let D 
and 0' be distinct lines, and let A, B, G and A', B', G' be distinct points 
respectively on D and D'. If these points are all distinct from the intersec­
tion of D and D' (if it exists), then the intersection points (in the sense of 
Problem 2.7) of the pairs of lines (BG', GB'), (GA', AG'), and (AB' , BA') 
are collinear in the sense of Problem 2.9. 

Problem 2.12 The purpose of this problem is to prove Pascal's theorem 
for the nondegenerate conics. In the affine plane A 2 , a conic is the set of 
points of coordinates (x, y) such that 

o::x2 + {3y2 + 2,xy + 28x + 2>"y + J.1, = 0, 

where 0:: =i- 0 or {3 =i- 0 or , =i- O. We can write the equation of the conic as 
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If we now use barycentric coordinates (x, y, z) (where x + y + z = 1), we 
can write 

Let 

B~(}~D,c~(HD X~m 
(a) Letting A = C T BC, prove that the equation of the conic becomes 

XTAX=O. 

Prove that A is symmetric, that det(A) = det(B), and that XT AX is ho­
mogeneous of degree 2. The equation XT AX = 0 is called the homogeneous 
equation of the conic. 

We say that a conic of homogeneous equation XT AX = 0 is nondegen­
erate if det(A) =I 0, and degenerate if det(A) = O. Show that this condition 
does not depend on the choice of the affine frame. 

(b) Given an affine frame (A, B, C), prove that any conic passing through 
A, B, C has an equation of the form 

ayz + bxz + cxy = O. 

Prove that a conic containing more than one point is degenerate iff it con­
tains three distinct collinear points. In this case, the conic is the union of 
two lines. 

(c) Prove Pascal's theorem. Given any six distinct points A, B, C , A', B', 
C', if no three of the above points are collinear, then a nondegenerate conic 
passes through these six points iff the intersection points M, N, P (in the 
sense of Problem 2.7) of the pairs of lines (BC', C B'), (C A', AC') and 
(AB', BA') are collinear in the sense of Problem 2.9. 
Hint. Use the affine frame (A,B,C), and let (a,a',a"), (b,b',b"), and 
(c, c', e") be the barycentric coordinates of A', B' , C' respectively, and show 
that M, N, P have barycentric coordinates 

(be, cb' , e" b ) , (c' a c' a' e" a') , , , (ab", a"b', a"b"). 

Problem 2.13 The centroid of a triangle (a, b, c) is the barycenter of 
(a, ~), (b, ~), (c, ~). If an affine map takes the vertices of triangle .6. 1 = 

{(O, 0), (6,0), (0, 9)} to the vertices of triangle .6.2 = {(I, 1), (5,4), (3, I)}, 
does it also take the centroid of .6. 1 to the centroid of .6.2 ? Justify your 
answer. 

Problem 2.14 Let E be an affine space over JR, and let (al , ... , an) be 
any n 2': 3 points in E. Let (Al, ... , An) be any n scalars in JR, with Al + 
... + An = 1. Show that there must be some i, 1 :::; i :::; n, such that Ai =11. 
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To simplify the notation, assume that .AI i= 1. Show that the barycenter 
.AlaI + ... + .Anan can be obtained by first determining the barycenter b of 
the n -1 points a2, . .. , an assigned some appropriate weights, and then the 
barycenter of al and b assigned the weights .AI and .A2 + .. . +.An. From this, 
show that the barycenter of any n 2': 3 points can be determined by repeated 
computations of barycenters of two points. Deduce from the above that a 
nonempty subset V of E is an affine subspace iff whenever V contains any 
two points x, y E V, then V contains the entire line (1 - .A)x + .Ay, .A E lR. 

Problem 2.15 Assume that K is a field such that 2 = 1 + 1 i= 0, and let 
E be an affine space over K. In the case where .A I + ... +.An = 1 and .Ai = 1, 
for 1 S i S nand n 2': 3, show that the barycenter al + a2 + . .. + an can 
still be computed by repeated computations of barycenters of two points. 

Finally, assume that the field K contains at least three elements (thus, 
there is some JL E K such that JL i= 0 and JL i= 1, but 2 = 1 + 1 = 0 
is possible). Prove that the barycenter of any n 2': 3 points can be deter­
mined by repeated computations of barycenters of two points. Prove that a 
nonempty subset V of E is an affine subspace iff whenever V contains any 
two points x, y E V, then V contains the entire line (1 - .A)x + .Ay, .A E K. 
Hint. When 2 = 0, .AI + . . . +.An = 1 and .Ai = 1, for 1 S i S n, show that 
n must be odd, and that the problem reduces to computing the barycenter 
of three points in two steps involving two barycenters. Since there is some 
JL E K such that JL i= 0 and JL i= 1, note that JL- I and (1- JL)-l both exist, 
and use the fact that 

-JL 1 --+--=1. 
1-JL 1-JL 

Problem 2.16 (i) Let (a, b, c) be three points in A,. 2 , and assume that 
(a, b, c) are not collinear. For any point x E A,.2, if x = .Aoa+.Alb+.A2C, where 
(.AO,.A1>.A2) are the barycentric coordinates of x with respect to (a,b,c), 
show that 

.A _ det(xb, be) 
° - det(ab, ae) , 

.A _ det(ax, ae) 
I - det(ab, ae) , 

.A2 = det(ab, ax) . 
det(ab, ae) 

Conclude that .AO,.AI,.A2 are certain signed ratios of the areas of the 
triangles (a,b,c), (x,a , b), (x,a ,c), and (x,b,c). 

(ii) Let (a,b,c) be three points in A,.3, and assume that (a,b,c) are 
not collinear. For any point x in the plane determined by (a, b, c), if 
x = .Aoa + .Alb + .A2c, where (.AO,.AI,.A2) are the barycentric coordinates 
of x with respect to (a, b, c), show that 

.Ao = xb x be .A _ ax x ae 
ab x ae ' I - ab x ae ' 

.A ab x ax 
2 = ab x ae· 

Given any point 0 not in the plane of the triangle (a , b, c), prove that 

.A _ det(Oa, Ox, Oe) 
I - det(Oa, Ob, Oe)' 

.A2 _ det(Oa, Ob, Ox) 
- det(Oa, Ob, Oe)' 
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and 

AO = det(Ox, Ob, Oe). 
det(Oa, Ob, Oe) 

(iii) Let (a, b, c, d) be four points in A3, and assume that (a, b, c, d) are 
not coplanar. For any point x E A3, if x = Aoa + Alb + A2C + A3d, 
where (AO, AI, A2, A3) are the barycentric coordinates of x with respect to 
(a, b, c, d), show that 

Al - det(ax,ae,ad) A2 = det(ab, ax, ad) A3 = det(ab, ae,ax) 
- det(ab, ae, ad) ' det(ab, ae, ad)' det(ab, ae, ad)' 

and 

AO = det(xb, be, bd) 
det(ab, ae, ad) . 

Conclude that AO, AI, A2, A3 are certain signed ratios of the volumes of the 
five tetrahedra (a,b,c,d), (x,a,b ,c), (x,a,b,d), (x ,a,c, d), and (x,b,c,d). 

(iv) Let (ao, ... ,am) be m + 1 points in Am, and assume that they are 
affinely independent. For any point x E Am, if X = Aoao + ... + Amam , 
where (Ao, ... , Am) are the barycentric coordinates of x with respect to 
(ao, ... , am), show that 

Ai = det(aoal, ... , aoaj_l, aox , aOaj+l,···, aoam ) 

det(aoal, .. . , aOaj_l, aOaj, aOaj+l, .. . , aoam ) 

for every i , 1 ::; i ::; m, and 

AO = det(xal, ala2 , · · ·, alam ) . 

det(aoal, ... , aoaj , .. . , aoam ) 

Conclude that Ai is the signed ratio of the volumes of the simplexes (ao, ... , 
x, ... am) and (ao, ... , ai, . .. am), where 0 ::; i ::; m. 

Problem 2.17 With respect to the standard affine frame for the plane 
A 2 , consider the three geometric transformations It, h , h defined by 

I 1 v'3 3 
x = -4x - 4 Y + 4' 

I v'3 1 v'3 
Y =4x-4Y+4' 

I 1 v'3 3 
x =-4x+4Y-4' 

I v'3 1 v'3 
Y =-4x-4Y+4' 

I 1 x = 2x, 

I 1 v'3 
Y = -y+-2 2 . 
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(a) Prove that these maps are affine. Can you describe geometrically 
what their action is (rotation, translation, scaling)? 

(b) Given any polygonal line L, define the following sequence of polygonal 
lines: 

So =L, 

Sn+l = h(Sn) U h(Sn) U h(Sn). 

Construct SI starting from the line segment L = (( -1,0), (1,0)). 
Can you figure out what Sn looks like in general? (You may want to 

write a computer program.) Do you think that Sn has a limit? 

Problem 2.18 In the plane A 2 , with respect to the standard affine frame, 
a point of coordinates (x, y) can be represented as the complex number 
z = x + iy. Consider the set of geometric transformations of the form 

Z f---t az + b, 

where a, b are complex numbers such that a =I- o. 
(a) Prove that these maps are affine. Describe what these maps do 

geometrically. 
(b) Prove that the above set of maps is a group under composition. 
(c) Consider the set of geometric transformations of the form 

z f---t az + b or z f---t az + b, 

where a, b are complex numbers such that a =I- 0, and where z = x - iy if 
z = x + iy. Describe what these maps do geometrically. Prove that these 
maps are affine and that this set of maps is a group under composition. 

Problem 2.19 Given a group G, a subgroup H of G is called a normal 
subgroup of G iff xHx- l = H for all x E G (where xHx- l = {xhx- l I hE 
H}). 

(i) Given any two subgroups Hand K of a group G, let 

HK = {hk I hE H, k E K}. 

Prove that every x E H K can be written in a unique way as x = hk for 
hE Hand k E K iff H n K = {I}, where 1 is the identity element of G. 

(ii) If Hand K are subgroups of G, and H is a normal subgroup of 
G, prove that HK is a subgroup of G. Furthermore, if G = HK and 
H n K = {I}, prove that G is isomorphic to H x K under the multiplication 
operation 

(hI, k l ) . (h2' k2) = (hlklh2kll, klk2)' 

When G = H K, where H, K are subgroups of G, H is a normal subgroup 
of G, and H n K = {I}, we say that G is the semidirect p'T'Oduct of Hand 
K. 

-----> 
(iii) Let (E, E) be an affine space. Recall that the affine group of E, 

denoted by GA(E), is the set of affine bijections of E, and that the linear 
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~ ~ ~ 

group of E, denoted by GL( E), is the group of bijective linear maps of E. 
~ ~ 

The map f I--> f defines a group homomorphism L: GA(E) ~ GL( E), 
and the kernel of this map is the set of translations on E , denoted as T(E). 
Prove that T(E) is a normal subgroup of GA(E) . 

(iv) For any a E E , let 

GAa(E) = {f E GA(E) I f(a) = a} , 

the set of affine bijections leaving a fixed. Prove that that GAa(E) is a 
~ 

subgroup of GA(E), and that GAa(E) is isomorphic to GL( E). Prove 
that GA(E) is isomorphic to the direct product of T(E) and GAa(E). 
Hint. Note that if u = f(a)a and tu is the translation associated with the 
vector U, then tu 0 f E GAa(E) (where the translation tu is defined such 
that tu(a) = a + U for every a E E) . 

(v) Given a group G, let Aut(G) denote the set of homomorphisms 
f : G ~ G. Prove that the set Aut(G) is a group under composition (called 
the group of automorphisms of G). Given any two groups Hand K and 
a homomorphism B: K ~ Aut(H) , we define H x() K as the set H x K 
under the multiplication operation 

Prove that H x() K is a group. 
Hint. The inverse of (h, k) is (B(k-1)(h-1), k- 1). 

Prove that the group H x() K is the semidirect product of the subgroups 
{(h,l) I hE H} and {(I, k) IkE K}. The group H x() K is also called the 
semidirect product of Hand K r elative to B. 
Note. It is natural to identify {(h , 1) I hE H} with H and {(I, k) IkE K} 
with K . 

If G is the semidirect product of two subgroups Hand K as defined in 
(ii), prove that the map T K ~ Aut(H) defined by conjugation such that 

,,/(k)(h) = khk- 1 

is a homomorphism, and that G is isomorphic to H x""y K. 
~ ~ 

(vi) Define the map B: GL( E) ~ Aut( E) as follows: 

B(f) = f , 
~ 

where f E GL( E) (note that B can be viewed as an inclusion map). Prove 
~ ~ 

that GA(E) is isomorphic to the semidirect product E x() GL( E) . 
~ ~ 

(vii) Let SL( E) be the subgroup of GL( E) consisting of the linear 
~ 

maps such that det(f) = 1 (the special linear group of E) , and let SA(E) 
be the subgroup of GA(E) (the special affine group of E) consisting of 

~ ~ 

the affine maps f such that f E SL( E). Prove that SA(E) is isomorphic 
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---+ ---+ ---+ ---+ 
to the semidirect product E Xe SL( E), where B: SL( E) -+ Aut( E) is 
defined as in (vi). 

-+ 
(viii) Assume that (E, E) is a Euclidean affine space, as defined in Chap-

-+ -+ 
ter 6. Let SO( E) be the special orthogonal group of E, as defined in 
Definition 6.4.3 (the isometries with determinant +1), and let SE(E) be 
the subgroup of SA(E) (the special Euclidean group of E) consisting of the 

-+ -+ 
affine isometries f such that f E SO( E). Prove that SE(E) is isomorphic 

---+ ---+ ---+---+ 
to the semidirect product E Xe SO( E), where B: SO( E) -+ Aut( E) is 
defined as in (vi). 

Problem 2.20 The purpose of this problem is to study certain affine maps 
of A,2. 

(1) Consider affine maps of the form 

(Xl) f--t (C?SB 
X2 smB 

Prove that such maps have a unique fixed point c if B =1= 2k1r, for all integers 
k. Show that these are rotations of center c, which means that with respect 
to a frame with origin c (the unique fixed point), these affine maps are 
represented by rotation matrices. 

(2) Consider affine maps of the form 

(~~) f--t (~~~~~ ~AC~~BB) (~~) + (~~). 
Prove that such maps have a unique fixed point iff (A + f-L) cos B =1= 1 + Af-L. 
Prove that if Af-L = 1 and A > 0, there is some angle B for which either there 
is no fixed point, or there are infinitely many fixed points. 

(3) Prove that the affine map 

(Xl) f--t (8/5 -6/5) (Xl) + (1) 
X2 3/10 2/5 X2 1 

has no fixed point. 
(4) Prove that an arbitrary affine map 

( ~~) f--t (~~ ~~) (~~) + (~~) 
has a unique fixed point iff the matrix 

is invertible. 
-+ 

Problem 2.21 Let (E, E) be any affine space of finite dimension. For 
every affine map f: E -+ E, let Fix(f) = {a EEl f(a) = a} be the set of 
fixed points of f. 
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(i) Prove that if Fix(f) -I- 0, then Fix(f) is an affine subspace of E such 
that for every b E Fix(f) , 

Fix(f) = b + Ker (1 - id). 

(ii) Prove that Fix(f) contains a unique fixed point iff 

i.e., 1(u) = u iff u = O. 
Hint. Show that 

Ker (1 - id) = {O} , 

Of (a) - Oa = Of(O) + 1 (Oa) - Oa, 

for any two points il, a E E. 

Problem 2.22 Given two affine spaces (E, E) and (F, F), let A(E, F) 
be the set of all affine maps f: E -+ F. 

(i) Prove that the set A(E, F) (viewing F as an affine space) is a vector 
space under the operations f + 9 and >..f defined such that 

for all a E E . 
(ii) Define an action 

(f + g)(a) = f(a) + g(a), 

(>..f)(a) = >..f(a), 

+: A(E, F) x A(E, F) -+ A(E, F) 

of A(E, F) on A(E, F) as follows: For every a E E, every f E A(E, F) , 

and every h E A(E, F), 

(f + h) (a) = f(a) + h(a). 

Prove that (A(E, F) , A(E, F), +) is an affine space. 
Hint . Show that for any two affine maps f, 9 E A(E, F), the map fg defined 
such that 

fg(a) = f(a)g(a) 

(for every a E E) is affine, and thus fg E A(E, F). Furthermore, fg is the 

unique map in A(E, F) such that 

f + fg = g. 

(iii) If E! has dimension m and P has dimension n , prove that A(E, P) 
has dimension n + mn = n(m + 1). 
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Problem 2.23 Let (ell ... ,en) be n 2 3 points in Am (where m 2 2). 
Investigate whether there is a closed polygon with n vertices (al, ... , an) 
such that ei is the middle ofthe edge (ai, ai+l) for every i with 1 :S i :S n-1, 
and en is the middle of the edge (an ' ao). 
Hint. The parity (odd or even) of n plays an important role. When n is 
odd, there is a unique solution, and when n is even, there are no solutions or 
infinitely many solutions. Clarify under which conditions there are infinitely 
many solutions. 

Problem 2.24 Given an affine space E of dimension n and an affine 
frame (ao, ... , an) for E, let f: E --> E and g: E --> E be two affine maps 
represented by the two (n + 1) x (n + 1) matrices 

(~ ~ ) and (~ ~ ) 
w.r.t. the frame (ao, ... ,an). We also say that f and 9 are represented by 
(A, b) and (B, e). 

(1) Prove that the composition fog is represented by the matrix 

( AB AC+b) o 1 . 

We also say that fog is represented by (A, b)(B, e) = (AB, Ae + b) . 
(2) Prove that f is invertible iff A is invertible and that the matrix 

representing f- l is 

We also say that f- l is represented by (A, b)-l = (A- l , -A-lb). Prove 
that if A is an orthogonal matrix, the matrix associated with f- l is 

Furthermore, denoting the columns of A by A l , ... , An, prove that the 
vector AT b is the column vector of components 

(Al . b, ... , An· b) 

(where· denotes the standard inner product of vectors). 
(3) Given two affine frames (ao, . . . , an) and (aD' ... ' a~) for E, any affine 

map f: E --> E has a matrix representation (A, b) w.r.t. (ao, ... , an) and 
(aD' ... ,a~) defined such that b = ~f(ao) is expressed over the basis 
(aoa~, .. . ,~a~), and aij is the ith coefficient of f(aoaj) over the basis 
(aoa~, ... ,aoa~). Given any three frames (ao, .. . ,an), (aD , ... ,a~), and 
(a~, .. . , a~), for any two affine maps f: E --> E and g: E --> E, if f has the 
matrix representation (A, b) w.r.t. (ao , ... , an) and (aD' . .. ,a~) and 9 has 
the matrix representation (B, e) w.r.t. (aD' . .. ,a~) and (a~, .. . ,a~), prove 
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that go f has the matrix representation (B, c)(A, b) w.r.t. (ao, . .. , an) and 
( " ") ao, · ·· ,an· 

(4) Given two affine frames (ao, ... , an) and (an, . . . , a~) for E, there is 
a unique affine map h: E ....... E such that h(ai) = a~ for i = 0, .. . , n, and 
we let (P, w) be its associated matrix representation with respect to the 
frame (ao, . .. , an). Note that w = ao~, and that Pij is the ith coefficient 
of ~aj over the basis (aoab ... ,aoan ). Observe that (P,w) is also the ma­
trix representation of idE w.r.t. the frames (an, ... , a~) and (ao, ... , an), 
in that order. For any affine map f: E ....... E, if f has the matrix repre­
sentation (A, b) over the frame (ao, . .. , an) and the matrix representation 
(A' , b') over the frame (an, ... , a~), prove that 

(A',b') = (P,w)-l(A,b)(P,w). 

Given any two affine maps f: E ....... E and g: E ....... E, where f is invertible, 
for any affine frame (ao, ... , an) for E, if (an, . .. , a~) is the affine frame 
image of (ao , . .. , an) under f (i.e., f(ai) = a~ for i = 0, ... , n), letting (A, b) 
be the matrix representation of f w.r.t. the frame (ao, ... , an) and (B, c) be 
the matrix representation of 9 w.r.t. the frame (an, ... , a~) (not the frame 
(ao, .. . , an)), prove that go f is represented by the matrix (A, b)(B, c) w.r.t. 
the frame (ao, . .. , an). 

Remark: Note that this is the opposite of what happens if f and 9 are 
both represented by matrices w.r.t. the "fixed" frame (ao, .. . ,an), where 
9 0 f is represented by the matrix (B, c) (A, b) . The frame (an, . .. , a~) can 
be viewed as a "moving" frame. The above has applications in robotics, for 
example to rotation matrices expressed in terms of Euler angles, or "roll, 
pitch, and yaw." 



3 
Properties of Convex Sets: A Glimpse 

3.1 Convex Sets 

Convex sets playa very important role in geometry. In this section we state 
and prove some of the "classics" of convex affine geometry: Caratheodory's 
theorem, Radon's theorem, and Helly's theorem. These theorems share the 
property that they are easy to state, but they are deep, and their proof, 
although rather short, requires a lot of creativity. We will return to convex 
sets when we study Euclidean geometry. 

Given an affine space E, recall that a subset V of E is convex if for any 
two points a, bE V, we have c E V for every point c = (1 - >.)a + >'b, with 
o :s; >. :s; 1 (>. E JR). Given any two points a, b, the notation [a, b] is often 
used to denote the line segment between a and b, that is, 

[a,b] = {c EEl c = (1- >.)a + >'b, O:S; >':S; I}, 

and thus a set V is convex if [a, b] ~ V for any two points a, b E V (a = b 
is allowed). The empty set is trivially convex, everyone-point set {a} is 
convex, and the entire affine space E is of course convex. 

It is obvious that the intersection of any family (finite or infinite) of 
convex sets is convex. Then, given any (nonempty) subset S of E, there is 
a smallest convex set containing S denoted by C( S) and called the convex 
hull of S (namely, the intersection of all convex sets containing S). 

A good understanding of what C(S) is, and good methods for computing 
it, are essential. First, we have the following simple but crucial lemma 
analogous to Lemma 2.5.3. 

J. Gallier, Geometric Methods and Applications
© Springer Science+Business Media New York 2001
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Lemma 3.1.1 Given an affine space (E, E, +), for any family (ai)iEI of 
points in E, the set V of convex combinations L:iEI ).iai (where L:iEI Ai = 
1 and Ai ;::: 0) is the convex hull of (ai )iEI . 

Proof. If (ai)iEI is empty, then V = 0, because of the condition L:iEI Ai = 
1. As in the case of affine combinations, it is easily shown by induction 
that any convex combination can be obtained by computing convex com­
binations of two points at a time. As a consequence, if (ai)iEI is nonempty, 
then the smallest convex subspace containing (ai)iEI must contain the set 
V of all convex combinations L:iEI Aiai. Thus, it is enough to show that V 
is closed under convex combinations, which is immediately verified. D 

In view of Lemma 3.1.1, it is obvious that any affine subspace of E is 
convex. Convex sets also arise in terms of hyperplanes. Given a hyperplane 
H, if f: E -+ lR is any nonconstant affine form defining H (i.e., H = Ker I), 
we can define the two subsets 

H+(J) = {a EEl f(a) ;::: O} and H_(J) = {a EEl f(a) :::; O}, 

called (closed) half-spaces associated with f . 
Observe that if A > 0, then H+(Af) = H+(J), but if A < 0, then 

H + (V) = H _ (J), and similarly for H _ (V). However, the set 

{H+(J), H_ (J)} 

depends only on the hyperplane H, and the choice of a specific f defining 
H amounts to the choice of one of the two half-spaces. For this reason, we 
will also say that H + (J) and H _ (J) are the closed half-spaces associated 
with H. Clearly, H+(J) U H_(f) = E and H+(J) n H_(J) = H. It is 
immediately verified that H + (J) and H _ (J) are convex. Bounded convex 
sets arising as the intersection of a finite family of half-spaces associated 
with hyperplanes playa major role in convex geometry and topology (they 
are called convex polytopes). 

It is natural to wonder whether Lemma 3.1.1 can be sharpened in two 
directions: (1) Is it possible have a fixed bound on the number of points 
involved in the convex combinations? (2) Is it necessary to consider convex 
combinations of all points, or is it possible to consider only a subset with 
special properties? 

The answer is yes in both cases. In case 1, assuming that the affine space 
E has dimension m, Caratheodory's theorem asserts that it is enough to 
consider convex combinations of m + 1 points. For example, in the plane 
A 2 , the convex hull of a set S of points is the union of all triangles (interior 
points included) with vertices in S. In case 2, the theorem of Krein and 
Millman asserts that a convex set that is also compact is the convex hull 
of its extremal points (given a convex set S, a point a E S is extremal 
if S - {a} is also convex, see Berger [13] or Lang [109]). Next, we prove 
Caratheodory's theorem. 
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3.2 Caratheodory's Theorem 

The proof of Caratheodory's theorem is really beautiful. It proceeds by 
contradiction and uses a minimality argument. 

Theorem 3.2.1 Given any affine space E of dimension m, for any (non­
void) family S = (ai)iEL in E, the convex hull C(S) of S is equal to the set 
of convex combinations of families of m + 1 points of S. 

Proof. By Lemma 3.1.1, 

C(S) = {L Aiai I ai E S, L Ai = 1, Ai ::::: 0, I ~ L, I finite}. 
iEI iEI 

We would like to prove that 

C(S) = {LAiai I ai E S, LAi = 1, Ai::::: 0, I ~ L, III = m + I}. 
iEI iEI 

We proceed by contradiction. If the theorem is false, there is some point b E 

C(S) such that b can be expressed as a convex combination b = LiEf Aiai, 
where I ~ L is a finite set of cardinality III = q with q ::::: m + 2, and b 
cannot be expressed as any convex combination b = LjEJ /-Ljaj of strictly 
fewer than q points in S, that is, where IJI < q. Such a point bE C(S) is a 
convex combination 

b = AlaI + ... + Aqaq, 

where Al + ... + Aq = 1 and Ai > 0 (1 :::; i :::; q). We shall prove that b can 
be written as a convex combination of q - 1 of the ai' Pick any origin 0 
in E. Since there are q > m + 1 points al, ... ,aq , these points are affinely 
dependent, and by Lemma 2.6.5, there is a family (/-Ll,"" /-Lq) all scalars 
not all null, such that /-Ll + ... + /-Lq = 0 and 

q 

L/-LiOai =0. 
i=l 

Consider the set T ~ lR defined by 

T = {t E lR I Ai + t/-Li ::::: 0, /-Li i- 0, 1 :::; i :::; q}. 

The set T is nonempty, since it contains O. Since L;=l/-Li = 0 and the /-Li 
are not all null, there are some /-Lh, /-Lk such that /-Lh < 0 and /-Lk > 0, which 
implies that T = [a,,8], where 

a = max { - Ad /-Li I /-Li > O} and ,8 = min {-Ad /-Li I /-Li < O} 
l~,~q l~,~q 

(T is the intersection of the closed half-spaces {t E lR I Ai + t/-Li ::::: 0, /-Li i­
O}). Observe that a < 0 < ,8, since Ai > 0 for all i = 1, ... , q. 
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We claim that there is some j (1 :::; j :::; q) such that 

Otherwise, we would have Ai + aJ-Li > ° for i = 1, ... ,q. If so, we can pick 
f > ° small enough so that Ai + (a - f)J-Li > ° for i = 1, ... q. Indeed, since 
Ai + aJ-Li > ° for i = 1, . . . ,q (and there is some J-Li > 0), we can pick any 
f > ° s.t. f < minl$i$q{(Ai + aJ-Li)/J-Li I J-Li > o}. But then, a - f E T with 
a - f < a, a contradiction. Letting j be some index such that Aj +aJ-Lj = 0, 
since L;=l J-LiOai = 0, we have 

q q 

b = L Aiai = 0 + L AiOai + 0, 
i=l i=l 

= 0+ tAioai +a(tJ-LiOai), 

q 

= 0 + L(.~i + aJ-Li)Oaj, 
i=l 

q 

= L(Ai + aJ-Li)ai , 
i=l 

q 

L (Ai + aJ-Li)ai, 
i=l , i~j 

since Aj + aJ-Lj = 0. Since L;=l J-Li = 0, L;=l Ai = 1, and Aj + aJ-Lj = 0, we 
have 

q 

L Ai + aJ-Li = 1, 
i=l ,i#J 

and since Ai + aJ-Li 2': ° for i = 1, . . . , q, the above shows that b can be 
expressed as a convex combination of q - 1 points from S. However, this 
contradicts the assumption that b cannot be expressed as a convex combi­
nation of strictly fewer than q points from S, and the theorem is proved. 
o 

If S is a finite (of infinite) set of points in the affine plane A 2 , Theorem 
3.2.1 confirms our intuition that C(S) is the union of triangles (including 
interior points) whose vertices belong to S. Similarly, the convex hull of a 
set S of points in A3 is the union of tetrahedra (including interior points) 
whose vertices belong to S. We get the feeling that triangulations playa 
crucial role, which is of course true! 

We conclude this short chapter with two other classics of convex 
geometry. 
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3.3 Radon's and ReIly's Theorems 

We begin with Radon's theorem. 

Theorem 3.3.1 Given any affine space E of dimension m, for every sub­
set X of E, if X has at least m + 2 points, then there is a partition of X 
into two nonempty disjoint subsets Xl and X 2 such that the convex hulls 
of Xl and X 2 have a nonempty intersection. 

Proof. Pick some origin 0 in E. Write X = (Xi)iEL for some index set L 
(we can let L = X). Since by assumption IXI :::: m + 2 where m = dim(E), 
X is affinely dependent, and by Lemma 2.6.5, there is a family (J1k)kEL (of 
finite support) of scalars, not all null, such that 

2: J1k = 0 and 
kEL 

Since LkEL J1k = 0, the J1k are not all null, and (J1khEL has finite support, 
the sets 

1= {i ELI J1i > O} and J = {j EL I J1j < O} 

are nonempty, finite, and obviously disjoint. Let 

Xl = {Xi E X I J1i > O} and X 2 = {Xi E X I J1i ::::: O}. 

Again, since the J1k are not all null and LkEL J1k = 0, the sets Xl and X 2 
are nonempty, and obviously 

XlnX2=0 and X I UX2 =X. 

Furthermore, the definition of I and J implies that (Xi)iEI ~ Xl and 
(Xj)jEJ ~ X 2· It remains to prove that C(X I ) nC(X2) =I- 0. The definition 
of I and J implies that 

can be written as 

that is, as 

where 

2:J1kOXk = 0 
kEL 

2: J1i OX j + 2: J1 j OXj = 0, 
iEI jEJ 

2: J1i OX j = 2: -J1j OXj, 

iEI jEJ 

2: J1i = 2: -J1j = J1, 

iEI jEJ 
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with J.L > o. Thus, we have 

with 

L J.Li = L - J.Lj = 1, 
iEI J.L jEJ J.L 

proving that L,iEI(J.LdJ.L)Xi E C(Xd and L,jEJ -(J.Lj/J.L)Xj E C(X2) are 
identical, and thus that C(X l ) n C(X2 ) =I- 0. 0 

Finally, we prove a version of Helly's theorem. 

Theorem 3.3.2 Given any affine space E of dimension m, for every fam­
ily {Kl , ... , Kn} ofn convex subsets of E, ifn 2: m+2 and the intersection 
nElKi of any m + 1 of the Ki is nonempty (where I ~ {1, ... ,n} , 
III = m + 1), then n~=l Ki is nonempty. 

Proof. The proof is by induction on n 2: m + 1 and uses Radon's theorem 
in the induction step. For n = m + 1, the assumption of the theorem is that 
the intersection of any family of m + 1 of the Ki'S is nonempty, and the 
theorem holds trivially. For the induction step, let L = {I, 2, ... ,n + I}, 
where n + 1 2: m + 2, and assume that Ci = njE(L-{i}) K j is nonempty 
for every i E L. We want to prove that 

Kl n K2 n··· n Kn+l =I- 0. 

If 

since 

C i n Ki = ( n K j ) n Ki = Kl n K2 n ... n Kn+l = 0, 
jE(L-{i} ) 

we can pick a set X = {at, ... , an+l} such that ai E Ci and ai f/. Ki for 
all i E L. Since n + 1 2: m + 2, we can apply Radon's theorem, and there 
are two nonempty disjoint sets X l ,X2 ~ X such that X = Xl U X2 and 
C(X l ) n C(X2) =I- 0. Let I,] be the subsets of L defined such that 

1= {i ELI Xl ~ Kd and ] = {j ELI X2 ~ K j }. 

Since ai E Ci = njE(L-{i}) K j and ai f/. Ki for all i E L, we have In] = 0 
and I U ] = L. We claim that C(Xt} n C(X2 ) =I- 0 implies that 

Kl n K2 n ... n Kn+l =I- 0. 

By definition of I and ], we have 

Xl ~ n Ki and X 2 ~ n K j . 

iEI jEJ 
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However, since the Kh are convex, the sets n iE1 Ki and njEJ K j are also 
convex, and thus 

C(Xd ~ n Ki and C(X2 ) ~ n K j , 

iEI jEJ 

and since C(Xd n C(X2 ) =I- 0, I u J = L, and In J = 0, we also have 

K 1 nK2 n ···n K n +l = (nKi) n (n K j ) =1-0. 
iEI jEJ 

o 

A more general version of Helly's theorem is proved in Berger [13]. An 
amusing corollary of Helly's theorem is the following result. Consider n ~ 4 
parallel line segments in the affine plane A 2 . If every three of these line 
segments meet a line, then all of these line segments meet a common line. 

3.4 Problems 

Problem 3.1 Let a, b, c, be any distinct points in A 3 , and assume that 
they are not collinear. Let H be the plane of the equation 

ax + (3y + "(Z + b = O. 

(i) What is the intersection of the plane H and of the solid triangle 
determined by a, b, c (the convex hull of a, b, c)? 

(ii) Give an algorithm to find the intersection of the plane H and the 
triangle determined by a, b, c. 

(iii) (extra credit) Implement the above algorithm so that the intersec­
tion can be visualized (you may use Maple, Mathematica, Matlab, 
etc.) . 

Problem 3.2 Given any two affine spaces E and F, for any affine map 
f: E -+ F , any convex set U in E , and any convex set V in F, prove that 
f(U) is convex and that f-l(V) is convex. Recall that 

f(U) = {b E F I :3a E U, b = f(a)} 

is the direct image of U under f, and that 

rl(V) = {a EEl :3b E V, b = f(a)} 

is the inverse image of V under f . 

Problem 3.3 Consider the subset S of A2 consisting the points belonging 
to the right branch of the hyperbola of the equation x 2 - y2 = 1, i.e., 

S = {(x, y) E ]R2 I x2 - y2 ~ 1, x ~ a}. 



3.4. Problems 69 

Prove that 8 is convex. What is the convex hull of 8 U {(O, On? Is the 
convex hull of a closed subset of Am necessarily a closed set? 

Problem 3.4 Use the theorem of Caratheodory to prove that if 8 is a 
compact subset of Am, then its convex hull C(8) is also compact. 

Problem 3.5 Let 8 be any nonempty subset of an affine space E . Given 
some point a E 8, we say that 8 is star-shaped with respect to a iff the line 
segment [a, xl is contained in 8 for every x E 8 , i.e., (1 - >.)a + >.x E 8 for 
all >. such that ° ::; >. ::; 1. We say that 8 is star-shaped iff it is star-shaped 
w.r.t. to some point a E 8 . 

(1) Prove that every nonempty convex set is star-shaped. 

(2) Show that there are star-shaped subsets that are not convex. Show 
that there are nonempty subsets that are not star-shaped (give an 
example in An, n = 1,2,3). 

(3) Given a star-shaped subset 8 of E , let N(8) be the set of all points 
a E 8 such that 8 is star-shaped with respect to a. Prove that N (8) 
is convex. 

Problem 3.6 Consider n ~ 4 parallel line segments in the affine plane 
A 2 . If every three of these line segments meet a line, then all of these line 
segments meet a common line. 
Hint . Choose a coordinate system such that the y axis is parallel to the 
common direction of the line segments. For any line segment 8, let 

C8 = {(a,,8) E R2 , the line y = ax +,8 meets 8}. 

Show that C8 is convex and apply Helly's theorem. 

Problem 3.7 Given any two convex sets 8 and T in the affine space Am, 
and given >., p, E R such that >. + p, = 1, the Minkowski sum >'8 + p,T is 
the set 

>'8 + p,T = {>.p + p,q I p E 8, q E T}. 

(i) Prove that >'8 + p,T is convex. Draw some Minkowski sums, in 
particular when 8 and T are tetrahedra (with T upside down). 

(ii) Show that the Minkowski sum does not preserve the center of gravity. 



4 
Embedding an Affine Space in a 
Vector Space 

4.1 The "Hat Construction," or Homogenizing 

For all practical purposes, curves and surfaces live in affine spaces. A dis­
advantage of the affine world is that points and vectors live in disjoint 
universes. It is often more convenient, at least mathematically, to deal with 
linear objects (vector spaces, linear combinations, linear maps), rather than 
affine objects (affine spaces, affine combinations, affine maps). Actually, it 
would also be advantageous if we could manipulate points and vectors as if 
they lived in a common universe, using perhaps an extra bit of information 
to distinguish between them if necessary. 

Such a "homogenization" (or "hat construction" ) can be achieved. As a 
matter of fact, such a homogenization of an affine space and its associated 
vector space will be very useful to define and manipulate rational curves 
and surfaces. Indeed, the hat construction yields a canonical construction 
of the projective completion of an affine space. It also leads to a very 
elegant method for obtaining the various formulae giving the derivatives of 
a polynomial curve, or the directional derivatives of polynomial surfaces. 
However, these formulae are not needed in the main text. Thus we omit 
this topic, referring the readers to Gallier [70j. 

This chapter proceeds as follows. First, the construction of a vector space 
~ ---.. 
E in which both E and E are embedded as (affine) hyperplanes is de-
scribed. It is shown how affine frames in E become bases in E. It turns 
out that E is characterized by a universality property: Affine maps to vec-

J. Gallier, Geometric Methods and Applications
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tor spaces extend uniquely to linear maps. As a consequence, affine maps 
between affine spaces E and F extend to linear maps between E and F. 

Let us first explain how to distinguish between points and vectors prac­
tically, using what amounts to a "hacking trick". Then, we will show that 
such a procedure can be put on firm mathematical grounds. 

Assume that we consider the real affine space E of dimension 3, and 
that we have some affine frame (ao , (VI, V2, V2)). With respect to this affine 
frame, every point x E E is represented by its coordinates ( X l , X2 , X3), 

--+ 
where a = ao + XlVI + X2V2 + X3V3. A vector u E E is also represented by 
its coordinates (UI, U2 , U3 ) over the basis (VI, V2 , V2). One way to distinguish 
between points and vectors is to add a fourth coordinate, and to agree that 
points are represented by (row) vectors (Xl, X2, X3, 1) whose fourth coordi­
nate is 1, and that vectors are represented by (row) vectors (VI,V2,V3,0) 

whose fourth coordinate is O. This "programming trick" actually works 
very well. Of course, we are opening the door for strange elements such as 
(Xl, X2, X3 , 5), where the fourth coordinate is neither 1 nor o. 

The question is, can we make sense of such elements, and of such a 
construction? The answer is yes. We will present a construction in which 

an affine space (E, E) is embedded in a vector space E, in which E 
is embedded as a hyperplane passing through the origin, and E itself is 
embedded as an affine hyperplane, defined as w- l (l) , for some linear form 
w: E -t R In the case of an affine space E of dimension 2, we can think 

of E as the vector space lR3 of dimension 3 in which E corresponds to the 
xy-plane, and E corresponds to the plane of equation z = 1, parallel to 
the xy-plane and passing through the point on the z-axis of coordinates 
(0,0,1) . The construction of the vector space E is presented in some detail 
in Berger [12J. Berger explains the construction in terms of vector fields. 
Ramshaw explains the construction using the symmetric tensor power of an 
affine space. We prefer a more geometric and simpler description in terms 
of simple geometric transformations, translations, and dilatations. 

Remark: Readers with a good knowledge of geometry will recognize the 
first step in embedding an affine space into a projective space. We will 

also show that the homogenization E of an affine space (E, E), satisfies 
a universal property with respect to the extension of affine maps to linear 
maps. As a consequence, the vector space E is unique up to isomorphism, 
and its actual construction is not so important. However, it is quite useful 
to visualize the space E, in order to understand well rational curves and 
rational surfaces. 

As usual, for simplicity, it is assumed that all vector spaces are defined 
over the field lR of real numbers, and that all families of scalars (points 
and vectors) are finite. The extension to arbitrary fields and to families of 
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finite support is immediate. We begin by defining two very simple kinds 

of geometric (affine) transformations. Given an affine space (E, E), every 
---+ 

u E E induces a mapping tu: E -+ E, called a translation , and defined 
such that tu (a) = a + u for every a E E. Clearly, the set of translations is 

---+ 
a vector space isomorphic to E. Thus, we will use the same notation u for 
both the vector u and the translation tu. Given any point a and any scalar 
A E iR, we define the mapping Ha,>': E -+ E , called dilatation (or central 
dilatation, or homothety) of center a and ratio A, and defined such that 

Ha,>.(x) = a + Aax, 

for every x E E . We have Ha,>.(a) = a, and when A i- 0 and x i- a, Ha ,>.(x) 
is on the line defined by a and x, and is obtained by "scaling" ax by A. 
The effect is a uniform dilatation (or contraction, if A < 1). When A = 0, 
Ha,o(x) = a for all x E E, and Ha,o is the constant affine map sending 
every point to a. If we assume Ai-I, note that Ha ,>. is never the identity, 
and since a is a fixed point, Ha,>. is never a translation. 

We now consider the set E of geometric transformations from E to E, 
consisting of the union of the (disjoint) sets of translations and dilatations 
of ratio A i- 1. We would like to give this set the structure of a vector space, 

---+ ~ 

in such a way that both E and E can be naturally embedded into E. In 
fact, it will turn out that barycenters show up quite naturally too! 

In order to "add" two dilatations Hal,>'l and H a2 ,>'2' it turns out that it 
is more convenient to consider dilatations of the form Ha,l->., where A i- O. 
To see this, let us see the effect of such a dilatation on a point x E E: We 
have 

Ha,l->.(X) = a + (1 - A)ax = a + ax - Aax = x + Axa. 

For simplicity of notation, let us denote Ha ,l->. by (a, A). Then, we have 

(a, A)(X) = x + Axa. 

Remarks: 

(1) Note that Ha,l->.(X) = Hx ,>.(a). 

---+ 
(2) Berger defines a map h: E -+ E as a vector field . Thus, each (a, A) 

can be viewed as the vector field x ....... Axa. Similarly, a translation 
u can be viewed as the constant vector field x ....... u. Thus, we could 
define E as the (disjoint) union of these two vector fields. We prefer 
our view in terms of geometric transformations. 

Then, since 
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if we want to define (a1' Ad + (a2' A2), we see that we have to distinguish 
between two cases: 

(1) A1 + A2 = O. In this case, since 

A1xal + A2xa2 = A1xal - A1xa2 = A1 a 2a b 

we let 

(a1' A1) + (a2' A2) = A1 a 2 a b 

where A1a2al denotes the translation associated with the vector A1a2al· 
(2) A1 + A2 =f. O. In this case, the points a1 and a2 assigned the weights 

A1/(A1 + A2) and A2/(A1 + A2) have a barycenter 

b A1 A2 
= a1 + a2, 

A1 + A2 A1 + A2 

such that 

Since 

we let 

(a1, A1) + (a2, A2) = \ A1 -; A2 a1 + A1 ~ A2 a2, A1 + A2)' 

the dilatation associated with the point b and the scalar A1 + A2. 
Given a translation defined by U and a dilatation (a, A), since A =f. 0, we 

have 

Axa + U = A(xa + A -lU ) , 

and so, letting b = a + A -lU , since ab = A -lU, we have 

Axa + U = A(xa + A- 1U) = A(xa + ab) = Axb, 

and we let 

(a, A) + U = (a + A -lU, A), 

the dilatation of center a + A -1 U and ratio A. 
The sum of two translations U and v is of course defined as the translation 

U + v. It is also natural to define multiplication by a scalar as follows: 

and 

A· U = AU, 

-> 
where AU is the product by a scalar in E. 
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We can now use the definition of the above operations to state the fol­
lowing lemma, showing that the "hat construction" described above has 

---+ 
allowed us to achieve our goal of embedding both E and E in the vector 
space E. 
Lemma 4.1.1 The set E consisting of the disjoint union of the transla­
tions and the dilatations Ha ,l->. = (a, A), A E IR, A f:. 0, is a vector space 
under the following operations of addition and multiplication by a scalar: 
If Al + A2 = 0, then 

(al' Al) -+ (a2' A2) = \ Al ~ A2 al + Al -; A2 a2, Al + A2) , 

(a, A) -+ u = (a + A -lU , A), 

if /.L f:. 0, then 

and 

U+V = u+Vj 

/.L. (a, A) = (a, A/.L), 

0· (a, A) = OJ 

A· u = AU. 

Furthermore, the map w: E -+ IR defined such that 

w( (a, A)) = A, 

w(u) = 0, 

is a linear form, w- 1(0) is a hyperplane isomorphic to E under the injective 
---+ ~ 

linear map i: E -+ E such that i(u) = tu (the translation associated with 
---+ 

u), and w -1 (1) is an affine hyperplane isomorphic to E with direction i ( E ), 
under the injective affine map j: E -+ E, where j(a) = (a,l) for every 
a E E. Finally, for every a E E, we have 

E = i(E) EB IRj(a). 

Proof. The verification that E is a vector space is straightforward. The 
linear map mapping a vector u to the translation defined by u is clearly an 

~.- ~ -
injection i: E -+ E embedding E as an hyperplane in E. It is also clear 
that w is a linear form. Note that 

j(a + u) = (a + u, 1) = (a, 1) -+ u, 

where u stands for the translation associated with the vector u, and thus j 
is an affine injection with associated linear map i. Thus, w- 1 (1) is indeed 
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/ 
/ 

~) 
~)\:': 

/ j(E) = w- 1(1) 

u 

Figure 4.1. Embedding an affine space (E, E) into a vector space E 

an affine hyperplane isomorphic to E with direction i (E), under the map 

j: E -+ E. Finally, from the definition of -+, for every a E E and every 
--+ 

u E E, since 

i(u) -+ A · j(a) = u -+ (a, A) = (a + A -lU, A), 

when A of. 0, we get any arbitrary vEE by picking A = 0 and u = v, and 
we get any arbitrary element (b, p,), p, of. 0, by picking A = p, and u = p,ab. 
Thus, 

E = i(E) + IRj(a), 

and since i(E) n IRj(a) = {O}, we have 

E = i(E) EB IRj(a), 

for every a E E. 0 

Figure 4.1 illustrates the embedding of the affine space E into the vector 
space E, when E is an affine plane. 

~ --+ 
Note that E is isomorphic to E U (E x 1R*). Other authors, such as 

Ramshaw, use the notation E* for E. Ramshaw calls the linear form w: E -+ 

IR a weight (or flavor), and he says that an element z E E such that 
w(z) = A is A-heavy (or has flavor A) ([141]). The elements of j(E) are 1-

heavy and are called points, and the elements of i(E) are O-heavy and are 
called vectors. In general, the A-heavy elements all belong to the hyperplane 
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w-1P,) parallel to i(E). Thus, intuitively, we can think of if as a stack 
of parallel hyperplanes, one for each A, a little bit like an infinite stack of 
very thin pancakes! There are two privileged pancakes: one corresponding 

--> 
to E, for A = 1, and one corresponding to E, for A = O. 

From now on, we will identify j(E) and E, and i(E) and E. We will 
also write Aa instead of (a, A), which we will call a weighted point, and write 
1a just as a. When we want to be more precise, we may also write (a, 1) as 
a (as Ramshaw does). In particular, when we consider the homogenized 
version A of the affine space A associated with the field JR. considered as an 
affine space, we write X for (A, 1), when viewing A as a point in both A and 
A, and simply A, when viewing A as a vector in JR. and in A. The elements 
of A are called Bhier sites by Ramshaw. As an example, the expression 
2 + 3 denotes the real number 5, in A, (2 + 3)/2 denotes the midpoint of 
the segment [2,3J, which can be denoted by 2.5, and 2' + 3 does not make 

sense in A, since it is not a barycentric combination. However, in A, the 
expression 2' + 3 makes sense: It is the weighted point (2.5,2). 

Then, in view of the fact that 

(a + u, 1) = (a, 1) -+ u, 

and since we are identifying a + u with (a + u, 1) (under the injection j), 
in the simplified notation the above reads as a + u = a -+ u. Thus, we go 
one step further, and denote a -+ u by a + u. However, since 

we will refrain from writing Aa-+u as Aa+u, because we find it too confusing. 
From Lemma 4.1.1, for every a E E, every element of if can be written 
uniquely as u -+ Aa. We also denote 

by 

We can now justify rigorously the programming trick of the introduction 
of an extra coordinate to distinguish between points and vectors. First, we 
make a few observations. Given any family (ai)iEI of points in E, and any 
family (Ai)iEI of scalars in JR., it is easily shown by induction on the size of 
I that the following holds: 

(1) If LiEI Ai = 0, then 

iEI iEI 
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where 

L Aiai = L Aibaj 
iEI iEI 

for any bEE, which, by Lemma 2.4.1, is a vector independent of b, 
or 

(2) If L:iEI Ai -I 0, then 

L (ai, Ac) = / L L: Ai A ai, L Ai) . 
iEI \ iEI tEl tiEl 

Thus, we see how barycenters reenter the scene quite naturally, and that 
in E, we can make sense of tiEI(ai, Ai), regardless of the value of L:iEI Ai. 
When L:iEI Ai = 1, the element L:iEI(ai, Ai) belongs to the hyperplane 
w- l (l), and thus it is a point. When L:iEI Ai = 0, the linear combination 
of points L:iE I Aiai is a vector, and when I = {I, ... , n}, we allow ourselves 
to write 

Al al +- ... +- Anan, 

where some of the occurrences of +- can be replaced by :::, as 

AlaI + ... + Anan, 

where the occurrences of ::: (if any) are replaced by -. 
In fact, we have the following slightly more general property, which is 

left as an exercise. 

Lemma 4.1.2 Given any affine space (E, E), for any family (ai)iEI of 

points in E, any family (Ai)iEI of scalars in JR, and any family (Vi)jEJ of 
--t 

vectors in E, with In J = 0, the following properties hold: 

(1) If L:iEI Ai = 0, then 

iEI jEJ iEI jEJ 

where 
) 

L Aiai = L Aibaj 
iEI iEI 

for any bEE, which, by Lemma 2.4.1, is a vector independent of b, 
or 

(2) If L:iEI Ai -1O, then 

L(ai,Ai) +- L Vj = / L L: Ai Aai + L L: Vj A' L Ai). 
iEI jEJ \ iEI iEI t jEJ iEI tiEl 
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Proof· By induction on the size of I and the size of J. D 

The above formulae show that we have some kind of extended barycentric 
calculus. Operations on weighted points and vectors were introduced by H. 
Grassmann, in his book published in 1844! This calculus will be helpful in 
dealing with rational curves. 

4.2 Affine Frames of E and Bases of E 
There is also a nice relationship between affine frames in (E, E) and bases 

of E, stated in the following lemma. 

Lemma 4.2.1 Given any affine space (E, E), for any affine frame (ao, 

(aOal, ... ,aoam )) for E, the family (aoal, ... , aoam , ao) is a basis for E, 
and for any affine frame (ao, ... , am) for E, the family (ao, ... , am) is a 
basis for E. Furthermore, given any element (x, A) E E, if 

over the affine frame (ao, (aoal, ... ,aoam )) in E, then the coordinates of 
(X,A) over the basis (aoal, ... ,aoam,ao) in E are 

(AXI, ... , AXm, A). 

For any vector VEE, if 

----> 
over the basis (aOal' ... ,aoam ) in E, then over the basis (aoal, ... ,aoam , 

ao) in E, the coordinates of v are 

(VI,.··, vm , 0). 

For any element (a, A), where A i- 0, if the barycentric coordinates of a 
w.r.t. the affine basis (ao, ... , am) in E are (Ao, ... , Am) with Ao+· ·+Am = 

1, then the coordinates of (a, A) w.r.t. the basis (ao, ... , am) in E are 

----> 
If a vector vEE is expressed as 

v = Vlaoal + ... + vmaoam = -(VI + ... + vm)ao + VIal + ... + vmam , 

with respect to the · affine basis (ao, ... , am) in E, then its coordinates w. r. t. 
the basis (ao, . . . ,am) in E are 

(-(VI + ... + vm ), VI,···, V m ). 
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Proof. We sketch parts of the proof, leaving the details as an exercise. Fig­
ure 4.2 shows the basis (aoa}, aOa2, ao) corresponding to the affine frame 
(ao, aI, a2) in E. 

If we assume that we have a nontrivial linear combination 

AlaOal + ... + Amaoam + p,ao = 0, 

if p, =1= 0, then we have 
~ ~ ~ 1 1 

Alaoal + ... + AmaOam + p,aO = (aO + p,- AlaOal + ... + p,- Amaoam, p,), 

which is never null, and thus, p, = 0, but since (aoal, ... ,aoam) is a basis 
--4 

of E, we must also have Ai = 0 for all i, 1 :::; i :::; m. 
Given any element (x, A) E E, if 

over the affine frame (ao, (aOal' ... ,aoam» in E, in view of the definition 
of +, we have 

(x, A) = (ao + Xlaoal + ... + xmaOam, A) 

= (ao, A) + AXlaOal + ... + AXmaOarn, 

which shows that over the basis (aoa}, . . . , aoarn , ao) in E, the coordinates 
of (x, A) are 

o 
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/ 

~) 
~)\:': 

Figure 4.3. The basis (ao,al,a2) in E 

If (Xl, ... ,Xrn ) are the coordinates of X w.r.t. the affine frame (ao, (aoa!, 
... , aoam )) in E, then (Xl, ... , Xrn , 1) are the coordinates of X in E, i.e., the 
last coordinate is 1, and if U has coordinates (Ul, ... , urn) with respect to 

--+ 
the basis (aoa!, ... , aoam ) in E, then U has coordinates (Ul, ... , Urn, 0) in 
E, i.e., the last coordinate is O. Figure 4.3 shows the affine frame (ao, ai, a2) 
in E viewed as a basis in E. 

Now that we have defined E and investigated the relationship between 
affine frames in E and bases in E, we can give another construction of a 

--+ 
vector space :F from E and E that will allow us to ''visualize'' in a much 
more intuitive fashion the structure of E and of its operations -+ and .. 

'" 4.3 Another Construction of E 

One would probably wish that we could start with this construction of :F 
first, and then define E using the isomorphism n: E -> :F defined below. 
Unfortunately, we first need the vector space structure on E to show that 
n is linear! 

--+ 
Definition 4.3.1 Given any affine space (E, E), we define the vector 

--+ 
space :F as the direct sum E EB lR, where lR denotes the field lR con-
sidered as a vector space (over itself). Denoting the unit vector in lR by 1, 

--+ 
since :F = E EB lR, every vector v E :F can be written as v = U + AI, for 

--+ 
some unique U E E and some unique A E R Then, for any choice of an 
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origin 0 1 in E, we define the map 0: E -> F, as follows: 

~ { A(1 + 01a) 
0(0) = 

u 

if 0 = (a, A), where a E E and A of. 0; 
-> 

if 0 = u, where U E E. 

The idea is that, once again, viewing F as an affine space under its 
-> 

canonical structure, E is embedded in F as the hyperplane H = 1 + E, 
-> -> 

with direction E, the hyperplane E in F. Then, every point a E E is in 
bijection with the point A = 1 + 01a, in the hyperplane H. If we denote 
the origin 0 of the canonical affine space F by 0, the map 0 maps a point 
(a, A) E E to a point in F, as follows: O( (a, A) is the point on the line 
passing through both the origin 0 of F and the point A = 1 + 0 1 a in the 

-> 
hyperplane H = 1 + E , such that 

O( (a, A) = AOA = A(1 + 0 1 a). 

The following lemma shows that 0 is an isomorphism of vector spaces. 

-> 
Lemma 4.3.2 Given any affine space (E, E), for any choice 0 1 of an 
origin in E, the map 0: E -> F is a linear isomorphism between E and the 
vector space F of Definition 4.3.1. The inverse of 0 is given by 

if A of. 0; 
if A = O. 

Proof. It is a straightforward verification. We check that 0 is invertible, 
leaving the verification that it is linear as an exercise. We have 

and 

and since 0 is the identity on E, we have shown that 0 0 0 -1 = id, and 
0- 1 0 0 = id. This shows that 0 is a bijection. 0 

Figure 4.4 illustrates the embedding of the affine space E into the vector 
space F, when E is an affine plane. 

Lemma 4.3.2 gives a nice interpretation of the sum operation +- of E. 
Given two weighted points (aI, AI) and (a2, A2), we have 

~ ~-1 ~ ~ 

(a1,Ad + (a2,A2) = 0 (0((a1,A1) +0((a2,A2)). 

The operation O( (aI, Ad) + O( (a2, A2) has a simple geometric interpreta­
tion. If Al + A2 of. 0, then find the points M1 and M2 on the lines passing 
through the origin 0 of F and the points Al = O(ad and A2 = 0(a2) in 
the hyperplane H, such that OM1 = A10A1 and OM2 = A20A2, add the 
vectors OM1 and OM2, getting a point N such that ON = OM1 + OM2, 
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/:~.a 
/ 

/ ----
/ H=l+E 

u 

----Figure 4.4. Embedding an affine space (E, E) into a vector space:F 

and consider the intersection G of the line passing through nand N 
with the hyperplane H. Then, G is the barycenter of Al and A2 assigned 
the weights AI/(Al + A2) and A2/(Al + A2), and if 9 = n-l(OG), then 
n-l(ON) = (g, Al + A2)' 

Instead of adding the vectors OM l and OM2, we can take the middle 
N' of the segment M l M 2 , and G is the intersection of the line passing 
through nand N' with the hyperplane H. 

If Al + A2 = 0, then (aI, AI) + (a2' A2) is a vector determined as follows. 
Again, find the points Ml and M2 on the lines passing through the origin 
n of F and the points Al = neal) and A2 = n(a2) in the hyperplane H, 
such that OM l = AlOA l and OM2 = A20A2, and add the vectors OM l 

and OM2, getting a point N such that ON = OM l + OM2. The desired 
vector is ON, which is parallel to the line A l A2 . Equivalently, let N' be 
the middle of the segment M l M 2 , and the desired vector is 20N'. 

We can also give a geometric interpretation of (a, A) +u. Let A = n(a) in 
the hyperplane H, let D be the line determined by A and u, let Ml be the 
point such that OM l = AOA, and let M2 be the point such that OM2 = u, 
that is, M2 = n+u. By construction, the line D is in the hyperplane H, and 
it is parallel to OM2 , so that D, M l , and M2 are coplanar. Then, add the 
vectors OM l and OM2, getting a point N such that ON = OM l + OM2, 
and let G be the intersection of the line determined by nand N with the 
line D. If 9 = n-l(OG), then, n-l(ON) = (g,A). Equivalently, if N' is 
the middle of the segment M l M 2 , then G is the intersection of the line 
determined by nand N', with the line D. 
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We now consider the universal property of E mentioned at the beginning 
of this section. 

4.4 Extending Affine Maps to Linear Maps 

~ -> 
Roughly, the vector space E has the property that for any vector space F 

-+ -- -+ and any affine map f: E ---> F, there is a unique linear map f: E ---> F 
-> 

extending f: E ---> F. As a consequence, given two affine spaces E and F, 
every affine map f: E ---> F extends uniquely to a linear map f E ---> F. 
Other authors, such as Ramshaw, use the notation f* for f. First, we define 
rigorously the notion of homogenization of an affine space. 

-> 
Definition 4.4.1 Given any affine space (E, E), a homogenization (or 

-> 
linearization) of (E, E) is a triple (£,j,w), where £ is a vector space, 
j: E ---> £ is an injective affine map with associated injective linear map 

i: E ---> £, w: £ ---> IR is a linear form such that w- 1(O) = i(E), w- 1(1) = 
-> -> 

j (E), and for every vector space F and every affine map f: E ---> F there 
~ -> ~ 

is a unique linear map f: £ ---> F extending f, Le. , f = f 0 j, as in the 
following diagram: 

E 

f'\.. 

Thus, j(E) = w- 1(1) is an affine hyperplane with direction i(E) = W-l(O). 
Note that we could have defined a homogenization of an affine space 

-> 
(E, E), as a triple (£,j,H), where £ is a vector space, H is an affine hy-
perplane in £, and j: E ---> £ is an injective affine map such that j (E) = H , 
and such that the universal property stated above holds. However, Defini­
tion 4.4.1 is more convenient for our purposes, since it makes the notion of 
weight more evident. 

The obvious candidate for £ is the vector space it that we just con­
structed. The next lemma will show that it indeed has the required 
extension property. As usual, objects defined by a universal property are 
unique up to isomorphism. This property is left as an exercise. 

-> -> 
Lemma 4.4.2 Given any affine space (E, E) and any vector space F, 

-+ ...-...- -+ 
for any affine map f: E ---> F , there is a unique linear map f: E ---> F 
extending f such that 

~ ~ -> 
f(u + ).,a) = ).,f(a) + f (u) 
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--> --> 
for all a E E , all u E E , and all A E IR, where f is the linear map 
associated with f. In particular, when A #- 0, we have 

f(u -+ Aa) = Af(a + A-1U). 

Proof. Assuming that f exists, recall that from Lemma 4.1.1, for every 
a E E, every element of E can be written uniquely as u -+ Aa. By linearity 
of 1 and since 1 extends f, we have 

f(u -+ '\a) = f(u) + Af(a) = f(u) + ,\f(a) = '\f(a) + f(u). 

If ,\ = 1, since a -+ u and a + u are identified, and since 1 extends f, we 
must have 

..-.. .......... ......... .................... ---7 

f(a) + f(u) = f(a) + f(u) = f(a + u) = f(a + u) = f(a) + f (u), 

~ --> --> 
and thus f(u) = f (u) for all u E E. Then we have 

~ ~ --> 
f(u + '\a) = ,\j(a) + f (u), 

which proves the uniqueness of 1 On the other hand, the map 1 defined 
as above is clearly a linear map extending f. 

When ,\ #- 0, we have 

l(u -+ '\a) = f(A(a + ,\-lU)) = '\f(a + ,\-lu) = ,\j(a + ,\-lU). 

o 

Lemma 4.4.2 shows that (E,j,w), is a homogenization of (E, E). As a 
corollary, we obtain the following lemma. 

Lemma 4.4.3 Given two affine spa.J:es E~and F and an affine map f : E ---> 

F, there is a unique linear map f: E ---> F extending f, as in the diagram 
below, 

E f F ~ 

j1 1j 
E ~ F 

such that 
f 

................... ----+ ......... 
f(u + '\a) = f (u) + ,\j(a), 

--> --> 
for all a E E , all u E E, and all ,\ E IR, where f is the linear map 
associated with f. In particular, when ,\ #- 0, we have 

f(u -+ '\a) = '\f(a + ,\-lu). 

Proof. Consider the vector space F and the affine map j 0 f: E ---> F. By 
Lemma 4.4.2, there is a unique linear map f E -> F extending j 0 f, and 
thus extending f · 0 
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Note that l E -+ F has the property that lCE) <;;;; F. More generally, 
since 

- - --+--f(u + Aa) = f (u) + Af(a), 

the linear map 1 is weight-preserving. Also observe that we recover f from 
1, by letting A = 1 in 

1<u +: Aa) = ).J(a + A -lu), 

that is, we have 

f(a+u) = 1<u+:a). 

From a practical point of view, Lemma 4.4.3 shows us how to homogenize 
an affine map to turn it into a linear map between the two homogenized 
spaces. Assume that E and F are of finite dimension, that (ao, (UI, ... , un)) 
is an affine frame of E with origin ao, and (bo, (VI, ... , vm )) is an affine frame 
of F with origin boo Then, with respect to the two bases (UI, 00., Un, ao) 
in E and (vI,Oo.,vm,bo) in F, a linear map h:E -+ F is given by an 
(m + 1) x (n + 1) matrix A. Assume that this linear map h is equal to the 
homogenized version 1 of an affine map f. Since 

"'" __ -----t.._ 

f(u + Aa) = f (u) + ).J(a), 

and since over the basis (Ul, 00., Un, ao) in E, points are represented by 
vectors whose last coordinate is 1 and vectors are represented by vectors 
whose last coordinate is 0, the following properties hold. 

1. The last row of the matrix A = M(i) with respect to the given bases 
is 

(0,0,00.,0,1) 

with m occurrences of 0. 

2. The last column of A contains the coordinates 

(/-LI, ... ,/-Lm,l) 

of f (ao) with respect to the basis (VI, ... , Vm , bo). 

3. The submatrix of A obtained by deleting the last row and the last 
-+ 

column is the matrix of the linear map f with respect to the bases 
(UI,Oo.,Un ) and (VI,Oo.,Vm ), 

Finally, since 

f(ao + u) = 1<u +: ao), 

given any x E E and Y E F with coordinates (Xl, ... , xn , 1) and (YI, ... , Ym, 
1), for X = (Xl, ... ,Xn, l)T and Y = (YI, ... ,Ym, l)T, we have Y = f(x) iff 

Y=AX. 



86 4. Embedding an Affine Space in a Vector Space 

For example, consider the following affine map f: A,.2 ....... A,.2 defined as 
follows: 

The matrix of i is 

and we have 

In E, we have 

YI = aXI + bX2 + J..LI, 

Y2 = CXI + dX2 + J..L2· 

(
a b J..LI) 
C d J..L2 , 

o 0 1 

( ~~) (~! ~~) (~~) , 
Y3 0 0 1 X3 

which means that the homogeneous map i is is obtained from f by "adding 
the variable of homogeneity X3": 

4.5 Problems 

YI = aXI + bX2 + J..LIX3, 

Y2 = CXI + dX2 + J..L2 X 3, 

Y3 = X3· 

Problem 4.1 Prove that E as defined in Lemma 4.1.1 is indeed a vector 
space. 

Problem 4.2 Prove Lemma 4.1.2. 

Problem 4.3 Fill in the missing details in the proof of Lemma 4.2.1. 

Problem 4.4 Fill in the missing details in the proof of Lemma 4.3.2. 



5 
Basics of Projective Geometry 

Think geometrically, prove algebraically. 
-John Tate 

5.1 Why Projective Spaces? 

For a novice, projective geometry usually appears to be a bit odd, and it 
is not obvious to motivate why its introduction is inevitable and in fact 
fruitful. One of the main motivations arises from algebraic geometry. 

The main goal of algebraic geometry is to study the properties of geo­
metric objects, such as curves and surfaces, defined implicitly in terms of 
algebraic equations. For instance, the equation 

x 2 + y2 - 1 = 0 

defines a circle in ]R2. More generally, we can consider the curves defined 
by general equations 

ax2 + by2 + cxy + dx + ey + f = 0 

of degree 2, known as conics. It is then natural to ask whether it is pos­
sible to classify these curves according to their generic geometric shape. 
This is indeed possible. Except for so-called singular cases, we get ellipses, 
parabolas, and hyperbolas. The same question can be asked for surfaces de­
fined by quadratic equations, known as quadrics, and again, a classification 
is possible. However, these classifications are a bit artificial. For example, 

J. Gallier, Geometric Methods and Applications
© Springer Science+Business Media New York 2001
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an ellipse and a hyperbola differ by the fact that a hyperbola has points 
at infinity, and yet, their geometric properties are identical, provided that 
points at infinity are handled properly. 

Another important problem is the study of intersection of geometric ob­
jects (defined algebraically). For example, given two curves C1 and C2 of 
degree m and n , respectively, what is the number of intersection points of 
C 1 and C2? (by degree of the curve we mean the total degree of the defining 
polynomial). 

Well, it depends! Even in the case of lines (when m = n = 1), there are 
three possibilities: either the lines coincide, or they are parallel, or there is a 
single intersection point . In general, we expect mn intersection points, but 
some of these points may be missing because they are at infinity, because 
they coincide, or because they are imaginary. 

What begins to transpire is that "points at infinity" cause trouble. They 
cause exceptions that invalidate geometric theorems (for example, consider 
the more general versions of the theorems of Pappus and Desargues from 
Section 2.12), and make it difficult to classify geometric objects. Projective 
geometry is designed to deal with "points at infinity" and regular points 
in a uniform way, without making a distinction. Points at infinity are now 
just ordinary points, and many things become simpler. For example, the 
classification of conics and quadrics becomes simpler , and intersection the­
ory becomes cleaner (although, to be honest, we need to consider complex 
projective spaces). 

Technically, projective geometry can be defined axiomatically, or by 
buidling upon linear algebra. Historically, the axiomatic approach came 
first (see Veblen and Young [172, 173]' Emil Artin [4], and Coxeter 
[36,37,34,35]). Although very beautiful and elegant, we believe that it is a 
harder approach than the linear algebraic approach. In the linear algebraic 
approach, all notions are considered up to a scalar. For example, a projec­
tive point is really a line through the origin. In terms of coordinates, this 
corresponds to "homogenizing." For example, the homogeneous equation 
of a conic is 

ax2 + by2 + cxy + dxz + eyz + f Z2 = 0. 

Now, regular points are points of coordinates (x, y, z) with z 1= 0, and points 
at infinity are points of coordinates (x, y, 0) (with x, y, z not all null, and 
up to a scalar). There is a useful model (interpretation) of plane projective 
geometry in terms of the central projection in IR3 from the origin onto the 
plane z = 1. Another useful model is the spherical (or the half-spherical) 
model. In the spherical model, a projective point corresponds to a pair of 
antipodal points on the sphere. 

As affine geometry is the study of properties invariant under affine bi­
jections, projective geometry is the study of properties invariant under 
bijective projective maps. Roughly speaking, projective maps are linear 
maps up to a scalar. In analogy with our presentation of affine geometry, we 
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will define projective spaces, projective subspaces, projective frames, and 
projective maps. The analogy will fade away when we define the projective 
completion of an affine space, and when we define duality. 

One of the virtues of projective geometry is that it yields a very clean 
presentation of rational curves and rational surfaces. The general idea is 
that a plane rational curve is the projection of a simpler curve in a larger 
space, a polynomial curve in 1R3 , onto the plane z = 1, as we now explain. 

Polynomial curves are curves defined parametrically in terms of polyno­
mials. More specifically, if £ is an affine space of finite dimension n:::: 2 
and (ao, (eb ... , en)) is an affine frame for £, a polynomial curve of degree 
m is a map F: A -+ £ such that 

F(t) = ao + FI(t)el + ... + Fn(t)en , 

for all tEA, where FI (t), ... , Fn (t) are polynomials of degree at most m. 
Although many curves can be defined, it is somewhat embarassing that 

a circle cannot be defined in such a way. In fact, many interesting curves 
cannot be defined this way, for example, ellipses and hyperbolas. A rather 
simple way to extend the class of curves defined parametrically is to allow 
rational functions instead of polynomials. A parametric rational curve of 
degree m is a function F: A -+ £ such that 

for all tEA, where FI(t), ... ,Fn(t),Fn+!(t) are polynomials of degree at 
most m . For example, a circle in A2 can be defined by the rational map 

1 - t2 2t 
F(t) = ao + 1 + t 2 el + 1 + t 2 e2· 

In the above example, the denominator F3(t) = 1 + t2 never takes the 
value 0 when t ranges over A, but consider the following curve in A2: 

t2 1 
G(t) = ao + -el + -e2' 

t t 

Observe that G(O) is undefined. The curve defined above is a hyperbola, 
and for t close to 0, the point on the curve goes toward infinity in one of 
the two asymptotic directions. 

A clean way to handle the situation in which the denominator vanishes 
is to work in a projective space. Intuitively, this means viewing a rational 
curve in An as some appropriate projection of a polynomial curve in An+! , 
back onto An. 

Given an affine space £, for any hyperplane H in £ and any point ao not 
in H, the central projection (or conic projection, or perspective projection) 
of center ao onto H, is the partial map p defined as follows: For every point 
x not in the hyperplane passing through ao and parallel to H, we define 
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p( x) as the intersection of the line defined by ao and x with the hyperplane 
H. 

For example, we can view G as a rational curve in A3 given by 

Gl (t) = ao + t2el + e2 + te3' 

If we project this curve G l (in fact, a parabola in A3 ) using the central 
projection (perspective projection) of center ao onto the plane of equation 
X3 = 1, we get the previous hyperbola. For t = 0, the point G l (0) = ao + e2 
in A3 is in the plane of equation X3 = 0, and its projection is undefined. 
We can consider that Gl(O) = ao + e2 in A3 is projected to infinity in the 
direction of e2 in the plane X3 = O. In the setting of projective spaces, this 
direction corresponds rigorously to a point at infinity. 

Let us verify that the central projection used in the previous example 
has the desired effect. Let us assume that E has dimension n + 1 and 
that (ao,(el, ... ,en+l)) is an affine frame for E. We want to determine 
the coordinates of the central projection p(x) of a point x E E onto the 
hyperplane H of equation x n +! = 1 (the center of projection being ao). If 

assuming that Xn+l =I- 0; a point on the line passing through ao and x has 
coordinates of the form (Axl, . .. ,Axn+l); and p(x), the central projection 
of x onto the hyperplane H of equation Xn+l = 1, is the intersection of the 
line from ao to x and this hyperplane H. Thus we must have AXn+l = 1, 
and the coordinates of p( x) are 

(~, ... ,~,1). 
Xn+l Xn+l 

Note that p(x) is undefined when Xn+! = O. In projective spaces, we can 
make sense of such points. 

The above calculation confirms that G (t) is a central projection of G 1 (t). 
Similarly, if we define the curve Fl in A 3 by 

Fl (t) = ao + (1 - t 2 )el + 2te2 + (1 + t2)e3, 

the central projection of the polynomial curve Fl (again, a parabola in A 3 ) 

onto the plane of equation X3 = 1 is the circle F. 
What we just sketched is a general method to deal with rational curves. 

We can use our "hat construction" to embed an affine space E into a vector 
space E having one more dimension, then construct the projective space 
P(£). This turns out to be the "projective completion" of the affine space 

E. Then we can define a rational curve in P (£), basically as the central 

projection of a polynomial curve in E back onto P (£). The same approach 
can be used to deal with rational surfaces. Due to the lack of space, such 
a presentation is omitted from the main text. However, it can be found in 
the additional material on the web site; see web page. More generally, the 
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projective completion of an affine space is a very convenient tool to handle 
"points at infinity" in a clean fashion. 

This chapter contains a brief presentation of concepts of projective ge­
ometry. The following concepts are presented: projective spaces, projective 
frames, homogeneous coordinates, projective maps, projective hyperplanes, 
multiprojective maps, affine patches. The projective completion of an affine 
space is presented using the "hat construction." The theorems of Pappus 
and Desargues are proved, using the method in which points are "sent 
to infinity." We also discuss the cross-ratio and duality. The chapter ends 
with a very brief explanation of the use of the complexification of a pro­
jective space in order to define the notion of angle and orthogonality in a 
projective setting. We also include a short section on applications of pro­
jective geometry, notably to computer vision (camera calibration), efficient 
communication, and error-correcting codes. 

5.2 Projective Spaces 

As in the case of affine geometry, our presentation of projective geometry 
is rather sketchy and biased toward the algorithmic geometry of curves and 
surfaces. For a systematic treatment of projective geometry, we recommend 
Berger [12, 13], Samuel [146], Pedoe [136]' Coxeter [36, 37, 34, 35], Beu­
telspacher and Rosenbaum [16], Fresnel [66], Sidler [159], Tisseron [169], 
Lehmann and Bkouche [112], Vienne [174], and the classical treatise by 
Veblen and Young [172, 173J, which, although slightly old-fashioned, is def­
initely worth reading. Emil Artin's famous book [4J contains, among other 
things, an axiomatic presentation of projective geometry, and a wealth of 
geometric material presented from an algebraic point of view. Other "oldies 
but goodies" include the beautiful books by Darboux [43J and Klein [101 J. 
For a development of projective geometry addressing the delicate prob­
lem of orientation, see Stolfi [164], and for an approach geared towards 
computer graphics, see Penna and Patterson [137J. 

First, we define projective spaces, allowing the field K to be arbitrary 
(which does no harm, and is needed to allow finite and complex projective 
spaces). Roughly speaking, every projective concept is a linea-algebraic 
concept "up to a scalar." For spaces, this is made precise as follows 

Definition 5.2.1 Given a vector space E over a field K, the projective 
space P(E) induced by E is the set (E - {O})/ '" of equivalence classes of 
nonzero vectors in E under the equivalence relation '" defined such that 
for all u,v E E - {O}, 

u '" v iff v = AU, for some A E K - {O}. 

The canonical projection p: (E - {O}) ---> P(E) is the function associating 
the equivalence class [uJ~ modulo", to u i- o. The dimension dim(P(E)) of 
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P(E) is defined as follows: If E is of infinite dimension, then dim(P(E)) = 
dim(E), and if E has finite dimension, dim(E) = n ~ 1 then dim(P(E)) = 
n-l. 

Mathematically, a projective space P(E) is a set of equivalence classes 
of vectors in E. The spirit of projective geometry is to view an equivalence 
class p(u) = [ul~ as an "atomic" object, forgetting the internal structure of 
the equivalence class. For this reason, it is customary to call an equivalence 
class a = [ul~ a point (the entire equivalence class [ul~ is collapsed into a 
single object viewed as a point). 

Remarks: 

(1) If we view E as an affine space, then for any non null vector u E E, 
since 

[ul~ = {Au I ,\ E K, ,\ =I O}, 

letting 

K u = {Au I ,\ E K} 

denote the subspace of dimension 1 spanned by u, the map 

[ul~ ....... Ku 

from P(E) to the set of one-dimensional subspaces of E is clearly 
a bijection, and since subspaces of dimension 1 correspond to lines 
through the origin in E, we can view P(E) as the set of lines in 
E passing through the origin. So, the projective space P(E) can be 
viewed as the set obtained from E when lines through the origin are 
treated as points. 
However, this is a somewhat deceptive view. Indeed, depending on 
the structure of the vector space E, a line (through the origin) in E 
may be a fairly complex object, and treating a line just as a point 
is really a mental game. For example, E may be the vector space of 
real homogeneous polynomials P(x, y, z) of degree 2 in three variables 
x, y, z (plus the null polynomial), and a "line" (through the origin) in 
E corresponds to an algebraic curve of degree 2. Lots of details need 
to be filled in, but roughly speaking, the curve defined by P is the 
"zero locus of P," i.e., the set of points (x, y, z) E p(JR3) (or perhaps 
in P(C3 )) for which P(x, y, z) = o. We will come back to this point 
in Section 5.4 after having introduced homogeneous coordinates. 
More generally, E may be a vector space of homogeneous polynomi­
als of degree m in 3 or more variables (plus the null polynomial), 
and the lines in E correspond to such objects as algebraic curves, 
algebraic surfaces, and algebraic varieties. The point of view where a 
complex object such as a curve or a surface is treated as a point in 
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Figure 5.1. A representation of the projective space RP2 

a (projective) space is actually very fruitful and is one of the themes 
of algebraic geometry (see Fulton [67] or Harris [83]). 

(2) When dim(E) = 1, we have dim(P(E)) = o. When E = {O}, we have 
P(E) = 0. By convention, we give it the dimension -1. 

We denote the projective space p(Kn+l) by lP'K. When K = 1R, we 
also denote lP'rR by IRpn, and when K = C, we denote lP'e by Cpn . The 
projective space lP'~ is a (projective) point. The projective space lP'k is 
called a projective line. The projective space lP'k is called a projective plane. 

The projective space P(E) can be visualized in the following way. For 
simplicity, assume that E = IRn +1, and thus P(E) = IRpn (the same 
reasoning applies to E = Kn+1, where K is any field) . 

Let H be the affine hyperplane consisting of all points (Xl, .. . , X n +1) 
such that Xn+1 = 1. Every nonzero vector u in E determines a line D 
passing through the origin, and this line intersects the hyperplane H in a 
unique point a, unless D is parallel to H . When D is parallel to H, the line 
corresponding to the equivalence class of u can be thought of as a point 
at infinity, often denoted by U oo . Thus, the projective space P(E) can be 
viewed as the set of points in the hyperplane H , together with points at 
infinity associated with lines in the hyperplane Hoo of equation Xn+l = O. 
We will come back to this point of view when we consider the projective 
completion of an affine space. Figure 5.1 illustrates the above representation 
of the projective space when E = 1R3 . 
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We refer to the above model of peE) as the hyperplane model. In this 
model some hyperplane Hoo (through the origin) in IRn+1 is singled out, 
and the points of peE) arising from the hyperplane Hoo are declared to 
be "points at infinity. " The purpose of the affine hyperplane H parallel to 
Hoo and distinct from Hoo is to get images for the other points in peE) 
(i.e., those that arise from lines not contained in Hoo ). It should be noted 
that the choice of which points should be considered as infinite is relative 
to the choice of Hoo . Viewing certain points of peE) as points at infinity 
is convenient for getting a mental picture of peE), but there is nothing in­
trinsic about that . Points of peE) are all equal, and unless some additional 
structure in introduced in peE) (such as a hyperplane) , a point in peE) 
doesn't know whether it is infinite! The notion of point at infinity is really 
an affine notion. This point will be made precise in Section 5.6. 

Again, for IRpn = p(IRn+l) , instead of considering the hyperplane H , 
we can consider the n-sphere sn of center 0 and radius 1, i.e., the set of 
points (x 1, ... , xn+ d such that 

2 2 2 1 X1+ " '+Xn+Xn+l = . 
In this case, every line D through the center of the sphere intersects the 
sphere sn in two antipodal points a+ and a_. The projective space IRpn 
is the quotient space obtained from the sphere sn by identifying antipodal 
points a+ and a_. It is hard to visualize such an object! Nevertheless, some 
nice projections in A,.3 of an embedding of IRP2 into A, 4 are given in the 
surface gallery on the web cite (see web page, Section 24.7). We call this 
model of peE) the spherical model. 

A more subtle construction consists in considering the (upper) half­
sphere instead of the sphere, where the upper half-sphere s+. is set of points 
on the sphere sn such that xn+1 ~ O. This time, every line through the 
center intersects the (upper) half-sphere in a single point, except on the 
boundary of the half-sphere, where it intersects in two antipodal points 
a+ and a_. Thus, the projective space IRpn is the quotient space obtained 
from the (upper) half-sphere s+. by identifying antipodal points a+ and 
a_ on the boundary of the half-sphere. We call this model of peE) the 
half-spherical model. 

When n = 2, we get a circle. When n = 3, the upper half-sphere is 
homeomorphic to a closed disk (say, by orthogonal projection onto the 
xy-plane), and IRP2 is in bijection with a closed disk in which antipodal 
points on its boundary (a unit circle) have been identified. This is hard 
to visualize! In this model of the real projective space, projective lines are 
great semicircles on the upper half-sphere, with antipodal points on the 
boundary identified. Boundary points correspond to points at infinity. By 
orthogonal projection, these great semicircles correspond to semiellipses, 
with antipodal points on the boundary identified. Traveling along such a 
projective "line," when we reach a boundary point , we "wrap around"! 
In general, the upper half-sphere s+. is homeomorphic to the closed unit 
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ball in JRn, whose boundary is the (n - 1 )-sphere sn-1. For example, the 
projective space JRp3 is in bijection with the closed unit ball in JR3, with 
antipodal points on its boundary (the sphere S2) identified! 

Remarks: 

(1) A projective space P(E) has been defined as a set without any topo­
logical structure. When the field K is either the field JR of reals or 
the field C of complex numbers, the vector space E is a topologi­
cal space. Thus, the projection map p: (E - {O}) -> P(E) induces a 
topology on the projective space P(E), namely the quotient topol­
ogy. This means that a subset V of P(E) is open iff p-1 (V) is an 
open set in E. Then, for example, it turns out that the real projec­
tive space JRpn is homeomorphic to the space obtained by taking 
the quotient of the (upper) half-sphere S+. ' by the equivalence rela­
tion identifying antipodal points a+ and a_ on the boundary of the 
half-sphere. Another interesting fact is that the complex projective 
line CP1 = P(C2 ) is homeomorphic to the (real) 2-sphere S2, and 
that the real projective space JRp3 is homeomorphic to the group of 
rotations 80(3) of JR3. 

(2) If H is a hyperplane in E, recall from Lemma 17.1.1 that there is 
some nonnulllinear form f E E* such that H = Ker f. Also, given 
any non null linear form f E E*, its kernel H = Ker f = f- 1(0) is a 
hyperplane, and if Ker f = Ker 9 = H, then 9 = )..f for some).. i- O. 
These facts can be concisely stated by saying that the map 

[J]~ f-> Ker f 
mapping the equivalence class [f] ~ = {)..f I ).. i- O} of a nonnulllinear 
form f E E* to the hyperplane H = Ker f in E is a bijection between 
the projective space P(E*) and the set of hyperplanes in E. When 
E is of finite dimension, this bijection yields a useful duality, which 
will be investigated in Section 5.9. 

We now define projective subspaces. 

5.3 Projective Subspaces 

Projective subspaces of a projective space P(E) are induced by subspaces 
of the vector space E. 

Definition 5.3.1 Given a nontrivial vector space E, a projective subspace 
(or linear projective variety) of P(E) is any subset W of P(E) such that 
there is some subspace V i- {O} of E with W = p(V - {O}). The dimension 
dim(W) of W is defined as follows: If V is of infinite dimension, then 
dim(W) = dim(V), and if dim(V) = p ~ 1, then dim(W) = p - 1. We say 
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that a family (ai)iEI of points of peE) is projectively independent if there 
is a linearly independent family (Ui)iEI in E such that ai = P(Ui) for every 
i E I. 

Remark: If we allow the empty subset to be a projective subspace, then we 
have a bijection between the subspaces of E and the projective subspaces 
of peE). In fact, P(V) is. the projective space induced by the vector space 
V, and we also denote p(V - {O}) by P(V), or even by p(V) , even though 
p(O) is undefined. 

A projective subspace of dimension 0 is a called a (projective) point. 
A projective subspace of dimension 1 is called a (projective) line, and a 
projective subspace of dimension 2 is called a (projective) plane . If H is a 
hyperplane in E, then P(H) is called a projective hyperplane. It is easily 
verified that any arbitrary intersection of projective subspaces is a projec­
tive subspace. A single point is projectively independent. Two points a, b 
are projectively independent if a :j:. b. Two distinct points define a (unique) 
projective line. Three points a, b, c are projectively independent if they are 
distinct, and neither belongs to the projective line defined by the other two. 
Three projectively independent points define a (unique) projective plane. 

A closer look at projective subspaces will show some of the advantages 
of projective geometry: In considering intersection properties, there are no 
exceptions due to parallelism, as in affine spaces. 

Let E be a nontrivial vector space. Given any nontrivial subset 8 of E, 
the subset 8 defines a subset U = p(8 - {O}) of the projective space peE), 
and if (8) denotes the subspace of E spanned by 8, it is immediately verified 
that P( (8» is the intersection of all projective subspaces containing U, and 
this projective subspace is denoted by (U). Given any subspaces M and 
N of E, recall from Lemma 2.11.1 that we have the Grassmann relation 

dim(M) + dim(N) = dim(M + N) + dim (M n N). 

Then the following lemma is easily shown. 

Lemma 5.3.2 Given a projective space peE), for any two projective 
subspaces U, V ofP(E), we have 

dim(U) + dim(V) = dime (U U V}) + dim (U n V). 

Furthermore, if dim(U) + dim (V) 2:: dim(P(E», then Un V is nonempty. 
If dim(P(E» = n, then: 

(i) The intersection of any n hyperplanes is nonempty. 

(ii) For every hyperplane H and every point a ~ H, every line D 
containing a intersects H in a unique point. 

(iii) In a projective plane, every two distinct lines intersect in a unique 
point. 
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As a corollary, in the projective space (dim(P(E)) = 3), for every plane 
H, every line not contained in H intersects H in a unique point. 

It is often useful to deal with projective hyperplanes in terms of nonnull 
linear forms and equations. Recall that the map 

[fl~ I-> Ker f 

is a bijection between P(E*) and the set of hyperplanes in E, mapping the 
equivalence class [fl~ = {·Af 1 A =1= O} of a non null linear form f E E* 
to the hyperplane H = Ker f. Furthermore, if u rv v, which means that 
u = Av for some A =1= 0, we have 

f(u) = 0 iff f(v) = 0, 

since f(v) = Af(u) and A =1= O. Thus, there is a bijection 

Pf IA =1= O} I-> P(Ker f) 

mapping points in P(E*) to hyperplanes in P(E). Any non null linear form 
f associated with some hyperplane P(H) in the above bijection (i.e., H = 
Ker f) is called an equation of the projective hyperplane P(H). We also say 
that f = 0 is the equation of the hyperplane P(H) . 

Before ending this section, we give an example of a projective space 
where lines have a nontrivial geometric interpretation, namely as "pencils 
of lines." If E = JR.3, recall that the dual space E* is the set of all linear 
maps f: JR.3 -> R As we have just explained, there is a bijection 

p(f) I-> P(Ker f) 

between P(E*) and the set of lines in P(E), mapping every point a = p(f) 
to the line Da = P(Ker f). 

Is there a way to give a geometric interpretation in P(E) of a line ~ in 
P(E*)? Well, a line ~ in P(E*) is defined by two distinct points a = p(f) 
and b = p(g), where f,g E E* are two linearly independent linear forms. 
But f and 9 define two distinct planes Hl = Ker f and H2 = Ker 9 through 
the origin (in E = JR.3), and Hl and H2 define two distinct lines DI = p(Ht} 
and D2 = p(H2) in P(E). The line ~ in P(E*) is of the form ~ = p(V), 
where 

v = Pf + f..Lg 1 A,f..L E JR.} 

is the plane in E* spanned by f , g. Every nonnulllinear form Af + f..Lg E V 
defines a plane H = Ker (Af + f..Lg) in E, and since HI and H2 (in E) are 
distinct, they intersect in a line L that is also contained in every plane Has 
above. Thus, the set of planes in E associated with nonnull linear forms in 
V is just the set of all planes containing the line L. Passing to P(E) using 
the projection p, the line L in E corresponds to the point c = p(L) in P(E), 
which is just the intersection of the lines DI and D2. Thus, every point of 
the line ~ in P(E*) corresponds to a line in P(E) passing through c (the 
intersection of the lines DI and D2), and this correspondence is bijective. 
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In summary, a line ~ in P(E*) corresponds to the set of all lines in P(E) 
through some given point. Such sets of lines are called pencils of lines. 

The above discussion can be generalized to higher dimensions and is 
discussed quite extensively in Section 5.9. In brief, letting E = lRn +l , there 
is a bijection mapping points in P(E*) to hyperplanes in P(E). A line 
in P(E*) corresponds to a pencil of hyperplanes in P(E), i.e. , the set of 
all hyperplanes containing some given projective subspace W = p(V) of 
dimension n - 2. For n = 3, a pencil of planes in lRp3 = P(lR4 ) is the set 
of all planes (in lRp3) containing some given line W . Other examples of 
unusual projective spaces and pencils will be given in Section 5.4. 

Next, we define the projective analogues of bases (or frames) and linear 
maps. 

5.4 Projective Frames 

As all good notions in projective geometry, the concept of a projective 
frame turns out to be uniquely defined up to a scalar. 

Definition 5.4.1 Given a nontrivial vector space E of dimension n + 1, a 
family (aih:5i:5n+2 of n+2 points of the projective space P(E) is a projective 
frame (or basis) ofP(E) if there exists some basis (el,"" en+d of E such 
that ai = p(ei) for 1 ::; i ::; n + 1, and an+2 = p(el + ... + en+!). Any basis 
with the above property is said to be associated with the projective frame 
(aih:5i :5n+2. 

The justification of Definition 5.4.1 is given by the following lemma. 

Lemma 5.4.2 If (aih:5i:5n+2 is a projective frame of P(E) , for any two 
bases (UI," " Un+!), (Vb" " vn+!) of E such that ai = P(Ui) = P(Vi ) for 
1 ::; i ::; n + 1, and an+2 = P(UI + ... + Un+l) = P(VI + ... + Vn+l), there 
is a nonzero scalar A E K such that Vi = AUi, for all i, 1 ::; i ::; n + 1. 

Proof . Since P(Ui) = P(Vi) for 1 ::; i ::; n + 1, there exist some nonzero 
scalars Ai E K such that Vi = AiUi for all i, 1 ::; i ::; n + 1. Since we must 
have 

P(UI + .. . + un+d = P(VI + .. . + Vn+!), 

there is some A =f. 0 such that 

A(UI + ... + un+!) = VI + .. . + Vn+! = AIUI + ... + An+IUn+l , 

and thus we have 

and since (UI,"" Un+l) is a basis, we have Ai = A for all i, 1 ::; i ::; n + 1, 
which implies Al = .. . = An+! = A. D 
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Lemma 5.4.2 shows that a projective frame determines a unique basis of 
E, up to a (nonzero) scalar. This would not necessarily be the case if we 
did not have a point an+2 such that an+2 = P(Ul + ... + Un+1)' 

When n = 0, the projective space consists of a single point a, and there 
is only one projective frame, the pair (a, a). When n = 1, the projective 
space is a line, and a projective frame consists of any three pairwise distinct 
points a, b, c on this line. When n = 2, the projective space is a plane, and 
a projective frame consists of any four distinct points a, b, c, d such that 
a, b, c are the vertices of a nondegenerate triangle and d is not on any of 
the lines determined by the sides of this triangle. The reader can easily 
generalize to higher dimensions. 

Given a projective frame (aih:::;i:::;n+2 of P(E), let (Ul, ... , Un+l) be a 
basis of E associated with (aih:::;i:::;n+2. For every a E P(E) , there is some 
U E E - {O} such that 

a = [u]~ = {Au I A E K - {O}}, 

the equivalence class of u, and the set 

{(Xl, ... , xn+d E K n+1 I v = XIUl + ... + Xn+1Un+l, V E [u]~ = a} 

of coordinates of all the vectors in the equivalence class [u] ~ is called the 
set of homogeneous coordinates of a over the basis (Ul, ... , Un+l). 

Note that for each homogeneous coordinate (Xl, ... , xn+d we must have 
Xi i- 0 for some i, 1 :S i :S n + 1, and any two homogeneous coordinates 
(Xl, ... , Xn+1) and (Yl, ... , Yn+d for a differ by a nonzero scalar, i.e., there 
is some A i- 0 such that Yi = AXi, 1 :S i :S n + 1. Homogeneous coordinates 
(Xl"", Xn+l) are sometimes denoted by (Xl:"': xn+d, for instance in 
algebraic geometry. 

By Lemma 5.4.2, any other basis (Vl, ... , vn+d associated with the pro­
jective frame (aih:::;i:::;n+2 differs from (Ul, ... , un+d by a nonzero scalar, 
which implies that the set of homogeneous coordinates of a E P(E) over 
the basis (Vl, ... , Vn +1) is identical to the set of homogeneous coordinates 
of a E P(E) over the basis (Ul, ... , un+d. Consequently, we can associate 
a unique set of homogeneous coordinates to every point a E P(E) with re­
spect to the projective frame (aih<Si<Sn+2. With respect to this projective 
frame, note that an +2 has homogeneous coordinates (1, ... ,1), and that 
ai has homogeneous coordinates (0, ... ,1, ... ,0), where the 1 is in the ith 
position, where 1 :S i :S n + 1. We summarize the above discussion in the 
following definition. 

Definition 5.4.3 Given a nontrivial vector space E of dimension n + 1, 
for any projective frame (aih:::;i:::;n+2 of P(E) and for any point a E P(E), 
the set of homogeneous coordinates of a with respect to (a;)l:::;i:::;n+2 is the 
set of (n + 1 )-tuples 

{(Axl, ... , Axn+d E K n+l I Xi i- 0 for some i, A i- 0, 

a = P(XlUl + ... + Xn+1Un+1)}, 
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where (UI,"" Un+l) is any basis of E associated with (aih~i~n+2 ' 

Given a projective frame (aih~i~n+2 for P(E) , if (Xl, .. . , Xn+l) are ho­
mogeneous coordinates of a point a E P(E), we write a = (Xl, ... , Xn+l), 
and with a slight abuse of language, we may even talk about a point 
(Xl, ... , Xn+l) in P(E) and write (Xl , . . . , Xn+l) E P(E). 

The special case of the projective line lP'k is worth examining. The pro­
jective line lP'k consists of all equivalence classes [x, y] of pairs (x, y) E K2 
such that (x, y) 1= (0,0), under the equivalence relation rv defined such that 

(xI,yd rv (X2,Y2) iff X2 = AXI and Y2 = AYI, 

for some A E K - {O}. When y 1= 0, the equivalence class of (x , y) contains 
the representative (xy-l, 1), and when y = 0, the equivalence class of (x, 0) 
contains the representative (1 , 0). Thus, there is a bijection between K and 
the set of equivalence classes containing some representative of the form 
(x,I), and we denote the class [x,l] by x. The equivalence class [1,0] is 
denoted by 00 and it is called the point at infinity. Thus, the projective line 
lP'k is in bijection with Ku { 00 }. The three points 00 = [1,0]' ° = [0, 1], and 
1 = [1,1]' form a projective frame for lP'k' The projective frame (00,0,1) 
is often called the canonical frame of lP'k' 

Homogeneous coordinates are also very useful to handle hyperplanes in 
terms of equations. If (aih~i~n+2 is a projective frame for P(E) associated 
with a basis (UI,"" un+d for E, a nonnulllinear form f is determined by 
n + 1 scalars al,'" ,an+l (not all null), and a point x E P(E) of homo­
geneous coordinates (x I, . . . , Xn+l) belongs to the projective hyperplane 
P(H) of equation f iff 

alXI + ... + an+lxn+l = 0. 

In particular, if P(E) is a projective plane, a line is defined by an equation 
of the form ax + f3y + "fZ = 0. If P(E) is a projective space, a plane is 
defined by an equation of the form ax + f3y + "fZ + 8w = 0. 

We also have the following lemma giving another characterization of 
projective frames. 

Lemma 5.4.4 A family (aih<i<n+2 of n + 2 points is a projective frame 
ofP(E) iff for every i, 1 ::; i::; n + 2, the subfamily (aj)j#i is projectively 
independent. 

Proof. We leave as an (easy) exercise the fact that if (aih~i~n+2 is a 
projective frame, then each subfamily (aj)j#i is projectively independent. 
Conversely, pick some Ui E E - {O} such that ai = P(Ui), 1 ::; i ::; n + 2. 
Since (aj)j#n+2 is projectively independent, (UI," " Un+l) is a basis of E. 
Thus, we must have 

Un+2 = AIUI + ... + An+IUn+l, 

for some Ai E K. However, since for every i, 1 ::; i ::; n + 1, the fam­
ily (aj )j#i is projectively independent, we must have Ai 1= 0, and thus 
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b'(I,O,I) 

a g(-I,I,O) b c' (1,1,0) 

Figure 5.2. A projective frame (a, b, c, d) 

(AIUl, ... , An+lUn+l) is also a basis of E, and since 

it induces the projective frame (aih:S:i:S:n+2. 0 

Figure 5.2 shows a projective frame (a , b, c, d) in a projective plane. With 
respect to this projective frame, the points a, b, c, d have homogeneous co­
ordinates (1,0,0), (0,1,0), (0,0,1), and (1,1,1). Let a' be the intersection 
of (d, a) and (b, c), b' be the intersection of (d, b) and (a, c), and c' be the 
intersection of (d, c) and (a, b). Then the points a', b', c' have homogeneous 
coordinates (0,1 , 1), (1,0,1), and (1,1,0). The diagram formed by the line 
segments (a,c'), (a,b'), (b,b'), (c,c'), (a,d), and (b,c) is sometimes called a 
Mobius net. It is easily verified that the equations of the lines (a, b), (a, c), 
(b,c), are z = 0, y = 0, and x = 0, and the equations of the lines (a,d), 
(b, d), and (c, d) , are y = z, x = z, and x = y. If we let e be the intersection 
of (b, c) and (b', c'), j be the intersection of (a, c) and (a', c'), and g be the 
intersection of (a, b) and (a', b'), then it easily seen that e, j, g have homo­
geneous coordinates (0, -1, 1), (1,0, -1), and (-1,1,0). These coordinates 
satisfy the equation x + y + Z = 0, which shows that the points e, j, g 
are collinear. This is a special case of the projective version of Desargues's 
theorem. This line is called the polar line (or jundamentalline) of d with 
respect to the triangle (a, b, c). The diagram also shows the intersection g 

of (a , b) and (a',b'). 
The projective space of circles provides a nice illustration of homoge­

neous coordinates. Let E be the vector space (over IR) consisting of all 
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homogeneous polynomials of degree 2 in x, y, Z of the form 

ax2 + ay2 + bxz + cyz + dz2 

(plus the null polynomial). The projective space P(E) consists of all 
equivalence classes 

[PJ~ = {AP I A ::/= O}, 

where P(x, y, z) is a nonnull homogeneous polynomial in E. We want to give 
a geometric interpretation of the points of the projective space P(E). In 
order to do so, pick some projective frame (a 1, a2, a3, a4) for the projective 
plane lR'p2 , and associate to every [PJ E P(E) the subset of lRP2 known as 
its its zero locus (or zero set, or variety) V([PJ), and defined such that 

V([PJ) = {a E lRP2 I P(x, y, z) = O}, 

where (x, y, z) are homogeneous coordinates for a. 
As explained earlier, we also use the simpler notation 

V([PJ) = {(x,y,z) E lRp21 P(x,y, z) = O}. 

Actually, in order for V([PJ) to make sense, we have to check that V([PJ) 
does not depend on the representative chosen in the equivalence class [PJ = 
{AP I A ::/= O}. This is because 

P(x, y, z) = 0 iff AP(X, y, z) = 0 when A ::/= o. 

For simplicity of notation, we also denote V ([ PJ) by V (P). We also have to 
check that if (AX, AY, AZ) are other homogeneous coordinates for a E lRp2, 
where A ::/= 0, then 

P(x,y,z) = 0 iff P(AX,Ay, AZ) = o. 
However, since P(x, y, z) is homogeneous of degree 2, we have 

P(AX, AY, AZ) = A2 P(x, y, z), 

and since A ::/= 0, 

P(x, y, z) = 0 iff A2 P(x, y, z ) = O. 

The above argument applies to any homogeneous polynomial P(Xl, . .. , xn) 
in n variables of any degree m, since 

P(AX1, ... , AXn) = Am P(Xl,"" Xn) . 

Thus, we can associate to every [PJ E P(E) the curve V(P) in lRP2. 
One might wonder why we are considering only homogeneous polynomials 
of degree 2, and not arbitrary polynomials of degree 2? The first reason is 
that the polynomials in x, y, z of degree 2 do not form a vector space. For 
example, if P = X2 + x and Q = _x2 + y, the polynomial P + Q = x + y 
is not of degree 2. We could consider the set of polynomials of degree ~ 2, 
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which is a vector space, but now the problem is that V(P) is not necessarily 
well defined!. For example, if P(x, y, z) = _x2 + 1, we have 

P(l, 0, 0) = ° and P(2, 0, 0) = -3, 

and yet (2,0,0) = 2(1,0,0), so that P(x, y , z) takes different values depend­
ing on the representative chosen in the equivalence class [1,0,0]. Thus, we 
are led to restrict ourselves to homogeneous polynomials. Actually, this 
is usually an advantage more than a disadvantage, because homogeneous 
polynomials tend to be well behaved. For example, by polarization, they 
yield multilinear maps. 

What are the curves V(P)? One way to "see" such curves is to go back 
to the hyperplane model of IRP2 in terms of the plane H of equation z = 1 
in IR3. Then the trace of V (P) on H is the circle of equation 

ax2 + ay2 + bx + cy + d = 0. 

Thus, we may think of P(E) as a projective space of circles. However, 
there are some problems. For example, V(P) may be empty! This happens, 
for instance, for P(x, y, z) = x 2 + y2 + z2, since the equation 

x2 + y2 + z2 = ° 
has only the trivial solution (0,0,0), which does not correspond to any 
point in IRP2. Indeed, only nonnull vectors in IR3 yield points in IRP2. It 
is also possible that V(P) is reduced to a single point, for instance when 
P(x, y, z) = x 2 + y2, since the only homogeneous solution of 

x2 + y2 = ° 
is (0,0,1). Also, note that the map 

[P]I-t V(P) 

is not injective. For instance, P = x 2 + y2 and Q = x2 + 2y2 define the same 
degenerate circle reduced to the point (0,0,1). We also accept as circles the 
union of two lines, as in the case 

(bx+cy+dz)z=O, 

where a = 0, and even a double line, as in the case 

z2 = 0, 

where a = b = c = 0. 
A clean way to resolve most of these problems is to switch to homoge­

neous polynomials over the complex field C and to consider curves in Cp2. 
This is what is done in algebraic geometry (see Fulton [67] or Harris [83]). 
If P(x, y, z) is a homogeneous polynomial over C of degree 2 (plus the null 
polynomial) , it is easy to show that V(P) is always nonempty, and in fact 
infinite. It can also be shown that V(P) = V(Q) implies that Q = )..P for 
some).. E C, with)" 1= ° (see Samuel [146]) . Another advantage of switching 
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to the complex field C is that the theory of intersection is cleaner. Thus, 
any two circles that do not contain a common line always intersect in four 
points, some of which might be multiple points (as in the case of tangent 
circles). This may seem surprising, since in the real plane, two circles in­
tersect in at most two points. Where are the other two points? They turn 
out to be the points (1, i, 0) and (1, -i, 0), as one can immediately verify. 
We can think of them as complex points at infinity! Not only are they at 
infinity, but they are not real. No wonder we cannot see them! We will 
come back to these points, called the circular points, in Section 5.1l. 

Going back to the vector space E over JR., it is worth saying that it can 
be shown that if V(P) = V(Q) contains at least two points (in which case, 
V(P) is actually infinite), then Q = >"P for some>.. E JR. with>" i- O. Thus, 
even over JR., the mapping 

[Pjl-+ V(P) 

is injective whenever V(P) is neither empty nor reduced to a single point. 
Note that the projective space P(E) of circles has dimension 3. In fact, it 
is easy to show that three distinct points that are not collinear determine 
a unique circle (see Samuel [146]). 

In a similar vein, we can define the projective space of conics P(E) where 
E is the vector space (over JR.) consisting of all homogeneous polynomials 
of degree 2 in x, y, z, 

ax2 + by2 + cxy + dxz + eyz + f Z2 

(plus the null polynomial). The curves V(P) are indeed conics, perhaps 
degenerate. To see this, we can use the hyperplane model of JR.p2 . The 
trace of V (P) on the plane of equation z = 1 is the conic of equation 

ax2 + by2 + cxy + dx + ey + f = O. 

Another way to see that V (P) is a conic is to observe that in JR.3, 

ax2 + by2 + cxy + dxz + eyz + f z2 = 0 

defines a cone with vertex (0,0,0), and since its section by the plane z = 1 
is a conic, all of its sections by planes are conics. The mapping 

[Pjl-+ V(P) 

is still injective when E is defined over the ground field C, or if V(P) has 
at least two points when E is defined over lR.. Note that the projective 
space P(E) of conics has dimension 5. In fact, it is easy to show that five 
distinct points no four of which are not collinear determine a unique conic 
(see Samuel [146]). 

It is also interesting to see what are lines in the space of circles or in 
the space of conics. In both cases we get pencils (of circles and conics, 
respectively). For more details, see Samuel [146], Sidler [159], Tisseron [169], 
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Lehmann and Bkouche [112], Pedoe [136], Coxeter [36, 37], and Veblen and 
Young [172, 173]. 

We could also investigate algebraic plane curves of any degree m, by 
letting E be the vector space of homogeneous polynomials of degree m in 
x, y, z (plus the null polynomial). The zero locus V(P) of P is defined just 
as before as 

V(P) = {(x, y, z) E JRp2 I P(x, y, z) = O}. 

Observe that when m = 1, since homogeneous polynomials of degree 1 are 
linear forms, we are back to the case where E = (JR3)*, the dual space of JR3 , 
and P(E) can be identified with the set of lines in JRp2 . But when m 2: 3, 
things are even worse regarding the injectivity of the map [P]I-+ V(P). For 
instance, both P = xy2 and Q = x 2y define the same union of two lines. It 
is necessary to consider irreducible curves, i.e., curves that are defined by 
irreducible polynomials, and to work over the field C of complex numbers 
(recall that a polynomial P is irreducible if it cannot be written as the 
product P = QIQ2 of two polynomials QI, Q2 of degree 2: 1). 

We can also investigate algebraic surfaces in JRp3 (or CP3 ), by letting 
E be the vector space of homogeneous polynomials of degree m in four 
variables x, y, z, t (plus the null polynomial). We can also consider the zero 
locus of a set of equations 

£ = {PI = 0, P2 = 0, ... , Pn = O}, 

where PI, .. " Pn are homogeneous polynomials of degree m in x, y, z, t, 
defined as 

V(£) = {(x, y , z, t) E JRp3 I Pi(x, y, z, t) = 0, 1 :::: i :::: n}. 

This way, we can also deal with space curves. 
Finally, we can consider homogeneous polynomials P( x I, ... , X N +1) in 

N + 1 variables and of degree m (plus the null polynomial), and study the 
subsets of JRpN (or CpN) defined as the zero locus of a set of equations 

£ = {PI = 0, P2 = 0, ... , Pn = O}, 

where PI, . .. , Pn are homogeneous polynomials of degree m in the variables 
Xl, ... , XN+I' For example, it turns out that the set of lines in JRp3 forms 
a surface of degree 2 in JRp5 (the Klein quadric). However, all this would 
really take us too far into algebraic geometry, and we simply refer the 
interested reader to Fulton [67] or Harris [83]. 

We now consider projective maps. 

5.5 Projective Maps 

Given two nontrivial vector spaces E and F and a linear map f: E ~ F, 
observe that for every u, v E (E - Ker I), if v = .Au for some .A E K - {O}, 
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then f(v) = >..J(u) , and thus f restricted to (E - Ker f) induces a function 
P(f): (P(E) - P(Ker f)) -+ P(F) defined such that 

P(f)([ul~ ) = [J(u)l ~ , 

as in the following commutative diagram: 
f 

--> E - Ker f F - {O} 

pl lp 
P(E) - P(Ker f) P(F) --> 

p(n 

When f is injective, i.e., when Ker f = {O}, then P(f) : P(E) -+ P(F) is 
indeed a well-defined function. The above discussion motivates the following 
definition. 

Definition 5.5.1 Given two nontrivial vector spaces E and F, any linear 
map f: E -+ F induces a partial map P(f): P(E) -+ P(F) called a projec­
tive map, such that if Ker f = {u EEl f(u) = O} is the kernel of f, then 
P(f): (P(E) - P(Ker f)) -+ P(F) is a total map defined such that 

P(f)([ul~) = [J(u)l ~ , 

as in the following commutative diagram: 
f 

--> E - Ker f F - {O} 

pl lp 
P(E) - P(Ker f) P(F) --> 

P(f) 

If f is injective, i.e., when Ker f = {O}, then P(f): P(E) -+ P(F) is a total 
function called a projective transformation, and when f is bijective, we call 
P(f) a projectivity, or projective isomorphism, or homography. The set of 
projectivities P(f): P(E) -+ P(E) is a group called the projective (linear) 
group, and is denoted by PGL(E). 

One should realize that if a linear map f: E -+ F is not injective, 
then the projective map P(f): P(E) -+ P(F) is only a partial 

map, i.e. , it is undefined on P(Ker f). In particular, if f : E -+ F is the null 
map (Le., Ker f = E), the domain of P(f) is empty and P(f) is the partial 
function undefined everywhere. We might want to require in Definition 5.5.1 
that f not be the null map to avoid this degenerate case. Projective maps 
are often defined only when they are induced by bijective linear maps. 

We take a closer look at the projectivities of the projective line lP'k-, 
since they playa role in the "change of parameters" for projective curves. 
A projectivity f: lP'k- -+ lP'k- is induced by some bijective linear map g: K2 -+ 

K2 given by some invertible matrix 

M(g) = (~ ~) 
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with ad - be 1= O. Since the projective line JP>k- is isomorphic to K U {oo}, 
it is easily verified that f is defined as follows: 

ci=O 

az +b 
z 1--+--

cz+d 
d 

-- 1--+ 00, 
C 

a 
00 1--+ -; 

C 

d 
if z i= --, 

c 

{ 
az +b 

c=O Zl--+ -d-' 
00 1--+ 00. 

If K = R or K = C, note that alc is the limit of (az + b)/(cz + d), as z 
approaches infinity, and the limit of (az + b) I (cz + d) as z approaches -d I c 
is 00 (when c i= 0). 

Projections between hyperplanes form an important example of projec­
tivities. 

Definition 5.5.2 Given a projective space peE), for any two distinct hy­
perplanes P(H) and P(H'), for any point c E peE) neither in P(H) nor 
in P(H'), the projection (or perspectivity) of center c between P(H) and 
P(H' ) is the map f: P(H) -+ P(H' ) defined such that for every a E P(H), 
the point f(a) is the intersection of the line (c, a) through c and a with 
P(H'). 

Let us verify that f is well-defined and a bijective projective transforma­
tion. Since the hyperplanes P(H) and P(H' ) are distinct, the hyperplanes 
H and H' in E are distinct, and since c is neither in P(H) nor in P(H'), 
letting c = p(u) for some non null vector u E E, then u ~ Hand u ~ H', and 
thus E = H EI1 K u = H' EI1 K u. If 7r: E -+ H' is the linear map (projection 
onto H' parallel to u) defined such that 

7r(W + AU) = w, 

for all W E H' and all A E K, since E = H EI1 K u = H' EI1 K u, the restriction 
g: H -+ H' of 7r: E -+ H' to H is a linear bijection between H and H', and 
clearly f = peg), which shows that f is a projectivity. 

Remark: Going back to the linear map 7r: E -+ H' (projection onto H' 
parallel to u), note that P(7r): peE) -+ P(H' ) is also a projective map, 
but it is not injective, and thus only a partial map. More generally, given 
a direct sum E = V EI1 W, the projection 7r: E -+ V onto V parallel to W 
induces a projective map P(7r): peE) -+ P(V), and given another direct 
sum E = U EI1 W, the restriction of 7r to U induces a perspectivity f 
between P(U) and P(V) . Geometrically, f is defined as follows: Given any 
point a E P(U), if (P(W), a) is the smallest projective subspace containing 
peW) and a, the point f(a) is the intersection of (P(W),a) with P(V). 
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c 

Figure 5.3. A projection of center c between two lines ii and ii' 

Figure 5.3 illustrates a projection f of center c between two projective 
lines ~ and ~' (in the real projective plane). 

If we consider three distinct points d1 , d2 , d3 on ~ and their images 
d~, d2, d3 on ~' under the projection f, then ratios are not preserved, that 
is, 

d3 d l i=- d~d~ 
d 3 d 2 d~d~· 

However, if we consider four distinct points d1 , d2 , d3 , d4 on ~ and their 
images d~,d2,d3,d~ on ~' under the projection f, we will show later that 
we have the following preservation of the so-called "cross-ratio" 

d3 d l /d4 d l _ d~d~/d~d~ 
d3 d 2 d 4 d 2 - d~d~ d~d~· 

Cross-ratios and projections play an important role in geometry (for some 
very elegant illustrations of this fact, see Sidler [159]). 

We now turn to the issue of determining when two linear maps f, 9 
determine the same projective map, i.e., when P(f) = peg). The following 
lemma gives us a complete answer. 

Lemma 5.5.3 Given two nontrivial vector spaces E and F, for any two 
linear maps f: E -+ F and g: E -+ F, we have P(f) = peg) iff there is 
some scalar A E K - {O} such that 9 = Af. 

Proof· If 9 = Af, it is clear that P(f) = peg). Conversely, in order to have 
P(f) = peg), we must have Ker f = Ker g. If Ker f = Ker 9 = E, then f 
and 9 are both the null map, and this case is trivial. If E - Ker f i=- 0, by 
taking a basis of 1m f and some inverse image of this basis, we obtain a 
basis B of a subspace G of E such that E = Ker f EEl G. If dime G) = I, the 
restriction of any linear map f: E -+ F to G is determined by some nonzero 
vector u E E and some scalar A E K, and the lemma is obvious. Thus, 
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assume that dim( G) 2: 2. For any two distinct basis vectors u, v E B, since 
P(f) = P(g), there must be some nonzero scalars A(U), A(V), and A(U+V) 
such that 

g(U) = A(u)f(u), g(v) = A(v)f(v), g(u + v) = A(U + v)f(u + v). 

Since f and 9 are linear, we get 

g(U) + g(v) = A(u)f(u) + A(v)f(v) = A(U + v)(f(u) + f(v)), 

that is, 

(A(U + v) - A(u))f(u) + (A(U + v) - A(v))f(v) = O. 

Since f is injective on G and u, v E B ~ G are linearly independent, f(u) 
and f (v) are also linearly independent, and thus we have 

A(U + v) = A(U) = A(V). 

Now we have shown that A(U) = A(V), for any two distinct basis vectors 
in B, which proves that A(U) is independent of U E G, and proves that 

9 = Ai· D 

Lemma 5.5.3 shows that the projective linear group PGL(E) is isomor­
phic to the quotient group of the linear group GL(E) modulo the subgroup 
K*idE (where K* = K - {O}). Using projective frames, we prove the 
following useful result. 

Lemma 5.5.4 Given two nontrivial vector spaces E and F of the same 
dimension n + 1, for any two projective frames (aih::;i::;n+2 for P(E) and 
(bih<i<n+2 for P(F), there is a unique projectivity h: P(E) ~ P(F) such 
that h(ai) = bi for 1 :::.:: i :::.:: n + 2. 

Proof. Let (UI,"" un+!) be a basis of E associated with the projective 
frame (aih::;i::;n+2, and let (VI,"" Vn+I) be a basis of F associated with 
the projective frame (bih::;i::;n+2. Since (UI, ... , un+d is a basis, there is a 
unique linear bijection g: E ~ F such that g(Ui) = Vi, for 1 :::.:: i :::.:: n + l. 
Clearly, h = P(g) is a projectivity such that h(ai) = bi , for 1 :::.:: i :::.:: n + 2. 
Let h': P(E) ~ P(F) be any projectivity such that h'(ai) = bi, for 1 :::.:: 
i :::.:: n + 2. By definition, there is a linear isomorphism f: E ~ F such that 
h' = P(f). Since h'(ai) = bi, for 1 :::.:: i :::.:: n + 2, we must have f(Ui) = AiVi, 
for some Ai E K - {O}, where 1 :::.:: i :::.:: n + 1, and 

f(UI + ... + un+!) = A(VI + ... + vn+!), 

for some A E K - {o}. By linearity of f, we have 

AIVI + ... + An+IVn+I = AVI + ... + AVn+!, 

and since (VI, ... , V n + I) is a basis of F, we must have 

Al = ... = An+I" = A. 
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This shows that f = )..g, and thus that 

h' = P(f) = P(g) = h, 

and h is uniquely determined. 0 

The above lemma and Lemma 5.5.3 are false if K is a skew field. 
Also, Lemma 5.5.4 fails if (bih:5i:5n+2 is not a projective frame, 

or if an +2 is dropped. 

As a corollary of Lemma 5.5.4, given a projective space P(E) , two distinct 
projective lines D and D' in P(E), three distinct points a, b, c on D, and any 
three distinct points a', b', c' on D', there is a unique projectivity from D to 
D', mapping a to a', b to b', and c to c'. This is because, as we mentioned 
earlier, any three distinct points on a line form a projective frame. 

Remark: As in the affine case, there is "fundamental theorem of pro­
jective geometry." For simplicity, we state this theorem assuming that 
vector spaces are over the field K = R Given any two projective spaces 
P(E) and P(F) of the same dimension n 2: 2, for any bijective function 
f: P(E) -+ P(F) , if f maps any three distinct collinear points a, b, c to 
collinear points f(a), f(b), f(c), then f is a projectivity. For more general 
fields, f = P(g) for some "semilinear" bijection g: E -+ F. A map such 
as f (preserving collinearity of any three distinct points] is often called a 
collineation. For K = JR, collineations and projectivities coincide. For more 
details, see Samuel [146]. 

Before closing this section, we illustrate the power of Lemma 5.5.4 by 
proving two interesting results. We begin by characterizing perspectivities 
between lines. 

Lemma 5.5.5 Given any two distinct lines D and D' in the real projective 
plane JRp2, a projectivity f: D -+ D' is a perspectivity iff f (0) = 0, where 
o is the intersection of D and D'. 

Proof. If f: D -+ D' is a perspectivity, then by the very definition of f, 
we have f(O) = O. Conversely, let f: D -+ D' be a projectivity such that 
f(O) = O. Let a, b be any two distinct points on D also distinct from 0, 
and let a' = f(a) and b' = f(b) on D'. Since f is a bijection and since 
a, b, 0 are pairwise distinct, a~ i- b'. Let c be the intersection of the lines 
(a, a') and (b, b'), which by the assumptions on a, b, 0, cannot be on D or 
D'. Then ~e can define the perspectivity g: D -+ D' of center c, and by the 
definition of c, we have 

g(a) = a', g(b) = b', g(O) = O. 

However, f agrees with 9 on 0, a, b, and since (0, a, b) is a projective frame 
for D, by Lemma 5.5.4, we must have f = g. 0 
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Using Lemma 5.5.5, we can give an elegant proof of a version of 
Desargues's theorem (in the plane). 

Lemma 5.5.6 Given two triangles (a,b,e) and (a',b',e') in lRp2 , where 
the points a, b, e, a', b', e' are pairwise distinct and the lines A = (b, c), B = 
(a,e), C = (a,b) , A' = (b',e') , B' = (a',e'), C' = (a',b') are pairwise 
distinct, if the lines (a, a'), (b , b'), and (e, e') intersect in a common point d 
distinct from a, b, c, a', b', e', then the intersection points p = (b, c) n (b', e'), 
q = (a, c) n (a' , e'), and r = (a, b) n (a', b') belong to a common line distinct 
from A,B,C, A',B',C'. 

Proof. In view of the assumptions on a, b, e, a', b', e', and d, the point r is on 
neither (a, a') nor (b, b'), the point p is on neither (b, b') nor (e , e') , and the 
point q is on neither (a, a') nor (e, e'). It is also immediately shown that the 
line (p, q) is distinct from the lines A , B , C, A', B', C'. Let f: (a , a') -+ (b, b') 
be the perspectivity of center rand g: (b, b') -+ (e, e') be the perspectivity 
of center p. Let h = go f . Since both f(d) = d and g(d) = d, we also have 
h(d) = d. Thus by Lemma 5.5.5, the projectivity h: (a, a') -+ (e, e') is a 
perspectivity. Since 

h(a) = g(f(a)) = g(b) = e, 

h(a') = g(f(a')) = g(b') = e', 

the intersection q of (a, c) and (a', e') is the center of the perspectivity h. 
Also note that the point m = (a , a') n (p, r) and its image h( m) are both 
on the line (p, r), since r is the center of f and p is the center of g. Since h 
is a perspectivity of center q, the line (m, h(m)) = (p, r) passes through q, 
which proves the lemma. 0 

Desargues's theorem is illustrated in Figure 5.4. It can also be shown 
that every projectivity between two distinct lines is the composition of two 
perspectivities (not in a unique way). An elegant proof of Pappus's theorem 
can also be given using perspectivities. For all this and more, the reader is 
referred to the problems. 

We now consider the projective completion of an affine space. 

5.6 Projective Completion of an Affine Space, 
Affine Patches 

-+ 
Given an affine space E with associated vector space E, we can form the 
vector sp~e E, the hOIllogenized version of E, and then, the pro,tective 
space P(E) induced by E. This projective space, also denoted by E, has 
some very interesting properties. In fact , it satisfies a universal property, 
but before we can say what it is, we have to take a closer look at E. 
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Figure 5.4. Desargues's theorem (projective version in the plane) 

Since the vector space E is the disjoint union of elements of the form 
(a, ),), where a E E and), E K - {O}, and elements of the form U E 
--+ ~ 

E, observe that if rv is the equivalence relation on E used to define the 
projective space P(E), then the equivalence class [(a,),)l~ of a weighted 
point contains the special representative a = (a,l), and the equivalence 

--+ 
class [ul~ of a nonzero vector U E E is just a point of the projective space 

P (E). Thus, there is a bijection 

between P(E) and the disjoint union EUP(E), which allows us to view 

E as being embedded in P(E). The points of P{E) in P{E) will be 

called points at infinity, and the projective hyperplane P(E) is called the 

hyperplane at infinity. We will also denote the point [ul~ of pCE) (where 
u =f 0) by U oo · 

Thus, we can think of E = P{E) as the projective completion of the 
affine space E obtained by adding points at infinity forming the hyperplane 

P(E). As we commented in Section 5.2 when we presented the hyperplane 
model of P(E), the notion of point at infinity is really an affine notion. But 
even if a vector space E doesn't arise from the completion of an affine space, 
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there is an affine structure on the complement of any hyperplane P(H) in 
the projective space P(E). In the case of E, the complement E of the 

projective hyperplane pCE) is indeed an affine space. This is a gener~l 
property that is needed in order to figure out the universal property of E. 

Lemma 5.6.1 Given a vector space E and a hyperplane H in E, the com­
plement EH = P(E) - P(H) of the projective hyperplane P(H) in the 
projective space P(E) can be given an affine structure such that the as­
sociated vector space of E H is H. The affine structure on E H depends 
only on H, and under this affine structure, EH is isomorphic to an affine 
hyperplane in E. 

Proof. Since H is a hyperplane in E, there is some wEE - H such that 
E = Kw EB H. Thus, every vector u in E - H can be written in a unique 
way as )..w + h, where).. -:f. 0 and h E H. As a consequence, for every point 
[u] in E H , the equivalence class [u] contains a representative of the form 
w+)..-lh, with)" -:f. O. Then we see that the map <p: (w+H) ~ EH , defined 
such that 

<p(w+h) = [w+h], 

is a bijection. In order to define an affine structure on E H, we define +: E H X 

H ~ EH as follows: For every point [w + h1] E EH and every h2 E H, we 
let 

The axioms of an affine space are immediately verified. Now, w + H is an 
affine hyperplane is E, and under the affine structure just given to E H, 

the map <p: (w + H) ~ EH is an affine map that is bijective. Thus, EH is 
isomorphic to the affine hyperplane w + H. If we had chosen a different 
vector w' E E - H such that E = K w' EB H, then E H would be isomorphic 
to the affine hyperplane w' +H parallel to w+H. But these two hyperplanes 
are clearly isomorphic by translation, and thus the affine structure on EH 
depends only on H. D 

An affine space of the form EH is called an affine patch on P(E). Lemma 
5.6.1 allows us to view a projective space P(E) as the result of gluing 
some affine spaces together, at least when E is of finite dimension. For 
example, when E is of dimension 2, a hyperplane in E is just a line, and 
the complement of a point in the projective line P(E) can be viewed as an 
affine line. Thus, we can view P(E) as being covered by two affine lines 
glued together. When K = lR, this shows that topologically, the projective 
line lRpl is equivalent to a circle. When E is of dimension 3, a hyperplane in 
E is just a plane, and the complement of a projective line in the projective 
plane P(E) can be viewed as an affine plane. Thus, we can view P(E) as 
being covered by three affine planes glued together. However, even when 
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K = 1R, it is much more difficult to come up with a geometric embedding of 
the projective plane IRP2 in A 3 , and in fact , this is impossible! Nevertheless, 
there are some fascinating immersions of the projective space IRP2 as 3D 
surfaces with self-intersection, one of which is known as the Boy surface. 
We urge our readers to consult the remarkable book by Hilbert and Cohn­
Vossen [84] for drawings of the Boy surface, and more. Some nice projections 
in A3 of an embedding of IRP2 into A4 are given in the surface gallery on 
the web page (see web page, Section 24.7). In fact, we give a control net 
in A 4 specifying an explicit rational surface homeomorphic to IRP2 . One 
should also consult Fischer's books [63, 62]' where many beautiful models of 
surfaces are displayed, and the commentaries in Chapter 6 of [62] regarding 
models of IRP2. More generally, when E is of dimension n+ I, the projective 
space P(E) is covered by n+ 1 affine patches (hyperplanes) glued together. 
This idea is very fruitful, since it allows the treatment of projective spaces 
as manifolds, and it is essential in algebraic geometry. _ 

We can now go back to the projective completion E of an affine space 
E. 

Definition 5.6.2 Given any affine space E with associated vector space 
--> 
E, a projective completion of the affine space E with hyperplane at infinity 
P(1t) is a triple (P(£), P(1t) , i), where £ is a vector space, 1t is a hyper­
plane in £, i: E -+ P(£) is an injective map such that i(E) = £1\ and i is 
affine (where £1\ = P(£) - P(1t) is an affine patch), and for every projec­
tive space P(F) , every hyperplane H in F , and every map f: E -+ P(F) 
such that f(E) s;:; FH and f is affine (where FH = P(F) - P(H) is an affine 
patch), there is a unique projective map T P(£) -+ P(F) such that 

f = i 0 i and p(7) = i 0 P(i) 

--> --> --> 
(where i: E -+ 1t and f: E -+ H are the linear maps associated with the 
affine maps i : E -+ P(£) and f: E -+ P(F)) , as in the following diagram: 

E ~ £1\ s;:; P(£) :? P(1t) ~ pCE) 
f"-. 11 /p(7) 

FH s;:; P(F) :? P(H) 

The points of P(£) in P(1t) are called points at infinity, and the projective 
hyperplane P(1t) is called the hyperplane at infinity. We will also denote 
the point [u]~ of P(1t) (where u =1= 0) by uoo . As usual, objects defined by 
a universal property are unique up to isomorphism. We leave the proof as 
an exercise. The importance of the notion of projective completion stems 
from the fact that every affine map f: E -+ F extends in a unique way to 

a projective map T if -+ F (provided that the restriction of ito pCE) 
agrees with p(7)). 
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We will now show that (E, P(E), i) is the projective completion of E, 
- - ~ 

where i: E -7 E is the injection of E into E = E U ~ E). For example, if 

E = Ak is an affine line, its projective completion Ak is isomorphic to the 
projective line p(K2), and they both can be identified with Ak U {oo}, the 
result of adding a point at infinity (00) to Ak. In general, the projective 
completion A'K of the affine space A'K is isomorphic to p(Km+l). Thus, 
Am is isomorphic to Rpm , and Ac is isomorphic to Cpm. 

First, let us observe that if E is a vector space and H is a hyperplane in 
E, then the homogenization EH of the affine patch EH (the complement 
of the projective hyperplane P(H) in P(E)) is isomorphic to E. The proof 
is rather simple and uses the fact that there is an affine bijection between 
EH and the affine hyperplane w + H in E, where wEE - H is any fixed 
vector. Choosing was an origin in E H , we know that If; = H +- Kw, and 
since E = H EB Kw, it is obvious how to define a linear bijection between 
If; = H +- Kw and E = H EB Kw. As a consequence the projective spaces 
EH and P(E) are isomorphic, i.e., there is a projectivity between them. 

Lemma 5.6.3 Given any affine space (E, E), for every projective space 
P(F), every hyperplane H in F, and every map f: E -7 P(F) such that 
f(E) <:;;; FH and f is affine (FH being viewed as an affine patch) , there is 

a unique projective map T E -7 P(F) such that 

f = f 0 i and p(7) = 10 P(i), 

---+ ---+ ---+ ----+ 
(where i: E -7 E and f: E -7 H are the linear maps associated with the 
affine maps i: E -7 E and f: E -7 P(F)), as in the following diagram: 

~ P(i} 
E ~ E <:;;; E ~ p( E) +-

f"'-,. 11 
FH <:;;; P(F) ~ P(H) 

Proof. The existence of f is a consequence of Lemma 4.4.2, where we ob­
serve that FH is isomorphic to F. Just take the projective map P(j): E-7 
P(F), where f E -7 F is the unique linear map extending f. It remains 
to prove its uniqueness. Since f: E -7 FH is affine, for any a E E and any 
~ 

u E E, we have 

~ 

f(a + u) = f(a) + f (u) , 

~~ 

where f: E -7 H is a linear map. If we fix some a E E, then f(a) = [w], 

for some w E F - Hand F = Kw EB H. Assume that T E -7 P(F) exists 
with the desired property. Then there is some linear map g: E -> F such 
that 1 = P(g). Since f = 10 i , we must have f(a) = [w] = [g(a)], and thus 
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--+ 
g(a) = /LW, for some /L -I O. Also, for every u E E, 

f(a + u) = [w] + f(u) = [w + f(u)] = [g(a + u)] 

= [g(a) + g(u)] = [/LW + g(u)], 

and thus we must have 
--+ 

'\(u)w + '\(u) f (u) = /LW + g(u), 

--+ --+ --+ 
for some ,\( u) -10. If Ker f = E, the linear map f is the null map, and 

- --+ --+ 
since we are requiring that the restriction of f to P ( E) be equal to P ( f ), 

--+ -
the linear map 9 must also be the null map on E. Thus, f is unique, and 

the restriction of J to P(E) is the partial map undefined everywhere. 
--+ --+ --+ 

If E - Ker f -I 0, by taking a basis of 1m f and some inverse image 
--+ --+ --+ 

of this basis, we obtain a basis B of a subspace G of E such that E = 
Ker fEB C. Since E = Ker fEB C where dim(C) 2: 1, for any x E Ker f 

--+ 
and any nonnull vector y E G, we have 

,\(x)W = /LW + g(x), 
--+ 

,\(y)w + ,\(y) f (y) = /LW + g(y), 

and 
--+ 

,\(x + y)w + ,\(x + y) f (x + y) = /LW + g(x + y), 

which by linearity yields 

--+ 
('\(x + y) - '\(x) - ,\(y) + /L)w + ('\(x + y) - ,\(y)) f (y) = O. 

--+ --+ 
Since F = Kw EB Hand f: E -> H, we must have ,\(x + y) = ,\(y) and 

--+ --+ 
'\(x) = /L. Thus, 9 agrees with f on Ker f· 

If dim(C) = 1 then for any y E C we have 

--+ 
,\(y)w + ,\(y) f (y) = /LW + g(y), 

and for any v -lOwe have 

--+ 
,\(vy)w + ,\(vy) f (vy) = /LW + g(vy), 

which by linearity yields 

--+ 
('\(vy) - v'\(y) -/L + V/L)w + (v,\(vy) - v,\(y)) f (y) = O. 

--+ --+ 
Since F = Kw EB H , f: E -> H, and v -I 0, we must have ,\(vy) = ,\(y). 
Then we must also have ('\(y) -/L)(1 - v) = O. 
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If K = {O, I}, since the only nonzero scalar is 1, it is immediate that 
--; 

g(y) = f (y), and we are done. Otherwise, for v =1= 0, 1, we get A(Y) = 11 for 

all y E C. Then 9 = ilIon E, and the restriction of J = P(g) to P(E) 

is equal to P(/). But now 9 is completely determined by 

~ --; 

g(u + Aa) = Ag(a) + g(u) = AIlW + 11 f (u). 

Thus, we have 9 = Af 

Otherwise, if dim (C) ~ 2, then for any two distinct basis vectors u and 
v in B, 

--; 

A(U)W + A(U) f (u) = Ilw + g(u), 
--; 

A(V)W + A(V) f (v) = IlW + g(v), 

and 
--; 

A(U + v)w + A(U + v) f (u + v) = Ilw + g(u + v), 

and by linearity, we get 

--; 

(A(U + v) - A(U) - A(V) + Il)w + (A(U + v) - A(U)) f (u) 
--; 

+ (A(U + v) - A(V)) f (v) = 0. 

~ ---+ ---+ ---+ 
Since F = Kw EB H, f: E --t H, and f (u) and f (v) are linearly 

--t --; 

independent (because f in injective on G), we must have 

A(U + v) = A(U) = A(V) = 11, 

which implies that 9 = ilIon E, and the restriction of J = P(g) to P(E) 

is equal to P (I). As in the previous case, 9 is completely determined by 

~ --; 

g(u + Aa) = Ag(a) + g(u) = AIlW + 11 f (u) . 

Again, we have 9 = Ai, and thus J is unique. 0 

~ The requirement that the restriction of J = P(g) to P(E) be 

equal to P(/) is necessary for the uniqueness of T The problem 
comes up when f is a constant map. Indeed, if f is the constant map defined 
such that f(a) = [w] for some fixed vector W E F, it can be shown that 
any linear map g: E --t F defined such that g(a) = IlW and g(u) = t.p(u)w 

--; --; 

for all u E E, for some 11 =1= 0, and some linear form t.p: E --t F satisfies 
f = P(g) 0 i. 
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Lemma 5.6.3 shows that (it, pCE), i) is the projective completion of the 
affine space E. 

The projective completion it of an affine space E is a very handy place in 
which to do geometry in, mainly because the following facts can be easily 
established. 

There is a bijection between affine subspaces of E and projective sub-

spaces of it not contained in P (E). Two affine subspaces of E are parallel 

iff the corresponding projective subspaces of it have the same intersection 

with the hyperplane at infinity P (E). There is also _a bij:ction between 

affine maps from E to F and projective maps from E to F mapping the 

hyperplane at infinity P(E) into the hyperplane at infinity pC:F) . In the 
projective plane, two distinct lines intersect in a single point (possibly at 
infinity, when the lines are parallel). In the projective space, two distinct 
planes intersect in a single line (possibly at infinity, when the planes are 
parallel). In the projective space, a plane and a line not contained in that 
plane intersect in a single point (possibly at infinity, when the plane and 
the line are parallel). 

5.7 Making Good Use of Hyperplanes at Infinity 

Given a vector space E and a hyperplane R in E, we have already observed 
that the projective spaces EH and peE) are isomorphic. Thus, peR) can 
be viewed as the hyperplane at infinity in peE), and the considerations 
applying to the projective completion of an affine space apply to the affine 
patch EH on peE). This fact yields a powerful and elegant method for 
proving theorems in projective geometry. The general schema is to choose 
some projective hyperplane peR) in peE), view it as the "hyperplane at 
infinity," then prove an affine version of the desired result in the affine patch 
EH (the complement of peR) in peE), which has an affine structure), and 
then transfer this result back to the projective space peE). This technique 
is often called "sending objects to infinity." We refer the reader to geometry 
textbooks for a comprehensive development of these ideas (for example, 
Berger [12, 13], Samuel [146], Sidler [159], Tisseron [169], or Pedoe [136]), 
but we cannot resist presenting the projective versions of the theorems of 
Pappus and Desargues. Indeed, the method of sending points to infinity 
provides some strikingly elegant proofs. We begin with Pappus's theorem, 
illustrated in Figure 5.5. 

Lemma 5.7.1 Given any projective plane peE) and any two distinct lines 
D and D', for any distinct points a, b, c, a', b', c' , with a, b, c on D and 
a', b', c' on D' , if a, b, c, a', b', c' are distinct from the intersection of D and 
D', then the intersection points p = (b, c') n (b', c), q = (a, c') n (a', c) , and 
r = (a, b') n (a', b) are collinear. 
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e 

e' 
Figure 5.5. Pappus's theorem (projective version) 

Proof. First, since any two lines in a projective plane intersect in a single 
point, the points p, q, r are well defined. Choose ~ = (p, r) as the line at 
infinity, and consider the affine plane X = P(E) - ~. Since (a, b') and 
(a', b) intersect at a point at infinity r on ~, (a, b') and (a', b) are parallel, 
and similarly (b, e') and (b', e) are parallel. Thus, by the affine version of 
Pappus's theorem (Lemma 2.9.3), the lines (a, e') and (a', e) are parallel, 
which means that their intersection q is on the line at infinity ~ = (p, r), 
which means that p, q, r are collinear. 0 

By working in the projective completion of an affine plane, we can obtain 
an improved version of Pappus's theorem for affine planes. The reader will 
have to figure out how to deal with the special cases where some of p, q, r 
go to infinity. 

Now, we prove a projective version of Desargues's theorem slightly more 
general than that given in Lemma 5.5.6. It is interesting that the proof 
is radically different, depending on the dimension of the projective space 
P(E). This is not surprising. In axiomatic presentations of projective 
plane geometry, Desargues's theorem is independent of the other axioms. 
Desargues's theorem is illustrated in Figure 5.6. 

Lemma 5.7.2 Let P(E) be a projective space. Given two triangles (a, b, e) 
and (a', b', e'), where the points a, b, e, a', b', e' are pairwise distinet and the 
lines A = (b,e), B = (a,e), C = (a, b), A' = (b',e'), B' = (a',e'), C' = 
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Figure 5.6. Desargues's theorem (projective version) 

(a', b') are pairwise distinct, if the lines (a, a'), (b, b'), and (c, c') intersect 
in a common point d distinct from a, b, c, a', b' , c', then the intersection 
points p = (b,c) n (b',c'), q = (a,c) n (a',c'), and r = (a,b) n (a',b') belong 
to a common line distinct from A, B, C, A', B' , C'. 

Proof. First, it is immediately shown that the line (p, q) is distinct from 
the lines A,B,C, A',B',C'. Let us assume that P(E) has dimension n 2: 
3. If the seven points d, a, b, c, a', b', c' generate a projective subspace of 
dimension 3, then by Lemma 5.3.2, the intersection of the two planes (a, b, c) 
and (a', b' ,c') is a line, and thus p, q, r are collinear. 

If P(E) has dimension n = 2 or the seven points d, a, b, c, a', b', c' generate 
a projective subspace of dimension 2, we use the following argument. In the 
projective plane X generated by the seven points d, a, b, c, a', b', c', choose 
the projective line ~ = (p, r) as the line at infinity. Then in the affine plane 
y = X - ~, the lines (b, c) and (b', c') are parallel, and the lines (a, b) and 
(a', b') are parallel, and the lines (a, a'), (b, b'), and (c, c') are either parallel 
or concurrent. Then by the converse of the affine version of Desargues's 
theorem (Lemma 2.9.4), the lines (a, c) and (a', c') are parallel, which means 
that their intersection q belongs to the line at infinity ~ = (p, r), and thus 
that p, q, r are collinear. 0 

The converse of Desargues' s theorem also holds (see the problems). Using 
the projective completion of an affine space, it is easy to state an improved 
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affine version of Desargues's theorem. The reader will have to figure out 
how to deal with the case where some of the points p, q, r go to infinity. 
It can also be shown that Pappus's theorem implies Desargues's theorem. 
Many results of projective or affine geometry can be obtained using the 
method of "sending points to infinity." 

We now discuss briefly the notion of cross-ratio, since it is a major 
concept of projective geometry. 

5.8 The Cross-Ratio 

Recall that affine maps preserve the ratio of three collinear points. In gen­
eral, projective maps do not preserve the ratio of three collinear points. 
However, bijective projective maps preserve the "ratio of ratios" of any 
four collinear points (three of which are distinct). Such ratios are called 
cross-ratios (in French, "birapport"). There are several ways of introduc­
ing cross-ratios, but since we already have Lemma 5.5.4 at our disposal, we 
can circumvent some of the tedious calculations needed if other approaches 
are chosen. 

Given a field K, say K = JR, recall that the projective line lP'k consists 
of all equivalence classes [x , yJ of pairs (x , y) E K2 such that (x , y) f:. (0,0), 
under the equivalence relation", defined such that 

(xl , yd '" (X2 , Y2) iff X2 = AXI and Y2 = AYl, 

for some A E K - {O}. Letting 00 = [1,0]' the projective line lP'k IS III 

bijection with K U {oo}. Furthermore, letting ° = [O,lJ and 1 = [1,1]' 
the triple (00,0,1) forms a projective frame for lP'k' Using this projective 
frame and Lemma 5.5.4, we define the cross-ratio of four collinear points 
as follows. 

Definition 5.8.1 Given a projective line ~ = P(D) over a field K, for any 
sequence (a, b, c, d) offour points in~, where a, b, c are distinct (i.e., (a, b, c) 
is a projective frame), the cross-ratio [a, b, c, dJ is defined as the element 
h(d) E lP'k' where h: ~ ---> lP'k is the unique projectivity such that h(a) = 00, 
h(b) = 0, and h(c) = 1 (which exists by Lemma 5.5.4, since (a, b, c) is a 
projective frame for ~ and (00,0,1) is a projective frame for lP'k)' For any 
projective space P(E) (of dimension::::: 2) over a field K and any sequence 
(a, b, c, d) of four collinear points in P(E), where a, b, c are distinct, the 
cross-ratio [a, b, c, dJ is defined using the projective line ~ that the points 
a, b, c, d define. For any affine space E and any sequence (a , b, c, d) of four 
collinear points in E, where a, b, c are distinct, the cross-ratio [a, b, c, dJ is 
defined by considering E as embedded in E. 

It should be noted that the definition of the cross-ratio [a, b, c, dJ depends 
on the order of the points. Thus, there could be 24 = 4! different possible 
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values depending on the permutation of {a, b, c, d}. In fact, there are at most 
6 distinct values. Also, note that [a, b, c, d] = 00 iff d = a, [a , b, c, d] = 0 
iff d = b, and [a,b,c,d] = 1 iff d = c. Thus, [a , b,c, d] E K - {O, I} iff 
dr/-{a,b,c}. 

The following lemma is almost obvious, but very important. It shows that 
projectivities between projective lines are characterized by the preservation 
of the cross-ratio of any four points (three of which are distinct). 

Lemma 5.8.2 Given any two projective lines ~ and ~', for any sequence 
(a, b, c, d) of points in ~ and any sequence (a' , b', c', d') of points in ~', if 
a, b, c are distinct and a' , b' , c' are distinct, there is a unique projectivity 
f: ~ -> ~' such that f(a) = a' , f(b) = b', f(c) = c' , and f(d) = d' iff 
[a, b, c, d] = [a', b' , c', d']. 

Proof. First, assume that f: ~ -> ~' is a projectivity such that f(a) = 
a', f(b) = b', f( c) = c' , and f(d) = d' . Let h: ~ -> IP'k be the unique 
projectivity such that h(a) = 00, h(b) = 0, and h(c) = I , and let h' : ~' -> 

IP'k be the unique projectivity such that h'(a') = 00, h'(b') = 0, and h'(c') = 
1. By definition, [a,b,c,d] = h(d) and [a',b',c',d'] = h'(d') . However, h' 0 

f: ~ -> IP'k is a projectivity such that (h' 0 f)(a) = 00, (h' 0 f)(b) = 0, and 
(h' 0 f)(c) = I , and by the uniqueness of h, we get h = h' 0 f. But then, 
[a,b,c,d] = h(d) = h'(J(d)) = h'(d') = [a',b',c' , d']. 

Conversely, assume that [a,b,c, d] = [a' , b',c' , d']. Since (a , b,c) and (a', 
b', c') are projective frames, by Lemma 5.5.4, there is a unique projectivity 
g: ~ -> ~' such that g(a) = a' , g(b) = b' , and g(c) = c' . Now, h'og: ~ -> IP'k 
is a projectivity such that (h' og)(a) = 00 , (h' og)(b) = 0, and (h' og)(c) = I, 
and thus, h = h' 0 g. However, h'(d') = [a', b',c', d'] = [a,b,c,d] = h(d) = 
h'(g(d)), and since h' is injective, we get d' = g(d). 0 

As a corollary of Lemma 5.8.2, given any three distinct points a, b, con 
a projective line ~, for every A E IP'k there is a unique point d E ~ such 
that [a , b, c, d] = A. 

In order to compute explicitly the cross-ratio, we show the following easy 
lemma. 

Lemma 5.8.3 Given any projective line ~ = P(D) , for any three distinct 
points a,b,c in~, if a = p(u), b = p(v), and c = p(u + v), where (u,v) is 
a basis of D, and for any [A, J-L]~ E IP'k and any point d E ~, we have 

d = p(Au + J-Lv) iff [a, b, c, d] = [A, J-L]~ . 

Proof . If (el , e2) is the basis of K2 such that el = (1,0) and e2 = (0,1), it 
is obvious that p(et} = 00, p(e2) = 0, and p(el +e2) = 1. Let f: D -> K2 be 
the bijective linear map such that f(u) = el and f(v) = e2. Then f(u+v) = 
el + e2, and thus f induces the unique projectivity P(J): P(D) -> IP'k such 
that P(J)(a) = 00, P(J)(b) = 0, and P(J)(c) = 1. Then 

P(J)(p(..\u + J-Lv)) = [f(Au + J-Lv)] ~ = [Ael + J-Le2]~ = [A,J-L]~, 



5.8. The Cross-Ratio 123 

that is, 

d = p(AU + /1v) iff [a, b, c, d] = [A, /1]~. 

o 

We can now compute the cross-ratio explicitly for any given basis (u, v) 
of D. Assume that a, b, c, d have homogeneous coordinates [AI, /11], [A2' /12], 
[A3,/13]' and [A4,/14] over the projective frame induced by (u,v). Letting 
Wi = AiU + /1iV, we have a = P(W1), b = P(W2), c = P(W3), and d = P(W4). 
Since a and b are distinct, WI and W2 are linearly independent, and we can 
write W3 = aWl + j3W2 and W4 = ,WI + 8W2 , which can also be written as 

, 8 
W4 = -; aWl + fj j3W2, 

and by Lemma 5.8.3, [a, b, c, d] = b / a, 8/13]. However, since WI and W2 
are linearly independent , it is possible to solve for a, 13",8 in terms of the 
homogeneous coordinates, obtaining expressions involving determinants: 

det(w3, W2) a - -,----',-----'-
- det(w1, W2)' 

det(w4,w2) ,-
- det(W1,W2) , 

and thus, assuming that d i- a, we get 

13 - det(w1 , W3) 
- det(w1 , W2)' 

8 = det(w1, W4) 
det(W1,W2) , 

When d = a, we have [a, b, c, d] = 00. In particular, if ~ is the projective 
completion of an affine line D, then /1i = 1, and we get 

A3 - Al /A4 - Al ca/da 
[a , b, c, d] = A3 _ A2 A4 _ A2 = cb db · 

When d = 00, we get 

ca 
[a,b,c, 00] = cb' 

which is just the usual ratio (although we defined it as -ratio(a, c, b)). 
We briefly mention some of the properties of the cross-ratio. For example, 

the cross-ratio [a, b, c, d] is invariant if any two elements and the comple­
mentary two elements are transposed, and letting 0- 1 = 00 and 00- 1 = 0, 
we have 

[a, b, c, d] = [b, a, c, dr 1 = [a , b, d, cr 1 
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e 
a 

b d 
a a 

Figure 5.7. Four points forming a harmonic division 

and 

[a,b,e,d] = 1- [a,e,b,d]. 

Since the permutations of {a, b, e, d} are generated by the above transpo­
sitions, the cross-ratio takes at most six values. Letting A = [a, b, e, d], if 
A E {oo, 0, I}, then any permutation of {a, b, e, d} yields a cross-ratio in 
{oo, 0,1}, and if A ~ {oo, 0,1}, then there are at most the six values 

A, 
1 
~' 

1 - A, 
1 

1- -
A' 

1 
1 - A' 

We also define when four points form a harmonic division. For this, we need 
to assume that K is not of characteristic 2. 

Definition 5.8.4 Given a projective line ~, we say that a sequence of four 
collinear points (a, b, e, d) in ~ (where a, b, e are distinct) forms a harmonic 
division if [a, b, e, d] = -1. When [a, b, e, d] = -1, we also say that c and d 
are harmonic conjugates of a and b. 

If a, b, e are distinct collinear points in some affine space, from 

ca 
[a,b,e,oo] = cb' 

we note that e is the midpoint of (a,b) iff [a,b,e,oo] = -1, that is, if 
(a, b, e, 00) forms a harmonic division. Figure 5.7 shows a harmonic di­
vision (a, b, c, d) on the real line, where the coordinates of (a, b, e, d) are 
(-2,2,1,4). 

There is a nice geometric interpretation of harmonic divisions in terms 
of quadrangles (or complete quadrilaterals). Consider the quadrangle (pro­
jective frame) (a, b, e, d) in a projective plane, and let a' be the intersection 
of (d, a) and (b, c), b' be the intersection of (d, b) and (a, c), and e' be 
the intersection of (d, c) and (a, b). If we let g be the intersection of (a, b) 
and (a', b'), then it is an interesting exercise to show that (a, b, g, c') is a 
harmonic division. 

In fact, it can be shown that the following quadruples of lines form har­
monic divisions: ((e,a), (b',a'), (d,b), (b',e')), ((b,a), (e',a'), (d,e), (c',b')), 
and (( b, c), (a', c'), (a, d), (a', b') ); see Figure 5.8. For more on harmonic divi­
sions, the interested reader should consult any text on projective geometry 
(for example, Berger [12, 13], Samuel [146]' Sidler [159], Tisseron [169], or 
Pedoe [136]). 

Having the notion of cross-ratio at our disposal, we can interpret linear 
interpolation in the homogenization E of an affine space E as determining 
a cross-ratio in the projective completion E of E! This simple fact pro-
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b' 

a 9 b c' 
Figure 5.8. A quadrangle, and harmonic divisions 

vides a geometric interpretation of the rational version of the de Casteljau 
algorithm; see the additional material on the web site (see web page) . 

Given any affine space E, let (h and (h be two linearly independent 
vectors in E, and let t E K be any scalar. Consider 

(h = 81 + 82 

and 

84 = (1 - t) .81 + t . 82 . 

Observe that the conditions for applying Lemma 5.8.3 are satisfied, and 
that the cross-ra.!io of the points p(8t} , p(82 ), p(83 ), and p(84 ) in the 
projective space E is given by 

[P(8d,p(82 ),p(83 ),p(84 )] = [1 - t, t]~. 

Assuming t i= 0 (the case where 84 i= (2), this yields 

1-t 
[p(8 1),p(82 ),p(83 ),p(84 )] = -t-' 

Thus, determining 84 using the affine interpolation 

84 = (1 - t) . 81 + t . 82 

in E is equivalent to finding the point p(84 ) in the projective space E such 
that the cross-ratio of the four points (p(8t},p(82 ),p(83 ),p(84 )) is equal to 
(1 - t)/t . In the particular case where 81 = (a, a) and 82 = (b, (3), where a 
and b are distinct points of E , if a + {3 i= 0 and (1 - t)a + t{3 i= 0, we know 
that 
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and 

/ (1 - t)a t{3 ) 
f)4 = \ (1 _ t)a + t{3 a + (1 _ t)a + t{3 b, (1 - t)a + t{3 , 

and letting 

and 

we also have 

a {3 
c=--a+--b 

a+{3 a+{3 

d = (1 - t)a a + t{3 b 
(1 - t)a + t{3 (1 - t)a + t{3 , 

1 - t 
[a,b,c,d] = -t-. 

Readers may have fun in verifying that when t = ~, the points (a, d, b, c) 
form a harmonic division! 

When a + {3 = 0 or (1 - t)a + t{3 = 0, we have to consider points at 
infinity, which is better handled in E. In any case, the computation of dean 
be viewed as determining the unique point d such that [a, b, c, d] = (l-t)/t, 
using 

a {3 
c = --{3 a + --(3 b. 

a+ a+ 

5.9 Duality in Projective Geometry 

We now consider duality in projective geometry. Given a vector space E of 
finite dimension n + 1, recall that its dual space E* is the vector space of 
all linear forms I: E -> K and that E* is isomorphic to E . We also have a 
canonical isomorphism between E and its bidual E**, which allows us to 
identify E and E**. 

Let 'Ji(E) denote the set of hyperplanes in P(E). In Section 5.3 we 
observed that the map 

p(f) ~ P(Ker I) 

is a bijection between P(E*) and H(E), in which the equivalence class 
p(f) = {AI I A -I- O} of a nonnull linear form I E E* is mapped to the 
hyperplane P(Ker I). Using the above bijection between P(E*) and H(E), 
a projective subspace P(U) of P(E*) (where U is a subspace of E*) can 
be identified with a subset of H(E), namely the family 

{P(H) I H = Ker I, lEU - {O}} 
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consisting of the projective hyperplanes in H(E) corresponding to non­
null linear forms in U. Such subsets of H(E) are called linear systems (of 
hyperplanes) . 

The bijection between P(E*) and H(E) allows us to view H(E) as a 
projective space, and linear systems as projective subspaces of H(E) . In 
the projective space H(E), a point is a hyperplane in P(E)! The duality 
between subspaces of E and subspaces of E* (reviewed below) and the 
fact that there is a bijection between P(E*) and H(E) yields a powerful 
duality between the set of projective subspaces of P(E) and the set of 
linear systems in H(E) (or equivalently, the set of projective subspaces of 
P(E*)). 

The idea of duality in projective geometry goes back to Gergonne and 
Poncelet, in the early nineteenth century. However, Poncelet had a more 
restricted type of duality in mind (polarity with respect to a conic or a 
quadric), whereas Gergonne had the more general idea of the duality be­
tween points and lines (or points and planes). This more general duality 
arises from a specific pairing between E and E* (a nonsingular bilinear 
form). Here we consider the pairing (-, -): E* x E ---+ K, defined such that 

(J, v) = f(v), 

for all f E E* and all vEE. Recall that given a subset V of E (respectively 
a subset U of E*), the orthogonal VO of V is the subspace of E* defined 
such that ." 

VO = {J E E* I (J,v) = 0, for every v E V}, 

and that the orthogonal UO of U is the subspace of E defined such that 

UO = {v EEl (J,v) = 0, for every fEU}. 

Then, by a standard theorem (since E and E* have the same finite 
dimension n + 1), U = UOO, V = VOO, and the maps 

V ....... VO and U ....... UO 

are inverse bijections, where V is a subspace of E, and U is a subspace of 
E*. 

These maps set up a duality between subspaces of E and subspaces of 
E*. Furthermore, we know that U has dimension k iff UO has dimension 
n + 1 - k, and similarly for V and VO. 

Since a linear system P = P(U) of hyperplanes in H(E) corresponds to 
a subspace U of E*, and since UO is the intersection of all the hyperplanes 
defined by nonnulliinear forms in U, we can view a linear system P = P(U) 
in H(E) as the family of hyperplanes containing P(UO) . 

In view of the identification of P(E*) with the set H(E) of hyperplanes in 
P(E), by passing to projective spaces, the above bijection between the set 
of subspaces of E and the set of subspaces of E* yields a bijection between 
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the set of projective subspaces of P(E) and the set of linear systems in 
H(E) (or equivalently, the set of projective subspaces of P(E*)). 

More specifically, assuming that E has dimension n + 1, so that P(E) 
has dimension n, if Q = P(V) is any projective subspace of P(E) (where 
V is any subspace of E) and if P = P(U) is any linear system in H(E) 
(where U is any subspace of E*), we get a subspace QO of H(E) defined by 

QO = {P(H) I Q ~ P(H), P(H) a hyperplane in H(E)}, 

and a subspace pO of P(E) defined by 

pO = n{p(H) I P(H) E P, P(H) a hyperplane in H(E)}. 

We have P = p Oo and Q = QOo . Since QO is determined by P(VO), if 
Q = P(V) has dimension k (i .e., if V has dimension k + 1), then QO has 
dimension n - k - 1 (since V has dimension k + 1 and dim(E) = n + 1, 
then VO has dimension n + 1 - (k + 1) = n - k). Thus, 

dim(Q) + dim(Qo) = n - 1, 

and similarly, dim(P) + dim(pO) = n - l. 
A linear system P = P(U) of hyperplanes in H(E) is called a pencil of 

hyperplanes if it corresponds to a projective line in P(E*), which means 
that U is a subspace of dimension 2 of E*. From dim(P) + dim(PO) = 
n - 1, a pencil of hyperplanes P is the family of hyperplanes in H(E) 
containing some projective subspace P(V) of dimension n - 2 (where P(V) 
is a projective subspace ofP(E), and P(E) has dimension n). When n = 2, 
a pencil of hyperplanes in H(E), also called a pencil of lines, is the family of 
lines passing through a given point. When n = 3, a pencil of hyperplanes in 
H(E), also called a pencil of planes, is the family of planes passing through 
a given line. 

When n = 2, the above duality takes a rather simple form. In this case 
(of a projective plane P(E)), the duality is a bijection between points and 
lines with the following properties: 

A point a maps to a line Da (the pencil of lines in H(E) containing 
a, also denoted bya*) 

A line D maps to a point PD (the line D in H(E)!) 

Two points a, b map to lines Da, Db, such that the intersection of Da 
and Db is the point P(a,b} corresponding to the line (a, b) via duality 

A line D containing two points a, b maps to the intersection PD of 
the lines D a and Db. 

If a ED, where a is a point and D is a line, then PD E Da. 

The reader will discover that the dual of Desargues's theorem is its con­
verse. This is a nice way of getting the converse for free! We will not spoil 
the reader's fun and let him discover the dual of Pappus's theorem. 
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c 

Figure 5.9. A pencil of lines and its cross-ratio with intersecting lines 

To conclude our quick tour of projective geometry, we estabish a connec­
tion between the cross-ratio of hyperplanes in a pencil of hyperplanes with 
the cross-ratio of the intersection points of any line not contained in any 
hyperplane in this pencil with four hyperplanes in this pencil. 

5.10 Cross-Ratios of Hyperplanes 

Given a pencil P = P(U) of hyperplanes in H(E), for any sequence (HI, 
H2 , H3, H4) of hyperplanes in this pencil, if HI , H2 , H3 are distinct, we 
define the cross-ratio [HI, H2 , H3, H41 as the cross-ratio of the hyperplanes 
Hi considered as points on the projective line P in P(E*). In particular, 
in a projective plane P(E) , given any four concurrent lines D I , D2, D3, 
D4 , where D I , D2, D3 are distinct, for any two distinct lines ~ and ~' 
not passing through the common intersection c of the lines D i , letting 
di = ~ n Di , and d~ = ~' n Di , note that the projection of center c from 
~ to ~' maps each di to d~. 

Since such a projection is a projectivity, and since projectivities between 
lines preserve cross-ratios, we have 

[d l ,d2 ,d3 ,d41 = [d~,d~,d~,d~], 

which means that the cross-ratio of the di is independent of the line ~ (see 
Figure 5.9). 

In fact, this cross-ratio is equal to [D I , D2, D3, D4 ], as shown in the next 
lemma. 

Lemma 5.10.1 Let P = P(U) be a pencil of hyperplanes in H(E), and 
let ~ = P(D) be any projective line such that ~ i. H for all H E P. 
The map h: P --+ ~ defined such that h(H) = H n ~ for every hyperplane 
HE P is a projectivity. Furthermore, for any sequence (HI, H2 , H3, H4) of 
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hyperplanes in the pencil P, if Hb H2 , H3 are distinct and di = .6. n Hi, 
then [dl , d2 , d3, d4] = [HI, H2 , H3, H4]. 

Proof. First, the map h: P -+ .6. is well-defined, since in a projective space, 
every line .6. = P(D) not contained in a hyperplane intersects this hyper­
plane in exactly one point. Since P = P(U) is a pencil of hyperplanes in 
H(E), U has dimension 2, and let ip and 'I/J be two nonnulilinear forms in 
E* that constitute a basis of U, and let F = ip-I(O) and G = 'I/J-I(O). Let 
a = P(F) n .6. and b = P(G) n.6.. There are some vectors u, v E D such 
that a = p(u) and b = p(v), and since ip and 'I/J are linearly independent, we 
have a =f:. b, and we can choose ip and 'I/J such that ip(v) = -1 and 'I/J(u) = l. 
Also, (u, v) is a basis of D. Then a point p(n:u + (3v) on .6. belongs to the 
hyperplane H = p( lip + 8'I/J) of the pencil P iff 

hip + 8'I/J)( n:u + (3v) = 0, 

which, since ip(u) = 0, 'I/J(v) = 0, ip(v) = -1, and 'I/J(u) = 1, yields 1(3 = 8n:, 
which is equivalent to [n:, (3] = [I, 8] in P(K2 ). But then the map h: P -+ .6. 
is a projectivity. Letting di = .6. n Hi, since by Lemma 5.8.2 a projectivity 
of lines preserves the cross-ratio, we get [d l , d2 , d3, d4] = [HI, H2 , H3, H4]. 
o 

5.11 Complexification of a Real Projective Space 

Notions such as orthogonality, angles, and distance between points are not 
projective concepts. In order to define such notions, one needs an inner 
product on the underlying vector space. We say that such notions belong to 
Euclidean geometry. At first glance, the fact that some important Euclidean 
concepts are not covered by projective geometry seems a major drawback 
of projective geometry. Fortunately, geometers of the nineteenth century 
(including Laguerre, Monge, Poncelet, Chasles, von Staudt, Cayley, and 
Klein) found an astute way of recovering certain Euclidean notions such as 
angles and orthogonality (also circles) by embedding real projective spaces 
into complex projective spaces. In the next two sections we will give a brief 
account of this method. More details can be found in Berger [12, 13], Pedoe 
[136], Samuel [146], Coxeter [34, 35], Sidler [159], Tisseron [169], Lehmann 
and Bkouche [112], and, of course, Volume II of Veblen and Young [173]. 
Readers may want to consult Chapter 6, which gives a review of Euclidean 
geometry, especially Section 7.8, on angles. 

The first step is to embed a real vector space E into a complex vector 
space Ere. A quick but somewhat bewildering way to do so is to define the 
complexification of E as the tensor product <c 0 E. A more tangible way is 
to define the following structure. 



5.11. Complexification of a Real Projective Space 131 

Definition 5.11.1 Given a real vector space E, let Ee be the structure 
E x E under the addition operation 

(UI' U2) + (VI, V2) = (UI + VI, U2 + V2), 

and let multiplication by a complex scalar z = x + iy be defined such that 

(x + iy) . (u, v) = (xu - yv, yu + xv). 

It is easily shown that the structure Ee is a complex vector space. It is 
also immediate that 

(0, v) = i(v, 0), 

and thus, identifying E with the subspace of Ee consisting of all vectors of 
the form (u, 0), we can write 

(u,v)=u+iv. 

Given a vector w = u + iv, its conjugate 'iii is the vector 'iii = u - iv. Then 
conjugation is a map from Ee to itself that is an involution. If (el, ... , en) 
is any basis of E, then ((el' 0), ... , (en, 0)) is a basis of Ee. We call such a 
basis a real basis. 

Given a linear map f: E ---.. E, the map f can be extended to a linear 
map fc: Ee ---.. Ee defined such that 

fc(u + iv) = f(u) + if(v). 

We define the complexijication of P(E) as P(Ec). If (E, E) is a real 
---. 

affine space, we define the complexijied projective completion of (E, E) as 

P(Ec) and denote it by Ee. Then E is naturally embedded in Ee, and it 
is called the set of real points of Ee. 

If E has dimension n + 1 and (el, . . . ,en+d is a basis of E, given any 
homogeneous polynomial P(XI' ... ,xn+d over <C of total degree m, because 
P is homogeneous, it is immediately verified that 

P(Xl, ... ,xn+d = 0 

iff 

P(AXI, ... , AXn+d = 0, 

for any A -I O. Thus, we can define the hypersurface V(P) of equation 
P(XI, ... , Xn+l) = 0 as the subset of Ee consisting of all points of ho­
mogeneous coordinates (Xl' ... ' Xn+l) such that P(XI, ... ,xn+d = O. We 
say that the hypersurface V (P) of equation P( Xl, .. . , Xn+l) = 0 is real 
whenever P(XI, ... ,xn+d = 0 implies that P(XI, ... ,xn+d = O. 

Note that a real hypersurface may have points other than real 
points, or no real points at all. For example, 

x2 + y2 _ z2 = 0 
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contains real and complex points such as (I, i, 0) and (I, -i, 0), and 

X2 + y2 + z2 = 0 

contains only complex points. When m = 2 (where m is the total degree 
of P), a hypersurface is called a quadric, and when m = 2 and n = 2, a 
conic. When m = I , a hypersurface is just a hyperplane. 

Given any homogeneous polynomial P( Xl, ... , X n +!) over lR of total de­
gree m, since lR <;;; C , P viewed as a homogeneous polynomial over C defines 
a hypersurface V(P)c in Ec, and also a hypersurface V(P) in P(E). It is 
clear that V(P) is naturally embedded in V(P)c, and V(P)c is called the 
complexification of V(P). 

We now show how certain real quadrics without real points can be used 
to define orthogonality and angles. 

5.12 Similarity Structures on a Projective Space 

We begin with a real Euclidean plane (E, E). We will show that the angle 
of two lines DI and D2 can be expressed as a certain cross-ratio involving 
the lines DI, D2 and also two lines D I and D J joining the intersection point 
DI n D2 of DI and D2 to two complex points at infinity I and J called the 
circular points. However, there is a slight problem, which is that we haven't 
yet defined the angle of two lines! Recall from Section 7.8 that we define 
the (oriented) angle U;U; of two unit vectors UI, U2 as the equivalence class 
of pairs of unit vectors under the equivalence relation defined such that 

(Ul,U2) == (U3,U4) 

iff there is some rotation r such that r(ud = U3 and r(u2) = U4' The set 
of (oriented) angles of vectors is a group isomorphic to the group SO(2) 
of plane rotations. If the Euclidean plane is oriented, the measure of the 
angle of two vectors is defined up to 2k1r (k E Z). The angle of two vectors 
has a measure that is either B or 27r - B, where B E [0, 27r[ , depending on 
the orientation of the plane. The problem with lines is that they are not 
oriented: A line is defined by a point a and a vector u, but also by a and 
-u. Given any two lines DI and D2, if r is a rotation of angle B such that 
r(Dd = D2, note that the rotation -r of angle B + 7r also maps Dl onto 
D2. Thus, in order to define the (oriented) angle J5J5; of two lines D1 , 

D2 , we define an equivalence relation on pairs of lines as follows: 

(Dl' D2) == (D3, D4) 

if there is some rotation r such that r(D1 ) = D2 and r(D3) = D4· 
It can be verified that the set of (oriented) angles of lines is a group iso­

morphic to the quotient group SO(2)/{id, -id}, also denoted by PSO(2). 
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In order to define the measure of the angle of two lines, the Euclidean plane 
E must be oriented. The measure of the angle ~ of two lines is defined 
up to hr (k E Z). The angle of two lines has a measure that is either () or 
7f - (), where () E [0, 7f[, depending on the orientation of the plane. We now 
go back to the circular points. 

Let (aO,al,a2,a3) be any projective frame for Be such that (ao,at) arises 
--> 

from an orthonormal basis (UI, U2) of E and the line at infinity H corre-
sponds to z = 0 (where (x, y, z) are the homogeneous coordinates of a point 
w.r.t. (ao, aI, a2, a3)). Consider the points belonging to the intersection of 
the real conic ~ of equation 

x2 + y2 _ z2 = 0 

with the line at infinity z = o. For such points, x2 + y2 = 0 and z = 0, and 
since 

x2 + y2 = (y - ix)(y + ix), 

we get exactly two points I and J of homogeneous coordinates (1, -i, 0) and 
(1, i, 0). Th~ points I and J are called the circular points, or the absolute 
points, of Ec. They are complex points at infinity. Any line containing 
either I or J is called an isotropic line. 

What is remarkable about I and J is that they allow the definition 
of the angle of two lines in terms of a certain cross-ratio. Indeed, con­
sider two distinct real lines DI and D2 in E, and let D J and D J be the 
isotropic lines joining DI n D2 to I and J. We will compute the cross-ratio 
[D1 , D2, DJ, D J]. For this, we simply have to compute the cross-ratio of the 
four points obtained by intersecting D1 , D2, D I, D J with any line not pass­
ing through DI n D2. By changing frame if necessary, so that DI n D2 = ao, 
we can assume that the equations of the lines D1 , D2, DI, DJ are of the form 

y = mIX, 

y = m2x, 
y = -ix, 

Y = ix, 

leaving the cases ml = 00 and m2 = 00 as a simple exercise. If we choose 
z = 1 as the intersecting line, we need to compute the cross-ratio of the 
points (Dt)= = (l,ml'O), (D2)= (1,m2,0), I = (l,-i,O), and J 
(1, i, 0), and we get 

that is, 
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However, since ml and m2 are the slopes of the lines Dl and D 2 , it is well 
known that if () is the (oriented) angle between Dl and D2 , then 

tan () = m2 - ml . 

mlm2 + 1 

that is, 

1 + i tan () 
1 - i tan()' 

[D l , D 2, D I, D J] = cos 2() + i sin 2() = ei29. 

One can check that the formula still holds when ml = 00 or m2 = 00, and 
also when Dl = D2. The formula 

is known as Laguerre '8 formula. 
If U denotes the group {e i8 I - 7r ::; () ::; 7r} of complex numbers of 

modulus 1, recall that the map A: lR ~ U defined such that 

A(t) = eit 

is a group homomorphism such that A-l(I) = 2k7r, where k E Z. The 
restriction 

A: ]-7r, 7r[ ~ (U - {-I}) 

of A to ]- 7r, 7r[ is a bijection, and its inverse will be denoted by 

logu: (U - {-I}) ~ ]-7r, 7r[. 

For stating Lemma 5.12.1 more conveniently, we will extend logu to U by 
letting logu ( -1) = 7r, even though the resulting function is not continuous 
at -I!. Then we can write 

1 
() = 2 logu([Dl ,D2,DI ,DJ])' 

If the orientation of the plane E is reversed, () becomes 7r - (), and since 

e i2(7r-8) = e2i7r-i28 = e- i28 , 

logu(ei2(7r-8») = -logu(ei28 ), and 

1 
() = -2Iogu([Dl> D 2, D I , D J]). 

In all cases, we have 

1 
() = 21Iogu([Dl,D2,DI,DJ])I, 

a formula due to Cayley. We summarize the above in the following lemma. 
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Lemma 5.12.1 Given any two lines D 1, D2 in a real Euclidean plane 

(E, E), letting D I and D J be the isotropic lines in Ec joining the in­
tersection point Dl n D2 of Dl and D2 to the circular points I and J, if () 
is the angle of the two lines D 1 , D2, we have 

i29 [D1,D2,D1 ,DJ] = e , 

known as Laguerre's formula, and independently of the orientation of the 
plane, we have 

1 
() = 21Iogu([Dl, D2, D1 , DJ])I, 

known as Cayley's formula. 

In particular, note that () = 7r /2 iff [Db D2, D I, D J 1 = -1, that is, if 
(D1 ,D2,DI,DJ ) forms a harmonic division. Thus, two lines Dl and D2 
are orthogonal iff they form a harmonic division with D I and D J . 

The above considerations show that it is not necessary to assume that 

(E, E) is a real Euclidean plane to define the angle of two lines and or­
thogonality. Instead, it is enough to assume that two complex conjugate 
points I, J on the line H ~ infinity are given. We say that (I, J) provides 
a similarity s!ructure on Ec. Note in passing that a circle can be defined 
as a conic in Ec that contains the circular points I, J. Indeed, the equation 
of a conic is of the form 

ax2 + by2 + cxy + dxz + eyz + f z2 = O. 

If this conic contains the circular points I = (I, -i, 0) and J = (I, i, 0), we 
get the two equations 

a - b - ic = 0, 

a - b + ic = 0, 

from which we get 2ic = 0 and a = b, that is, c = 0 and a = b. The resulting 
equation 

ax2 + ay2 + dxz + eyz + f z2 = 0 

is indeed that of a circle. 
Instead of using the function logu: (U - { -I}) -+ 1 - 7r, 7r[ as logarithm, 

one may use the complex logarithm function log: C* -+ B, where C* = 
C - {O} and 

B = {x + iy I x, Y E IR, -7r < y ::; 7r}. 

Indeed, the restriction of the complex exponential function z t-> eZ to B is 
bijective, and thus, log is well-defined on C* (note that log is a homeomor­
phism from C - {x I x E IR, x::; O} onto {x + iy I x,y E IR, -7r < y < 7r}, 
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the interior of B). Then Cayley's formula reads as 

1 e = 2i log([D1,D2,D/ , DJ]), 

with a ± in front when the plane is nonoriented. Observe that this formula 
allows the definition of the angle of two complex lines (possibly a complex 
number) and the notion of orthogonality of complex lines. In this case, note 
that the isotropic lines are orthogonal to themselves! 

The definition of orthogonality of two lines D 1 , D2 in terms of (DI ' D2, 
D / , D J) forming a harmonic division can be used to give elegant proofs 
of various results. Cayley's formula can even be used in computer vision 
to explain modeling and calibrating cameras! (see Faugeras [59]). As an 
illustration, consider a triangle (a, b, c), and recall that the line a' passing 
through a and orthogonal to (b, c) is called the altitude of a, and similarly 
for band c. It is well known that the altitudes a', b', c' intersect in a common 
point called the orthocenter of the triangle (a, b, c). This can be shown 
in a number of ways using the circular points. Indeed, letting bc(X), ab(X), 
ac(X), a:x" b:x" and c:x, denote the points at infinity of the lines (b, c), (a, b) , 
(a , c) , a', b', and c', we have 

[bc(X) , a:x" I, J] = -1 , [ab(X) , c:x,,I , J] = -1, [ac(X) , b:x,,I, J] = -1 , 

and it is easy to show that there is an involution a of the line at infinity 
such that 

a(I) = J, 

a(J) = I, 

a(bc(X)) = a:x" 

a(ab(X)) = c:x" 
a(ac(X)) = b:x,. 

Then, using the result stated in Problem 5.28, the lines a' , b', c' are concur­
rent . For more details and other results, notably on the conics, see Sidler 
[159], Berger [13], and Samuel [146]. 

The generalization of what we just did to real Euclidean spaces (E, E) 
of dimension n is simple. Let (ao, ... , an+d be any projective frame for 
Ee such that (ao, . .. , an-I) arises from an orthonormal basis (UI' ... ,Un) 
~ 

of E and the hyperplane at infinity H corresponds to Xn+l = 0 (where 
(x I , . . . , X n + d are the homogeneous coordinates of a point with respect to 
(ao, ... , an+l)). Consider the points belonging to the intersection of the 
real quadric L: of equation 

222 0 Xl + ... + Xn - Xn+l = 
with the hyperplane at infinity xn+l = O. For such points, 

xf + ... + x; = 0 and Xn+l = o. 
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Such points belong to a quadric called the absolute quadric of Ee , and 
denoted by n. Any line containing any point on the absolute quadric is 
called an isotropic line. Then, given any two coplanar lines Dl and D2 in 
E , these lines intersect the hyperplane at infinity H in two points (Ddoo 
and (D2 )oo, and the line D.. joining (Ddoo and (D2 )oo intersects the absolute 
quadric n in two conjugate points Ie:. and Jc,. (also called circular points). It 
can be shown that the angle () between Dl and D2 is defined by Laguerre's 
formula: 

where DIe. and DJc. are the lines joining the intersection Dl n D2 of Dl 
and D2 to the circular points I c,. and J c,. . 

As in the case of a plane, the above considerations show that it is not 

necessary to assume that (E, E) is a real Euclidean space to define the 
angle of two lines and orthogonality. Instead, it is enough to assume that a 
nondegenerate real quadric n in the hyperplane at infinity H and without 
real points is given. In particular, when n = 3, the absolute quadric n is 
a nondegenerate real conic consisting of co.!?plex points at infinity. We say 
that n provides a similarity structure on Ee. _ 

It is also possible to show that the projectivities of Ee that leave both the 
hyperplane H at infinity and the absolute quadric n (globally) invariant 
form a group which is none other than the group of similarities. A similar­
ity is a map that is the composition of an isometry (a member of O(n)), a 
central dilatation, and a translation. For more details on the use of absolute 
quadrics to obtain some very sophisticated results, the reader should con­
sult Berger [12, 13], Pedoe [136], Samuel [146], Coxeter [34], Sidler [159], 
Tisseron [169], Lehmann and Bkouche [112], and, of course, Volume II of 
Veblen and Young [173], which also explains how some non-Euclidean ge­
ometries are obtained by chosing the absolute quadric in an appropriate 
fashion (after Cayley and Klein). 

5.13 Some Applications of Projective Geometry 

Projective geometry is definitely a jewel of pure mathematics and one of 
the major mathematical achievements of the nineteenth century. It turns 
out to be a prerequisite for algebraic geometry, but to our surprise (and 
pleasure), it also turns out to have applications in engineering. In this short 
section we summarize some of these applications. 

We first discuss applications of projective geometry to camera calibra­
tion, a crucial problem in computer vision. Our brief presentation follows 
quite closely Trucco and Verri [171] (Chapter 2 and Chapter 6). One should 
also consult Faugeras [59], or Jain, Katsuri, and Schunck [93] . 
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The pinhole (or perspective) model of a camera is a typical example from 
computer vision that can be explained very simply in terms of projective 
transformations. A pinhole camera consists of a point 0 called the center 
or focus of projection , and a plane 7r (not containing 0) called the image 
plane. The distance f from the image plane 7r to the center 0 is called the 
focal length. The line through 0 and perpendicular to 7r is called the optical 
axis, and the point 0 , intersection of the optical axis with the image plane 
is called the principal point or image center. The way the camera works is 
that a point P in 3D space is projected onto the image plane (the film) to 
a point p via the central projection of center O. 

It is assumed that an orthonormal frame Fc is attached to the camera, 
with its origin at 0 and its z-axis parallel to the optical axis. Such a frame 
is called the camera reference frame . With respect to the camera reference 
frame, it is very easy to write the equations relating the coordinates (x, y) 
(omitting z = 1) of the image p (in the image plane 7r) of a point P of 
coordinates (X, Y, Z): 

Y 
Y=f Z· 

Typically, points in 3D space are defined by their coordinates not with re­
spect to the camera reference frame, but with respect to another frame Fw , 

called the world reference frame. However, for most computer vision algo­
rithms, it is necessary to know the coordinates of a point in 3D space with 
respect to the camera reference frame. Thus, it is necessary to know the 
position and orientation of the camera with respect to the frame F w. The 
position and orientation of the camera are given by some affine transforma­
tion (R, T) mapping the frame Fw to the frame F c , where R is a rotation 
matrix and T is a translation vector. Furthermore, the coordinates of an 
image point are typically known in terms of pixel coordinates, and it is also 
necessary to transform the coordinates of an image point with respect to 
the camera reference frame to pixel coordinates. In summary, it is neces­
sary to know the transformation that maps a point P in world coordinates 
(w.r.t. Fw) to pixel coordinates. 

This transformation of world coordinates to pixel coordinates turns out 
to be a projective transformation that depends on the extrinsic and the 
intrinsic parameters of the camera. The extrinsic parameters of a cam­
era are the location and orientation of the camera with respect to the 
world reference frame Fw. It is given by an affine map (in fact, a rigid 
motion, see Chapter 7, Section 7.4) . The intrinsic parameters of a cam­
era are the parameters needed to link the pixel coordinates of an image 
point to the corresponding coordinates in the camera reference frame. If 
P w = (Xw, Yw, Zw) and Pc = (Xc, Yc, Zc) are the coordinates of the 3D 
point P with respect to the frames F wand Fc , respectively, we can write 

Pc = R(Pw - T). 
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Neglecting distorsions possibly introduced by the optics, the correspon­
dence between the coordinates (x, y) of the image point with respect to :Fe 
and the pixel coordinates (Xim' Yim) is given by 

x = -(Xim - ox)sx, 

Y = -(Yim - 0y)sY' 

where (ox, Oy) are the pixel coordinates the principal point 0 and sx, Sy are 
scaling parameters. 

After some simple calculations, the upshot of all this is that the trans­
formation between the homogeneous coordinates (Xw, Yw, Zw, 1) of a 3D 
point and its homogeneous pixel coordinates (Xl, X2, X3) is given by 

where the matrix M, known as the projection matrix, is a 3 x 4 matrix 
depending on R, T, ox, 0Y' I (the focal length), and sx, Sy (for the derivation 
of this equation, see Trucco and Verri [171], Chapter 2). 

The problem of estimating the extrinsic and the instrinsic parameters of 
a camera is known as the camera calibration problem. It is an important 
problem in computer vision. Now, using the equations 

we get 

x = -(Xim - ox)sx, 

Y = -(Yim - 0y)SY' 

I Xc 
Xim = ---Z + ox, 

Sx e 

lYe 
Yim = ---Z + °Y' Sy e 

relating the coordinates w.r.t. the camera reference frame to the pixel co­
ordinates. This suggests using the parameters Ix = 1/ Sx and Iy = 1/ Sy 
instead of the parameters I, sX, Sy. In fact, all we need are the parameters 
Ix = I/sx and 0: = Sy/sx, called the aspect ratio . Without loss of general­
ity, it can also be assumed that (ox, Oy) are known. Then we have a total 
of eight parameters. 

One way of solving the calibration problem is to try estimating lx, 0:, 

the rotation matrix R, and the translation vector T from N image points 
(Xi, Yi), projections of N suitably chosen world points (Xi, Yi, Zi), using 
the system of equations obtained from the projection matrix. It turns out 
that if N :::: 7 and the points are not coplanar, the rank of the system 
is 7, and the system has a nontrivial solution (up to a scalar) that can be 
found using SVD methods (see Chapter 12, Trucco and Verri [171], or Jain, 
Katsuri, and Schunck [93]). 
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Another method consists in estimating the whole projection matrix M , 
which depends on 11 parameters, and then extracting extrinsic and intrinsic 
parameters. Again, SVD methods are used (see Trucco and Verri [171], and 
Faugeras [59]). 

Cayley's formula can also be used to solve the calibration cameras, as ex­
plained in Faugeras [59] . Other problems in computer vision can be reduced 
to problems in projective geometry (see Faugeras [59]) . 

In computer graphics, it is also necessary to convert the 3D world coordi­
nates of a point to a two-dimensional representation on a view plane. This 
is achieved by a so-called viewing system using a projective transformation. 
For details on viewing systems see Watt [178] or Foley, van Dam, Feiner, 
and Hughes [64]. 

Projective spaces are also the right framework to deal with rational 
curves and rational surfaces. Indeed, in the projective framework it is easy 
to deal with vanishing denominators and with "infinite" values of the pa­
rameter(s). Such an approach is presented in Chapter 22 for rational curves, 
and in Chapter 23 and 24 for rational surfaces. In fact, working in a pro­
jective framework yields a very simple proof of the method for drawing a 
rational curve as two Bezier segments (and similarly for surfaces) . 

It is much less obvious that projective geometry has applications to ef­
ficient communication, error-correcting codes, and cryptography, as very 
nicely explained by Beutelspacher and Rosenbaum [16]. We sketch these 
applications very briefly, referring our readers to [16] for details. We be­
gin with efficient communication. Suppose that eight students would like 
to exchange information to do their homework economically. The idea is 
that each student solves part of the exercises and copies the rest from the 
others (which we do not recommend, of course!). It is assumed that each 
student solves his part of the homework at home, and that the solutions 
are communicated by phone. The problem is to minimize the number of 
phone calls. An obvious but expensive method is for each student to call 
each of the other seven students. A much better method is to imagine that 
the eight students are the vertices of a cube, say with coordinates from 
{a, 1}3. There are three types of edges: 

1. Those parallel to the z-axis, called type 1; 

2. Those parallel to the y-axis, called type 2; 

3. Those parallel to the x-axis, called type 3. 

The communication can proceed in three rounds as follows: All nodes con­
nected by type 1 edges exchange solutions; all nodes connected by type 2 
edges exchange solutions; and finally all nodes connected by type 3 edges 
exchange solutions. 

It is easy to see that everybody has all the answers at the end of the three 
rounds. Furthermore, each student is involved only in three calls (making 
a call or receiving it), and the total number of calls is twelve. 
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In the general case, N nodes would like to exchange information in such 
a way that eventually every node has all the information. A good way 
to to this is to construct certain finite projective spaces, as explained in 
Beutelspacher and Rosenbaum [16]. We pick q to be an integer (for instance, 
a prime number) such that there is a finite projective space of any dimension 
over the finite field of order q. Then, we pick d such that 

qd-l < N ::; qd. 

Since q is prime, there is a projective space p(Kd+l) of dimension dover 
the finite field K of order q, and letting 1t be the hyperplane at infinity 
in P(Kd+I), we pick a frame PI"'" Pd in H. It turns out that the affine 
space A = P(Kd+I) - 1t has qd points. Then the communication nodes 
can be identified with points in the affine space A. Assuming for simplicity 
that N = qd, the algorithm proceeds in d rounds. During round i, each 
node Q E A sends the information it has received to all nodes in A on the 
line QPi . 

It can be shown that at the end of the d rounds, each node has the total 
information, and that the total number of transactions is at most 

(q - 1) logq(N)N. 

Other applications of projective spaces to communication systems with 
switches are described in Chapter 2, Section 8, of Beutelspacher and Rosen­
baum [16]. Applications to error-correcting codes are described in Chapter 
5 of the same book. Introducing even the most elementary notions of cod­
ing theory would take too much space. Let us simply say that the existence 
of certain types of good codes called linear [n, n - r]-codes with minimum 
distance d is equivalent to the existence of certain sets of points called 
(n, d -I)-sets in the finite projective space P( {O, 1 V). For the sake of com­
pleteness, a set of n points in a projective space is an (n, s) -set if s is the 
largest integer such that every subset of s points is projectively indepen­
dent. For example, an (n,3)-set is a set of n points no three of which are 
collinear, but at least four of them are coplanar. 

Other applications of projective geometry to cryptography are given in 
Chapter 6 of Beutelspacher and Rosenbaum [16]. 

5.14 Problems 

Problem 5.1 (a) Prove that for any field K and any n 2': 0, there is a 
bijection between p(Kn+l) and Kn U p(Kn) (which allows us to identify 
them). 

(b) For K = lR or C, prove that lRpn and Cpn are connected and 
compact. 
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Hint. Recall that ]Rpn = p(]Rn+1) and Cpn = p(Cn+I ). If 

sn = {(Xl, ... ,Xn+l) E K n+l I xi + ... + X;+l = I}, 

prove that p(sn) = p(Kn+1) = p(Kn+1), and recall that sn is compact 
for all n ~ ° and connected for n ~ 1. For n = 0, P(K) consists of a single 
point. 

Problem 5.2 Recall that ]R2 and C can be identified using the bijection 
(x, y) I-t X + iy. Also recall that the subset U(I) ~ C consisting of all 
complex numbers of the form cos () + i sin () is homeomorphic to the circle 
Sl = {(x, y) E ]R2 I x2 +y2 = I}. If c: U(I) -+ U(I) is the map defined such 
that 

c(Z) = z2, 

prove that c(zI) = C(Z2) iff either Z2 = Zl or Z2 = -Zl, and thus that c 
induces a bijective map c: ]Rpl -+ Sl. Prove that c is a homeomorphism 
(remember that ]Rpl is compact). 

Problem 5.3 (i) In ]R3, the sphere S2 is the set of points of coordinates 
(x, y, z) such that x2 + y2 + z2 = 1. The point N = (0,0,1) is called 
the north pole, and the point S = (0,0, -1) is called the south pole. The 
stereographic projection map UN: (S2 - {N}) -+ ]R2 is defined as follows: 
For every point M -1= N on S2, the point UN (M) is the intersection of the 
line through Nand M and the plane of equation z = 0. Show that if M 
has coordinates (x, y, z) (with x 2 + y2 + z2 = 1), then 

uN(M) = (_x ,_y ). 
l-z l-z 

Prove that UN is bijective and that its inverse is given by the map TN:]R2 -+ 
(S2 - {N}), with 

( 2x 2y x 2 + y2 - 1) 
(x, y) I-t x 2 + y2 + l' x2 + y2 + l' x2 + y2 + 1 . 

Similarly, Us: (S2 - {S}) -+ ]R2 is defined as follows: For every point M -1= S 
on S2, the point us(M) is the intersection of the line through Sand M 
and the plane of equation z = 0. Show that 

us(M) = C : z' 1 ~ z). 

Prove that Us is bijective and that its inverse is given by the map TS:]R2 -+ 
(S2 - {S}), with 

( 2x 2y 1 - x 2 _ y2) 
(x, y) I-t x2 + y2 + l' x2 + y2 + l' x2 + y2 + 1 . 

Using the complex number u = x + iy to represent the point (x, y), the 
maps TN:]R2 -+ (S2 - {N}) and UN:(S2 - {N}) -+]R2 can be viewed as 
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maps from C to (S2 - {N}) and from (S2 - {N}) to C, defined such that 

and 
U 

(fN(U, z) = --, 
1- z 

and similarly for TS and (f s. Prove that if we pick two suitable orientations 
for the xy-plane, we have 

for every M E S2 - {N, S}. 
(ii) Identifying C2 and ]R4, for z = x + iy and z' = x' + iy', we define 

II(z, z')11 = ";x2 + y2 + X,2 + y,2. 

The sphere S3 is the subset of C2 (or ]R4) consisting of those points (z, z') 
such that II(z, z')11 2 = l. 

Prove that P(C2) = p(S3), where p: (C2 - {(O, O)}) ----> P(C2) is the 
projection map. If we let U = z/z' (where z,z' E C) in the map 

( 2u luI2 -1) 
U f--+ luI2 + l' luI2 + 1 

and require that II(z,z')112 = 1, show that we get the map HF:S3 ----> S2 
defined such that 

HF((z,z')) = (2zz', Izl2 -lz'12). 
Prove that H F: S3 ----> S2 induces a bijection HF: P(C2) ----> S2, and thus 
that Cpl = P(C2 ) is homeomorphic to S2. 

(iii) Prove that the inverse image HF-I(S) of every point s E S2 is a 
circle. Thus S3 can ve viewed as a union of disjoint circles. The map H F 
is called the Hopf fibration. 

Problem 5.4 (i) Prove that the Veronese map V2:]R3 ----> ]R6 defined such 
that 

V2(x,y,z) = (x2, y2, z2, yz, zx, xy) 

induces a homeomorphism of ]Rp2 onto V2(S2). Show that V2(S2) is a 
subset of the hyperplane Xl + X2 + X3 = 1 in ]R6, and thus that ]Rp2 
is homeomorphic to a subset of ]R5. Prove that this homeomorphism is 
smooth. 

(ii) Prove that the Veronese map V3:]R4 ----> ]RIO defined such that 

V3(x, y, z, t) = (x2, y2, z2, e, xy, yz, xz, xt, yt, zt) 

induces a homeomorphism of ]Rp3 onto V3(S3). Show that V3(S3) is a 
subset of the hyperplane Xl + X2 + X3 + X4 = 1 in ]RIO, and thus that 
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JRp3 is homeomorphic to a subset of JR9 . Prove that this homeomorphism 
is smooth. 

Problem 5.5 (i) Given a projective plane P(E) (over any field K) and 
any projective frame (a , b, c, d) in P(E), recall that a line is defined by an 
equation of the form ux + vy + w z = 0, where u , v, ware not all zero, and 
that two lines ux + vy + w z = 0 and u' x + v' Y + w' z = 0 are identical iff 
u' = AU, v' = AV, and w' = AW, for some A =1= O. Show that any two distinct 
lines ux + vy + wz = 0 and u' x + v' Y + w' z = 0 intersect in a unique point 
of homogeneous coordinates 

(vw' - wv', wu' - uw', uv' - vu'). 

(ii) Given a projective frame (a, b, c, d), let a' be the intersection of (d, a) 
and (b, c), b' be the intersection of (d, b) and (a , c), and c' be the intersec­
tion of (d, c) and (a, b). Show that the points a', b' , c' have homogeneous 
coordinates (0,1,1), (1,0,1), and (1,1,0). Let e be the intersection of (b, c) 
and (b', c'), J be the intersection of (a, c) and (a', c'), and 9 be the intersec­
tion of (a, b) and (a',b'). Show that e,J,g have homogeneous coordinates 
(0, -1, 1), (1 , 0, -1), and (-1,1 , 0) , and thus that the points e, J, 9 are on 
the line of equation x + y + z = O. 

Problem 5.6 Prove that if (aih~i~n+2 is a projective frame, then each 
su bfamily (aj) #i is projectively independent. 

Problem 5.7 (i) Given a projective space P(E) of dimension 3 (over any 
field K) and any projective frame (A, B, G, D, E) in P(E), recall that a 
plane is defined by an equation of the form uXo + VXl + WX2 + tX3 = 0 
where u, v, w, t are not all zero. 

Letting (ao, al, a2 , a3), (bo, bl , b2, b3), (Co, Cl, C2, C3), and (do, d l , d2, d3) be 
the homogeneous coordinates of some points a, b, c, d with respect to the 
projective frame (A, B, G, D, E), prove that a, b, c, d are coplanar iff 

ao bo Co do 

al bl Cl d l 
= O. 

a2 b2 C2 d2 
a3 b3 C3 d3 

(ii) Two tetrahedra (A, B, G, D) and (A', B', G' , D') are called Mobius 
tetrahedra if A, B, G, D belong respectively to the planes (B', G', D'), 
(G' D' A') (D' A' B') and (A' B' G') and also if A' B' G' D' belong , , , '" '" , , , 
respectively to the planes (B, G, D), (G, D, A), (D, A, B), and (A, B, G). 

Prove that if A, B, G, D belong respectively to the planes (B', G', D'), 
(G' D' A') (D' A' B') and (A' B' G') and if A' B' G' belong respec-, , , ' " '" " 
tively to the planes (B, G, D), (G, D, A), and (D, A, B), then D' belongs to 
(A, B, G). Prove that Mobius tetrahedra exist (Mobius, 1828) . 
Hint. Let (A, B, G, D, E) be a projective frame based on A, B, G, D. Find 
the conditions expressing that A', B', G', D' belong respectively to the 
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planes (B, C, D), (C, D, A), (D, A, B), and (A, B, C), that A', B', C', D' 
are not coplanar, and that A, B, C, D belong respectively to the planes 
(B', C', D'), (C', D', A'), (D', A', B'), and (A', B', C'). Show that these 
conditions are compatible. 

Problem 5.8 Show that if we relax the hypotheses of Lemma 5.5.4 to 
(aih<i<n+2 being a projective frame in P(E) and (bih<i<n+2 being any 
n+2 pcints in P(F), then there may be no projective map-h~P(E) ----> P(F) 
such that h(ai) = bi for 1 ::; i ::; n + 2, or h may not be necessarily unique 
or bijective. 

Problem 5.9 For every i, 1 ::; i ::; n + 1, let Ui be the subset of lR'pn = 
p(lRn+!) consisting of all points of homogeneous coordinates (Xl"'" Xi, 
... , Xn+!) such that Xi =1= O. Show that Ui is an open subset of lRpn. Show 
that Ui n Uj =1= 0 for all i, j. Show that there is a bijection between Ui and 
An defined such that 

whose inverse is the map 

Does the above result extend to lP"k where K is any field? 

Problem 5.10 (i) Given an affine space (E, E) (over any field K), prove 
that there is a bijection between affine subspaces of E and projective 

subspaces of E not contained in P(E). 
(ii) Prove that two affi~e subspaces of E are parallel iff the corresponding 

projective subspaces of E have the same intersection with the hyperplane 

at infinity P (E). 
(iii) Prove that there is a bijection between affine maps from E to F and 

projective maps from E to F mapping the hyperplane at infinity pCE) 
into the hyperplane at infinity P(F). 

Problem 5.11 (i) Consider the map cp: lRpl X lRpl ----> lRp3 defined such 
that 

cp((Xo, xt}, (Yo, YI)) = (xoYo, XOYI, XIYO, XIYl), 

where (xo, xt} and (Yo, YI) are homogeneous coordinates on lRpl. Prove 
that cp is well-defined and that cp(lRpl x lRpl) is equal the algebraic subset 
of lRp3 defined by the homogeneous equation 

Wo,o WI,1 = WO,l WI ,O, 

where (wo ,O,WO,l,Wl ,O,Wl ,t} are homogeneous coordinates on lRp3. 
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Hint. Show that if wO,o Wl ,l = WO,l Wl ,O and for instance wo,o -I- 0, then 

<p((wo,o, Wl,O), (wo,o, WO,l)) = wo,o(wo,o, WO,l, Wl,O, Wl,l), 

and since wo,o(wo,o, WO,l, Wl,O, wl,d and (wo,o, WO,l, Wl,O, Wl ,l) are equiv­
alent homogeneous coordinates, the result follows. 

Prove that <p is injective. 
For x = (XO,Xl) E Il~'pl, show that <p({x} x !Rpl) is a line L; in !Rp3, 

that L; n L;, = 0 whenever L; -I- L!" and that the union of all these lines 
is equal to <p(!Rpl x !Rpl). Similarly, for Y = (Yo , Yl) E !Rpl, show that 
<p(!Rpl x {y}) is a line L; in !Rp3, that L; n L~, = 0 whenever L; -I- L~" 
and that the union of all these lines is equal to <p(!Rpl x !Rpl). Also prove 
that L; n L; consists of a single point. 

The embedding <p is called the Segre embedding. It shows that !Rpl x !Rpl 

can be embedded as a quadric surface in !Rp3. Do the above results extend 
to Pk x Pk and Pk where K is any field? Draw as well as possible the 
affine part of <p(!Rpl x !Rpl) in !R3 corresponding to Wl ,l = 1. 

(ii) Consider the map <p: !Rpm X !Rpn ....... !RpN where N = (m + l)(n + 
1) - 1, defined such that 

<p((xo, ... , xm), (Yo, ... , Yn)) 

= (xoYo, ... ,XoYn, X1YO, ... ,X1Yn,· .. ,XmYo, ... ,XmYn), 

where (xo, ... , xm) and (Yo, ... , Yn) are homogeneous coordinates on !Rpm 
and !Rpn. Prove that <p is well-defined and that <p(!Rpm x !Rpn) is equal 
the algebraic subset of !RpN defined by the set of homogeneous equations 

I Wi,j Wi,l I = 0, 
Wk ,j Wk ,l 

where ° ::; i, k ::; m and ° ::; j, l ::; n, and where (wo,o, ... , WO,m,···, wm,o, 
... ,wm,n) are homogeneous coordinates on !RpN. 
Hint. Show that if 

I Wi,j Wi,l I = 0, 
Wk,j Wk,l 

where ° ::; i, k ::; m and ° ::; j, l ::; n and for instance wo,o -I- 0, then 

<p(X, y) = wo,o(wo,o,···, WO,m,···, wm,o,···, wm,n), 

where x = (wo,o, ... , wm,o) and Y = (wo,o, ... , WO,n)' 
Prove that <p is injective. The embedding <p is also called the Segre em­

bedding. It shows that !Rpm X IRpn can be embedded as an algebraic variety 
in IRpN . Do the above results extend to lPJ< x P~ and P~ where K is any 
field? 

Problem 5.12 (i) In the projective space IRp3, a line D is determined by 
two distinct hyperplanes of equations 

ax + /3y + ,z + 8t = 0, 
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c/x + fJ'y + ,'z + o't = 0, 

where (0: , fJ" , 0) and (0:' , fJ' , ,',0') are linearly independent. 
Prove that the equations of the two hyperplanes defining D can always 

be written either as 

Xl =ax3+a'x4, 

X2 = bX3 + b'X4, 

where {Xl,X2,X3 ,X4} = {x,y,z,t}, {Xl,X2} <;;; {x,y,z}, and either a i= 0 
or b i= 0, or as 

t = 0, 

Lx + my + n z = 0, 

where L i= 0, m i= 0, or n i= O. 
In the first case, prove that D is also determined by the intersection of 

three hyperplanes whose equations are of the form 

cy - bz = Lt, 

az - cx = mt, 

bx - ay = nt, 

where the equation 

aL + bm + cn = 0 

holds, and where a i= 0, b i= 0, or c i= O. We can view (a, b, c, L, m, n) as 
homogeneous coordinates in lRp5 associated with D. In the case where the 
equations of Dare 

t = 0, 

Lx + my + nz = 0, 

we let (0,0,0, L, m, n) be the homogeneous coordinates associated with 
D. Of course, aL + bm + cn = 0 holds. The homogeneous coordinates 
(a, b, c, L, m, n) such that al + bm + cn = 0 are called the PLUcker coordinates 
of D. 

(ii) Conversely, given some homogeneous coordinates (a, b, c, l, m, n) in 
lRp5 satisfying the equation 

al + bm + cn = 0, 

show that there is a unique line D with Plucker coordinates (a , b, c, l, m, n) . 
Hint. If a = b = c = 0, the corresponding line has equations 

t = 0, 

Lx + my + nz = O. 

Otherwise, the equations 

cy - bz = it, 
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az - ex = mt, 

bx - ay = nt, 

are compatible, and they determine a unique line D with Plucker 
coordinates (a, b, c, I, m, n). 

Conclude that the lines in lRp3 can be viewed as the algebraic subset of 
lRp5 defined by the homogeneous equation 

XIX3 + X2X5 + X3X6 = 0. 

This quadric surface in lRp5 is an example of a Gmssmannian variety. It 
is often called the Klein quadric. Do the above results extend to lines in 
IP'k and IP'k where K is any field? 

Problem 5.13 Given any two distinct point a, b E lRp3 of homogeneous 
coordinates (al,a2 , a3,a4) and (b l ,b2,b3,b4), let PI2,PI3 , PI4, P34 , P42,P23 
be the numbers defined as follows: 

I al PI2 = bi 
a21 
b2 ' 

I al PI3 = bi 
a31 
b3 ' 

I al PI4 = bi 
a4 I 
b4 ' 

I a3 P34 = b3 
a4 I 
b4 ' 

I a4 P42 = b4 
a2 I 
b2 ' 

I a2 P23 = b2 
a31 b3 . 

(i) Prove that 

PI2P34 + PI3P42 + PI4P23 = 0. 

Hint. Expand the determinant 

al bi al bi 

a2 b2 a2 b2 
a3 b3 a3 b3 
a4 b4 a4 b4 

Conversely, given any six numbers satisfying the equation 

PI2P34 + PI3P42 + PI4P23 = 0, 

prove that two points a = (al,a2,a3,0) and b = (b l ,O,b3,b4) can be 
determined such that the Pij are associated with a and b. 
Hint. Show that the equations 

are solvable iff 

-a2bl = P12, 

a3b4 = P34, 

a1b3 - a3bl = P13, 

-a2b4 = P42, 

a1b4 = P14, 

a2b3 = P23, 

P12P34 + P13P42 + P14P23 = 0. 
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The tuple (P12,P13,P14,P34,P42,P23) can be viewed as homogeneous co­
ordinates in lRp5 of the line (a, b). They are the Plucker coordinates of 
(a, b). 

(ii) Prove that two lines of Plucker coordinates (P12, P13,P14,P34,P42, P23) 
and (P~2,P~3,P~4' P~4,P~2,P23) intersect iff 

P12P~4 + P13P~2 + P14P23 + P34P~2 + P42P~3 + P23P~4 = O. 

Thus, the set of lines that meet a given line in lRp3 correspond to a set 
of points in ~'p5 belonging to a hyperplane, as well as to the Klein quadric. 
Do the above results extend to lines in JP3K and IP'k where K is any field? 

(iii) Three lines L 1, L2, L3 in lRp3 are mutually skew lines iff no pairs of 
any two of these lines are coplanar. Given any three mutually skew lines 
L1, L2, L3 and any four lines M 1, M2, M3, M4 in lRp3 such that each line 
Mi meets every line Lj , show that if any line L meets three of the four 
lines M 1, M 2, M 3, M 4, then it also meets the fourth. Does the above result 
extend to 1P'1< where K is any field? Show that the set of lines meeting three 
given mutually skew lines L11 L 2, L3 in 1P'1< is a ruled quadric surface. What 
do the affine pieces of this quadric look like in lR3? 

(iv) Four lines Ll,L2,L3,L4 in lRp3 are mutually skew lines iff no pairs 
of any two of these lines are coplanar. Given any four mutually skew lines 
L 1, L2, L3, L4, show that there are at most two lines meeting all four of 
them. In CP3, show that there are either two distinct lines or a double line 
meeting all four of them. 

Problem 5.14 (i) Prove that the cross-ratio [a, b, c, d] is invariant if any 
two elements and the complementary two elements are transposed. Prove 
that 

[a,b,c,d] = [b,a,c,dr 1 = [a,b,d,c]-l 

and that 

[a,b,c,d] = 1- [a,c,b,d]. 

(ii) Letting ,\ = [a, b, c, d], prove that if ,\ E {oo, 0,1}, then any permu­
tation of {a,b,c,d} yields a cross-ratio in {00,0, I}, and if,\ ¢. {00,0, I}, 
then there are at most the six values 

'\, 
1 
~' 

1 - '\, 

(iii) Prove that the function 

1 
1- -

,\' 

1 
1 -,\' 

(,\2 _,\ + 1)3 
,\ 1-+ --'-:--;:-:---:-:--::-

,\2(1 _ ,\)2 

takes a constant value on the six values listed in part (ii). 

Problem 5.15 Viewing a point (x, y) in A,2 as the complex number z = 
x + iy, prove that four points (a, b, c, d) are cocyclic or collinear iff the 
cross-ratio [a, b, c, d] is a real number. 
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Problem 5.16 Given any distinct points (XI,X2,X3,X4) in JR.P!, prove 
that they form a harmonic division, Le., [XI,X2,X3,X4] = -1 iff 

2(XIX2 + X3X4) = (Xl + X2)(X3 + X4). 

Prove that [0,X2,X3,X4] = -1 iff 

2 1 1 -=-+-. 
X2 X3 X4 

Prove that [XI,X2,X3,OO] = -1 iff 

2X3 = Xl + X2· 

Do the above results extend to 1P'k- where K is any field? 

Problem 5.17 Consider the quadrangle (projective frame) (a, b, e, d) in 
a projective plane, and let a' be the intersection of (d, a) and (b, e), b' 
be the intersection of (d, b) and (a, e), and e' be the intersection of (d, e) 
and (a, b). Show that the following quadruples of lines form harmonic divi­
sions: ((e,a), (b',a'), (d,b), (b',e')), ((b,a), (e',a'), (d,e), (c',b')), and ((b,e), 
(a',b'), (a,d), (a',e')). 
Hint. Send some suitable lines to infinity. 

Problem 5.18 Let P(E) be a projective space over any field. For any 
projective map P(f): P(E) --+ P(E), a point a = p(u) is a fixed point of 
P(f) iff P(f)(a) = a. Prove that a = p(u) is a fixed point of P(f) iff u is 
an eigenvector of the linear map f: E --+ E. Prove that if E = JR.2n+!, then 
every projective map P(f): JR.p2n --+ JR.p2n has a fixed point. Prove that if 
E = Cn+!, then every projective map P(f): Cpn --+ Cpn has a fixed point. 

Problem 5.19 A projectivity P(f): JR.pn --+ JR.pn is an involution if P(f) 
is not the identity and if P(f) 0 P(f) = id. Prove that a projectivity 
P(f): JR.pl --+ JR.pl is an involution iff the trace of the matrix of f is null. 
Does the above result extend to 1P'k- where K is any field? 

Problem 5.20 Recall Desargues's theorem in the plane: Given any two 
triangles (a,b,e) and (a',b',e') in JR.p2, where the points a,b,e,a',b',e' are 
distinct and the lines A = (b,e), B = (a,e), C = (a,b), A' = (b',e'), 
B' = (a', e'), C' = (a', b') are distinct, if the lines (a, a'), (b, b'), and (e, e') 
intersect in a common point d distinct from a, b, e, a', b', e', then the inter­
section points p = (b, e) n (b', e'), q = (a, e) n (a', e'), and r = (a, b) n (a', b') 
belong to a common line distinct from A, B, C, A', B', C'. 

Prove that the dual of the above result is its converse. Deduce Desargues's 
theorem: Given any two triangles (a, b, e) and (a', b', e') in JR.p2, where the 
points a,b,e,a',b',e' are distinct and the lines A = (b,e), B = (a, e), C = 
(a, b), A' = (b',e'), B' = (a',e'), C' = (a',b') are distinct, the lines (a, a'), 
(b, b'), and (e, e') intersect in a common point d distinct from a, b, e, a', b', e' 
iff the intersection points p = (b,e) n (b',e'), q = (a, e) n (a',e'), and r = 
(a, b) n (a',b') belong to a common line distinct from A,B,C, A',B',C'. 
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Do the above results extend to IP'k where K is any field? 

Problem 5.21 Let D and D' be any two distinct lines in the real projec­
tive plane 1l~'p2, and let f: D -> D' be a pro jectivity. Prove the following 
facts. 

(1) If f is a perspectivity, then for any two distinct points m, non D, the 
lines (m, f(n)) and (n, f(m)) intersect on some fixed line passing through 
DnD'. -
Hint. Consider any three distinct points a, b, c on D and use Desargues's 
theorem. 

(2) If f is not a perspectivity, then for any two distinct points m, n on 
D, the lines (m, f(n)) and (n, f(m)) intersect on the line passing through 
f(D n D') and f-l(D n D'). 
Hint. Use some suitable composition of perspectivities. The line passing 
through f(D n D') and f-l(D n D') is called the axis of the projectivity. 

(iii) Prove that any projectivity f: D -> D' between distinct lines is the 
composition of two perspectivities. 

(iv) Use the above facts to give a quick proof of Pappus's theorem: Given 
any two distinct lines D and D' in a projective plane, for any distinct 
points a,b,c,a',b',c' with a,b,c on D and a',b',c' on D', if a,b,c,a',b',c' 
are distinct from the intersection of D and D', then the intersection points 
p = (b,c') n (b',c), q = (a,c') n (a',c), and r = (a,b') n (a', b) are collinear. 

Do the above results extend to IP'k where K is any field? 

Problem 5.22 Recall that in the real projective plane IRp2, by duality, a 
point a corresponds to the pencil of lines a* passing through a. 

(i) Given any two distinct points a and b in the real projective plane 
IRP2 and any line L containing neither a nor b, the perspectivity of axis L 
between a* and b* is the map f: a* -> b* defined such that for every line 
D E a*, the line f(D) is the line through b and the intersection of D and 
L. 

Prove that a projectivity f: a* -> b* is a perspectivity iff f( (a, b)) = (b, a). 
(ii) Prove that a bijection f: a* -> b* is a projectivity iff it preserves the 

cross-ratios of any four distinct lines in the pencil a*. 
(iii) State and prove the dual of Pappus's theorem. 
Do the above results extend to IP'k where K is any field? 

Problem 5.23 (i) Prove that every projectivity f: IRpl -> IRpl has at 
most 2 fixed points. A projectivity f: IRpl -> IRpl is called elliptic if it has 
no fixed points, parabolic if it has a single fixed point, hyperbolic if it has 
two distinct fixed points. Prove that every projectivity f: Cpl -> Cpl has 
2 distinct fixed points or a double fixed point. 

(ii) Recall that a projectivity f: IRpl -> IRpl is an involution if f is not 
the identity and if f 0 f = id. Prove that f is an involution iff there is some 
point a E IRpl such that f(a) i= a and f(f(a)) = a. 
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(iii) Given any two distinct points a, bE lRpl, prove that there is a unique 
involution f: lRpl --+ lRpl having a and b as fixed points. Furthermore, for 
all m ':f a, b, we have 

[a, b, m , f(m)] = -1. 

Conversely, the above formuia defines an involution with fixed points a and 
b. 

(iv) Prove that every projectivity f: lRpl --+ lRpl is the composition of 
at most two involutions. 

Do the above results extend to IP'k where K is any field? 

Problem 5.24 Prove that an involution f: lRpl --+ lRpl has zero or two 
distinct fixed points. Prove that an involution f : Cpl --+ Cpl has two 
distinct fixed points. 

Problem 5.25 Prove that a bijection f: lRpl --+ lRpl having two distinct 
fixed points a and b is a projectivity iff there is some k ':f 0 in lR such that 
for all m ':f a, b, we have 

[a , b, m, f(m)] = k. 

Does the above result extend to IP'k where K is any field? 

Problem 5.26 Prove that every projectivity f: lRpl --+ lRpl is the 
composition of at most three perspectivities. 
Hint. Consider some appropriate perspectivities. 

Does the above result extend to IP'k where K is any field? 

Problem 5.27 Let (a,b,e,d) be a projective frame in lRP2, and let D be 
a line not passing through any of a, b, e, d. The line D intersects (a, b) and 
(e,d) in p and p', (b,e) and (a, d) in q and q', and (b,d) and (a, e) in rand 
r'. Prove that there is a unique involution mapping p to p', q to q', and r 
to r'. 
Hint. Consider some appropriate perspectivities. 

Does the above result extend to IP'k where K is any field? 

Problem 5.28 Let (a, b, e) be a triangle in lRp2, and let D be a line not 
passing through any of a, b, e, so that D intersects (b, e) in p, (e, a) in q, 
and (a, b) in r. Let La, Lb , Lc be three lines passing through a, b, e, respec­
tively, and intersecting D in p' , q', r'. Prove that there is a unique involution 
mapping p to p', q to q' , and r to r' iff the lines La, Lb , Lc are concurrent. 
Hint. Use Problem 5.27. 

Does the above result extend to IP'k where K is any field? 

Problem 5.29 In a projective plane P(E) where E is a vector spac~ of 
dimension 3 over any field K, a conic is the set of points of homogeneous 
coordinates (x, y , z) such that 

ax2 + f3y2 + 2"'(xy + 26xz + 2)"yz + J..LZ 2 = 0, 
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where (a, {3,"{,8, >",J..L) -::F (0,0,0,0,0,0). We can write the equation of the 
conic as 

(x,y,z) (} ~ D m ~ 0, 

and letting 

(
a "( 8) 

A= "{ (3 >.. , 
8 >.. J..L 

the equation of the conic becomes 

XT AX = O. 

We say that a conic of equation XT AX = 0 is nondegenerate if det(A) -::F 

o and degenerate if det(A) = O. 
(i) For K = JR, show that there is only one type of nondegenerate conic, 

and that there are three kinds of degenerate conics: two distinct lines, a 
double line, a point , and the empty set. For K = C, show that there is only 
one type of nondegenerate conic, and that there are two kinds of degenerate 
conics: two distinct lines or a double line. 

(ii) Given any two distinct points a and b in JRp2 and any projectivity 
f: a* -> b* that is not a perspectivity, prove that the set of points of the 
form L n f(L) is a nondegenerate conic, where L is any line in the pencil 
a*. 

What happens when f is a perspectivity? Does the above result hold for 
any field K? 

(iii) Given a nondegenerate conic C, for any point a E C we can define 
a bijection ja: a* -> C as follows: For every line L through a, we define 
ja(L) as the other intersection of Land C when L is not the tangent to 
C at a, and ja (L) = a otherwise. Given any two distinct points a, bEe, 
show that the map f = jb 1 0 ja is a projectivity f: a* -> b* that is not 
a perspectivity. In fact, if 0 is the intersection of the tangents to C at a 
and b, show that f((O,a)) = (b , a), f((a,b)) = (b,O), and for any point 
m -::F a, bon C, f( (a, m)) = (b, m). Conclude that C is the set of points of 
the form L n f(L), where L is any line in the pencil a*. 
Hint. In a projective frame where a = (1 , 0, 0) and b = (0,1,0), the 
equation of a conic is of the form 

pZ2 + qxy + ryz + sxz = O. 

Remark: The above characterization of the conics is due to Steiner (and 
Chasles). 
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(iv) Prove that six points (a, b, c, d, e, f) such that no three of them are 
collinear belong to a conic iff 

[(a, c), (a,d), (a,e), (a, f)] = [(b,c), (b,d), (b,e), (b,j)]. 

Problem 5.30 Given a nondegenerate conic C and any six points a, b, c, 
d, e, f on C such that no three of them are collinear, prove Pascal's theorem: 
The points z = (a, b) n (d, e), w = (b, c) n (e,j), and t = (c, d) n (I, a) are 
collinear. 

Recall that the line (a, a) is interpreted as the tangent to C at a. 
Hint. By Problem 5.29, for any point m on the conic C, the bijection 
jm: m* ----t C allows the definition of the cross-ratio of four points a, b, c, d 
on C as the cross ratio ofthe lines (m,a), (m,b), (m,c), and (m,d) (which 
does not depend on m). Also recall that the cross-ratio of four lines in the 
pencil m* is equal to the cross-ratio of the four intersection points with any 
line not passing through m. Prove that 

[z, x, d, e] = it, c, d, y], 

and use the perspectivity of center w between (c, y) and (e, x). 

Problem 5.31 In a projective plane peE) where E is a vector space of 
dimension 3 over any field K of characteristic different from 2 (say, K = IR 
or K = C), given a conic C of equation F(x, y, z) = 0 where 

F(x, y, z) = ax2 + (3y2 + 2"(xy + 28xz + 2>"yz + J.l Z 2 = 0 

(with (a, (3, "(,8, >",J.l) =1= (0,0,0,0,0,0)), using the notation of Problem 5.29 
with XT = (x, y, z) and yT = (u, v, w), verify that 

yT AX = ~ (uF~ + vF~ + wF~), 
where F~, F~, F; denote the partial derivatives of F(x, y, z). 

If the conic C of equation XT AX = 0 is nondegenerate, it is well known 
(and easy to prove) that the tangent line to C at (xo, Yo, zo) is given by the 
equation 

xF~o + yF~o + zF~o = 0, 

and thus by the equation XT AXo = 0, with XT = (x, y, z) and Xl = 

(xo, Yo, zo). Therefore, the equation of the tangent to C at (xo, Yo, zo) is of 
the form 

. ux + vy + wz = 0, 

where 
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(i) If C is a nondegenerate conic of equation XT AX = 0 in the projective 
plane P(E), prove that the set C* of tangent lines to C is a conic of equation 
yT A-1y = 0 in the projective plane P(E*), where E* is the dual of the 
vector space E. Prove that C** = C. 

Remark: The conic C is sometimes called a point conic and the conic 
C* a line conic. The set of lines defined by the conic C* is said to be the 
envelope of the conic C. 

Conclude that duality transforms the points of a nondegenerate conic 
into the tangents of the conic, and the tangents of the conic into the points 
of the conic. 

(ii) Given any two distinct lines Land M in ]Rp2 and any projectivity 
I: L -> M that is not a perspectivity, prove that the lines of the form 
(a, I(a)) are the tangents enveloping a nondegenerate conic, where a is any 
point on the line L (use duality). 

What happens when 1 is a perspectivity? Does the above result hold for 
any field K? 

(iii) Given a nondegenerate conic C, for any two distinct tangents Land 
M to C at a and b, if 0 = L n M, show that the map I: L -> M defined 
such that I(a) = 0, 1(0) = b, and I(L n T) = M n T for any tangent 
T -I- L, M is a projectivity. Conclude that C is the envelope of the set of 
lines of the form (m, I(m)), where m is any point on L (use duality). 

Problem 5.32 Given a nondegenerate conic C, prove Brianchon's theo­
rem: For any hexagon (a, b, c, d, e, f) circumscribed about C (which means 
that (a,b), (b,c), (c,d), (d,e), (e,f), and (f,a) are tangent to C), the 
diagonals (a, d), (b, e), and (c , f) are concurrent. 
Hint. Use duality. 

Problem 5.33 (a) Consider the map 7t:]R3 -> ]R4 defined such that 

(x,y,z) I---> (xy,yz,xz,x2 _ y2). 

Prove that when it is restricted to the sphere 8 2 (in ]R3), we have 
11.(x, y, z ) = 7t(x', y', z') iff (x', y', z') = (x, y, z) or (x', y', z') = 
(-x, -y, -z). In other words, the inverse image of every point in 7t(82 ) 

consists of two antipodal points. 
Prove that the map 11. induces an injective map from the projective plane 

onto 7t(82 ), and that it is a homeomorphism. 
(b) The map 7t allows us to realize concretely the projective plane in ]R4 

by choosing any parametrization of the sphere 8 2 and applying the map 
7t to it. Actually, it turns out to be more convenient to use the map A 
defined such that 

(x, y, z) I---> (2xy, 2yz, 2xz, x 2 _ y2), 
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because it yields nicer parametrizations. For example, using the stereo­
graphic representation where 

2u 
x(u, v) = 2 2 ' 

u +v + 1 
2v 

y(u,v)=u2 +v2 +1' 

u 2 + v2 - 1 
z(u, v) = 2 2 ' 

U + v + 1 

show that the following parametrization of the projective plane in ]R4 is 
obtained: 

8uv 
x(u,v) = (u 2 +v2 + 1)2' 

4v(u2 + v2 - 1) 
y(u,v) = (u2 +v2+1)2' 

4u(u2 + v2 - 1) 
z(u,v) = (u2 +v2 +1)2' 

4(u2 - v2) 
t(u,v) = (u2 +v2 + 1)2' 

Investigate the surfaces in lR3 obtained by dropping one of the four 
coordinates. Show that there are only two of them (up to a rigid motion). 

Problem 5.34 Give the details of the proof that the altitudes of a triangle 
are concurrent. 

Problem 5.35 Let K be the finite field K = {O, I}. Prove that the pro­
jective plane P(K3 ) contains 7 points and 7 lines. Draw the configuration 
formed by these seven puints and lines. 

Problem 5.36 Prove that if P and Q are two homogeneous polynomials 
of degree 2 over lR and if V(P) = V(Q) contains at least three elements, 
then there is some ,\ E lR such that Q = '\P, with ,\ =I- O. 
Hint . Choose some convenient frame. 

Problem 5.37 In the Euclidean space lEn (where lEn is the affine space 
An equipped with its usual inner product on ]Rn), given any k E lR with 
k =I- 0 and any point a, an inversion of pole a and power k is a map 
h: (lEn - {a}) -> lEn defined such that for every x E lEn - {a}, 

ax 
h(x) = a + k Ilaxl1 2 ' 

For example, when n = 2, choosing any orthonormal frame with origin a, 
h is defined by the map 

( kx kY ) 
(x , Y)1--+ 2 2' 2 2' 

X +y x +y 
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(a) Assuming for simplicity that n = 2, viewing JRp2 as the projective 
completion of ]E2, we can extend h to a partial map h: JRp2 ---> JRp2 as 
follows. Pick any projective frame (ao, al, a2, a3) where ao = a + el, al = 
a + e2, a2 = a, a3 = a + el + e2, and where (el' e2) is an orthonormal basis 
for JR2, and define h such that in homogeneous coordinates 

(x, y, z) >-+ (kxz, kyz, x2 + y2). 

Show that h is defined on JRp2 - {a}. Show that h 0 h = id, except 
for points on the line at infinity (that are all mapped onto a = (0,0,1)). 
Deduce that h is a bijection except for a and the points on the line at 
infinity. Show that the fixed points of h are on the circle of equation 

x 2 + y2 = kz2. 

(b) We can also extend h to a partial map h: <cp2 ---> <cp2 as in the real 
case, and define h such that in homogeneous (complex) coordinates 

(x, y, z) >-+ (kxz, kyz, x2 + y2). 

Show that h is defined on <cp2 - {a,I,J}, where 1 = (l,-i,O) and 
J = (1, i, 0) are the circular points. Show that every point of the line (1, J) 
other than 1 and J is mapped to A, every point of the line (A,1) other 
than A and 1 is mapped to 1, and every point of the line (A, J) other than 
A and J is mapped to J. Show that h 0 h = id on the complement of the 
three lines (1, J), (A, 1), and (A, J). Show that the fixed points of h are on 
the circle of equation 

x 2 + y2 = kz2. 

Say that a circle of equation 

ax2 + ay2 + bxz + cyz + dz2 = ° 
is a true circle if a =f 0. We define the center of a circle as above (true or 
not) as the point of homogeneous coordinates (b, c, -2a) and the radius R 
of a true circle is defined as follows: If 

b2 + c2 - 4ad > 0, 

then R = Jb2 + c2 - 4adj(2a); otherwise R = iJ4ad - b2 - c2j(2a). Note 
that R can be a complex number. Also, when a = 0, we let R = 00. 

Verify that in the affine Euclidean plane ]E2 (the complement of the line 
at infinity z = 0) the notions of center and radius have the usual meaning 
(when R is real). 

(c) Show that the image of a circle of equation 

ax2 + ay2 + bxz + cyz + dz2 = ° 
is the circle of equation 

dx2 + dy2 + kbxz + kcyz + k2az2 = 0. 
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When does a true circle map to a true circle? 
(d) Recall the defiriition of the stereographic projection map (7: (52 -

{N}) -+ JR2 from Problem 5.3. Prove that the stereographic projection 
map is the restriction to 52 of an inversion of pole N and power 2R2 in IE3 
(where 52 a sphere of radius R, N is the north pole of 52, and the plane 
of projection is a plane through the center of the sphere). 

Problem 5.38 As in Problem 5.37, we consider inversions in JRp2 and 
c.p2, and we assume that some projective frame (aO,al,a2,a3) is chosen. 

(a) Given two distinct real circles Cl and C2 of equations 

x 2 + y2 _ R2 z2 = 0, 

x2 + y2 - 2bxz + dz2 = 0, 

prove that Cl and C2 intersect in two real points iff the line 

2bx - (d + R2)z = ° 
intersects C l in two real points iff 

(R2 + d - 2bR)(R2 + d + 2bR) < 0. 

The line 2bx - (d + R2)z = ° is called the radical axis D of the circles C l 

and C2 . If b = 0, then C l and C2 have the same center, and the radical 
axis is the line at infinity. Otherwise, if b =I- 0, by chosing a new frame 
(bo,bl ,b2,b3) such that 

( R2 +d ) 
bo = ----u- + 1,0, 0 , ( R2 + d ) 

bl = ----U-' 1, ° , 
and 

( R2 + d ) 
b3 = ----U-' 1,1 , 

show that the equations of the circles C l , C2 become 

4b2(x2 + y2) + 4b(R2 + d)xz + D.z2 = 0, 

4b2(x2 + y2) + 4b(R2 + d - 2b2)xz + D.z2 = 0, 

where D. = (R2 + d - 2bR)(R2 + d + 2bR). 
Letting C = D./(4b2), the above equations are of the form 

x2 + y2 _ 2uxz + C z2 = 0, 

x2 + y2 _ 2vxz + Cz2 = 0, 

where u =I- v. 
(b) Consider the pencil of circles defined by C l and C2 , i.e., the set of 

all circles having an equation of the form 

(,\ + J.L)(x2 + y2) - 2('\u + J.Lv)xz + (,\ + J.L)Cz2 = 0, 

where (,\,J.L) =I- (0,0). 
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If C < 0, letting K2 = -C where K > 0, prove that the circles in the 
pencil are exactly the circles passing through the points A = (0, K, 1) and 
B = (0, -K, 1), called base points of the pencil. In this case, prove that the 
image of all the circles in the pencil by an inversion h of center A is the 
union of the line at infinity together with the set of all lines through the 
image h(B) of B under the inversion (pick a convenient frame). 

(c) If C = 0, in which case A = B = (0,0,1), prove that the circles 
in the pencil are exactly the circles tangent to the radical axis D (at the 
origin). In this case, prove that the image of all the circles in the pencil by 
an inversion h of center A is the union of the line at infinity together with 
the set of all lines parallel to the radical axis D. 

(d) If C > 0, letting K2 = C where K > 0, prove that there exist 
two circles in the pencil of radius 0 and of centers PI = (K, 0,1) and 
P2 = (-K, 0, 1), called the Poncelet points of the pencil. In this case, prove 
that the image of all the circles in the pencil by an inversion of center PI 
is the set of all circles of center h(P2 ) (pick a convenient frame). 

Conclude that given any two distinct nonconcentric real circles C I and 
C2 , there is an inversion such that if CI and C2 intersect in two real points, 
then CI and C2 are mapped to two lines (plus the line at infinity), and if 
C I and C2 are disjoint (as real circles), then CI and C2 are mapped to two 
concentric circles. 

(e) Given two Cl-curves r, Do in JE2, if r and Do intersect in p, prove that 
for any inversion h of pole c =f. p, h preserves the absolute value of the 
angle of the tangents to r and Do at p. Conclude that inversions preserve 
tangency and orthogonality. 
Hint. Express r, Do, and h in polar coordinates. 

(f) Using (e), prove the following beautiful theorem of Steiner. Let C I 

and C2 be two disjoint real circles such that C2 is inside C I . Construct 
any sequence (r n)n2:0 of circles such that r n is any circle interior to C I , 

exterior to C2 , tangent to C I and C2 , and furthermore that r n+l =f. r n-l 
and r n+l is tangent to r n. 

Given a starting circle r o, two cases may arise: Either r n = ro for some 
n ~ 1, or r n =f. ro for all n ~ 1. 

Prove that the outcome is independent of the starting circle roo In other 
words, either for every rowe have r n = r 0 for some n ~ 1, or for every r 0 

we have r n =f. ro for all n ~ 1. 

Problem 5.39 (a) Let h: lRP2 -+ lRP2 be the projectivity (w.r.t. any 
projective frame (ao, a I, a2, a3)) defined such that 

(x, y, z) >--+ (x, y, ax + by + cz), 

where c =f. 0 and h is not the identity. 
Prove that the fixed points of h (i.e., those points M such that h(M) = 

M) are the origin 0 = a2 = (0,0,1) and every point on the line Do of 
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equation 

ax + by + (c - l)z = O. 

Prove that every line through the origin is globally invariant under h. Give 
a geometric construction of h(M) for every point M distinct from 0 and 
not on ~, given any point A distinct from 0 and not on ~ and its image 
A' = h(A). 
Hint. Consider the intersection P of the line (A , M) with the line ~. 

Such a projectivity is called a homology of center 0 and of axis ~ 
(Poncelet) . 

Show that in the situation of Desargues's theorem, the triangles (a, b, c) 
and (a', b', c') are homologous. What is the axis of homology? 

(b) Let h: lRp3 --+ lRp3 be the projectivity (w.r.t. any projective frame 
(aO,al,a2, a3,a4)) defined such that 

(x, y, z, t) I--t (x, y, z, ax + by + cz + dt), 

where d =f. 0 and h is not the identity. 
Prove that the fixed points of h (i.e., those points M such that h(M) = 

M) are the origin 0 = a3 = (0,0,0,1) and every point on the plane II of 
equation 

ax + by + cz + (d - l)t = O. 

Prove that every line through the origin is globally invariant under h. Give 
a geometric construction of h(M) for every point M distinct from 0 and 
not on II, given any point A distinct from 0 and not on II and its image 
A' = h(A). 
Hint. Consider the intersection P of the line (A, M) with the plane II. 

Such a projectivity is called a homology of center 0 and of plane of 
homology II (Poncelet). 

(c) Let h: lRP2 --+ lRP2 be a projectivity, and assume that h does not 
preserve (globally) the line at infinity z = O. Prove that there is a rotation 
R and a point at infinity al such that h 0 R maps all lines through al to 
lines through al. 

Chosing a projective frame (ao, aI , a2, a3) (where al is the point 
mentioned above), show that h 0 R is defined by a matrix of the form 

(
a be) o b' c' 
o b" c" 

where a =f. 0 and b" =f. O. Prove that there exist two translations tl, t2 such 
that t2 0 h 0 R 0 tl is a homology. 
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If h preserves globally the line at infinity, show that there is a translation 
t such that t 0 h is defined by a matrix of the form 

where ab' - a'b -=I- o. Prove that there exist two rotations R 1 , R2 such that 
R2 0 t 0 h 0 Rl has a matrix of the form 

(i ~ D 
where AB = ab' - a'b. Conclude that R2 0 t 0 h 0 Rl is a homology only 
when A = B. 

Remark: The above problem is adapted from Darboux. 

Problem 5.40 Prove that every projectivity h: lR.p2 --+ lR.p2 where h -=I- id 
and h is not a homology is the composition of two homologies. 

Problem 5.41 Given any two tetrahedra (a, b, c, d) and (a', b', c', d') in 
lR.p3 where a, b, c, d, a', b', c', d' are pairwise distinct and the lines con­
taining the edges of the two tetrahedra are pairwise distinct, if the lines 
(a, a'), (b, b'), (c, c'), and (d, d') intersect in a common point 0 distinct 
from a, b, c, d, a', b', c', d', prove that the intersection points (of lines) 
p = (b,c)n(b',c'), q = (a,c)n(a',c'), r = (a,b)n(a',b'), s = (c,d)n(c',d'), 
t = (b,d) n (b',d'), u = (a,d) n (a',d'), are coplanar. 

Prove that the lines of intersection (of planes) P = (b , c,d) n (b',c',d'), 
Q = (a,c,d) n (a', c', d'), R = (a,b,d) n (a',b',d'), S = (a,b,c) n (a',b',c'), 
are coplanar. 
Hint. Show that there is a homology whose center is 0 and whose plane 
of homology is determined by p, q, r, s, t, u. 

Problem 5.42 Prove that Pappus's theorem implies Desargues's theorem 
(in the plane). 

Problem 5.43 If K is a finite field of q elements (q ::::: 2), prove that the 
finite projective space p(Kn+l) has qn + qn-l + ... + q + 1 points and 

lines. 

(qn+l _ l)(qn - 1) 

(q - 1)2(q + 1) 



6 
Basics of Euclidean Geometry 

Rien n'est beau que Ie vrai. 
-Hermann Minkowski 

6.1 Inner Products, Euclidean Spaces 

In affine geometry it is possible to deal with ratios of vectors and barycen­
ters of points, but there is no way to express the notion of length of a line 
segment or to talk about orthogonality of vectors. A Euclidean structure 
allows us to deal with metric notions such as orthogonality and length (or 
distance). 

This chapter and the next two cover the bare bones of Euclidean ge­
ometry. One of our main goals is to give the basic properties of the 
transformations that preserve the Euclidean structure, rotations and re­
flections , since they play an important role in practice. As affine geometry 
is the study of properties invariant under bijective affine maps and projec­
tive geometry is the study of properties invariant under bijective projective 
maps, Euclidean geometry is the study of properties invariant under certain 
affine maps called rigid motions. Rigid motions are the maps that preserve 
the distance between points. Such maps are, in fact, affine and bijective (at 
least in the finite-dimensional case; see Lemma 7.4.3). They form a group 
Is(n) of affine maps whose corresponding linear maps form the group O(n) 
of orthogonal transformations. The subgroup SE(n) of Is(n) corresponds 
to the orientation- preserving rigid motions, and there is a corresponding 
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subgroup SO(n) of O(n), the group of rotations. These groups playa very 
important role in geometry, and we will study their structure in some detail. 

Before going any further, a potential confusion should be cleared up. 

Euclidean geometry deals with affine spaces (E, E) where the associated 
-> 

vector space E is equipped with an inner product. Such spaces are called 
Euclidean affine spaces. However, inner products are defined on vector 
spaces. Thus, we must first study the properties of vector spaces equipped 
with an inner product, and the linear maps preserving an inner product 
(the orthogonal group SO(n)). Such spaces are called Euclidean spaces 
(omitting the word affine). It should be clear from the context whether we 
are dealing with a Euclidean vector space or a Euclidean affine space, but 
we will try to be clear about that. For instance, in this chapter, except 
for Definition 6.2.9, we are dealing with Euclidean vector spaces and linear 
maps. 

We begin by defining inner products and Euclidean spaces. The Cauchy­
Schwarz inequality and the Minkowski inequality are shown. We define 
orthogonality of vectors and of subspaces, orthogonal bases, and orthonor­
mal bases. We offer a glimpse of Fourier series in terms of the orthogonal 
families (sinpx)p~l U (cos qX)q~O and (eikxhEz. We prove that every finite­
dimensional Euclidean space has orthonormal bases. Orthonormal bases 
are the Euclidean analogue for affine frames. The first proof uses dual­
ity, and the second one the Gram-Schmidt orthogonalization procedure. 
The QR-decomposition for invertible matrices is shown as an application 
of the Gram-Schmidt procedure. Linear isometries (also called orthogonal 
transformations) are defined and studied briefly. We conclude with a short 
section in which some applications of Euclidean geometry are sketched. 
One of the most important applications, the method of least squares, is 
discussed in Chapter 13. 

For a more detailed treatment of Euclidean geometry, see Berger [12, 13], 
Snapper and Troyer [160], or any other book on geometry, such as Pedoe 
[136], Coxeter [35], Fresnel [66], Tisseron [169], or Cagnac, Ramis, and 
Commeau [25]. Serious readers should consult Emil Artin's famous book 
[4], which contains an in-depth study of the orthogonal group, as well as 
other groups arising in geometry. It is still worth consulting some of the 
older classics, such as Hadamard [81,82] and RoucM and de Comberousse 
[144]. The first edition of [81] was published in 1898, and finally reached 
its thirteenth edition in 194 7! In this chapter it is assumed that all vector 
spaces are defined over the field lR of real numbers unless specified otherwise 
(in a few cases, over the complex numbers C) . 

First, we define a Euclidean structure on a vector space. Technically, 
a Euclidean structure over a vector space E is provided by a symmetric 
bilinear form on the vector space satisfying some extra properties. Recall 
that a bilinear form 'P: E x E -+ lR is definite if for every u E E, u =1= 0 
implies that 'P(u, u) =1= 0, and positive if for every u E E, 'P(u, u) ~ o. 
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Definition 6.1.1 A Euclidean space is a real vector space E equipped 
with a symmetric bilinear form cP: E x E -> lR. that is positive definite. 
More explicitly, cp: E x E -> lR. satisfies the following axioms: 

CP(UI + U2, v) = CP(UI, v) + CP(U2, v), 

CP(U,VI + V2) = cp(u, vd + cp(u, V2), 

cp(AU,V) = Acp(U,V), 

cp(u, AV) = Acp(U, v), 

cp(u, v) = cp(v, u), 

U =f 0 implies that cp(u, u) > O. 

The real number cp( u, v) is also called the inner product (or scalar product) 
of U and v. We also define the quadratic form associated with cP as the 
function <I>: E -> lR.+ such that 

<I>(u) = cp(u, u), 

for all u E E. 

Since cP is bilinear, we have cp(O,O) = 0, and since it is positive definite, 
we have the stronger fact that 

cp(u,u)=O iff u=O, 

that is, <I>(u) = 0 iff u = O. 
Given an inner product cp: E x E -> lR. on a vector space E, we also 

denote cp( u, v) by 

u·v or (u,v) or (ulv), 

and J<I>(u) by Ilull· 
Example 6.1 The standard example of a Euclidean space is lR.n, under 
the inner product . defined such that 

(Xl, . .. , Xn) . (YI, ... , Yn) = XIYI + X2Y2 + ... + XnYn' 

There are other examples. 

Example 6.2 For instance, let E be a vector space of dimension 2, and 
let (el,e2) be a basis of E. If a > 0 and b2 - ac < 0, the bilinear form 
defined such that 

cp(xlel + Yle2, X2el + Y2e2) = aXIX2 + b(XIY2 + X2YI) + CYIY2 

yields a Euclidean structure on E. In this case, 

<I>(xel + ye2) = ax2 + 2bxy + cy2. 

Example 6.3 Let C[a, bJ denote the set of continuous functions f: [a, bJ -> 

lR.. It is easily checked that C[a, bJ is a vector space of infinite dimension. 
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Given any two functions f, 9 E era, b], let 

(f,g) = lb f(t)g(t)dt. 

We leave as an easy exercise that (-, -) is indeed an inner product on 
C[a, b] . In the case where a = -7r and b = 7r (or a = 0 and b = 27r , this 
makes basically no difference), one should compute 

(sinpx,sinqx), (sinpx,cosqx), and (cospx , cosqx), 

for all natural numbers p, q .;::: 1. The outcome of these calculations is what 
makes Fourier analysis possible! 

Let us observe that <p can be recovered from q>. Indeed, by bilinearity 
and symmetry, we have 

Thus, we have 

q>(u+v) =<p(u+v, u+v) 

= <p(u, u + v) + cp(v, u + v) 

= cp(u, u) + 2<p(u, v) + cp(v, v) 

= q>(u) + 2<p(u, v) + q>(v). 

1 
<p(u, v) = 2[q>(u + v) - q>(u) - q>(v)]. 

We also say that <p is the polar form of q>. We will generalize polar forms 
to polynomials, and we will see that they playa very important role. 

One of the very important properties of an inner product cp is that the 
map u I-> Jq>(u) is a norm. 

Lemma 6.1.2 Let E be a Euclidean space with inner product <p, and let q> 
be the corresponding quadratic form. For all u, vEE, we have the Cauchy­
Schwarz inequality 

<p(u, v)2 ~ q>(u)q>(v), 

the equality holding iff u and v are linearly dependent. 
We also have the Minkowski inequality 

Jq>(u + v) ~ Jq>(u) + Jq>(v), 

the equality holding iff u and v are linearly dependent, where in addition if 
u #- 0 and v #- 0, then u = .xv for some .x > o. 
Proof. For any vectors u, vEE, we define the function T: IR --; IR such 
that 

T(.x) = q>(u + .xv), 

for all .x E lR. Using bilinearity and symmetry, we have 

q>(u + .xv) = cp(u + .xv, u + .xv) 
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= cp(u, u + AV) + Acp(V, u + AV) 

= cp(U, U) + 2Acp(U, v) + A2cp(V, v) 

= <I>(U) + 2Acp(U, v) + A2<I>(V). 

Since 'I' is positive definite, <I> is nonnegative, and thus T(A) ~ 0 for all 
A E lR. If <I>(v) = 0, then v = 0, and we also have cp(u, v) = O. In this case, 
the Cauchy-Schwarz inequality is trivial , and v = 0 and u· are linearly 
dependent. 

Now, assume <I>(v) > O. Since T(A) ~ 0, the quadratic equation 

A2<I>(v) + 2Acp(U, v) + <I>(u) = 0 

cannot have distinct real roots, which means that its discriminant 

~ = 4(cp(u, v)2 - <I>(u)<I>(v» 

is null or negative, which is precisely the Cauchy-Schwarz inequality 

cp(u, V)2 ~ <I>(u)<I>(v). 

If 

cp(u, v)2 = <I>(u)<I>(v), 

then the above quadratic equation has a double root AO, and we have 
<I>(u + AOV) = O. If AO = 0, then cp(u, v) = 0, and since <I>(v) > 0, we must 
have <I>(u) = 0, and thus u = O. In this case, of course, u = 0 and v are 
linearly dependent. Finally, if AO 1- 0, since <I> ( u + AOV) = 0 implies that 
u + AOV = 0, then u and v are linearly dependent. Conversely, it is easy to 
check that we have equality when u and v are linearly dependent. 

The Minkowski inequality 

J<I>(u + v) ~ J<I>(u) + J<I>(v) 

is equivalent to 

<I>(u + v) ~ <I>(u) + <I>(v) + 2J<I>(u)<I>(v). 

However, we have shown that 

2cp(u, v) = <I>(u + v) - <I>(u) - <I>(v) , 

and so the above inequality is equivalent to 

cp(u , v) ~ J<I>(u)<I>(v), 

which is trivial when '1'( u, v) ~ 0, and follows from the Cauchy- Schwarz 
inequality when '1'( u, v) ~ O. Thus, the Minkowski inequality holds. Finally, 
assume that u 1- 0 and v 1- 0, and that 

J<I>(u + v) = J<I>(u) + J<I>(v). 

When this is the case, we have 

cp(u, v) = J<I>(u)<I>(v), 
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u+v 
Figure 6.1. The triangle inequality 

and we know from the discussion of the Cauchy- Schwarz inequality that the 
equality holds iff u and v are linearly dependent. The Minkowski inequality 
is an equality when u or v is null. Otherwise, if u i= 0 and v i= 0, then u = AV 
for some A i= 0, and since 

<p(u, v) = A<p(V, v) = j<I>(u)<I>(v), 

by positivity, we must have A > O. D 

Note that the Cauchy- Schwarz inequality can also be written as 

Remark: It is easy to prove that the Cauchy- Schwarz and the Minkowski 
inequalities still hold for a symmetric bilinear form that is positive, but not 
necessarily definite (i.e. , <p( u , v) 2=: 0 for all u, v E E). However, u and v 
need not be linearly dependent when the equality holds. 

The Minkowski inequality 

j<I>(u + v) :S j<I>(u) + j<I>(v) 

shows that the map u >-+ j<I>(u) satisfies the convexity inequality (also 
known as triangle inequality), condition (N3) of Definition 17.2.2, and since 
<p is bilinear and positive definite, it also satisfies conditions (N1) and (N2) 
of Definition 17.2.2, and thus it is a norm on E. The norm induced by <p 
is called the Euclidean norm induced by <po 

Note that the Cauchy- Schwarz inequality can be written as 

lu,vl:S Ilullllvll, 

and the Minkowski inequality as 

Ilu + vii :S Ilull + Ilvll · 

Figure 6.1 illustrates the triangle inequality. 
We now define orthogonality. 
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6.2 Orthogonality, Duality, Adjoint of a Linear 
Map 

An inner product on a vector space gives the ability to define the notion 
of orthogonality. Families of non null pairwise orthogonal vectors must be 
linearly independent. They are called orthogonal families. In a vector space 
of finite dimension it is always possible to find orthogonal bases. This is 
very useful theoretically and practically. Indeed, in an orthogonal basis, 
finding the coordinates of a vector is very cheap: It takes an inner product. 
Fourier series make crucial use of this fact. When E has finite dimension, we 
prove that the inner product on E induces a natural isomorphism between 
E and its dual space E*. This allows us to define the adjoint of a linear 
map in an intrinsic fashion (i.e., independently of bases). It is also possible 
to orthonormalize any basis (certainly when the dimension is finite). We 
give two proofs, one using duality, the other more constructive using the 
Gram- Schmidt orthonormalization procedure. 

Definition 6.2.1 Given a Euclidean space E, any two vectors u, vEE are 
orthogonal, or perpendicular, if U· v = O. Given a family (Ui)iEI of vectors 
in E, we say that (Ui)iEI is orthogonal if Ui . Uj = 0 for all i,j E I, where 
i i= j. We say that the family (Ui)iEI is orthonormal if Ui . Uj = 0 for all 
i,j E I, where i i= j, and Iluill = Ui' Ui = I, for all i E I. For any subset F 
of E, the set 

F.L = {v EEl U· v = 0, for all U E F}, 

of all vectors orthogonal to all vectors in F, is called the orthogonal 
complement of F. 

Since inner products are positive definite, observe that for any vector 
U E E, we have 

U·v = 0 for all vEE iff U = O. 

It is immediately verified that the orthogonal complement F.L of F is a 
subspace of E. 

Example 6.4 Going back to Example 6.3 and to the inner product 

(1, g) = 1: f(t)g(t)dt 

on the vector space C[-7r, 7rJ, it is easily checked that 

( ) { 7r if p = q, p, q ~ I, 
sinpx,sinqx = 0 if p i= q, p, q ~ I, 

( ) { 7r if p = q, p, q ~ I, 
cospx, cosqx = 0 

if P i= q, p, q ~ 0, 
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and 

(sinpx,cosqx) = 0, 

for all p 2: 1 and q 2: 0, and of course, (1,1) = r'7r dx = 27r. 
As a consequence, the family (sinpx)p~l U (cosqx)q~O is orthogonal. It is 

not orthonormal, but becomes so if we divide every trigonometric function 
by ..JiF, and 1 by ~. 

Remark: Observe that if we allow complex- valued functions, we obtain 
simpler proofs. For example, it is immediately checked that 1: eikxdx = {~~ if k = 0, 

if k i- 0, 

because the derivative of eikx is ikeikx . 

since 

However, beware that something strange is going on. Indeed, 
unless k = 0, we have 

(eikx,eikx) = 1: (eikx )2dx = 1: ei2kxdx = O. 

The inner product (eikx , eikx ) should be strictly positive. What went 
wrong? 

The problem is that we are using the wrong inner product. When we use 
complex-valued functions, we must use the Hermitian inner product 

(I, g) = 1: f(x)g(x)dx, 

where g(x) is the conjugate of g(x). The Hermitian inner product is not 
symmetric. Instead, 

(g,1) = (I,g). 

(Recall that if z = a + ib, where a, b E JR, then z = a - ib. Also, eiO = 

cos 8 + i sin 8). With the Hermitian inner product, everything works out 
beautifully! In particular, the family (eikxha. is orthogonal. Hermitian 
spaces and some basics of Fourier series will be discussed more rigorously 
in Chapter 10. 

We leave the following simple two results as exercises. 

Lemma 6.2.2 Given a Euclidean space E, for any family (Ui)iEI of 
nonnull vectors in E, if (Ui)iEI is orthogonal, then it is linearly independent. 
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Lemma 6.2.3 Given a Euclidean space E , any two vectors u, vEE are 
orthogonal iff 

One of the most useful features of orthonormal bases is that they afford 
a very simple method for computing the coordinates of a vector over any 
basis vector. Indeed, assume that (el,"" em) is an orthonormal basis. For 
any vector 

if we compute the inner product x . ei, we get 

since 

{ I if i = j, 
ei . ej = 0 if i =1= j 

is the property characterizing an orthonormal family. Thus, 

Xi = X· ei, 

which means that Xiei = (x . ei)ei is the orthogonal projection of x onto 
the subspace generated by the basis vector ei' If the basis is orthogonal but 
not necessarily orthonormal, then 

X· ei x . ei 
x · ------

t - e i . ei - Il eil1 2 ' 

All this is true even for an infinite orthonormal (or orthogonal) basis (ei)iEI. 

However, remember that every vector x is expressed as a linear 
combination 

where the family of scalars (Xi)iEI has finite support, which means that 
Xi = 0 for all i E I - J , where J is a finite set. Thus, even though the 
family (sinpx)p:2:l U (cosqx)q:2:0 is orthogonal (it is not orthonormal, but 
becomes so if we divide every trigonometric function by ft, and 1 by v"21r; 
we won't because it looks messy!), the fact that a function f E CO[-7r, 7r] 
can be written as a Fourier series as 

00 

f(x) = ao + 2)ak cos kx + bk sin kx) 
k=l 

does not mean that (sinpx)p:2:1 U (cosqx)q:2:0 is a basis of this vector space 
of functions, because in general, the families (ak) and (bk) do not have 
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finite support! In order for this infinite linear combination to make sense, 
it is necessary to prove that the partial sums 

n 

aO + L(ak cos kx + bk sin kx) 
k=l 

of the series converge to a limit when n goes to infinity. This requires a 
topology on the space. 

Still, a small miracle happens. If f E C[-7r, 7r] can indeed be expressed 
as a Fourier series 

00 

f(x) = ao + L(ak cos kx + h sin kx) , 
k=l 

the coefficients ao and ak , bk , k ~ 1, can be computed by projecting f over 
the basis functions, i.e., by taking inner products with the basis functions 
in (sinpx)p2:1 U (cosqx)q2:o. Indeed, for all k ~ 1, we have 

and 

that is, 

and 

ak = 

(1,1) 
ao = lfiW' 

(I, cos kx) 

II coskxll 2 ' 

b _ (I, sin kx) 
k - II sinkxll 2 ' 

1 J7r ao = -2 f(x)dx, 
7r -7r 

1 J7r ak = - f(x)coskxdx, 1 J7r bk = - f(x)sinkxdx . 
7r -7r 7r -7r 

If we allow f to be complex-valued and use the family (eikxhEz , which 
is is indeed orthogonal w.r.t. the Hermitian inner product 

(I ,g) = I: f(x)g(x)dx , 

we consider functions f E C[-7r, 7r] that can be expressed as the sum of a 
series 

f(x) = LCkeikx . 
kEZ 

Note that the index k is allowed to be a negative integer. Then, the formula 
giving the Ck is very nice: 
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that is, 

Ck = - f(x)e-tkxdx . 1 J7I" . 
27r -71" 

Note the presence of the negative sign in e- ikx , which is due to the fact that 
the inner product is Hermitian. Of course, the real case can be recovered 
from the complex case. If f is a real-valued function, then we must have 

ak = Ck + C-k and bk = i(ck - C-k)' 

Also note that 

- f(x)e-tkxdx 1 J7I" . 
27r -71" 

is defined not only for all discrete values k E Z, but for all k E JR, and that 
if f is continuous over JR, the integral makes sense. This suggests defining 

[(k) = 1: f(x)e-ikXdx, 

called the Fourier transform of f. The Fourier transform analyzes the 
function f in the "frequency domain" in terms of its spectrum of har­
monies. Amazingly, there is an inverse Fourier transform (change e-ikx to 
e+ikx and divide by the scale factor 27r) that reconstructs f (under certain 
assumptions on I). 

Some basies of Fourier series will be discussed more rigorously in Chapter 
10. For more on Fourier analysis, we highly recommend Strang [165] for a 
lucid introduction with lots of practical examples, and then move on to a 
good real analysis text, for instance Lang [109, 110], or [145]. 

A very important property of Euclidean spaces of finite dimension is 
that the inner product induces a canonical bijection (i.e., independent of 
the choice of bases) between the vector space E and its dual E*. 

Given a Euclidean space E, for any vector u E E, let VJu: E -> JR be the 
map defined such that 

VJu(v) = U · v, 

for all vEE. 
Since the inner product is bilinear, the map VJu is a linear form in E*. 

Thus, we have a map P: E --> E*, defined such that 

D(U) = VJu' 

Lemma 6.2.4 Given a Euclidean space E, the map D: E --> E* defined 
such that 

is linear and injective. When E is also of finite dimension, the map D: E -> 

E* is a canonical isomorphism. 
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Proof. That P: E ---> E* is a linear map follows immediately from the fact 
that the inner product is bilinear. If 'Pu = 'Pv, then 'Pu (w) = 'Pv (w) for all 
WEE, which by definition of 'Pu means that 

u·W=v·W 

for all wEE, which by bilinearity is equivalent to 

(v-u)·W=o 

for all wEE, which implies that u = v, since the inner product is positive 
definite. Thus, P: E ---> E* is injective. Finally, when E is of finite dimension 
n, we know that E* is also of dimension n, and then P: E ---> E* is bijective. 
D 

The inverse of the isomorphism 0: E ---> E* is denoted by ~: E* ---> E. 
As a consequence of Lemma 6.2.4, if E is a Euclidean space of finite 

dimension, every linear form f E E* corresponds to a unique u E E such 
that 

f(v)=u·v, 

for every vEE. In particular, if f is not the null form , the kernel of f , 
which is a hyperplane H, is precisely the set of vectors that are orthogonal 
to u. 

Remarks: 

(1) The "musical map" 0: E ---> E* is not surjective when E has infinite 
dimension. The result can be salvaged by restricting our attention to 
continuous linear maps, and by assuming that the vector space E is 
a Hilbert space (Le., E is a complete normed vector space w.r.t. the 
Euclidean norm). This is the famous "little" Riesz theorem (or Riesz 
representation theorem). 

(2) Lemma 6.2.4 still holds if the inner product on E is replaced by a 
nondegenerate symmetric bilinear form 'P. We say that a symmetric 
bilinear form 'P: E x E ---> ]R is non degenerate if for every u E E, 

if 'P(u, v) = 0 for all vEE, then u = o. 

For example, the symmetric bilinear form on ]R4 defined such that 

'P«Xl, X2, X3, X4), (Yl, Y2, Y3, Y4)) = XIYl + X2Y2 + X3Y3 - X4Y4 

is nondegenerate. However, there are nonnull vectors u E ]R4 such 
that 'P(u, u) = 0, which is impossible in a Euclidean space. Such 
vectors are called isotropic. 

The existence of the isomorphism 0: E ---> E* is crucial to the existence 
of adjoint maps. The importance of adjoint maps stems from the fact that 
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the linear maps arising in physical problems are often self-adjoint, which 
means that f = f* . Moreover, self-adjoint maps can be diagonalized over 
orthonormal bases of eigenvectors. This is the key to the solution of many 
problems in mechanics, and engineering in general (see Strang [165]). 

Let E be a Euclidean space of finite dimension n, and let f: E --+ E be 
a linear map. For every u E E, the map 

V I--> U· f(v) 

is clearly a linear form in E*, and by Lemma 6.2.4, there is a unique vector 
in E denoted by f* (u) such that 

f*(u) . v = U· f(v), 

for every vEE. The following simple lemma shows that the map f* is 
linear. 

Lemma 6.2.5 Given a Euclidean space E of finite dimension, for every 
linear map f: E --+ E, there is a unique linear map f*: E --+ E such that 

f*(u) . v = U· f(v), 

for all u, vEE. The map f* is called the adjoint of f (w.r.t . to the inner 
product). 

Proof. Given Ul, U2 E E, since the inner product is bilinear, we have 

(Ul + U2)' f(v) = Ul . f(v) + U2 . f(v), 

for all vEE, and 

for all vEE, and since by assumption, 

f*(ud . v = Ul . f(v) 

and 

for all vEE, we get 

for all vEE. Since ~ is bijective, this implies that 

Similarly, 

(AU) . f(v) = A(U' f(v)), 

for all vEE, and 

(Af*(U)) . v = A(f*(U) . v) , 
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for all vEE, and since by assumption, 

j*(u) . v = u · f(v), 

for all vEE, we get 

(>-.j*(u)) . v = (>-.u) . f(v), 

for all vEE. Since D is bijective, this implies that 

j*(>-.u) = >-.j*(u) . 

Thus, j* is indeed a linear map, and it is unique; since D is a bijection. 0 

Linear maps f: E --+ E such that f = j* are called self-adjoint maps. 
They playa very important role because they have real eigenvalues, and be­
cause orthonormal bases arise from their eigenvectors. Furthermore, many 
physical problems lead to self-adjoint linear maps (in the form of symmetric 
matrices). 

Remark: Lemma 6.2.5 still holds if the inner product on E is replaced by 
a nondegenerate symmetric bilinear form ip. 

Linear maps such that f- 1 = j*, or equivalently 

j* 0 f = f 0 j* = id, 

also play an important role. They are linear isometries, or isometries. Ro­
tations are special kinds of isometries. Another important class of linear 
maps are the linear maps satisfying the property 

j*of=foj*, 

called normal linear maps. We will see later on that normal maps can 
always be diagonalized over orthonormal bases of eigenvectors, but this 
will require using a Hermitian inner product (over C). 

Given two Euclidean spaces E and F, where the inner product on E 
is denoted by (-, -h and the inner product on F is denoted by (-, -h, 
given any linear map f: E --+ F, it is immediately verified that the proof 
of Lemma 6.2.5 can be adapted to show that there is a unique linear map 
j*: F --+ E such that 

U(u), vh = (u, j*(v)h 

for all u E E and all v E F. The linear map j* is also called the adjoint of 

f· 

Remark: Given any basis for E and any basis for F, it is possible to 
characterize the matrix of the adjoint j* of f in terms of the matrix of f, 
and the symmetric matrices defining the inner products. We will do so with 
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respect to orthonormal bases. Also, since inner products are symmetric, the 
adjoint f* of f is also characterized by 

feu) . v = U· f*(v), 

for all u,v E E. 

We can also use Lemma 6.2.4 to show that any Euclidean space of finite 
dimension has an orthonormal basis. 

Lemma 6.2.6 Given any nontrivial Euclidean space E of finite dimension 
n::::: 1, there is an orthonormal basis (UI,"" un) for E. 

Proof. We proceed by induction on n . When n = 1, take any non null vector 
vEE, which exists, since we assumed E nontrivial, and let 

v 
U=W· 

If n ::::: 2, again take any nonnull vector vEE, and let 

v 
UI=W' 

Consider the linear form 'PUt associated with UI' Since UI =f. 0, by Lemma 
6.2.4, the linear form 'PUt is nonnull, and its kernel is a hyperplane H. Since 
'PUt (w) = ° iff UI'W = 0, the hyperplane H is the orthogonal complement of 
{ud. Furthermore, since UI =f. ° and the inner product is positive definite, 
UI . UI =f. 0, and thus, UI rt. H, which implies that E = H EB RUI' However, 
since E is of finite dimension n, the hyperplane H has dimension n - 1, and 
by the induction hypothesis, we can find an orthonormal basis (U2,"" un) 
for H. Now, because H and the one dimensional space RUI are orthogonal 
and E = H EB RUI, it is clear that (UI,"" un) is an orthonormal basis for 
E·O 

There is a more constructive way of proving Lemma 6.2.6, using a pro­
cedure known as the Gram-Schmidt orthonormalization procedure. Among 
other things, the Gram-Schmidt orthonormalization procedure yields the 
so-called QR-decomposition for matrices, an important tool in numerical 
methods. 

Lemma 6.2.7 Given any nontrivial Euclidean space E of finite dimension 
n::::: 1, from any basis (el,"" en) for E we can construct an orthonormal 
basis (UI,"" un) for E, with the property that for every k, 1 ::; k ::; n, the 
families (el,"" ek) and (Ub ... , Uk) generate the same subspace. 

Proof. We proceed by induction on n. For n = 1, let 

el 
UI=1f€J' 
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For n ;::: 2, we also let 

el 
ul=M' 

and assuming that (Ul, ... , Uk) is an orthonormal system that generates 
the same subspace as (el, ... , ek), for every k with 1 S k < n, we note that 
the vector 

k 

U~+l = ek+1 - 2:(ek+1 . Ui) Ui 
i=l 

is nonnull, since otherwise, because (Ul, ... , Uk) and (el , ... , ek) generate 
the same subspace, (el, ... , ek+1) would be linearly dependent, which is 
absurd, since (el, ... , en) is a basis. Thus, the norm of the vector U~+l 
being nonzero, we use the following construction of the vectors Uk and u~: 

and for the inductive step 

k 

U' 1 

Ul = I lu~II' 

u~+1 = ek+l - 2:(ek+1 . Ui) Ui, 
i=l 

where 1 S k S n -1. It is clear that Iluk+111 = 1, and since (Ul, . .. ,Uk) is 
an orthonormal system, we have 

U~+l . Ui = ek+l . Ui - (ek+l . Ui)Ui . Ui = ek+l . Ui - ek+l . Ui = 0, 

for all i with 1 SiS k. This shows that the family (Ul , ... , Uk+1) is 
orthonormal, and since (Ul, .. . , Uk) and (el' ... ' ek) generates the same 
subspace, it is clear from the definition of Uk+l that (Ul, ... ,Uk+1) and 
(el, ... , ek+1) generate the same subspace. This completes the induction 
step and the proof of the lemma. D 

Note that u~+l is obtained by subtracting from ek+l the projec­
tion of ek+1 itself onto the orthonormal vectors Ul, ... , Uk that have 
already been computed. Then, U~+l is normalized. The Gram-Schmidt 
orthonormalization procedure is illustrated in Figure 6.2. 

Remarks: 

(1) The QR-decomposition can now be obtained very easily, but we 
postpone this until Section 6.4. 

(2) We could compute U~+l using the formula 
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u; 
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Figure 6.2. The Gram-Schmidt orthonormalization procedure 

and normalize the vectors uk at the end. This time, we are sub­
tracting from ek+l the projection of ek+l itself onto the orthogonal 
vectors u~, ... , uk. This might be preferable when writing a computer 
program. 

(3) The proof of Lemma 6.2.7 also works for a countably infinite basis 
for E, producing a count ably infinite orthonormal basis. 

Example 6.5 If we consider polynomials and the inner product 

(I, g) = III f(t)g(t)dt, 

applying the Gram-Schmidt orthonormalization procedure to the polyno­
mials 

which form a basis of the polynomials in one variable with real coefficients, 
we get a family of orthonormal polynomials Qn(x) related to the Legendre 
polynomials. 

The Legendre polynomials Pn(x) have many nice properties. They are 
orthogonal, but their norm is not always 1. The Legendre polynomials 
Pn(x) can be defined as follows. Letting fn be the function 

fn(x) = (x2 _l)n, 

we define Pn (x) as follows: 

Po(x) = I, and Pn(x) = 2:n! f;'n)(x), 
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where fAn) is the nth derivative of fn. 
They can also be defined inductively as follows: 

Po(x) = 1, 

PI (X) = x, 
2n+ 1 n 

Pn+1(x) = -- xPn(x) - -- Pn-I(x) . 
n+l n+l 

It turns out that the polynomials Qn are related to the Legendre 
polynomials Pn as follows: 

2n(n!)2 
Qn(x) = (2n)! Pn(x). 

As a consequence of Lemma 6.2.6 (or Lemma 6.2.7), given any Euclidean 
space of finite dimension n, if (el, .. . , en) is an orthonormal basis for E , 
then for any two vectors U = Uiel + .. . + unen and v = Viel + ... + vnen, 
the inner product U . v is expressed as 

n 

U·V = (uiel + ... + unen ) . (viel + ... + vnen) = L UiVi, 
i=1 

and the norm lIull as 

11"11 ~ liu,e, + ... + Unenli ~ t. "1 

We can also prove the following lemma regarding orthogonal spaces. 

Lemma 6.2.8 Given any nontrivial Euclidean space E of finite dimension 
n ?: 1, for any subspace P of dimension k, the orthogonal complement 
pJ. of P has dimension n - k, and E = P EB pJ.. Purthermore, we have 
pJ.J. = P. 

Proof. From Lemma 6.2.6, the subspace P has some orthonormal basis 
(Ul, ... , Uk) . This linearly independent family (Ul, .. . , Uk) can be extendeo 
to a basis (Ul, .. . ,Uk,Vk+l, . . . ,Vn), and by Lemma 6.2.7, it can be con­
verted to an orthonormal basis (UI, ... , un), which contains (UI, ... , Uk) as 
an orthonormal basis of P. Now, any vector W = WlUl + ... +wnun E E is 
orthogonal to P iff W . Ui = 0, for every i, where 1 :::; i :::; k, iff Wi = 0 for 
every i, where 1 :::; i :::; k. Clearly, this shows that (Uk+1,"" un) is a basis 
of pJ., and thus E = P EB pJ., and pJ. has dimension n - k. Similarly, any 
vector W = WIUl + ... + WnUn E E is orthogonal to FJ. iff W . Ui = 0, for 
every i, where k + 1 :::; i :::; n, iff Wi = 0 for every i, where k + 1 :::; i :::; n. 
Thus, (Ul, .. . , Uk) is a basis of pJ.J., and pJ.J. = F. 

We now define Euclidean affine spaces. 

Definition 6.2.9 An affine space (E, £) is a Euclidean affine space if 
--> 

its underlying vector space E is a Euclidean vector space. Given any two 
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points a, bEE, we define the distance between a and b, or length of the 
segment (a, b), as Ilabll, the Euclidean norm of abo Given any two pairs of 
points (a, b) and (c, d), we define their inner product as ab· cd. We say that 
(a, b) and (c, d) are orthogonal, or perpendicular, if ab . cd = o. We say 
that two affine subspaces Fl and F2 of E are orthogonal if their directions 
Fl and F2 are orthogonal. 

The verification that the distance defined in Definition 6.2.9 satisfies the 
axioms of Definition 17.2.1 is immediate. Note that a Euclidean affine space 
is a normed affine space, in the sense of Definition 17.2.3. We denote by]Em 
the Euclidean affine space obtained from the affine space Am by defining 
on the vector space ]Rm the standard inner product 

(Xl, ... , Xm) . (Yl, ... , Ym) = X1Yl + ... + XmYm· 

The corresponding Euclidean norm is 

6.3 Linear Isometries (Orthogonal 
Transformations) 

In this section we consider linear maps between Euclidean spaces that pre­
serve the Euclidean norm. These transformations, sometimes called rigid 
motions, play an important role in geometry. 

Definition 6.3.1 Given any two nontrivial Euclidean spaces E and F 
of the same finite dimension n, a function f: E --+ F is an orthogonal 
transformation, or a linear isometry, if it is linear and 

IIf(u)11 = Ilull, 
for all u E E. 

Remarks: 

(1) A linear isometry is often defined as a linear map such that 

Ilf(v) - f(u)11 = Ilv - ull, 
for all u, vEE. Since the map f is linear, the two definitions 
are equivalent. The second definition just focuses on preserving the 
distance between vectors. 

(2) Sometimes, a linear map satisfying the condition of Definition 6.3.1 
is called a metric map, and a linear isometry is defined as a bijective 
metric map. 
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An isometry (without the word linear) is sometimes defined as a function 
f: E -> F (not necessarily linear) such that 

Ilf(v) - f(u)11 = Ilv - ull, 
for all u, vEE, i.e., as a function that preserves the distance. This require­
ment turns out to be very strong. Indeed, the next lemma shows that all 
these definitions are equivalent when E and F are of finite dimension, and 
for functions such that f(O) = O. 

Lemma 6.3.2 Given any two nontrivial Euclidean space E and F of the 
same finite dimension n, for every function f: E -> F, the following 
properties are equivalent: 

(1) f is a linear map and Ilf(u)11 = lIull, for all u E E; 

(2) IIf(v) - f(u)1I = Ilv - ull, for all u,v E E, and f(O) = 0; 

(3) f(u) . f(v) = U· v , for all u, vEE. 

Furthermore, such a map is bijective. 

Proof. Clearly, (1) implies (2), since in (1) it is assumed that f is linear. 
Assume that (2) holds. In fact, we shall prove a slightly stronger result. 

We prove that if 

Ilf(v) - f(u)11 = Ilv - ull 
for all u, vEE, then for any vector 7 E E, the function g: E -> F defined 
such that 

g(u) = f(7 + u) - f(7) 

for all u E E is a linear map such that g(O) = 0 and (3) holds. Clearly, 
g(O) = f(7) - f(7) = O. 

Note that from the hypothesis 

IIf(v) - f(u)11 = IIv - ull 
for all u, VEE, we conclude that 

Ilg(v) - g(u) II = IIf(7 + v) - f(7) - (f(7 + u) - f(7))II, 
= Ilf(7 + v) - f(7 + u)ll, 
= 117 + V - (7 + u)ll, 
= Ilv-ull, 

for all u, vEE. Since g(O) = 0, by setting u = 0 in 

Ilg(v) - g(u)1I = /Iv - u/l, 

we get 

Ilg(v)/i = Ilv/l 
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for all vEE. In other words, 9 preserves both the distance and the norm. 
To prove that 9 preserves the inner product , we use the simple fact that 

2u· v = IIul12 + IIvll2 - Ilu - vl12 

for all u, vEE. Then, since 9 preserves distance and norm, we have 

2g(u) . g(v) = Ilg(u)1I2 + Ilg(v)112 - Ilg(u) - g(v)112 
= IIvl12 + IIul12 - lIu - vl12 
= 2u· v, 

and thus g(u) . g(v) = U· v, for all u, VEE, which is (3) . 
In particular, if 1(0) = 0, by letting 7 = 0, we have 9 = I, and 1 

preserves the scalar product, i.e., (3) holds. 
Now assume that (3) holds. Since E is of finite dimension, we can pick 

an orthonormal basis (el, ... , en) for E. Since 1 preserves inner products, 
(f(ed, ... ,I(en)) is also orthonormal, and since F also has dimension n, 
it is a basis of F. Then note that for any u = Ulel + ... + unen , we have 

for all i, 1 :::; i :::; n. Thus, we have 
n 

I(u) = 2:)I(u) ·1(ei ))I(ei) , 
i=l 

and since 1 preserves inner products, this shows that 
n n 

I(u) = I)u . ei)l(ei) = L ud(ei), 
i=l i=l 

which shows that 1 is linear. Obviously, 1 preserves the Euclidean norm, 
and (3) implies (1). 

Finally, if I(u) = I(v) , then by linearity I(v - u) = 0, so that 111(v - u)1I 
= 0, and since 1 preserves norms, we must have Ilv-ull = 0, and thus u = v. 
Thus, 1 is injective, and since E and F have the same finite dimension, 1 
is bijective. D 

Remarks: 

(i) The dimension assumption is needed only to prove that (3) implies 
(1) when 1 is not known to be linear, and to prove that 1 is surjective, 
but the proof shows that (1) implies that 1 is injective. 

(ii) In (2), when 1 does not satisfy the condition 1(0) = 0, the proof 
shows that 1 is an affine map. Indeed, taking any vector 7 as an 
origin, the map 9 is linear, and 

1(7 + u) = 1(7) + g(u) 

for all u E E, proving that 1 is affine with associated linear map g. 
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(iii) Paul Hughett showed me a nice proof of the following interesting fact: 
The implication that (3) implies (1) holds if we also assume that f is 
surjective, even if E has infinite dimension. Indeed, observe that 

(f()..u + p,v) - )..j(u) - p,f(v)) . f(w) 

= f()..u + p,v) . f(w) - )..f(u) . f(w) - p,f(v) . f(w) 

= ()..u + p,v) . w - )..u· w - p,v· w = 0, 

since f preserves the inner product. However, if f is surjective, every 
z E E is of the form z = f(w) for some WEE, and the above 
equation implies that 

(f()..u + p,v) - )..f(u) - p,f(v)) . z = ° 
for all z E E, which implies that 

f()..u + p,v) - )..j(u) - p,f(v) = 0, 

proving that f is linear. 

In view of Lemma 6.3.2, we will drop the word "linear" in "linear isome­
try," unless we wish to emphasize that we are dealing with a map between 
vector spaces. 

We are now going to take a closer look at the isometries f: E --> E of a 
Euclidean space of finite dimension. 

6.4 The Orthogonal Group, Orthogonal Matrices 

In this section we explore some of the basic properties of the orthogonal 
group and of orthogonal matrices. 

Lemma 6.4.1 Let E be any Euclidean space of finite dimension n, and let 
f: E --> E be any linear map. The following properties hold: 

(1) The linear map f: E --> E is an isometry iff 

for = r 0 f = id. 

(2) For every orthonormal basis (el, ... , en) of E, if the matrix of f is A, 
then the matrix of r is the transpose AT of A, and f is an isometry 
iff A satisfies the identities 

AAT=ATA=In, 

where In denotes the identity matrix of order n, iff the columns 
of A form an orthonormal basis of E, iff the rows of A form an 
orthonormal basis of E. 
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Proof· (1) The linear map f: E -> E is an isometry iff 

f(u) · f(v)=u·v, 

for all u, vEE, iff 

j*(f(u)) . v = f(u) . f(v) = U· v 

for all u, vEE, which implies 

(f*(f(u)) - u) . v = 0 

for all u, vEE. Since the inner product is positive definite, we must have 

j*(f(u)) - u = 0 

for all u E E, that is, 

j* 0 f = f 0 j* = id. 

(2) If (el, ... ,en) is an orthonormal basis for E, let A = (ai,j) be the 
matrix of f, and let B = (bi ,j ) be the matrix of j*. Since j* is characterized 
by 

j*(u)·v=u·f(v) 

for all u, VEE, using the fact that if W = Wlel + ... + wnen we have 
Wk = W· ek for all k, 1 ~ k ~ n, letting u = ei and v = ej, we get 

bj,i = j*(ei) . ej = ei . f(ej) = ai,j, 

for all i,j, 1 ~ i,j ~ n. Thus, B = AT. Now, if X and Yare arbitrary 
matrices over the basis (el, ... , en), denoting as usual the jth column of X 
by X j ' and similarly for Y, a simple calculation shows that 

XTy = (Xi . }jh~i,j~n. 

Then it is immediately verified that if X = Y = A, then 

ATA=AAT =In 

iff the column vectors (AI, ... ,An) form an orthonormal basis. Thus, from 
(1), we see that (2) is clear (also because the rows of A are the columns of 
AT). D 

Lemma 6.4.1 shows that the inverse of an isometry f is its adjoint 1*. 
Lemma 6.4.1 also motivates the following definition. The set of all real n x n 
matrices is denoted by Mn(lR). 

Definition 6.4.2 A real n x n matrix is an orthogonal matrix if 

AAT = AT A = In . 

Remark: It is easy to show that the conditions AAT = In, AT A = In, and 
A-I = AT, are equivalent. Given any two orthonormal bases (UI, ... , un) 
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and (VI, ... ,Vn ), if P is the change of basis matrix from (UI, ... ,Un ) to 
(VI, ... ,Vn ) (i.e., the columns of P are the coordinates of the Vj w.r.t. 
(UI, ... , un)), since the columns of P are the coordinates of the vectors Vj 

with respect to the basis (UI, ... , un), and since (VI, ... , vn ) is orthonormal, 
the columns of P are orthonormal, and by Lemma 6.4.1 (2), the matrix P 
is orthogonal. 

The proof of Lemma 6.3.2 (3) also shows that if f is an isometry, then 
the image of an orthonormal basis (Ul, ... , un) is an orthonormal basis. 
Students often ask why orthogonal matrices are not called orthonormal 
matrices, since their columns (and rows) are orthonormal bases! I have 
no good answer, but isometries do preserve orthogonality, and orthogonal 
matrices correspond to isometries. 

Recall that the determinant det(f) of a linear map f: E -> E is indepen­
dent of the choice of a basis in E. Also, for every matrix A E Mn(lR), we 
have det(A) = det(AT), and for any two n x n matrices A and B, we have 
det(AB) = det(A) det(B) (for all these basic results, see Lang [107]). Then, 
if f is an isometry, and A is its matrix with respect to any orthonormal ba­
sis, AAT = AT A = In implies that det(A)2 = 1, that is, either det(A) = 1, 
or det(A) = -1. It is also clear that the isometries of a Euclidean space of 
dimension n form a group, and that the isometries of determinant + 1 form 
a subgroup. This leads to the following definition. 

Definition 6.4.3 Given a Euclidean space E of dimension n, the set of 
isometries f: E -> E forms a subgroup of GL(E) denoted by O(E), or 
O(n) when E = jRn, called the orthogonal group (of E). For every isometry 
f, we have det(f) = ±1, where det(f) denotes the determinant of f. The 
isometries such that det(f) = 1 are called rotations, or proper isometries, or 
proper orthogonal transformations, and they form a subgroup of the special 
linear group SL(E) (and of O(E)), denoted by SO(E), or SO(n) when 
E = jRn, called the special orthogonal group (of E). The isometries such 
that det(f) = -1 are called improper isometries, or improper orthogonal 
transformations, or flip transformations. 

As an immediate corollary of the Gram-Schmidt orthonormalization 
procedure, we obtain the QR-decomposition for invertible matrices. 

6.5 QR-Decomposition for Invertible Matrices 

Now that we have the definition of an orthogonal matrix, we can explain 
how the Gram-Schmidt orthonormalization procedure immediately yields 
the QR-decomposition for matrices. 
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Lemma 6.5.1 Given any real n x n matrix A, if A is invertible, then there 
is an orthogonal matrix Q and an upper triangular matrix R with positive 
diagonal entries such that A = QR. 

Proof. We can view the columns of A as vectors A1 , .. . , An in lEn. If 
A is invertible, then they are linearly independent, and we can apply 
Lemma 6.2.7 to produce an orthonormal basis using the Gram- Schmidt 
orthonormalization procedure. Recall that we construct vectors Qk and Qk 
as follows: 

and for the inductive step 

k 

Qk+1 = Ak+1 - 2:)Ak+1 . Qi) Qi, 
i=l 

where 1 ~ k ~ n - 1. If we express the vectors Ak in terms of the Qi and 
Q~, we get the triangular system 

Al = IIQ~ I IQI' 

An = (An' QI) QI + ... + (An' Qn-d Qn-l + IIQ~IIQn' 
Letting Tk ,k = IIQkll, and r i,j = Aj . Qi (the reversal of i and j on 

the right-hand side is intentional!) , where 1 ~ k ~ n, 2 ~ j ~ n, and 
1 ~ i ~ j - 1, and letting qi ,j be the ith component of Qj, we note that 
ai ,j, the ith component of A j , is given by 

ai ,j = rl,jqi,l +-. ·+ri,jqi,i+·· ·+rj,jqi,j = qi ,ITI ,j+- ' '+qi,iri ,j+-' '+qi,jrj,j' 

If we let Q = (qi ,j), the matrix whose columns are the components of 
the Qj, and R = (Ti ,j) , the above equations show that A = QR, where 
R is upper triangular (the reader should work this out on some concrete 
examples for 2 x 2 and 3 x 3 matrices!). The diagonal entries rk,k = IIQkll = 
Ak . Q k are indeed positive. 0 

Remarks: 

(1) Because the diagonal entries of R are positive, it can be shown that 
Q and R are unique. 

(2) The QR-decomposition holds even when A is not invertible. In this 
case, R has some zero on the diagonal. However, a different proof is 
needed. We will give a nice proof using Householder matrices (see 
Lemma 7.3.2, and also Strang [165, 166]' Golub and Van Loan [75], 
Trefethen and Bau [170], Kincaid and Cheney [100], or Ciarlet [33]). 
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Example 6.6 Consider the matrix 

We leave as an exercise to show that A = QR, with 

and 

Example 6.7 Another example of QR-decomposition is 

(
1/V2 1/V2 0) (V2 1/V2 o 0 1 0 1/V2 
1/V2 -1/V2 0 0 0 

V2) ~. 

The QR-decomposition yields a rather efficient and numerically stable 
method for solving systems of linear equations. Indeed, given a system 
Ax = b, where A is an n x n invertible matrix, writing A = QR, since Q is 
orthogonal, we get 

and since R is upper triangular, we can solve it by Gaussian elimination, by 
solving for the last variable Xn first, substituting its value into the system, 
then solving for Xn-l, etc. The QR-decomposition is also very useful in 
solving least squares problems (we will come back to this later on), and 
for finding eigenvalues. It can be easily adapted to the case where A is a 
rectangular m x n matrix with independent columns (thus, n ::; m). In 
this case, Q is not quite orthogonal. It is an m x n matrix whose columns 
are orthogonal, and R is an invertible n x n upper diagonal matrix with 
positive diagonal entries. For more on QR, see Strang [165, 166j, Golub 
and Van Loan [75], or Trefethen and Bau [170j. 

It should also be said that the Gram-Schmidt orthonormalization proce­
dure that we have presented is not very stable numerically, and instead, one 
should use the modified Gram-Schmidt method. To compute Qk+l' instead 
of projecting A k+1 onto Ql,"" Qk in a single step, it is better to perform 
k projections. We compute Qk+l' Q~+I' ... ,Q~+! as follows: 

where 1 ::; i ::; k - 1. It is easily shown that Qk+! = Q~+!. The reader is 
urged to code this method. 
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6.6 Some Applications of Euclidean Geometry 

Euclidean geometry has applications in computational geometry, in partic­
ular Voronoi diagrams and Delaunay triangulations, discussed in Chapter 
9. In turn, Voronoi diagrams have applications in motion planning (see 
O'Rourke [132]). 

Euclidean geometry also has applications to matrix analysis . Recall that 
a real n x n matrix A is symmetric if it is equal to its transpose AT. One 
of the most important properties of symmetric matrices is that they have 
real eigenvalues and that they can be diagonalized by an orthogonal matrix 
(see Chapter 11). This means that for every symmetric matrix A, there is 
a diagonal matrix D and an orthogonal matrix P such that 

A=PDpT . 

Even though it is not always possible to diagonalize an arbitrary matrix, 
there are various decompositions involving orthogonal matrices that are of 
great practical interest. For example, for every real matrix A, there is the 
QR-decomposition , which says that a real matrix A can be expressed as 

A=QR, 

where Q is orthogonal and R is an upper triangular matrix. This can be 
obtained from the Gram- Schmidt orthonormalization procedure, as we saw 
in Section 6.5, or better, using Householder matrices, as shown in Section 
7.3. There is also the polar decomposition, which says that a real matrix A 
can be expressed as 

A=QS, 

where Q is orthogonal and S is symmetric positive semidefinite (which 
means that the eigenvalues of S are nonnegative; see Chapter 11). Such a 
decomposition is important in continuum mechanics and in robotics, since 
it separates stretching from rotation. Finally, there is the wonderful singular 
value decomposition, abbreviated as SVD, which says that a real matrix A 
can be expressed as 

A = VDUT , 

where U and V are orthogonal and D is a diagonal matrix with nonneg­
ative entries (see Chapter 12). This decomposition leads to the notion of 
pseudo-inverse, which has many applications in engineering (least squares 
solutions, etc). For an excellent presentation of all these notions, we highly 
recommend Strang [166, 165]' Golub and Van Loan [75], and Trefethen and 
Bau [170]. 

The method of least squares, invented by Gauss and Legendre around 
1800, is another great application of Euclidean geometry. Roughly speaking, 
the method is used to solve inconsistent linear systems Ax = b, where the 
number of equations is greater than the number of variables. Since this 
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is generally impossible, the method of least squares consists in finding a 
solution x minimizing the Euclidean norm IIAx - b11 2 , that is, the sum 
of the squares of the "errors." It turns out that there is always a unique 
solution x+ of smallest norm minimizing IIAx - b11 2 , and that it is a solution 
of the square system 

AT Ax = ATb, 

called the system of normal equations. The solution x+ can be found either 
by using the QR-decomposition in terms of Householder transformations, 
or by using the notion of pseudo-inverse of a matrix. The pseudo-inverse 
can be computed using the SVD decomposition. Least squares methods are 
used extensively in computer vision; see Trucco and Verri [171], or Jain, 
Katsuri , and Schunck [93]. More details on the method of least squares and 
pseudo-inverses can be found in Section 13.1. 

6.7 Problems 

Problem 6.1 Prove Lemma 6.2.2. 

Problem 6.2 Prove Lemma 6.2.3. 

Problem 6.3 Let (eb ... , en) be an orthonormal basis for E. If X and Y 
are arbitrary n x n matrices, denoting as usual the jth column of X by Xj, 
and similarly for Y, show that 

XTy = (Xi · }jh:5i,j:5n. 

Use this to prove that 

ATA=AAT=In 

iff the column vectors (A I, ... , An) form an orthonormal basis. Show that 
the conditions AAT = In, AT A = In, and A-I = AT are equivalent. 

Problem 6.4 Given any two linear maps f: E -t F and g: F -t E, where 
dim(E) = nand dim(F) = m, prove that 

(_A)m det(g 0 f - A In) = (-At det(f 0 9 - A 1m), 

and thus that 9 0 f and fog have the same nonnull eigenvalues. 
Hint . If A is an m x n matrix and B is an n x m matrix, observe that 

XIml1 B 
On,m -1m 

and 

It XIml1 B 
On,m -1m 

-XInl = IBA-XIn 
A Om,n 

XB I 
-XIm ' 

where X is a variable. 
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Problem 6.5 (a) Let C1 = (G1 , R 1 ) and C2 = (G2 , R 2 ) be two distinct 
circles in the plane 1E2 (where Gi is the center and Ri is the radius). What 
is the locus of the centers of all circles tangent to both C1 and C2 ? 
Hint. When is it one conic, when is it two conics? 

(b) Repeat question (a) in the case where C2 is a line. 
(c) Given three pairwise distinct circles C1 = (G1 , R 1 ), C2 = (G2 , R2 ), and 

C3 = (G3 , R3 ) in the plane 1E2 , prove that there are at most eight circles 
simultaneously tangent to C1 , C2 , and C3 (this is known as the problem 
oj Apollonius). What happens if the centers G1 ,G2 ,G3 of the circles are 
collinear? In the latter case, show that there are at most two circles exterior 
and tangent to C1 , C2 , and C3. 
Hint. You may want to use a carefully chosen inversion (see the problems 
in Section 5.14, especially Problem 5.37). 

(d) Prove that the problem of question (c) reduces to the problem of find­
ing the circles passing through a fixed point and tangent to two given circles. 
In turn, by inversion, this problem reduces to finding all lines tangent to 
two circles. 

(e) Given four pairwise distinct spheres C1 = (G1, R1), C2 = (G2 ,R2 ) , 

C3 = (G3 , R3 ), and C4 = (G4 , R4 ), prove that there are at most sixteen 
spheres simultaneously tangent to C1 , C2 , C3, and C4. Prove that this prob­
lem reduces to the problem of finding the spheres passing through a fixed 
point and tangent to three given spheres. In turn, by inversion, this problem 
reduces to finding all planes tangent to three spheres. 

Problem 6.6 (a) Given any two circles C1 and C2 in 1E2 of equations 

x 2 + y2 - 2ax - 2by + c = ° and x 2 + y2 - 2a'x - 2'by + c' = 0, 

we say that C1 and C2 are orthogonal if they intersect and if the tangents at 
the intersection points are orthogonal. Prove that C1 and C2 are orthogonal 
iff 

2(aa' + bb') = c + c'. 

(b) For any given c E IR (c =f- 0), there is a pencil F of circles of equations 

x 2 + y2 - 2ux - c = 0, 

where u E IR is arbitrary. Show that the set of circles orthogonal to all 
circles in the pencil F is the pencil F 1- of circles of equations 

x 2 + y2 - 2vy + c = 0, 

where v E IR is arbitrary. 

Problem 6.7 Let P = {PI, . . . ,Pn} be a finite set of points in 1E3 . Show 
that there is a unique point c such that the sum of the squares of the 
distances from c to each Pi is minimal. Find this point in terms of the Pi' 
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Problem 6.8 (1) Compute the real Fourier coefficients of the function 
id(x) = x over [-7r,7r] and prove that 

x = 2 (Si~X _ sin22x + sin33x _ .. . ) . 

What is the value of the Fourier series at ±7r? What is the value of the 
Fourier near ±7r? Do you find this surprising? 

(2) Plot the functions obtained by keeping 1,2,4,5, and 10 terms. What 
do you observe around ±7r? 

Problem 6.9 The Dirac delta function (which is not a function!) is the 
spike function S.t. 8(k27r) = +00 for all k E Z, and 8(x) = 0 everywhere 
else. It has the property that for "well-behaved" functions f (including 
constant functions and trigonometric functions), 

1:"" f(t)8(t)dt = f(O). 

(1) Compute the real Fourier coefficients of 8 over [-7r , 7r], and prove that 

1 
8 (x) = - (1 + 2 cos x + 2 cos 2x + 2 cos 3x + .. . + 2 cos nx + ... ) . 

27r 

Also compute the complex Fourier coefficients of 8 over [-7r,7r], and prove 
that 

8(x) = 2~ (1 + eix + e-ix + ei2x + e- i2x + ... + einx + e-inx + ... ) . 

(2) Prove that the partial sum of the first 2n + 1 complex terms is 

8n (x) = sin ((2n + 1)(x/2)). 
27rsin (x/2) 

What is 8n (0)? 
(3) Plot 8n (x) for n = 10,20 (over [-7r,7r]). Prove that the area under 

the curve 8n is independent of n. What is it? 

Problem 6.10 (1) If an upper triangular n x n matrix R is invertible, 
prove that its inverse is also upper triangular. 

(2) If an upper triangular matrix is orthogonal, prove that it must be a 
diagonal matrix. 

If A is an invertible n x n matrix and if A = QIRI = Q2R2, where Rl 
and R2 are upper triangular with positive diagonal entries and Ql, Q2 are 
orthogonal, prove that Ql = Q2 and Rl = R2. 

Problem 6.11 (1) Review the modified Gram- Schmidt method. Recall 
that to compute Qk+l' instead of projecting Ak+l onto Ql, .. . ,Qk in a sin­
gle step, it is better to perform k projections. We compute Qk+l' Q%+I' ... , 
Q~+l as follows: 
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Hi _ i i 
Qk+l - Qk+l - (Qk+l . QHd QHb 

where 1 ::; i ::; k - 1. 
Prove that Qk+l = Q~+l' 
(2) Write two computer programs to compute the QR-decomposition of 

an invertible matrix. The first one should use the standard Gram-Schmidt 
method, and the second one the modified Gram-Schmidt method. Run 
both on a number of matrices, up to dimension at least 10. Do you observe 
any difference in their performance in terms of numerical stability? 

Run your programs on the Hilbert matrix Hn = (l/(i + j - l)h:5i,j:5n' 
What happens? 

Extra Credit. Write a program to solve linear systems of equations 
Ax = b, using your version of the QR-decomposition program, where A is 
an n x n matrix. 

Problem 6.12 Let E be a Euclidean space of finite dimension n, and let 
(el"'" en) be an orthonormal basis for E. For any two vectors u, vEE, 
the linear map u 0 v is defined such that 

u 0 v(x) = (v·x)u, 

for all x E E. If U and V are the column vectors of coordinates of u and v 
w.r.t. the basis (el, ... , en), prove that u 0 v is represented by the matrix 

UTv. 

What sort of linear map is u 0 u when u is a unit vector? 

Problem 6.13 Let <p: E x E -+ IR be a bilinear form on a real vector space 
E of finite dimension n. Given any basis (el, .. . , en) of E, let A = (ai j) 
be the matrix defined such that 

aij = <p(ei,ej), 

1 ::; i, j ::; n. We call A the matrix of <p w. r. t. the basis (el, .. . , en). 
(a) For any two vectors x and y, if X and Y denote the column vectors 

of coordinates of x and y w.r.t. the basis (el"'" en), prove that 

<p(x, y) = XT AY. 

(b) Recall that A is a symmetric matrix if A = AT . Prove that <p is 
symmetric if A is a symmetric matrix. 

(c) If (/1, ... , In) is another basis of E and P is the change of basis 
matrix from (el , ... , en) to (/1, ... , In), prove that the matrix of <p w.r.t. 
the basis (/1, ... , In) is 

pTAP. 

The common rank of all matrices representing <p is called the rank of <po 

Problem 6.14 Let <p: Ex E -+ IR be a symmetric bilinear form on a real 
vector space E of finite dimension n. Two vectors x and yare said to be 
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conjugate w.r.t. 'P if 'P(x, y) = O. The main purpose of this problem is to 
prove that there is a basis of vectors that are pairwise conjugate w.r.t. 'P. 

(a) Prove that if 'P(x, x) = 0 for all x E E , then 'P is identically null on 
E. 

Otherwise, we can assume that there is some vector x E E such that 
'P( x , x) -I- 0. Use induction to prove that there is a basis of vectors that are 
pairwise conjugate w.r .t. 'P. 

For the induction step, proceed as follows. Let (el, e2 , . . . , en) be a basis 
of E, with 'P(el, ed -I- O. Prove that there are scalars A2," " An such that 
each of the vectors 

Vi = ei + Aiel 

is conjugate to e l w.r.t. 'P, where 2 :::; i :::; n, and that (el ' V2, ... , vn ) is a 
basis. 

(b) Let (el' . . . , en) be a basis of vectors that are pairwise conjugate w.r.t . 
'P , and assume that they are ordered such that 

ifl:::;i:::;r, 
if r + 1 :::; i :::; n, 

where r is the rank of 'P. Show that the matrix of 'P w.r.t . (el,"" en) is a 
diagonal matrix, and that 

r 

'P(x , y) = L BiXiYi , 
i=l 

where x = L~l Xiei and Y = L~l Yiei' 
Prove that for every symmetric matrix A, there is an invertible matrix 

P such that 

pTAP=D, 

where D is a diagonal matrix. 
( c) Prove that there is an integer p, ° :::; p :::; r (where r is the rank of 'P), 

such that 'P(Ui , Ui) > 0 for exactly p vectors of every basis (Ul, "" un) of 
vectors that are pairwise conjugate w.r.t. 'P (Sylvester's inertia theorem). 

Proceed as follows. Assume that in the basis (Ul ,"" un), for any x E E, 
we have 

() 2 2 2 2 'P x , x = alxl + ... + apxp - a p+lXp+l - . .. - arxr , 

where x = L~=l XiUi , and that in the basis (VI , . . . , vn), for any x E E, we 
have 

'P(X , x ) = (3lyr + ... + (3qY; - (3Q+1Y;+l - ... - (3rY;, 

where x = L~l YiVi , with ai > 0, (3i > 0, 1 :::; i :::; r. 
Assume that p > q and derive a contradiction. First, consider x in the 

subspace F spanned by 
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and observe that 4'(x,x) > 0 if x =I- o. Next, consider x in the subspace G 
spanned by 

(Vq+ 1, ... , vr ), 

and observe that 4'(x, x) < 0 if x =I- o. Prove that F n G is nontrivial (i.e., 
contains some nonnull vector), and derive a contradiction. This implies that 
p::::: q. Finish the proof. 

The pair (p, r - p) is called the signature of 4'. 
(d) A symmetric bilinear form 4' is definite iffor every x E E, if 4'(x, x) = 

0, then x = o. 
Prove that a symmetric bilinear form is definite if its signature is either 

(n,O) or (0, n). In other words, a symmetric definite bilinear form has rank 
n and is either positive or negative. 

(e) The kernel of a symmetric bilinear form 4' is the subspace consisting of 
the vectors that are conjugate to all vectors in E. We say that a symmetric 
bilinear form 4' is nondegenerate if its kernel is trivial (i.e., equal to {O}). 

Prove that a symmetric bilinear form 4' is nondegenerate iff its rank is n, 
the dimension of E. Is a definite symmetric bilinear form 4' nondegenerate? 
What about the converse? 

Prove that if 4' is nondegenerate, then there is a basis of vectors that are 
pairwise conjugate w.r.t. 4' and such that 4' is represented by the matrix 

( Ip 0) 
o -Iq 

where (p, q) is the signature of 4'. 
(f) Given a nondegenerate symmetric bilinear form 4' on E, prove that 

for every linear map f: E - E, there is a unique linear map f*: E - E 
such that 

4'(f(u), v) = 4'(u, f*(v)), 

for all U,V E E. The map f* is called the adjoint of f (w.r.t. to 4'). Given 
any basis (Ul, ... , un), if n is the matrix representing 4' and A is the matrix 
representing f, prove that f* is represented by n-1ATn. 

Prove that Lemma 6.2.4 also holds, i.e., the map 0: E - E* is a canonical 
isomorphism. 

A linear map f: E - E is an isometry w. r. t. 4' if 

4'(f(x), f(y)) = 4'(x, y) 

for all x, y E E. Prove that a linear map f is an isometry w.r.t. 4' iff 

f* 0 f = f 0 f* = id. 

Prove that the set of isometries w.r.t. 4' is a group. This group is denoted 
by 0(4'), and its subgroup consisting of isometries having determinant +1 
by SO( 4'). Given any basis of E, if n is the matrix representing 4' and A 



is the matrix representing f, prove that f E O(!.p) iff 

ATnA = n. 
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Given another nondegenerate symmetric bilinear form 1/1 on E, we say 
that t.p and 1/1 are equivalent if there is a bijective linear map h: E --+ E 
such that 

1/1 (x , y) = t.p(h(x), h(y)), 

for all x,y E E. Prove that the groups of isometries O(t.p) and 0(1/1) are 
isomomorphic (use the map f 1-+ h 0 f 0 h- 1 from 0(1/1) to O(t.p)). 

If t.p is a nondegenerate symmetric bilinear form of signature (p, q), prove 
that the group O(t.p) is isomorphic to the group of n x n matrices A such 
that 

o )A= (Ip 
-Iq 0 

Remark: In view of question (f), the groups O(t.p) and SO(t.p) are also 
denoted by O(p, q) and SO(p, q) when t.p has signature (p, q). They are 
Lie groups. In particular, the group SO(3, 1), known as the Lorentz group , 
plays an important role in the theory of special relativity. 

Problem 6.15 (a) Let C be a circle of radius R and center 0, and let P 
be any point in the Euclidean plane JE2 . Consider the lines ~ through P 
that intersect the circle C, generally in two points A and B. Prove that for 
all such lines, 

PA· PB = IIPOl1 2 - R2. 

Hint. If P is not on C, let B' be the antipodal of B (i.e., OB' = -OB). 
Then AB . AB' = 0 and 

PA · PB = PB' . PB = (PO - OB) . (PO + OB) = IIPOll 2 - R2. 

The quantity IIPOll 2 - R2 is called the power of P w.r.t. C, and it is 
denoted by P(P, C). 

Show that if ~ is tangent to C, then A = Band 

IIPAI1 2 = IIPOl1 2 - R2. 

Show that P is inside C iff P(P, C) < 0, on C iff P(P, C) = 0, outside 
C if P(P, C) > o. 

If the equation of C is 

x 2 + y2 - 2ax - 2by + c = 0, 

prove that the power of P = (x, y) w.r.t. C is given by 

P(P, C) = x2 + y2 - 2ax - 2by + c. 
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(b) Given two nonconcentric circles C and C', show that the set of points 
having equal power w.r.t. C and C' is a line orthogonal to the line through 
the centers of C and C'. If the equations of C and C' are 

x 2 + y2 _ 2ax - 2by + c = 0 and x2 + y2 - 2a'x - 2b'y + c' = 0, 

show that the equation of this line is 

2(a - a')x + 2(b - b')y + c' - c = O. 

This line is called the radical axis of C and C'. 
(c) Given three distinct nonconcentric circles C, C', and C", prove that 

either the three pairwise radical axes of these circles are parallel or that 
they intersect in a single point w that has equal power w.r.t. C, C', and C". 
In the first case, the centers of C, C', and C" are collinear. In the second 
case, if the power of w is positive, prove that w is the center of a circle r 
orthogonal to C, C', and C", and if the power of w is negative, w is inside 
C, C', and C". 

(d) Given any k E lR with k =1= 0 and any point a, recall that an inversion 
of pole a and power k is a map h: (lEn - {a}) ---> lEn defined such that for 
every x E lEn - {a}, 

ax 
h(x) = a + k Ilaxl1 2 . 

For example, when n = 2, chosing any orthonormal frame with origin a, h 
is defined by the map 

( kx kY ) 
(x,y)f-+ 2 2' 2 2· 

X +y x +y 

When the centers of C, C' and C" are not collinear and the power of w is 
positive, prove that by a suitable inversion, C, C' and C" are mapped to 
three circles whose centers are collinear. 

Prove that if three distinct nonconcentric circles C, C', and C" have 
collinear centers, then there are at most eight circles simultaneously tangent 
to C, C', and C", and at most two for those exterior to C, C', and C". 

(e) Prove that an inversion in lE3 maps a sphere to a sphere or to a plane. 
Prove that inversions preserve tangency and orthogonality of planes and 
spheres. 



7 
The Cartan-Dieudonne Theorem 

7.1 Orthogonal Reflections 

In this chapter the structure of the orthogonal group is studied in more 
depth. In particular, we prove that every isometry in O(n) is the compo­
sition of at most n reflections about hyperplanes (for n ~ 2, see Theorem 
7.2.1). This important result is a special case of the "Cartan- Dieudonne 
theorem" (Cartan [29], Dieudonne [47]). We also prove that every rotation 
in SO(n) is the composition of at most n flips (for n ~ 3). 

Hyperplane reflections are represented by matrices called Householder 
matrices. These matrices play an important role in numerical methods, 
for instance for solving systems of linear equations, solving least squares 
problems, for computing eigenvalues, and for transforming a symmetric 
matrix into a tridiagonal matrix. We prove a simple geometric lemma that 
immediately yields the QR-decomposition of arbitrary matrices in terms of 
Householder matrices. 

Affine isometries are defined, and their fixed points are investigated. 
First, we characterize the set of fixed points of an affine map. Using this 
characterization, we prove that every affine isometry f can be written 
uniquely as 

f = tog, with tog = got, 

where g is an isometry having a fixed point, and t is a translation by a 
-----> 

vector T such that f (T) = T, and with some additional nice properties 
(see Lemma 7.6.2). This is a generalization of a classical result of Chasles 
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about (proper) rigid motions in]R3 (screw motions). We also show that the 
Cartan-Dieudonne theorem can be generalized to affine isometries: Every 
rigid motion in Is(n) is the composition of at most n affine reflections if 
it has a fixed point, or else of at most n + 2 affine reflections. We prove 
that every rigid motion in SE(n) is the composition of at most n flips (for 
n 2: 3) . Finally, the orientation of a Euclidean space is defined, and we 
discuss volume forms and cross products. 

Orthogonal symmetries are a very important example of isometries. First 
let us review the definition of projections. Given a vector space E, let F 
and G be subspaces of E that form a direct sum E = FEB G. Since every 
u E E can be written uniquely as u = v + w, where v E F and W E G, 
we can define the two projections PF: E --+ F and PG: E --+ G such that 
PF(U) = v and PG(u) = w. It is immediately verified that PG and PF are 
linear maps, and that p} = PF, Pb = PG, PF 0 PG = PG 0 PF = 0, and 
PF + PG = id. 

Definition 7.1.1 Given a vector space E, for any two subspaces F and 
G that form a direct sum E = FEB G, the symmetry (or reflection) with 
respect to F and parallel to G is the linear map s: E --+ E defined such that 

s(u) = 2pF(U) - u, 

for every U E E. 

Because PF + PG = id, note that we also have 

s(u) = PF(U) - PG(u) 

and 

s(U) = U - 2PG(u), 

s2 = id, s is the identity on F, and s = -id on G. We now assume that E 
is a Euclidean space of finite dimension. 

Definition 7.1.2 Let E be a Euclidean space of finite dimension n. For 
any two subspaces F and G, if F and G form a direct sum E = FEB G 
and F and G are orthogonal, i.e., F = Gl., the orthogonal symmetry (or 
reflection) with respect to F and parallel to G is the linear map s: E --+ E 
defined such that 

s(U) = 2PF(U) - u, 

for every U E E. When F is a hyperplane, we call s a hyperplane symmetry 
with respect to F (or reflection about F), and when G is a plane (and thus 
dim(F) = n - 2), we call s a flip about F. 

A reflection about a hyperplane F is shown in Figure 7.l. 
For any two vectors u, vEE, it is easily verified using the bilinearity of 

the inner product that 

Ilu + vl1 2 - Ilu - vl1 2 = 4(u· v). 
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G 

u 
PC(u) l----~ 

-pc(u) 

I 
I 
I 
I 
I 

s(u) 

Figure 7.1. A reflection about a hyperplane F 

Then, since 

u = PF(U) + pc(u) 

and 

s(U) = PF(U) - Pc(u), 

since F and G are orthogonal, it follows that 

PF(U) . pc(v) = 0, 

and thus, 

IIs(U)11 = lIull, 
so that s is an isometry. 

Using Lemma 6.2.7, it is possible to find an orthonormal basis (el' ... ,en) 
of E consisting of an orthonormal basis of F and an orthonormal basis of 
G. Assume that F has dimension p, so that G has dimension n - p. With 
respect to the orthonormal basis (el,"" en) , the symmetry s has a matrix 
of the form 

Thus, det(s) = (_l)n-p, and s is a rotation iff n - P is even. In particular, 
when F is a hyperplane H, we have P = n - 1 and n - P = 1, so that s is 
an improper orthogonal transformation. When F = {O}, we have s = -id, 
which is called the symmetry with respect to the origin. The symmetry 
with respect to the origin is a rotation iff n is even, and an improper 
orthogonal transformation iff n is odd. When n is odd, we observe that 
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every improper orthogonal transformation is the composition of a rotation 
with the symmetry with respect to the origin. When G is a plane, p = n - 2, 
and det(s) = (-1)2 = 1, so that a flip about F is a rotation. In particular, 
when n = 3, F is a line, and a flip about the line F is indeed a rotation of 
measure 7r. 

Remark: Given any two orthogonal subspaces F, G forming a direct sum 
E = FEB G, let f be the symmetry with respect to F and parallel to G, 
and let 9 be the symmetry with respect to G and parallel to F. We leave 
as an exercise to show that 

fog = go f = -id. 

When F = H is a hyperplane, we can give an explicit formula for s(u) 
in terms of any nonnull vector w orthogonal to H. Indeed, from 

u = PH(U) + pc(u), 

since pc(u) E G and G is spanned by w, which is orthogonal to H, we have 

pc(u) = AW 

for some A E lR, and we get 

and thus 

Since 

we get 

(u · w) 
pc(u) = ~w. 

s(u) = u - 2pc(u), 

(u· w) 
s(u) =u-2~w. 

Such reflections are represented by matrices called Householder matrices, 
and they play an important role in numerical matrix analysis (see Kincaid 
and Cheney [100] or Ciarlet [33]). Householder matrices are symmetric and 
orthogonal. It is easily checked that over an orthonormal basis (el,"" en), 
a hyperplane reflection about a hyperplane H orthogonal to a nonnull 
vector w is represented by the matrix 

WWT WWT 
H = In - 2 IIWI1 2 = In - 2 WTW' 
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where W is the column vector of the coordinates of w over the basis 
(el, .. . , en), and In is the identity n x n matrix. Since 

(u· w) 
pc(u) = ~w, 

the matrix representing Pc is 

WWT 

WTW' 

and since PH + Pc = id, the matrix representing PHis 

WWT 
In - WTW· 

These formulae will be used in Section 8.1 to derive a formula for a rotation 
of ]R3, given the direction w of its axis of rotation and given the angle e of 
rotation. 

The following fact is the key to the proof that every isometry can be 
decomposed as a product of reflections. 

Lemma 7.1.3 Let E be any nontrivial Euclidean space. For any two vec­
tors u, vEE, if Ilull = IIvll, then there is a hyperplane H such that the 
reflection s about H maps u to v , and if u i- v, then this reflection is 
unique. 

Proof. If u = v, then any hyperplane containing u does the job. Otherwise, 
we must have H = {v - u}.l, and by the above formula, 

(u· (v - u)) 211ul1 2 - 2u· v 
s(u) = u - 2 II(v _ u)112 (v - u) = u + II(v _ u)112 (v - u), 

and since 

II(v - u)112 = IIul12 + IIvl12 - 2u· v 

and lIull = Ilvll, we have 

II(v - u)112 = 211ul1 2 - 2u· v, 

and thus, s(u) = v. 0 

If E is a complex vector space and the inner product is Hermitian, 
Lemma 7.1.3 is false. The problem is that the vector v-u does not 

work unless the inner product u . v is real! We will see in the next chapter 
that the lemma can be salvaged enough to yield the QR-decomposition in 
terms of Householder transformations. 

Using the above property, we can prove a fundamental property of 
isometries: They are generated by reflections about hyperplanes. 
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7.2 The Cartan-Dieudonne Theorem for Linear 
Isometries 

The fact that the group SO(n) of linear isometries is generated by the 
reflections is a special case of a theorem known as the Cartan- Dieudonne 
theorem. Elie Cart an proved a version of this theorem early in the twentieth 
century. A proof can be found in his book on spinors [29], which appeared 
in 1937 (Chapter I, Section 10, pages 10-12). Cartan's version applies to 
nondegenerate quadratic forms over lR or C. The theorem was generalized 
to quadratic forms over arbitrary fields by Dieudonne [47]. One should also 
consult Emil Artin's book [4], which contains an in-depth study of the 
orthogonal group and another proof of the Cartan- Dieudonne theorem. 

First, let us review the notions of eigenvalues and eigenvectors. Recall 
that given any linear map f: E -+ E, a vector u E E is called an eigenvector, 
or proper vector, or characteristic vector, of f if there is some A E K such 
that 

feu) = Au. 

In this case, we say that u E E is an eigenvector associated with A. A scalar 
A E K is called an eigenvalue, or proper value, or characteristic value, of 
f if there is some nonnull vector u =I- 0 in E such that 

feu) = Au, 

or equivalently if Ker (f - Aid) =I- {O}. Given any scalar A E K, the set 
of all eigenvectors associated with A is the subspace Ker (f - Aid), also 
denoted by E).. (f) or E(A, f), called the eigenspace associated with A, or 
proper subspace associated with A. 

Theorem 7.2.1 Let E be a Euclidean space of dimension n ::::: 1. Every 
isometry f E O(E) that is not the identity is the composition of at most n 
reflections. When n ::::: 2, the identity is the composition of any reflection 
with itself 

Proof. We proceed by induction on n. When n = 1, every isometry f E 
O(E) is either the identity or -id, but -id is a reflection about H = {O}. 
When n ::::: 2, we have id = so s for every reflection s. Let us now consider 
the case where n ::::: 2 and f is not the identity. There are two subcases. 

Case 1. f admits 1 as an eigenvalue, i.e., there is some nonnull vector w 
such that few) = w. In this case, let H be the hyperplane orthogonal to 
w, so that E = H ffi lRw. We claim that f(H) ~ H. Indeed, if 

v·w =0 

for any v E H, since f is an isometry, we get 

f(v) . few) = V· W = 0, 
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and since f(w) = w, we get 

f(v) . w = f(v) . f(w) = 0, 

and thus f(v) E H. Furthermore, since f is not the identity, f is not the 
identity of H. Since H has dimension n - 1, by the induction hypothesis 
applied to H, there are at most k ~ n -1 reflections 81, ... , 8k about some 
hyperplanes HI' ... ' Hk in H, such that the restriction of f to H is the 
composition 8k 0 ... 0 81. Each 8i can be extended to a reflection in E as 
follows: If H = Hi EB Li (where Li = Hf, the orthogonal complement of 
Hi in H), L = lR.w, and Fi = Hi EB L, since Hand L are orthogonal, 
Fi is indeed a hyperplane, E = Fi EB Li = Hi EB L EB Li , and for every 
u = h +,\w E H EB L = E, since 

we can define 8i on E such that 

8i(h + '\w) = PHi (h) +,\w - PLi (h), 

and since h E H, w E L, Fi = Hi EB L, and H = Hi EB Li , we have 

8i(h + '\w) = PFi (h + '\w) - PLi (h + '\w), 

which defines a reflection about Fi = Hi EB L. Now, since f is the identity 
on L = lR.w, it is immediately verified that f = 8k o· .. 081, with k ~ n - 1. 

Case 2. f does not admit 1 as an eigenvalue, i.e., f(u) i- u for all u i- o. 
Pick any w i- 0 in E, and let H be the hyperplane orthogonal to f (w) - w. 
Since f is an isometry, we have IIf(w)11 = Ilwll, and by Lemma 7.1.3, we 
know that 8(W) = f(w), where 8 is the reflection about H, and we claim 
that 8 0 f leaves w invariant. Indeed, since 8 2 = id, we have 

8(f(W)) = 8(8(W)) = w. 

Since 8 2 = id, we cannot have 8 0 f = id, since this would imply that 
f = 8, where 8 is the identity on H, contradicting the fact that f is not 
the identity on any vector. Thus, we are back to Case 1. Thus, there are 
k ~ n - 1 hyperplane reflections such that 80 f = 8k 0 ... 081, from which 
we get 

f = 80 8k 0 ... 081, 

with at most k + 1 ~ n reflections. D 

Remarks: 

(1) A slightly different proof can be given. Either f is the identity, or 
there is some nonnull vector u such that f(u) i- u. In the second 
case, proceed as in the second part of the proof, to get back to the 
case where f admits 1 as an eigenvalue. 
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L 
Fi 

AW 

Figure 7.2. An isometry f as a composition of reflections, when 1 is an eigenvalue 
of f 

(2) Theorem 7.2.1 still holds if the inner product on E is replaced by 
a nondegenerate symmetric bilinear form rp, but the proof is a lot 
harder. 

(3) The proof of Theorem 7.2.1 shows more than stated. If 1 is an eigen­
value of f , for any eigenvector W associated with 1 (i.e., f(w) = w, 
w oj:. 0), then f is the composition of k ::; n - 1 reflections about 
hyperplanes Fi such that Fi = Hi EB L, where L is the line lRw and 
the Hi are subs paces of dimension n - 2 all orthogonal to L (the Hi 
are hyperplanes in H). This situation is illustrated in Figure 7.2. 
If 1 is not an eigenvalue of f, then f is the composition of k ::; n 
reflections about hyperplanes H, F1 , ... , Fk-l, such that Fi = Hi EB 
L, where L is a line intersecting H, and the Hi are subspaces of 
dimension n - 2 all orthogonal to L (the Hi are hyperplanes in L.L). 
This situation is illustrated in Figure 7.3. 

(4) It is natural to ask what is the minimal number of hyperplane re­
flections needed to obtain an isometry f. This has to do with the 
dimension of the eigenspace Ker (f - id) associated with the eigen­
value 1. We will prove later that every isometry is the composition of 
k hyperplane reflections, where 

k = n - dim(Ker (f - id)), 

and that this number is minimal (where n = dim(E)). 
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L 

Figure 7.3. An isometry f as a composition of reflections when 1 is not an 
eigenvalue of f 

When n = 2, a reflection is a reflection about a line, and Theorem 7.2.1 
shows that every isometry in 0(2) is either a reflection about a line or a 
rotation, and that every rotation is the product of two reflections about 
some lines. In general, since det(s) = -1 for a reflection s, when n ~ 3 is 
odd, every rotation is the product of an even number less than or equal 
to n - 1 of reflections, and when n is even, every improper orthogonal 
transformation is the product of an odd number less than or equal to n-1 
of reflections. 

In particular, for n = 3, every rotation is the product of two reflections 
about planes. When n is odd, we can say more about improper isometries. 
Indeed, when n is odd, every improper isometry admits the eigenvalue -1. 
This is because if E is a Euclidean space of finite dimension and f: E -> E 
is an isometry, because Ilf(u)11 = lIull for every u E E , if A is any eigenvalue 
of f and u is an eigenvector associated with A, then 

Ilf(u)11 = pull = IAlilull = lIull, 

which implies IAI = 1, since u =f. O. Thus, the real eigenvalues of an isometry 
are either +1 or -1. However, it is well known that polynomials of odd 
degree always have some real root. As a consequence, the characteristic 
polynomial det(f - Aid) of f has some real root, which is either +1 or 
-1. Since f is an improper isometry, det(f) = -1 , and since det(f) is the 
product of the eigenvalues, the real roots cannot all be +1, and thus -1 is 
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an eigenvalue of f. Going back to the proof of Theorem 7.2.1, since -1 is an 
eigenvalue of f, there is some nonnull eigenvector w such that f(w) = -w. 
Using the second part of the proof, we see that the hyperplane H orthogonal 
to f (w) - w = - 2w is in fact orthogonal to w, and thus f is the product of 
k ::; n reflections about hyperplanes H, F1 , .. . ,Fk-l such that Fi = Hi (f) L, 
where L is a line orthogonal to H, and the H i are hyperplanes in H = L1. 
orthogonal to L. However, k must be odd, and so k -1 is even, and thus the 
composition of the reflections about F1 , ... , Fk-l is a rotation. Thus, when 
n is odd, an improper isometry is the composition of a reflection about a 
hyperplane H with a rotation consisting of reflections about hyperplanes 
F 1 , ... ,Fk - 1 orthogonal to H . In particular, when n = 3, every improper 
orthogonal transformation is the product of a rotation with a reflection 
about a plane orthogonal to the axis of rotation. 

Using Theorem 7.2.1, we can also give a rather simple proof of the clas­
sical fact that in a Euclidean space of odd dimension, every rotation leaves 
some nonnull vector invariant, and thus a line invariant. 

If A is an eigenvalue of f, then the following lemma shows that the or­
thogonal complement E).(J)1. of the eigenspace associated with A is closed 
under f. 

Lemma 7.2.2 Let E be a Euclidean space of finite dimension n , and let 
f: E -+ E be an isometry. For any subspace F of E , if f(F) = F, then 
f(F1.) S;;; F1. and E = F (f) F1.. 

Proof. We just have to prove that if wEE is orthogonal to every U E F, 
then f(w) is also orthogonal to every U E F. However, since f(F) = F, for 
every v E F, there is some u E F such that f (u) = v, and we have 

f(w) . v = f(w) . f(u) = w . u, 

since f is an isometry. Since we assumed that wEE is orthogonal to every 
u E F, we have 

w·u=O, 

and thus 

f(w)·v=O , 

and this for every v E F. Thus, f(F1.) S;;; F1.. The fact that E = F (f) F1. 
follows from Lemma 6.2.8. 0 

Lemma 7.2.2 is the starting point of the proof that every orthogonal 
matrix can be diagonalized over the field of complex numbers. Indeed, if A is 
any eigenvalue of f, then f(E).(J)) = E).(J), where E).(J) is the eigenspace 
associated with A, and thus the orthogonal E). (J) 1. is closed under f, and 
E = E).(J) (f) E).(J)1.. The problem over lR. is that there may not be any 
real eigenvalues. However, when n is odd, the following lemma shows that 
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every rotation admits 1 as an eigenvalue (and similarly, when n is even, 
every improper orthogonal transformation admits 1 as an eigenvalue). 

Lemma 7.2.3 Let E be a Euclidean space. 

(1) If E has odd dimension n = 2m + 1, then every rotation f admits 1 
as an eigenvalue and the eigenspace F of all eigenvectors left invari­
ant under f has an odd dimension 2p + 1. Furthermore, there is an 
orthonormal basis of E, in which f is represented by a matrix of the 
form 

( R2(mo -p) 0) 
I 2p+1 ' 

where R 2(m-p) is a rotation matrix that does not have 1 as an 
eigenvalue. 

(2) If E has even dimension n = 2m, then every improper orthogonal 
transformation f admits 1 as an eigenvalue and the eigenspace F of 
all eigenvectors left invariant under f has an odd dimension 2p + 
1. Furthermore, there is an orthonormal basis of E, in which f is 
represented by a matrix of the form 

( S2(mo-p)-1 0) 
I 2p+1 ' 

where S2(m-p)-1 is an improper orthogonal matrix that does not have 
1 as an eigenvalue. 

Proof. We prove only (1), the proof of (2) being similar. Since f is a rota­
tion and n = 2m + 1 is odd, by Theorem 7.2.1, f is the composition of an 
even number less than or equal to 2m of reflections. From Lemma 2.11.1, 
recall the Grassmann relation 

dim(M) + dim(N) = dim(M + N) + dim (M n N), 

where M and N are subspaces of E. Now, if M and N are hyperplanes, 
their dimension is n-1, and thus dim (M n N) 2: n-2. Thus, if we intersect 
k ::; n hyperplanes, we see that the dimension of their intersection is at least 
n - k. Since each of the reflections is the identity on the hyperplane defining 
it, and since there are at most 2m = n - 1 reflections, their composition 
is the identity on a subspace of dimension at least 1. This proves that 1 is 
an eigenvalue of f. Let F be the eigenspace associated with 1, and assume 
that its dimension is q. Let G = F.l. be the orthogonal of F. By Lemma 
7.2.2, G is stable under f, and E = FEB G. Using Lemma 6.2.7, we can 
find an orthonormal basis of E consisting of an orthonormal basis for G 
and orthonormal basis for F. In this basis, the matrix of f is of the form 

(R2m;1-q ~ ) . 
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Thus, det(f) = det(R), and R must be a rotation, since f is a rotation and 
det(f) = 1. Now, if f left some vector u =I ° in G invariant, this vector 
would be an eigenvector for 1, and we would have u E F, the eigenspace 
associated with 1, which contradicts E = F E& G. Thus, by the first part of 
the proof, the dimension of G must be even, since otherwise, the restriction 
of f to G would admit 1 as an eigenvalue. Consequently, q must be odd, 
and R does not admit 1 as an eigenvalue. Letting q = 2p + 1, the lemma is 
established. 0 

An example showing that Lemma 7.2.3 fails for n even is the following 
rotation matrix (when n = 2): 

R = (c~sO 
smO 

- sinO) 
cosO . 

The above matrix does not have real eigenvalues for 0 =I k1r. 
It is easily shown that for n = 2, with respect to any chosen orthonormal 

basis (el' e2), every rotation is represented by a matrix of form 

- SinO) 
cosO 

where 0 E [0,211"[, and that every improper orthogonal transformation is 
represented by a matrix of the form 

S = (c~sO sinO) 
smO -cosO . 

In the first case, we call 0 E [0, 211" [ the measure of the angle of rotation 
of R w.r.t. the orthonormal basis (el' e2). In the second case, we have a 
reflection about a line, and it is easy to determine what this line is. It is 
also easy to see that S is the composition of a reflection about the x-axis 
with a rotation (of matrix R). 

We refrained from calling 0 "the angle of rotation," because there 
are some subtleties involved in defining rigorously the notion of 

angle of two vectors (or two lines). For example, note that with respect to 
the "opposite basis" (e2' ed, the measure 0 must changed to 211" - 0 (or -0 
if we consider the quotient set lRj211" of the real numbers modulo 211"). We 
will come back to this point after having defined the notion of orientation 
(see Section 7.8). 

It is easily shown that the group 80(2) of rotations in the plane is 
abelian. First, recall that every plane rotation is the product of two reflec­
tions (about lines), and that every isometry in 0(2) is either a reflection or 
a rotation. To alleviate the notation, we will omit the composition operator 
0, and write rs instead of r ° s. Now, if r is a rotation and s is a reflection, 
rs being in 0(2) must be a reflection (since det(rs) = det(r) det(s) = -1), 
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and thus (r8)2 = id, since a reflection is an involution, which implies that 

8r8 = r- 1. 

Then, given two rotations r1 and r2, writing r1 as r1 = 8281 for two 
reflections 81,82, we have 

-1 ()-1 -1 -1 -1 
r1r2r1 = 8281r2 8281 = 8281r281 8 2 = 8281r28182 = 82r2 82 = r2, 

since 8r8 = r- 1 for all reflections 8 and rotations r, and thus r1r2 = r2r1' 

We could also perform the following calculation, using some elementary 
trigonometry: 

( COS8 sin8) (cos'l/J Sin'l/J) = (cos(cp -I- 'l/J) sin(cp + 'l/J) ) 
sin 8 -cos8 sin'l/J -cos'l/J sin(cp+ 'l/J) -cos(cp+ 'l/J) . 

The above also shows that the inverse of a rotation matrix 

R = (C?S 8 - sin 8 ) 
sm8 cos 8 

is obtained by changing 8 to -8 (or 271" - 8)). Incidentally, note that in 
writing a rotation r as the product of two reflections r = 8281, the first 
reflection 81 can be chosen arbitrarily, since 8I = id, r = (r81)81, and r81 

is a reflection. 
For n = 3, the only two choices for pare p = 3, which corresponds to 

the identity, or p = 1, in which case f is a rotation leaving a line invariant. 
This line D is called the axis of rotation. The rotation R behaves like a 
two-dimensional rotation around the axis of rotation. Thus, the rotation 
R is the composition of two reflections about planes containing the axis of 
rotation D and forming an angle 8/2. This is illustrated in Figure 7.4. 

The measure of the angle of rotation 8 can be determined through its 
cosine via the formula 

cos 8 = u· R(u), 

where u is any unit vector orthogonal to the direction of the axis of rotation. 
However, this does not determine 8 E [0, 271" [ uniquely, since both 8 and 
271" - 8 are possible candidates. What is missing is an orientation of the 
plane (through the origin) orthogonal to the axis of rotation. We will come 
back to this point in Section 7.8. 

In the orthonormal basis of the lemma, a rotation is represented by a 
matrix of the form 

(
COS8 

R = Si~8 
-sin8 0) 

cos8 0 . 
o 1 

Remark: For an arbitrary rotation matrix A, since all + a22 + a33 (the 
trace of A) is the sum of the eigenvalues of A, and since these eigenvalues 
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Figure 7.4. 3D rotation as the composition of two reflections 

are cos 0 + i sin 0, cos 0 - i sin 0, and 1, for some 0 E [0, 27r[, we can compute 
cosO from 

1 + 2 cos 0 = al 1 + a22 + a3 3· 

It is also possible to determine the axis of rotation (see the problems). 

An improper transformation is either a reflection about a plane or the 
product of three reflections, or equivalently the product of a reflection about 
a plane with a rotation, and we noted in the discussion following Theorem 
7.2.1 that the axis of rotation is orthogonal to the plane of the reflection. 
Thus, an improper transformation is represented by a matrix of the form 

- sin () 
cosO 
o 

~ ) . 
-1 

When n 2: 3, the group of rotations SO(n) is not only generated by hy­
perplane reflections, but also by flips (about subspaces of dimension n - 2). 
We will also see, in Section 7.4, that every affine rigid motion of determinant 
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+ 1 can be expressed as the composition of n flips, which is perhaps even 
more surprising! The proof of these results uses the following key lemma. 

Lemma 7.2.4 Given any Euclidean space E of dimension n 2: 3, for any 
two reflections h1 and h2 about some hyperplanes H1 and H2, there exist 
two flips hand h such that h2 0 h1 = h 0 h· 
Proof. If h1 = h2' it is obvious that 

h1 0 h2 = h1 0 h1 = id = h 0 h 

for any flip h. If h1 =I- h2, then H1 n H2 = F, where dim(F) = n - 2 (by 
the Grassmann relation). We can pick an orthonormal basis (e1, ... , en) 
of E such that (e1, .. . , en-2) is an orthonormal basis of F. We can also 
extend (e1, ... , en-2) to an orthonormal basis (e1, .. . , en-2, Ull V1) of E, 
where (e1 , .. . ,en-2, uI) is an orthonormal basis of H 1, in which case 

en-1 = cos 61 u1 + sin 61 V1, 

en = sin 61 u1 - cos 61 V1 , 

for some 61 E [0,271-j. Since h1 is the identity on H1 and V1 is orthogonal 
to H 1, it follows that h1(UI) = U1 , h1(V1) = -V1, and we get 

h 1(en-1) = cos 61 U1 - sin 61 V1, 

h1(en ) = sin 61 U1 + cos 61 V1· 

After some simple calculations, we get 

h1(en_I) =cos261en-1 + sin 261 en, 

h1(en ) = sin 261 en-1 - cos 261 en· 

As a consequence, the matrix A1 of h1 over the basis (e1, ... , en) is of the 
form 

(
In_2 

A1 = 0 
o 

o 
cos 261 
sin 261 

Similarly, the matrix A2 of h2 over the basis (e1, ... , en) is of the form 

A2 = (I nO-2 COS0262 sin 0262 ) . 

o sin 262 - cos 262 

Observe that both A1 and A2 have the eigenvalues -1 and + 1 with mul­
tiplicity n - 1. The trick is to observe that if we change the last entry in 
I n - 2 from +1 to -1 (which is possible since n 2: 3) , we have the following 
product A2 A 1 : 

cr o 0 
-1 0 
o cos 262 
o sin 262 

o ) (In-3 o 0 
sin 262 0 

- cos 262 0 

o 0 
-1 0 
o cos 261 
o sin 261 

o ) o 
sin 261 . 

- cos 261 
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Now, the two matrices above are clearly orthogonal, and they have the 
eigenvalues -1, -1, and + 1 with multiplicity n - 2, which implies that the 
corresponding isometries leave invariant a subspace of dimension n - 2 and 
act as -id on its orthogonal complement (which has dimension 2). This 
means that the above two matrices represent two flips II and 12 such that 
h2 0 hI = 12 0 II· 0 

Using Lemma 7.2.4 and the Cartan- Dieudonne theorem, we obtain the 
following characterization of rotations when n ~ 3. 

Theorem 7.2.5 Let E be a Euclidean space of dimension n ~ 3. Every 
rotation f E 80(E) is the composition of an even number of flips f = 
12k 0 ... 0 II, where 2k ::; n. Furthermore, if u =I- 0 is invariant under f 
(i.e., u E Ker (f - id)), we can pick the last flip 12k such that u E FA, 

where F2k is the subspace of dimension n - 2 determining 12k . 

Proof. By Theorem 7.2.1, the rotation f can be expressed as an even num­
ber of hyperplane reflections f = S2k 0 S2k-l 0 ···0 S2 0 Sl, with 2k ::; n. 

By Lemma 7.2.4, every composition of two reflections S2i 0 S2i-l can be 
replaced by the composition of two flips hi o hi-l (1 ::; i ::; k), which 
yields f = 12k 0··· 0 II, where 2k ::; n. 

Assume that f(u) = u, with u =I- O. We have already made the remark 
that in the case where 1 is an eigenvalue of f, the proof of Theorem 7.2.1 
shows that the reflections Si can be chosen so that Si (u) = u. In particu­
lar, if each reflection Si is a reflection about the hyperplane Hi, we have 
u E H 2k-l n H 2k. Letting F = H 2k- l n H 2k, pick an orthonormal basis 
(el,"" en -3, en -2) of F, where 

u 
en -2 = lIull' 

The proof of Lemma 7.2.4 yields two flips hk-l and 12k such that 

hk(en -2) = -en -2 and S2k 0 S2k-l = 12k 0hk-l, 

since the (n - 2 )th diagonal entry in both matrices is -1, which means that 
e n -2 E FA, where F2k is the subspace of dimension n - 2 determining 12k' 

Since u = Ilullen -2 , we also have u E FA· 0 

Remarks: 

(1) It is easy to prove that if f is a rotation in 80(3) and if D is its axis 
and () is its angle of rotation, then f is the composition of two flips 
about lines Dl and D2 orthogonal to D and making an angle () /2. 

(2) It is natural to ask what is the minimal number of flips needed to 
obtain a rotation f (when n ~ 3). As for arbitrary isometries, we will 
prove later that every rotation is the composition of k flips, where 

k = n - dim(Ker (f - id)), 
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and that this number is minimal (where n = dim(E)). 

We now show that hyperplane reflections can be used to obtain another 
proof of the QR-decomposition. 

7.3 QR-Decomposition Using Householder 
Matrices 

First, we state the result geometrically. When translated in terms of House­
holder matrices, we obtain the fact advertised earlier that every matrix (not 
necessarily invertible) has a QR-decomposition. 

Lemma 7.3.1 Let E be a nontrivial Euclidean space of dimension n. For 
any orthonormal basis (eI, ... , en) and for any n-tuple of vectors (VI, ... , 
vn ), there is a sequence of n isometries hI, " " hn such that hi is a hy­
perplane reflection or the identity, and if (rI"'" rn) are the vectors given 
by 

rj = hn 0··· 0 h2 0 hI(vj), 

then every r j is a linear combination of the vectors (eI, ... , ej), 1 ~ j ~ n. 
Equivalently, the matrix R whose columns are the components of the rj 
over the basis (eI"'" en) is an upper triangular matrix. Furthermore, the 
hi can be chosen so that the diagonal entries of R are nonnegative. 

Proof. We proceed by induction on n. For n = 1, we have VI = Ael for 
some A E R If A 2: 0, we let hI = id, else if A < 0, we let hI = -id, the 
reflection about the origin. 

For n 2: 2, we first have to find hI' Let 

rI,I = IlvIiI-
If VI = rI,Iel, we let hI = id. Otherwise, there is a unique hyperplane 
reflection hI such that 

defined such that 

for all U E E, where 

The map hI is the reflection about the hyperplane HI orthogonal to the 
vector WI = rI,I el - VI. Letting 

rl = hI(vd = rI ,I eI, 
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it is obvious that rl belongs to the subspace spanned by el, and rl,l = IlvI11 
is nonnegative. 

Next, assume that we have found k linear maps hI,"" hk , hyperplane 
reflections or the identity, where 1::; k::; n-l, such that if (rl,'" ,rk) are 
the vectors given by 

rj = hk 0··· 0 h2 0 hl(vj), 

then every rj is a linear combination of the vectors (el, ... ,ej), 1 ::; j ::; k. 
The vectors (el,"" ek) form a basis for the subspace denoted by Uk' the 
vectors (ek+l,"" en) form a basis for the subspace denoted by Ur:, the 
subspaces Uk and Ur: are orthogonal, and E = Uk EEl Ur:. Let 

Uk+l = hk 0··' 0 h2 0 hl(Vk+d. 

We can write 

Uk+l = uk+l + Uk+l' 

where uk+l E Uk and Uk+l E U;:' Let 

rk+l,k+l = Iluk+lll· 
If uk+l = rk+l,k+l ek+l, we let hk+l = id. Otherwise, there is a unique 
hyperplane reflection hk+ I such that 

hk+l(Uk+l) = rk+l,k+l ek+l, 

defined such that 

for all U E E, where 

Wk+l = rk+l,k+l ek+l - Uk+l' 

The map hk+l is the reflection about the hyperplane Hk+l orthogonal to 
the vector Wk+l = rk+l,k+l ek+l - uk+l' However, since uk+l' ek+l E Ur: 
and Uk is orthogonal to Ur:, the subspace Uk is contained in Hk+l, and 
thus, the vectors (rl' ... , rk) and uk+l' which belong to Uk, are invariant 
under hk+l' This proves that 

hk+I(Uk+l) = hk+I(Uk+l) + hk+I(Uk+l) = uk+l + rk+l,k+l ek+l 

is a linear combination of (el,"" ek+d. Letting 

rk+l = hk+l (Uk+l) = uk+l + rk+l,k+l ek+l, 

since Uk+l = hk 0··· 0 h2 0 h1(Vk+l), the vector 

rk+l = hk+l 0···0 h2 0 hl(Vk+l) 

is a linear combination of (el, ... ,ek+d. The coefficient ofrk+l over ek+l 
is rk+l,k+l = Iluk+lll, which is nonnegative. This concludes the induction 
step, and thus the proof. D 
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Remarks: 

(1) Since every hi is a hyperplane reflection or the identity, 

p = hn ° ... 0 h2 0 hI 

is an isometry. 

(2) If we allow negative diagonal entries in R, the last isometry hn may 
be omitted. 

(3) Instead of picking rk ,k = lIu~lI, which means that 

where 1 :S k :S n, it might be preferable to pick rk,k = - l lu~11 if this 
makes IIwkl12 larger, in which case 

Wk = rk ,k ek + u~ . 

Indeed, since the definition of hk involves division by Ilwk 11 2, it is 
desirable to avoid division by very small numbers. 

(4) The method also applies to any m-tuple of vectors (VI"'" vm ), where 
m is not necessarily equal to n (the dimension of E). In this case, R 
is an upper triangular n x m matrix we leave the minor adjustments 
to the method as an exercise to the reader (if m > n , the last m - n 
vectors are unchanged). 

Lemma 7.3.1 directly yields the QR-decomposition in terms of House­
holder transformations (see Strang [165, 166], Golub and Van Loan [75], 
Trefethen and Bau [170]' Kincaid and Cheney [100], or Ciarlet [33]). 

Lemma 7.3.2 For every real n x n matrix A, there is a sequence HI"' " 
Hn of matrices, where each Hi is either a Householder matrix or the 
identity, and an upper triangular matrix R such that 

R = Hn ... H2HIA. 

As a corollary, there is a pair of matrices Q, R, where Q is orthogonal 
and R is upper triangular, such that A = QR (a QR-decomposition of A). 
Furthermore, R can be chosen so that its diagonal entries are nonnegative. 

Proof. The jth column of A can be viewed as a vector Vj over the canonical 
basis (eI,"" en) of lEn (where (ej)i = 1 if i = j, and 0 otherwise, 1 :S 
i , j :S n). Applying Lemma 7.3.1 to (v!, ... ,vn ), there is a sequence of n 
isometries hI, ... , hn such that hi is a hyperplane reflection or the identity, 
and if (rI,"" rn) are the vectors given by 

rj = hno ... oh2ohI(vj), 

then every r j is a linear combination of the vectors (eI, . . . , ej), 1 :S j :S n. 
Letting R be the matrix whose columns are the vectors rj, and Hi the 
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matrix associated with hi, it is clear that 

R = Hn' .. H2HlA , 

where R is upper triangular and every Hi is either a Householder matrix 
or the identity. However, hi 0 hi = id for all i, 1 :::; i :::; n, and so 

Vj = hl 0 h2 0·· · 0 hn(Tj) 

for all j, 1 :::; j :::; n. But p = hl 0 h2 0 ... 0 hn is an isometry, and by Lemma 
6.4.1, p is represented by an orthogonal matrix Q. It is clear that A = QR, 
where R is upper triangular. As we noted in Lemma 7.3.1, the diagonal 
entries of R can be chosen to be nonnegative. D 

Remarks: 

(1) Letting 

A k+l = Hk ... H2HlA, 

with Al = A, 1 :::; k :::; n, the proof of Lemma 7.3.1 can be in­
terpreted in terms of the computation of the sequence of matrices 
Ab ... , An+1 = R. The matrix Ak+1 has the shape 

x x 

o x 

o 
o 
o 

o 
o 

o 
o 
o 

o 
o 

x 

x 

o 
o 

o 
o 

x x x x 

x x x x 

x x x x 

x x x x 

x x x x 

x x x x 

where the (k + l)th column of the matrix is the vector 

Uk+1 = hk 0··· 0 h2 0 hl(Vk+l), 

and thus 

and 
" _ (k+l k+l k+l) 

uk+l- uk+l,uk+2"",un . 

If the last n-k-l entries in column k+l are all zero, there is nothing 
to do, and we let Hk+1 = I. Otherwise, we kill these n - k -1 entries 
by multiplying Ak+1 on the left by the Householder matrix H k+1 
sending 

(0 0 k+l k+l) 
, ... , 'Uk +l '··· ,un to (O, . . . ,O,Tk+1.k+1'O, . .. ,O), 
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whererk+1 ,k+1 = I I(u~!~ , ... , u~+1)II· 

(2) If A is invertible and the diagonal entries of R are positive, it can be 
shown that Q and R are unique. 

(3) If we allow negative diagonal entries in R, the matrix Hn may be 
omitted (Hn = 1). 

(4) The method allows the computation of the determinant of A. We 
have 

det(A) = (-1)mr1 ,1· · ·rn,n, 

where m is the number of Householder matrices (not the identity) 
among the Hi. 

(5) The "condition number" of the matrix A is preserved (see Strang 
[166]' Golub and Van Loan [75], Trefethen and Bau [170], Kincaid 
and Cheney [100], or Ciarlet [33]). This is very good for numerical 
stability. 

(6) The method also applies to a rectangular m x n matrix. In this case, 
R is also an m x n matrix (and it is upper triangular) . 

We now turn to affine isometries. 

7.4 Affine Isometries (Rigid Motions) 

In the remaining sections we study affine isometries. First, we characterize 
the set of fixed points of an affine map. Using this characterization, we 
prove that every affine isometry J can be written uniquely as 

J=tog, with tog=got, 

where 9 is an isometry having a fixed point, and t is a translation by a 
---> 

vector T such that J (T) = T, and with some additional nice properties (see 
Theorem 7.6.2) . This is a generalization of a classical result of Chasles about 
(proper) rigid motions in ]R3 (screw motions). We prove a generalization of 
the Cartan- Dieudonne theorem for the affine isometries: Every isometry in 
Is(n) can be written as the composition of at most n reflections if it has 
a fixed point, or else as the composition of at most n + 2 reflections. We 
also prove that every rigid motion in SE(n) is the composition of at most 
n flips (for n ~ 3) . This is somewhat surprising, in view of the previous 
theorem. 

Definition 7.4.1 Given any two nontrivial Euclidean affine spaces E and 
F of the same finite dimension n, a function J: E ---t F is an affine isometry 
(or rigid map) if it is an affine map and 

IIf(a)f(b)11 = Ilabll , 
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for all a, bEE. When E = F , an affine isometry f: E ---4 E is also called a 
rigid motion. 

Thus, an affine isometry is an affine map that preserves the distance. 
This is a rather strong requirement. In fact , we will show that for any 
function f : E ---4 F , the assumption that 

JJf(a)f(b)JJ = lIabJJ, 

for all a, bEE, forces f to be an affine map. 

Remark: Sometimes, an affine isometry is defined as a bijective affine 
isometry. When E and F are of finite dimension, the definitions are 
equivalent. 

The following simple lemma is left as an exercise. 

Lemma 7.4.2 Given any two nontrivial Euclidean affine spaces E and 
F of the same finite dimension n , an affine map f: E ---4 F is an affine 

--> --> --> 
isometry iff its associated linear map f: E ---4 F is an isometry. An 
affine isometry is a bijection. 

--> 
Let us now consider affine isometries f: E ---4 E . If f is a rotation, we 

--> 
call f a proper (or direct) affine isometry, and if f is an improper linear 
isometry, we call f an improper (or skew) affine isometry. It is easily shown 
that the set of affine isometries f : E ---4 E forms a group, and those for 

--> 
which f is a rotation is a subgroup. The group of affine isometries, or rigid 
motions, is a subgroup of the affine group GA(E), denoted by Is(E) (or 
Is( n) when E = lEn). In Snapper and Troyer [160] the group of rigid motions 
is denoted by Mo(E). Since we denote the group of affine bijections as 
GA(E), perhaps we should denote the group of affine isometries by IA(E) 
(or EA(E)!) . The subgroup of Is(E) consisting of the direct rigid motions 
is also a subgroup of SA(E), and it is denoted by SE(E) (or SE(n), when 

--> 
E = lEn). The translations are the affine isometries f for which f = id, 

--> 
the identity map on E. The following lemma is the counterpart of Lemma 
6.3.2 for isometries between Euclidean vector spaces. 

Lemma 7.4.3 Given any two nontrivial Euclidean affine spaces E and F 
of the same finite dimension n, for every function f: E ---4 F, the following 
properties are equivalent: 

(1) f is an affine map and JJf(a)f(b)JJ = lIabll, for all a, bEE. 

(2) IIf(a)f(b)JJ = JJabJJ , for all a , b E E . 

Proof. Obviously, (1) implies (2). In order to prove that (2) implies (I) , we 
proceed as follows. First, we pick some arbitrary point nEE. We define 
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----> ----> 
the map g: E ----> F such that 

g(u) = f(O)f(O + u) 

for all u E E. Since 

f(fJ) + g(u) = f(fJ) + f(O)f(O + u) = f(fJ + u) 
----> 

for all u E E, f will be affine if we can show that 9 is linear, and f will be 
an affine isometry if we can show that 9 is a linear isometry. 

Observe that 

g(v) - g(u) = f(O)f(O + v) - f(O)f(O + u) 

= f(O + u)f(O + v). 

Then, the hypothesis 

Ilf(a)f(b)11 = Ilabll 

for all a , bEE, implies that 

Ilg(v) - g(u)11 = Ilf(O + u)f(O + v) 11 = 11(0 + u)(O + v)11 ~ Ilv - ull· 

Thus, 9 preserves the distance. Also, by definition, we have 

g(O) = O. 

Thus, we can apply Lemma 6.3.2, which shows that 9 is indeed a linear 
isometry, and thus f is an affine isometry. D 

In order to understand the structure of affine isometries, it is important 
to investigate the fixed points of an affine map. 

7.5 Fixed Points of Affine Maps 

Recall that E (1, 7) denotes the eigenspace of the linear map 7 associated 
----> 

with the scalar 1, that is, the subspace consisting of all vectors u E E 

such that 7 (u) = u. Clearly, Ker (7 - id) = E(l, 7). Given some origin 
fJ E E, since 

----> 
f(a) = f(fJ + Oa) = f(fJ) + f (Oa), 

----> 
we have f(O)f(a) = f (Oa), and thus 

----> 
Of (a) = Of(O) + f (Oa). 

From the above, we get 

----> 
Of (a) - Oa = Of(O) + f (Oa) - Oa. 
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Using this, we show the following lemma, which holds for arbitrary affine 
spaces of finite dimension and for arbitrary affine maps. 

Lemma 7.5.1 Let E be any affine space of finite dimension. For every 
affine map f: E ----> E, let Fix(J) = {a EEl f(a) = a} be the set of fixed 
points of f. The following properties hold: 

(1) If f has some fixed point a, so that Fix(J) =I- 0, then Fix(f) is an 
affine subspace of E such that 

Fix(f) = a + E(1, 7) = a + Ker (7 - id), 

where E(1,7) is the eigenspace of the linear map 7 for the 
eigenvalue 1. 

(2) The affine map f has a unique fixed point iff E(l, 7) = Ker (7 - id) 
= {O}. 

Proof. (1) Since the identity 

--+ 
!If(b) -!lb = fU(!l) + f (!lb) -!lb 

holds for all n,b E E, if f(a) = a, then af(a) = 0, and thus, letting n = a, 
for any bEE, 

f(b) = b 

iff 

af(b) - ab = 0 

iff 
--+ 
f (ab) - ab = ° 

iff 

ab E E(l, 7) = Ker (7 - id), 

which proves that 

iff 

Fix(J) = a + E(l, 7) = a + Ker (7 - id). 

(2) Again, fix some origin fl. Some a satisfies f(a) = a iff 

!If(a) -!la = ° 
--+ 

!If(!l) + f (!la) - !la = 0, 

which can be rewritten as 

(7 - id)(!la) = -!If(!l). 
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We have E(l, 7) = Ker (7 - id) = {O} iff 7 - id is injective, and since 
-+ -+ 
E has finite dimension, f - id is also surjective, and thus, there is indeed 
some a E E such that 

(7 - id)(Oa) = -Of(O), 

-+ 
and it is unique, since f - id is injective. Conversely, if f has a unique 
fixed point, say a, from 

(7 - id)(Oa) = -Of(O), 

we have (7 - id) (Oa) = 0 iff f(fl) = fl, and since a is the unique fixed 
-+ 

point of f, we must have a = fl, which shows that f - id is injective. 0 

Remark: The fact that E has finite dimension is used only to prove (2), 
and (1) holds in general. 

If an isometry f leaves some point fixed, we can take such a point fl as the 
origin, and then f(fl) = fl and we can view f as a rotation or an improper 

-+ 
orthogonal transformation, depending on the nature of f. Note that it is 
quite possible that Fix(f) = 0. For example, nontrivial translations have 
no fixed points. A more interesting example is provided by the composition 
of a plane reflection about a line composed with a a nontrivial translation 
parallel to this line. 

Otherwise, we will see in Theorem 7.6.2 that every affine isometry is the 
(commutative) composition of a translation with an isometry that always 
has a fixed point. 

7.6 Affine Isometries and Fixed Points 

Let E be an affine space. Given any two affine subspaces F, G, if F and 
-+ -+ 

G are orthogonal complements in E, which means that F and G are 
~ -----+-----+---+ 

orthogonal subspaces of E such that E = F EB G, for any point fl E F, 
-+ 

we define q: E -> G such that 

q(a) = pc(Oa). 

Note that q(a) is independent of the choice of fl E F, since we have 

Oa = PF(Oa) + pc(Oa), 

and for any fll E F, we have 
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---> 
and since 'lIn E F, this shows that 

pa(nIa) = pa(na). 

Then the map g: E --> E such that g(a) = a - 2q(a), or equivalently 

ag(a) = -2q(a) = -2Pa(na), 

--> 
does not depend on the choice of n E F. If we identify E to E by choosing 
any origin n in F, we note that 9 is identified with the symmetry with 

---> ---> 
respect to F and parallel to G. Thus, the map 9 is an affine isometry, and 
it is called the orthogonal symmetry about F. Since 

g(a) = n + na - 2pa(na) 

for all n E F and for all a E E, we note that the linear map 9 associated 
---> 

with 9 is the (linear) symmetry about the subspace F (the direction of' 
---> 

F), and parallel to G (the direction of G). 

Remark: The map p: E --> F such that p(a) = a - q(a), or equivalently 

ap(a) = -q(a) = -pa(na), 

is also independent of n E F, and it is called the orthogonal projection onto 
F. 

The following amusing lemma shows the extra power afforded by affine 
orthogonal symmetries: Translations are subsumed! Given two parallel 

---> 
affine subspaces Fl and F2 in E, letting F be the common direction of 

---> --->~ 
Fl and F2 and G = F be its orthogonal complement, for any a E Fl , 

---> 
the affine subspace a + G intersects F2 in a single point b (see Lemma 
2.11.2). We define the distance between Fl and F2 as Ilabli. It is easily seen 
that the distance between Fl and F2 is independent of the choice of a in 
Fl , and that it is the minimum of Ilxyll for all x E Fl and all y E F2 . 

Lemma 7.6.1 Given any affine space E, if f: E --> E and g: E --> E are 
orthogonal symmetries about parallel affine subspaces Fl and F2 , then go f 
is a translation defined by the vector 2ab, where ab is any vector perpen-

dicular to the common direction F of Fl and F2 such that Ilabll is the 
distance between Fl and F2 , with a E Fl and b E F2 • Conversely, every 
translation by a vector T is obtained as the composition of two orthogonal 
symmetries about parallel affine subspaces Fl and F2 whose common direc­
tion is .orthogonal to T = ab, for some a E Fl and some b E F2 such that 
the distance between Fl and F2 is Ilabll/2. 

Proof. We observed earlier that the linear maps 7 and 9 associated 
with f and 9 are the linear reflections about the directions of Fl and F2 . 
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--+ 
However, FI and F2 have the same direction, and so f = g. Since go f = 
---+ ---+ ---+ ---+ ---+ ~ 
9 0 f and since fog = f 0 f = id, because every reflection is an 

--t 
involution, we have go f = id, proving that 9 0 f is a translation. If we 
pick a E FI , then go f(a) = f(a), the reflection of a E FI about F2, and 
it is easily checked that go f is the translation by the vector 7 = af(a) 
whose norm is twice the distance between FI and F2. The second part of 
the lemma is left as an easy exercise. 0 

We conclude our quick study of affine isometries by proving a result that 
plays a major role in characterizing the affine isometries. This result may 
be viewed as a generalization of Chasles's theorem about the direct rigid 
motions in lE3 . 

Theorem 7.6.2 Let E be a Euclidean affine space of finite dimension n. 
For every affine isometry f: E --> E, there is a unique isometry g: E --> E 

and a unique translation t = t r , with 7(7) = 7 (i.e., 7 E Ker (7 - id)), 
such that the set Fix(g) = {a E E, I g(a) = a} of fixed points of 9 is a 
nonempty affine subspace of E of direction 

G = Ker (7 - id) = E(l, 7), 

and such that 

f = tog and tog = g o t. 

Furthermore, we have the following additional properties: 

(a) f = 9 and 7 = 0 iff f has some fixed point, i.e., iff Fix(f) i- 0. 

(b) If f has no fixed points, i.e., Fix(f) = 0, then dim(Ker (7 - id)) 2:: 
1. 

Proof . The proof rests on the following two key facts: 

(1) If we can find some x E E such that xf(x) 

Ker (7 - id), we get the existence of 9 and 7 . 

7 belongs to 

(2) E = Ker (7 - id) EB 1m (7 - id), and the spaces Ker (7 - id) and 

1m (7 - id) are orthogonal. This implies the uniqueness of 9 and 7. 

--+ --+ 
First, we prove that for every isometry h: E --> E, Ker (h - id) and 
1m (h - id) are orthogonal and that 

--+ 
E = Ker (h - id) EB 1m (h - id). 

Recall that 

dim(E) = dim(Kercp) + dim(lmcp), 
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----t ----t 
for any linear map cp: E ---+ E (for instance, see Lang [107], or Strang 
[166]). To show that we have a direct sum, we prove orthogonality. Let 

----t 
U E Ker (h - id), so that h(u) = u, let vEE, and compute 

U· (h(v) - v) = U· h(v) - U· v = h(u) . h(v) - U· v = 0, 

since h(u) = u and h is an isometry. 
Next, assume that there is some x E E such that xf(x) = T belongs to 

Ker (7 - id). If we define g: E ---+ E such that 

g=t(-r)of, 

we have 

g(x) = f(x) - T = x, 

since xf(x) = T is equivalent to x = f(x) - T. As a composition of isome-
----t 

tries, g is an isometry, x is a fixed point of g, and since T E Ker (f - id), 
we have 

----t 

f(T)=T, 

and since 

g(b) = f(b) - T 

for all bEE, we have 7 = 7. Since g has some fixed point x, by Lemma 
7.5.1, Fix(g) is an affine subspace of E with direction Ker (7 - id) 

Ker (7 - id). We also have f(b) = g(b) + T for all bEE, and thus 

----t ----t 
(g ° tr)(b) = g(b + T) = g(b) + g (T) = g(b) + f (T) = g(b) + T = f(b), 

and 

(tr ° g)(b) = g(b) + T = f(b), 

which proves that tog = got. 
To prove the existence of x as above, pick any arbitrary point a E E. 

Since 

E = Ker (7 - id) EB 1m (7 - id), 

----t ----t 
there is a unique vector T E Ker (f - id) and some vEE such that 

----t 

af(a) = T + f (v) - v. 

For any x E E, since we also have 

---+ 
xf(x) = xa + af(a) + f(a)f(x) = xa + af(a) + f (ax), 
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we get 

--> --> 
xf(x) = xa + 7 + f (v) - v + f (ax), 

which can be rewritten as 

xf(x) = 7 + (7 - id)(v + ax). 

If we let ax = -v, that is, x = a - v, we get 

xf(x) = 7, 

with 7 E Ker (7 - id). 
Finally, we show that 7 is unique. Assume two decompositions (91 , 71) 

and (92,72). Since 7 = 91, we have Ker (91 - id) = Ker (7 - id). Since 
91 has some fixed point b, we get 

f(b) = 91(b) + 71 = b + 71, 

that is, bf(b) = 71, and bf(b) E Ker (7 - id), since 71 E Ker (7 - id). 
Similarly, for some fixed point c of 92, we get cf(c) = 72 and cf(c) E 

Ker (7 - id). Then we have 

--> 
72 - 71 = cf(c) - bf(b) = cb - f(c)f(b) = cb - f (cb), 

which shows that 

72 - 71 E Ker (7 - id) n 1m (7 - id), 

and thus that 72 = 71, since we have shown that 

E = Ker (7 - id) EB 1m (7 - id). 

The fact that (a) holds is a consequence of the uniqueness of 9 and 7, 
since f and 0 clearly satisfy the required conditions. That (b) holds follows 
from Lemma 7.5.1 (2), since the affine map f has a unique fixed point iff 

E(1,7) = Ker (7 - id) = {O}. D 

The determination of x is illustrated in Figure 7.5. 

Remarks: 

(1) Note that Ker (7 - id) = {O} iff 7 = 0, iff Fix(9) consists of a single 
element, which is the unique fixed point of f. However, even if f is 
not a translation, f may not have any fixed points. For example, this 
happens when E is the affine Euclidean plane and f is the composition 
of a reflection about a line composed with a nontrivial translation 
parallel to this line. 

(2) The fact that E has finite dimension is used only to prove (b). 
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f(x) 
f(a) + Ker (7 - id) 

f(a) 

T 

~--------~------~ 
a + f(v) - v 

Figure 7.5. Rigid motion as f = tog , where 9 has some fixed point x 

(3) It is easily checked that Fix(g) consists of the set of points x such 
that Ilxf(x)11 is minimal. 

In the affine Euclidean plane it is easy to see that the affine isometries 
(besides the identity) are classified as follows. An isometry f that has a 
fixed point is a rotation if it is a direct isometry; otherwise, it is a reflection 
about a line. If f has no fixed point, then it is either a nontrivial translation 
or the composition of a reflection about a line with a nontrivial translation 
parallel to this line. 

In an affine space of dimension 3 it is easy to see that the affine isometries 
(besides the identity) are classified as follows. There are three kinds of 
isometries that have a fixed point. A proper isometry with a fixed point is 
a rotation around a line D (its set of fixed points), as illustrated in Figure 
7.6. 

An improper isometry with a fixed point is either a reflection about a 
plane H (the set of fixed points) or the composition of a rotation followed 
by a reflection about a-plane H orthogonal to the axis of rotation D, as 
illustrated in Figures 7.7 and 7.8. In the second case, there is a single fixed 
point 0 = D n H. 

There are three types of isometries with no fixed point. The first kind is 
a nontrivial translation. The second kind is the composition of a rotation 
followed by a nontrivial translation parallel to the axis of rotation D. Such 
a rigid motion is proper, and is called a screw motion. A screw motion is 
illustrated in Figure 7.9. 

The third kind is the composition of a reflection about a plane followed 
by a nontrivial translation by a vector parallel to the direction of the plane 
of the reflection, as illustrated in Figure 7.10. 
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D 

f(a) 
~------9 

Figure 7.6. 3D proper rigid motion with line D of fixed points (rotation) 

a 

I 
I 
I 
I 
I 
I f(a) , 
I 

Figure 7.7. 3D improper rigid motion with a plane H of fixed points (reflection) 

This last transformation is an improper isometry. 

7.7 The Cart an- Dieudonne Theorem for Affine 
Isometries 

The Cartan-Dieudonne theorem also holds for affine isometries, with a 
small twist due to translations. The reader is referred to Berger [12], Snap-
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D 

g(a) 
k--------9 

o T 
~-_+---t 

r----+--o f (a) 

Figure 7.8. 3D improper rigid motion with a unique fixed point 

D 

f(a) 

T 

(t------.IIII-----O 9 ( a ) 

Figure 7.9. 3D proper rigid motion with no fixed point (screw motion) 

per and Troyer [160], or Tisseron [169J for a detailed treatment of the 
Cartan- Dieudonne theorem and its variants. 

Theorem 7.7.1 Let E be an affine Euclidean space of dimension n ;::: 1. 
Every isometry f E Is( E) that has a fixed point and is not the identity is 
the composition of at most n reflections. Every isometry f E Is(E) that has 
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a a+T 
~----+O 

I I 
I I 
I I 
I I 
I I 

g(a) I T I f(a) 
9-9 -------'3:.oq9 
I I 
I I 
I I 

Figure 7.10. 3D improper rigid motion with no fixed points 

no fixed point is the composition of at most n + 2 reflections. When n ~ 2, 
the identity is the composition of any reflection with itself. 

Proof. First, we use Theorem 7.6.2. If f has a fixed point 0, we choose 0 
as an origin and work in the vector space En. Since f behaves as a linear 
isometry, the result follows from Theorem 7.2.1. More specifically, we can 

write 7 = Sk 0 . .. 0 S1 for k ::::: n hyperplane reflections s:. We define the 
affine reflections Si such that 

for all a E E, and we note that f = Sk 0 . .. 0 S1, since 

f(a) = 0 + Sk 0···0 S1(Oa) 

for all a E E. If f has no fixed point, then f = tog for some isometry 
-+ 

9 that has a fixed point 0 and some translation t = t r , with f (T) = T. 
By the argument just given, we can write 9 = Sk 0 ... 0 S1 for some affine 
reflections (at most n). However, by Lemma 7.6.1, the translation t = tr 
can be achieved by two reflections about parallel hyperplanes, and thus 
f = Sk+2 0···0 S1, for some affine reflections (at most n + 2). D 

When n ~ 3, we can also characterize the affine isometries in SE( n) in 
terms of flips. Remarkably, not only we can do without translations, but 
we can even bound the number of flips by n. 

Theorem 7.7.2 Let E be a Euclidean affine space of dimension n ~ 3. 
Every rigid motion f E SE(E) is the composition of an even number of 
flips f = 12k o ... o!I, where 2k ::::: n. 
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Proof . As in the proof of Theorem 7.7.1, we distinguish between the two 
cases where f has some fixed point or not. If f has a fixed point n, we 

--> --> --> 
apply Theorem 7.2.5. More specifically, we can write f = 12k o· ··0 h for 

--> 
some flips fi. We define the affine flips fi such that 

for all a E E, and we note that f = 12k 0 ···0 h, since 

--> --> 
f (a) = n + 12k 0 ... 0 h (Oa) 

for all a E E. 
If f does not have a fixed point, as in the proof of Theorem 7.7.1, we get 

f = tr 0 12k 0 ... 0 h, 

for some affine flips Ji. We need to get rid of the translation. However, 
--> f (7) = 7, and by the second part of Theorem 7.2.5, we can assume that 

--->1. ---> 
7 E F2k , where F2k is the direction of the affine subspace defining the 

--->1. 
affine flip 12k. Finally, appealing to Lemma 7.6.1, since 7 E F2k , the 
translation tr can be expressed as the composition f~k 0 f~k-l of two flips 

---> ---> 
f~k-l and f~k about the two parallel subspaces n + F2k and n + 7/2 + F2k , 
whose distance is 11711/2. However, since f~k-l and 12k are both the identity 

on n + F;, we must have f~k-l = 12k, and thus 

f = tr 0 12k 0 12k-l 0·· · 0 h 
= f~k 0 f~k-l 0 12k 0 12k-l 0 .. . 0 h 
= f~k 0 12k-l 0···0 h, 

since f~k-l = 12k and f~k-l o12k = 12k o12k = id, since 12k is a symmetry. 
D 

Remark: It is easy to prove that if f is a screw motion in SE(3), D its 
axis, () is its angle of rotation, and 7 the translation along the direction of 
D, then f is the composition of two flips about lines Dl and D2 orthogonal 
to D, at a distance 11711/2 and making an angle ()/2. 

There is one more topic that we would like to cover, since it is often 
useful in practice: The concept of cross product of vectors, also called vector 
product. But first, we need to discuss the question of orientation of bases. 
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7.8 Orientations of a Euclidean Space, Angles 

In this section we return to vector spaces. In order to deal with the no­
tion of orientation correctly, it is important to assume that every family 
(Ul, ... , un) of vectors is ordered (by the natural ordering on {I, 2, ... , n}). 
Thus, we will assume that all families (Ul, ... , un) of vectors, in particular 
bases and orthonormal bases, are ordered. 

Let E be a vector space of finite dimension n over JR., and let (Ul, ... , un) 
and (VI, ... , vn ) be any two bases for E. Recall that the change of basis 
matrix from (Ul, ... , un) to (VI, ... , vn ) is the matrix P whose columns are 
the coordinates of the vectors Vj over the basis (Ul, ... , un). It is imme­
diately verified that the set of alternating n-linear forms on E is a vector 
space, which we denote by A(E) (see Lang [107]). We now show that A(E) 
has dimension 1. For any alternating n-linear form r.p: Ex· .. x E ---> K and 
any two sequences of vectors (Ul, ... , un) and (VI, . .. , vn ), if 

then 

In particular, if we consider nonnull alternating n-linear forms r.p: Ex· .. x 
E ---> K, we must have <P(Ul, ... , un) =I- 0 for every basis (Ul, ... , un). Since 
for any two alternating n-linear forms r.p and 1j; we have 

and 

we get 

<P(Ul, ... , Un )1j;(Vl, ... , vn ) -1j;(Ul, ... , Un )r.p(Vl, ... , vn ) = O. 

Fixing (Ul, ... , un) and letting (VI, ... , Vn ) vary, this shows that r.p and 1j; 
are linearly dependent, and since A(E) is nontrivial, it has dimension 1. 

We now define an equivalence relation on A(E) - {O} (where we let 0 
denote the null alternating n-linear form): r.p and 1j; are equivalent if 1j; = >"<p 
for some>.. > o. 

It is immediately verified that the above relation is an equivalence 
relation. Furthermore, it has exactly two equivalence classes 0 1 and O2 . 

The first way of defining an orientation of E is to pick one of these 
two equivalence classes, say 0 (0 E {0 1 , 0 2 } ) . Given such a choice of 
a class 0, we say that a basis (Wl, ... ,Wn ) has positive orientation iff 
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'P(WI,···, wn ) > 0 for any alternating n-linear form 'P EO. Note that this 
makes sense, since for any other 1j; E 0, 'P = )...1j; for some)... > o. 

According to the previous definition, two bases (UI, ... , un) and (VI' ... ' 
vn) have the same orientation iff 'P( UI, ... ,un) and 'P( VI, ... ,vn) have the 
same sign for all 'P E A(E) - {O}. From 

'P( VI, ... ,vn) = det(P)'P( UI, ... ,un) 

we must have det(P) > o. Conversely, if det(P) > 0, the same argument 
shows that (UI, ... , un) and (VI, ... , vn) have the same orientation. This 
leads us to an equivalent and slightly less contorted definition of the notion 
of orientation. We define a relation between bases of E as follows: Two 
bases (UI, ... ,Un ) and (VI, ... ,Vn ) are related ifdet(P) > 0, where P is 
the change of basis matrix from (UI, ... , un) to (VI, ... , Vn). 

Since det(PQ) = det(P) det(Q), and since change of basis matrices are 
invertible, the relation just defined is indeed an equivalence relation, and it 
has two equivalence classes. Furthermore, from the discussion above, any 
nonnull alternating n-linear form 'P will have the same sign on any two 
equivalent bases. 

The above discussion motivates the following definition. 

Definition 7.8.1 Given any vector space E of finite dimension over R, 
we define an orientation of E as the choice of one of the two equivalence 
classes of the equivalence relation on the set of bases defined such that 
(UI, ... , un) and (VI' ... ' Vn) have the same orientation iff det( P) > 0, 
where P is the change of basis matrix from (UI, ... , un) to (VI, ... , Vn ). 
A basis in the chosen class is said to have positive orientation, or to be 
positive. An orientation of a Euclidean affine space E is an orientation of 

--> 
its underlying vector space E. 

In practice, to give an orientation, one simply picks a fixed basis consid­
ered as having positive orientation. The orientation of every other basis is 
determined by the sign of the determinant of the change of basis matrix. 

Having the notation of orientation at hand, we wish to go back briefly to 
the concept of (oriented) angle. Let E be a Euclidean space of dimension 
n = 2, and assume a given orientation. In any given positive orthonormal 
basis for E, every rotation r is represented by a matrix 

- sin 8 ) 
cos 8 . 

Actually, we claim that the matrix R representing the rotation r is the same 
in all orthonormal positive bases. This is because the change of basis matrix 
from one positive orthonormal basis to another positive orthonormal basis 
is a rotation represented by some matrix of the form 

- sin 1j;) 
cos 1j; 
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Figure 7.11. Defining angles 

p-l = (COS(-'ljJ) 
sin( -'ljJ) 

- sin( -'ljJ)) 
cos( -'ljJ) , 

and after calculations, we find that P RP-l is the rotation matrix associ­
ated with 'ljJ + () - 'ljJ = (). We can choose () E [O,27r[, and we call () the 
measure of the angle of rotation of r (and R). If the orientation is changed, 
the measure changes to 27r - (). 

We now let E be a Euclidean space of dimension n = 2, but we do not 
assume any orientation. It is easy to see that given any two unit vectors 
Ul,U2 E E (unit means that IIUlll = IIU211 = I), there is a unique rotation 
r such that 

r(Ul) = U2· 

It is also possible to define an equivalence relation of pairs of unit vectors 
such that 

(Ul' U2) == (U3, U4) 

iff there is some rotation r such that r(ul) = U3 and r(u2) = U4 . 
Then the equivalence class of (Ul' U2) can be taken as the definition of 

the (oriented) angle of (Ul' U2), which is denoted by U"lU2. 
Furthermore, it can be shown that there is a rotation mapping the pair 

(Ul' U2) to the pair (U3, U4) iff there is a rotation mapping the pair (Ul , U3) 
to the pair (U2, U4) (all vectors being unit vectors), as illustrated in Figure 
7.1l. 

As a consequence of all this, since for any pair (Ul, U2) of unit vectors 
there is a unique rotation r mapping Ul to U2, the angle U"lU2 of (Ul' U2) 
corresponds bijectively to the rotation r, and there is a bijection between 
the set of angles of pairs of unit vectors and the set of rotations in the plane. 
As a matter of fact, the set of angles forms an abelian group isomorphic to 
the (abelian) group of rotations in the plane. 
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Thus, even though we can consider angles as oriented, note that the 
notion of orientation is not necessary to define angles. However, to define 
the measure of an angle, the notion of orientation is needed. 

If we now assume that an orientation of E (still a Euclidean plane) is 
given, the unique rotation r associated with an angle U7U2 corresponds to 
a unique matrix 

R = (c~s() 
sm() 

- sin ()) 
cos () . 

The number () is defined up to 2k1r (with k E Z) and is called a measure of 
the angle UlU2. There is a unique () E [0, 27r[ that is a measure of the angle 
U7U2. It is also immediately seen that 

cos() = U1· U2· 

In fact, since cos() = cos(27r - ()) = cos(-()), the quantity cos() does not 
depend on the orientation. 

Now, still considering a Euclidean plane, given any pair (U1' U2) of non­
null vectors, we define their angle as the angle of the unit vectors udllu111 
and u2/llu211, and if E is oriented, we define the measure () of this angle as 
the measure of the angle of these unit vectors. Note that 

and this independently of the orientation. 
Finally, if E is a Euclidean space of dimension n ~ 2, we define the 

angle of a pair (U1' U2) of nonnull vectors as the angle of this pair in the 
Euclidean plane spanned by (U1' U2) if they are linearly independent, or 
any Euclidean plane containing U1 if they are collinear. 

If E is a Euclidean affine space of dimension n ~ 2, for any two pairs 
(aI, b1) and (a2' b2) of points in E, where a1 =f. b1 and a2 =f. b2, we define the 
angle of the pair ((aI, b1), (a2' b2)) as the angle of the pair (al bI, a2b2) . 

As for the issue of measure of an angle when n ~ 3, all we can do is to 
define the measure of the angle U7U2 as either () or 27r - (), where () E [0,27r[. 
For a detailed treatment, see Berger [12] or Cagnac, Ramis, and Commeau 
[25]. In particular, when n = 3, one should note that it is not enough to give 
a line D through the origin (the axis of rotation) and an angle () to specify a 
rotation! The problem is that depending on the orientation of the plane H 
(through the origin) orthogonal to D, we get two different rotations: one of 
angle (), the other of angle 27r - (). Thus, to specify a rotation, we also need 
to give an orientation of the plane orthogonal to the axis of rotation. This 
can be done by specifying an orientation of the axis of rotation by some 
unit vector w, and chosing the basis (el,e2,w) (where (el,e2) is a basis of 
H) such that it has positive orientation w.r.t. the chosen orientation of E. 

We now return to alternating multilinear forms on a Euclidean space. 
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When E is a Euclidean space, we have an interesting situation regarding 
the value of determinants over orthornormal bases described by the fol­
lowing lemma. Given any basis B = (UI,""Un ) for E, for any sequence 
(WI, ... ,wn ) of n vectors, we denote by detB (WI, ... , wn ) the determinant 
of the matrix whose columns are the coordinates of the Wj over the basis 
B=(UI, ... ,Un ). 

Lemma 7.8.2 Let E be a Euclidean space of dimension n, and assume 
that an orientation of E has been chosen. For any sequence (WI, ... , wn ) 
of n vectors and any two orthonormal bases BI = (UI,"" Un) and B2 = 
(VI"", vn ) of positive orientation, we have 

detB, (WI, ... , Wn ) = detB2(WI,"" wn ). 

Proof. Let P be the change of basis matrix from BI = (UI, ... , un) to 
B2 = (VI, ... ,Vn ). Since BI = (UI, ... ,Un ) and B2 = (VI, ... ,Vn ) are or­
thonormal, P is orthogonal, and we must have det(P) = +1, since the 
bases have positive orientation. Let UI be the matrix whose columns are 
the coordinates of the Wj over the basis BI = (UI, . .. , un), and let U2 be 
the matrix whose columns are the coordinates of the Wj over the basis 
B2 = (VI, ... , vn ). Then, by definition of P, we have 

that is, UI = U2P. Then, we have 

detB, (WI, ... , Wn ) = det(ud = det(U2 P) = det(U2 ) det(P) 

= detB2 (WI, ... ,Wn ) det(P) = detB2 (WI, ... ,wn ), 

since det(P) = +1. 0 

By Lemma 7.8.2, the determinant detB(wI, '" ,wn ) is independent of 
the base B, provided that B is orthonormal and of positive orientation. 
Thus, Lemma 7.8.2 suggests the following definition. 

7.9 Volume Forms, Cross Products 

In this section we generalize the familiar notion of cross product of vectors 
in lR3 to Euclidean spaces of any finite dimension. First, we define the mixed 
product, or volume form. 

Definition 7.9.1 Given any Euclidean space E of finite dimension n over 
lR and any orientation of E, for any sequence (WI, ... , wn ) of n vectors in 
E, the common value AE(WI, ... , wn ) of the determinant detB(wI,"" wn ) 
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over all positive orthonormal bases B of E is called the mixed product (or 
volume form) of (Wl, ... , wn ). 

The mixed product AE(Wl, ... , wn) will also be denoted by (Wl, ... , wn), 
even though the notation is overloaded. The following properties hold. 

The mixed product AE( Wl, ... , wn) changes sign when the orientation 
changes. 

The mixed product AE(Wl, ... , wn) is a scalar, and Definition 7.9.1 
really defines an alternating multilinear form from En to lR. 

AE(Wl, ... , wn) = 0 iff (Wl' ... ' wn) is linearly dependent. 

A basis (Ul, ... , un) is positive or negative iff AE( Ul, ... , un) is 
positive or negative. 

AE(Wl, ... , Wn) is invariant under every isometry f such that det(J) 
=1. 

The terminology "volume form" is justified because AE(Wl, ... , wn) is 
indeed the volume of some geometric object. Indeed, viewing E as an affine 
space, the parallelotope defined by (Wl' ... ' wn ) is the set of points 

{A1Wl + ... + AnWn 10:::::: Ai :::::: 1, 1 :::::: i :::::: n}. 

Then, it can be shown (see Berger [12], Section 9.12) that the volume 
of the parallelotope defined by (Wl, ... , wn ) is indeed AE( Wl, .. . , wn ). If 

(E, E) is a Euclidean affine space of dimension n, given any n + 1 affinely 
independent points (ao, ... , an), the set 

{aD + Alaoal + ... + AnaOan I where 0 :::::: Ai :::::: 1, 1 :::::: i :::::: n)} 

is called the parallelotope spanned by (ao, ... , an). Then the volume of the 
parallelotope spanned by (ao, ... , an) is AE(aOal, ... ,aoan ). It can also be 
shown that the volume vol(ao, ... , an) of the n-simplex (ao, ... , an) is 

1 
vol(ao, ... , an) = ,AE(aoat, ... , aoan ). 

n. 

Now, given a sequence (Wl, ... , Wn-l) of n - 1 vectors in E, the map 

is a linear form. Thus, by Lemma 6.2.4, there is a unique vector U E E such 
that 

AE(Wll ... , Wn-l, x) = U· x 

for all x E E. The vector U has some interesting properties that motivate 
the next definition. 
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Definition 7.9.2 Given any Euclidean space E of finite dimension n over 
JR, for any orientation of E and any sequence (WI, ... , Wn-l) of n -1 vectors 
in E, the unique vector WI x ... X Wn-l such that 

AE(WI, . .. ,Wn-I,X) = WI X ... X Wn-l . X 

for all x E E is the cross product, or vector product, of (WI, ... , Wn-l). 

The following properties hold. 

The cross product WI x ... X Wn-l changes sign when the orientation 
changes. 

The cross product WI x ... X Wn-l is a vector, and Definition 7.9.2 
really defines an alternating multilinear map from En-l to E. 

WI X ... X Wn-l = 0 iff (WI, ... ,Wn-l) is linearly dependent. This is 
because 

WI X ... X Wn-l = 0 

iff 

AE (WI, . .. , Wn-l, X) = 0 

for all x E E, and thus if (WI, ... , Wn-l) were linearly independent, 
we could find a vector x E E to complete (WI, ... , Wn-l) into a basis 
of E, and we would have 

AE(WI, .. . , Wn-l, x) =1= o. 
The cross product WI x ... X Wn-l is orthogonal to each of the Wj. 

If (WI, ... , Wn-l) is linearly independent, then the sequence 

(WI, ... , Wn-l, WI X ..• X Wn-l) 

is a positive basis of E. 

We now show how to compute the coordinates of UI x ... X Un_lover 
an orthonormal basis. 

Given an orthonormal basis (el, ... , en), for any sequence (UI, ... , un-d 
of n - 1 vectors in E, if 

n 

U - - ""' u- -e­J - ~ 't , ) 't, 

i=l 

where 1 ::; j ::; n-1, for any x = xlel + .. ·+xnen , consider the determinant 

UII Uln-l Xl 

AE(UI, ... , Un-I,X) = 

Unl Unn-l Xn 
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Calling the underlying matrix above A, we can expand det(A) according to 
the last column, using the Laplace formula (see Strang [166]), where Aij is 
the (n - 1) x (n - 1) matrix obtained from A by deleting row i and column 
j, and we get 

Uln-l 
U2n-1 

Xl 
X2 

= (-l)n+1XI det(AI n) + ... + Xn det(Ann). 

Un I Unn-l 

Each (-l)i+ndet(Ain) is called the cofactor of Xi· We note that det(A) 
is in fact the inner product 

det(A) = (( _1)n+1 det(AI n)el + ... + (_l)n+n det(Ann)en ) . x. 

Since the cross product UI x . . . X Un-l is the unique vector U such that 

for all X E E, the coordinates of the cross product UI x ... X Un-l must be 

(( _l)n+1 det(A ln ), ... , (_l)n+n det(Ann)), 

the sequence of cofactors of the Xi in the determinant det(A). 
For example, when n = 3, the coordinates of the cross product U x v are 

given by the cofactors of Xl, X2, X3, in the determinant 

UI VI Xl 
U2 V2 X2 , 
U3 V3 X3 

or, more explicitly, by 

(_1)3+1 1 U2 
U3 

V21 
v3 ' 

(-1)3+21 UI 
u3 

VII 
v3 ' 

(-1)3+31 ul 
U2 

VI 1 

v2 ' 

that is, 

It is also useful to observe that if we let U be the matrix 

then the coordinates of the cross product U x V are given by 

We finish our discussion of cross products by mentioning without proof 
a few more of their properties, in the case n = 3. Firstly, the following 
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so-called Lagrange identity holds: 

(u· V)2 + IIU X vl1 2 = Ilu11 2 11v11 2 . 

If u and v are linearly independent, and if 0 (or 27r - 0) is a measure of 
the angle Uti, then 

. lIu x vii 
Ism 01 = lIullllvll' 

It can also be shown that u x v is the only vector W such that the following 
properties hold: 

(1) w·u=O, andw·v=O. 

(2) AE(U, v, w) 2': O. 

(3) (u· v)2 + IIwll 2 = Ilu11 2 11 v11 2 . 

Recall that the mixed product >'E(WI ' WI, W3) is also denoted by (WI, W2, 
W3), and that 

7.10 Problems 

Problem 7.1 Prove Lemma 7.4.2. 

Problem 7.2 This problem is a warm-up for the next problem. Consider 
the set of matrices of the form 

( 0 -a) 
a 0 ' 

where a E R 
(a) Show that these matrices are invertible when a of. 0 (give the inverse 

explicitly). Given any two such matrices A, B, show that AB = BA. De­
scribe geometrically the action of such a matrix on points in the affine plane 
A 2 , with its usual Euclidean inner product. Verify that this set of matrices 
is a vector space isomorphic to (JR, +). This vector space is denoted by 
50(2). 

(b) Given an n x n matrix A , we define the exponential eA as 

Ak 
eA = In + L kf' 

k~ I 

where In denotes the n x n identity matrix. It can be shown rigorously that 
this power series is indeed convergent for every A (over JR or C) , so that 
eA makes sense (and you do not have to prove it!). 
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Given any matrix 

A- (0 - () 
-()) o ' 

prove that 

eA = cos () ( ~ ~) + sin () ( ~ -1) = (CoS() o sin () 
- Sin()) 
cos () . 

Hint. Check that 

(~ ~()) = () (~ ~1) and (~ ~()r = _()2 (~ ~), 
and use the power series for cos () and sin (). Conclude that the exponential 
map provides a surjective map exp: .50(2) ---> SO(2) from .50(2) onto the 
group SO(2) of plane rotations. Is this map injective? How do you need to 
restrict () to get an injective map? 

Remark: By the way, .50(2) is the Lie algebra of the (Lie) group SO(2). 

(c) Consider the set U(l) of complex numbers of the form cos () + i sin (). 
Check that this is a group under multiplication. Assuming that we use the 
standard affine frame for the affine plane A 2 , every point (x, y) corresponds 
to the complex number z = x + iy, and this correspondence is a bijection. 
Then, every 0: = cos() + isin() E U(l) induces the map Ra.:A2 ---> A2 

defined such that 

Prove that Ra. is the rotation of matrix 

(
COS () - sin () ) 
sin () cos () . 

Prove that the map R: U(l) ---> SO(2) defined such that R(o:) = Ra. is 
an isomorphism. Deduce that topologically, SO(2) is a circle. Using the 
exponential map from R to U(l) defined such that () f-> e i () = cos()+isin(), 
prove that there is a surjective homomorphism from (R, +) to SO(2). What 
is the connection with the exponential map from .50(2) to SO(2)? 

Problem 7.3 (a) Recall that the coordinates of the cross product U x v 
of two vectors U = (Ul,U2,U3) and v = (Vl,V2,V3) in R3 are 

(U2V3 - U3V2, U3Vl - UIV3, UIV2 - U2 V l) . 

Letting U be the matrix 

U= ( ~3 
-U2 
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check that the coordinates of the cross product U x v are given by 

(b) Show that the set of matrices of the form 

is a vector space isomorphic to (JR3+). This vector space is denoted by 
50(3). Show that such matrices are never invertible. Find the kernel of the 
linear map associated with a matrix U. Describe geometrically the action 
of the linear map defined by a matrix U. Show that when restricted to the 
plane orthogonal to U = (Ul' U2, U3) through the origin, it is a rotation by 
7r /2. 

(c) Consider the map 1jJ: (JR3, x) -> 50(3) defined by the formula 

For any two matrices A, BE 50(3), defining lA, B] as 

[A, B] = AB - BA, 

verify that 

1jJ(U x v) = [1jJ(u), 1jJ(v)]. 

Show that [-, -] is not associative. Show that [A, A] = 0, and that the 
so-called Jacobi identity holds: 

[A, [B, ell + [e, [A, Bll + [B, [e, All = o. 

Show that [A B] is bilinear (linear in both A and B). 

Remark: [A, B] is called a Lie bracket, and under this operation, the 
vector space 50(3) is called a Lie algebra. In fact , it is the Lie algebra of 
the (Lie) group SO(3). 

( d) For any matrix 

A = (~ ~c ~a) , 
-b a 0 
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letting 0 = v' a2 + b2 + e2 and 

prove that 

B = (~: ~g ~~), ae be e2 

A2 =-rP1+B, 

AB=BA=O. 

From the above, deduce that 

and for any k ~ 0, 

A4k+l = 04k A, 

A 4k+ 2 = 04k A 2 , 

A 4k+3 = _04k+2 A, 

A4kH = _04k+2 A2. 

Then prove that the exponential map exp: 50(3) --> SO(3) is given by 

A sinO (1- cosO) 
expA = e = cosO 13 + -o-A+ 02 B, 

or, equivalently, by 

A-I sinO A (1-cosO)A2 
e - 3 + 0 + 02 ' 

if 0 =f. k27r (k E Z), with exp(03) = h 

Remark: This formula is known as Rodrigues's formula (1840). 

(e) Prove that exp A is a rotation of axis (a, b, e) and of angle 0 
v'a2 + b2 + e2 . 

Hint. Check that eA is an orthogonal matrix of determinant +1, etc., or 
look up any textbook on kinematics or classical dynamics! 

(f) Prove that the exponential map exp: 50(3) --> SO(3) is surjective. 
Prove that if R is a rotation matrix different from h, letting w = (a, b, e) 
be a unit vector defining the axis of rotation, if tr(R) = -1, then 

{ ( 0 -~e ~ba)}, (exp(R))-l = ±7r ~b 

and if tr( R) =f. -1, then 

(exp(R))-l = {2s~no(R-RT) 11+2cosO=tr(R)}. 
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(Recall that tr(R) = T}} + T22 + T33, the trace of the matrix R). Note that 
both () and 21f - () yield the same matrix exp(R). 

-+ 
Problem 7.4 Prove that for any plane isometry 1 such that 1 is a re-
flection, 1 is the composition of a reflection about a line with a translation 
(possibly nUll) parallel to this line. 

Problem 7.5 (1) Given a unit vector (-sin(),cose), prove that the 
Householder matrix determined by the vector (- sin (), cos ()) is 

(
COS 2e sin 2e ) 
sin 2() - cos 2e . 

Give a geometric interpretation (i.e., why the choice (- sin e, cos ())?). 
(2) Given any matrix 

A = (a b) 
cd' 

prove that there is a Householder matrix H such that AH is lower 
triangular, i.e., 

( a' 0) 
AH = c' d' 

for some a', c', d' E JR. 

Problem 7.6 Given a Euclidean space E of dimension n, if h is a reflection 
about some hyperplane orthogonal to a nonnull vector u and 1 is any 
isometry, prove that 1 0 h 0 1-} is the reflection about the hyperplane 
orthogonal to 1 ( u ) . 

Problem 7.7 Let E be a Euclidean space of dimension n = 2. Prove that 
given any two unit vectors U},U2 E E (unit means that Ilu}1i = IIu211 = 1), 
there is a unique rotation r such that 

r(ud = U2· 

Prove that there is a rotation mapping the pair (u}, U2) to the pair 
(U3, U4) iff there is a rotation mapping the pair (u}, U3) to the pair (U2' U4) 

(all vectors being unit vectors). 

Problem 7.8 (1) Recall that 

where Vi has coordinates (Vi}, ... , Vi n) with respect to a basis (e}, . . . , en). 
Prove that the volume of the parallelotope spanned by (ao, ... ,an) is given 
by 
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aOn 1 

all - ao I al2 - ao 2 

a2 I - ao I a2 2 - ao 2 
AE(ao, ... , an) = 

1 
. , 

where ai has coordinates (ail, ... ,ain) with respect to the affine frame 
(0, (el,"" en)). 

is 
(2) Prove that the volume vol(ao, ... ,an) of the n-simplex (ao, . .. ,an) 

1 
vol(ao, ... , an) = ,AE(aOal, ... , aoan ). 

n. 

Problem 7.9 Prove that the so-called Lagrange identity holds: 

(u· vf + lIu X vl1 2 = lIu1I211v112. 
Problem 7.10 Given p vectors (ut, ... , up) in a Euclidean space E of 
dimension n ~ p, the Gram determinant (or Gramian) of the vectors 
(UI,"" up) is the determinant 

II u ll1 2 

(U2, UI) 
Gram(uI, ... , up) = 

(1) Prove that 

Gram(UI, ... , un) = AE(UI, ... , un)2. 

Hint. By a previous problem, if (el,"" en) is an orthonormal basis of E 
and A is the matrix of the vectors (UI' ... ,un) over this basis, 

det(A)2 = det(AT A) = det(Ai' A j ), 

where Ai denotes the ith column of the matrix A, and (Ai' Aj) denotes 
the n x n matrix with entries Ai . A j . 

(2) Prove that 

IluI x ... X un _111 2 = Gram(UI, ... ,un-d. 

Hint. Letting w = UI X .. • X Un-I, observe that 

AE(UI, ... ,Un-t,w) = (w,w) = IIw11 2 , 
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and show that 

IIwl1 4 = AE(UI, ... , Un-I, W)2 = Gram(UI, ... , Un-I, w) 

= Gram(UI, ... , un _dllwIl 2 . 

Problem 7.11 Given a Euclidean space E, let U be a nonempty affine 
subspace of E, and let a be any point in E . We define the distance d(a, U) 
of a to U as 

d(a, U) = inf{llabll I bE U}. 

(a) Prove that the affine subspace ut defined such that 

--+1-
u1- = a + U 

intersects U in a single point b such that d(a, U) = Ilabll. 
Hint. Recall the discussion after Lemma 2.11. 2. 

(b) Let (ao, ... , ap) be a frame for U (not necessarily orthonormal). Prove 
that 

d(a, U)2 = Gram(aoa, aoa!, ... , aoap ). 

Gram(aoa!, ... ,aoap ) 

Hint. Gram is unchanged when a linear combination of other vectors is 
added to one of the vectors, and thus 

Gram(aoa, aoa!, ... ,aoap ) = Gram(ba, aoa!, ... ,aoap ), 

where b is the unique point defined in question (a). 
(c) If D and D' are two lines in E, a, bED are distinct points on D, and 

a', b' E D' are distinct points on D', prove that if d(D, D') is the shortest 
distance between D and D' (why does it exist?), then 

d(D D')2 = Gram(aa', ab, a'b') 
, Gram(ab, a'b') . 

Problem 7.12 Given a hyperplane H in lEn of equation 

UIXI + ... + UnXn - V = 0, 

for any point a = (al, ' .. , an), prove that the distance d( a, H) of a to H 
(see problem 7.11) is given by 

d(a, H) = IUlal + ... + unan - vi. 
Jui + ... + u;' 

Problem 7.13 Given a Euclidean space E, let U and V be two nonempty 
affine subspaces such that Un V = 0. We define the distance d(U, V) of U 
and Vas 

d(U, V) = inf{llabll I a E U, bE V}. 
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--> --> --> -->..1. -->..1. 
(a) Prove that dim(U + V) :::; dim(E) -1, and that U n V 

(u + V)..1. i- {a}. 
Hint. Recall the discussion after Lemma 2.11.2 in Chapter 2. 

--> -->..1. -->..1. --> -->..1. --> 
(b) Let W = U n V = (U + V) . Prove that U' = U + W is an 

--> --> --> 
affine subspace with direction U EB W, V' = V + W is an affine subspace 

--> --> 
with direction V EB W, and that W' = U' n V'is a nonempty affine subspace 

--> --> --> 
with direction ( U n V) EB W such that Un W' i- 0 and V n W' i- 0. Prove 
that U n W' and V n W' are parallel affine subspaces such that 

Un W' = V n W' = U n V. 
--> -->..1. 

Prove that if a, c E U, b, d E V, and ab, cd E (U + V) ,then ab = cd 
--> -->..1. 

and ac = bd. Prove that if c E W', then c + (U + V) intersects Un W' 
and V n W' in unique points a E U n W' and b E V n W' such that 

--> -->..1. 
ab E (U + V) . 

Prove that for all a E Un W' and all bE V n W', 

d(U, V) = lIabll iff ab E (U + V)..1.. 

--> --> 
Prove that a E U and bE Vas above are unique iff U n V = {a}. 

(c) Ifrn = dim(U + V), (el,"" em) is any basis of U + V, and ao E U 
and bo E V are any two points, prove that 

d(U, V)2 = Gram(aobo, el,"" em). 
Gram(el, ... , em) 

Problem 7.14 Let E be a real vector space of dimension n, and let <p: Ex 
E -> lR be a symmetric bilinear form. Recall that <p is nondegenerate if for 
every U E E, 

if <p(u, v) = 0 for all vEE, then u = o. 
A linear map f: E -> E is an isometry w. r . t. <p if 

<p(f(x), f(y)) = <p(x, y) 

for all x, y E E . The purpose of this problem is to prove that the Cartan­
Dieudonne theorem still holds when <p is nondegenerate. The difficulty 
is that there may be isotropic vectors, i.e., non null vectors u such that 
<p(u, u) = O. A vector u is called nonisotropic if <p(u, u) i- O. Of course, a 
nonisotropic vector is nonnull. 

(a) Assume that <p is nonnull and that f is an isometry w.r.t. <p. Prove 
that f(u) - u and f(u) + u are conjugate w.r.t. <p, i.e., 

<p(f(u) - u, f(u) + u) = o. 
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Prove that there is some nonisotropic vector u E E such that either f (u) - u 
or f(u) + u is nonisotropic. 

(b) Let 'P be nondegenerate. Prove the following version of the Cartan­
Dieudonne theorem: 

Every isometry f E O('P) that is not the identity is the composition of 
at most 2n - 1 reflections w.r.t. hyperplanes. When n 2: 2, the identity is 
the composition of any reflection with itself. 

Proceed by induction. In the induction step, consider the following three 
cases: 

(1) f admits 1 as an eigenvalue. 

(2) f admits -1 as an eigenvalue. 

(3) f(u) =I- u and f(u) =I- -u for every non null vector u E E . 

Argue that there is some nonisotropic vector u such that either f( u)-u or 
f(u)+u is nonisotropic, and use a suitable reflection s about the hyperplane 
orthogonal to f(u) - u or f(u) + u, such that so f admits 1 or -1 as an 
eigenvalue. 

(c) What goes wrong with the argument in (b) if'P is nonnull but possibly 
degenerate? Is O('P) still a group? 

Remark: A stronger version of the Cartan-Dieudonne theorem holds: in 
fact , at most n reflections are needed, but the proof is much harder (for 
instance, see Dieudonne [47]). 



8 
The Quaternions and the Spaces S3, 
SU(2), SO(3), and JRp3 

8.1 The Algebra ]HI of Quaternions 

In this chapter, we discuss the representation of rotations of ]R3 in terms 
of quaternions. Such a representation is not only concise and elegant, it 
also yields a very efficient way of handling composition of rotations. It also 
tends to be numerically more stable than the representation in terms of 
orthogonal matrices. 

The group ofrotations SO(2) is isomorphic to the group U(l) of complex 
numbers ei9 = cos 0 + i sin 0 of unit length. This follows immediately from 
the fact that the map 

i9 ( cos 0 - sin 0 ) 
e ~ sinO cosO 

is a group isomorphism. Geometrically, observe that U(l) is the unit circle 
SI. We can identify the plane ]R2 with the complex plane C, letting z = 
x + iy E C represent (x, y) E ]R2. Then every plane rotation P9 by an angle 
o is represented by multiplication by the complex number ei9 E U(l), in 
the sense that for all z, z' E C, 

z' = P9(Z) iff z' = ei9 z. 

In some sense, the quaternions generalize the complex numbers in such a 
way that rotations of ]R3 are represented by multiplication by quaternions 
of unit length. This is basically true with some twists. For instance, quater­
nion multiplication is not commutative, and a rotation in SO(3) requires 
conjugation with a quaternion for its representation. Instead of the unit 
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circle SI, we need to consider the sphere S3 in JR4, and U(l) is replaced by 
SU(2). 

Recall that the 3-sphere S3 is the set of points (x , y, z, t) E JR4 such that 

x 2 + y2 + z2 + t 2 = 1, 

and that the real projective space JRp3 is the quotient of S3 modulo the 
equivalence relation that identifies antipodal points (where (x , y, z, t) and 
(-x , -y, - z, -t) are antipodal points). The group SO(3) of rotations of 
JR3 is intimately related to the 3-sphere S3 and to the real projective 
space JRp3. The key to this relationship is the fact that rotations can be 
represented by quaternions, discovered by Hamilton in 1843. Historically, 
the quaternions were the first instance of a skew field. As we shall see, 
quaternions represent rotations in JR3 very concisely. 

It will be convenient to define the quaternions as certain 2 x 2 complex 
matrices. We write a complex number z as z = a + ib, where a, b E JR, 
and the conjugate z of z is z = a - ib. Let 1, i , j , and k be the following 
matrices: 

1=(~ ~) , 
. (0 1) 
J = -1 0 ' 

. (i 0) 
1 = 0 -i ' 

( 0 i) k = i 0 . 

Consider the set lHl of all matrices of the form 

a1 + bi + cj + dk, 

where (a , b, c, d) E JR4. Thus, every matrix in lHl is of the form 

A= C~y i) , 
where x = a + ib and y = c + id. The matrices in lHl are called quaternions. 
The null quaternion is denoted by 0 (or 0 , if confusion may arise). Quater­
nions of the form bi + cj + dk are called pure quaternions . The set of pure 
quaternions is denoted by lHlp . 

Note that the rows (and columns) of such matrices are vectors in ([2 that 
are orthogonal with respect to the Hermitian inner product of ([2 given by 

(Xl, Yl) . (X2' Y2) = XIX2 + YIY2· 

Furthermore, their norm is 

J xx + YY = J a 2 + b2 + c2 + d2, 

and the determinant of A is a2 + b2 + c2 + d2. 
It is easily seen that the following famous identities (discovered by 

Hamilton) hold: 
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ij = -ji = k, 

jk = -kj = i, 

ki = -ik = j . 

Using these identities, it can be verified that 1HI is a ring (with multiplicative 
identity 1) and a real vector space of dimension 4 with basis (1, i,j, k). In 
fact, the quaternions form an associative algebra. For details, see Berger 
[12], Veblen and Young [173], Dieudonne [46], Bertin [15]. 

The quaternions 1HI are often defined as the real algebra generated 
by the four elements 1, i, j , k , and satisfying the identities just 

stated above. The problem with such a definition is that it is not obvious 
that the algebraic structure 1HI actually exists. A rigorous justification re­
quires the notions of freely generated algebra and of quotient of an algebra 
by an ideal. Our definition in terms of matrices makes the existence of 
1HI trivial (but requires showing that the identities hold, which is an easy 
matter) . 

Given any two quaternions X = al + bi + cj + dk and Y = a'i + b'i + 
c' j + d'k, it can be verified that 

XY = (aa' - bb' - cc' - dd')1 + (ab' + ba' + cd' - dc')i 

+ (ac' + ca' + db' - bd')j + (ad' + da' + bc' - cb')k. 

It is worth noting that these formulae were discovered independently by 
Olinde Rodrigues in 1840, a few years before Hamilton (Veblen and Young 
[173]). However, Rodrigues was working with a different formalism, homo­
geneous transformations, and he did not discover the quaternions. The map 
from IR to 1HI defined such that a ........ al is an injection that allows us to view 
IR as a subring IRI (in fact, a field) of 1HI. Similarly, the map from IR3 to 1HI 
defined such that (b, c, d) ........ bi + cj + dk is an injection that allows us to 
view IR3 as a subspace of 1HI, in fact, the hyperplane lHIp . 

Given a quaternion X = al + bi + cj + dk, we define its conjugate X as 

X = al - bi - cj - dk. 

It is easily verified that 

XX = (a2 + b2 + c2 + d2 )1. 

The quantity a2 +b2 +c2 +d2 , also denoted by N(X), is called the reduced 
norm of X. Clearly, X is nonnull iff N(X) f:. 0, in which case X /N(X) is the 
multiplicative inverse of X . Thus, 1HI is a skew field . Since X +X = 2aI, we 
also ca1l2a the reduced trace of X, and we denote it by Tr(X). A quaternion 
X is a pure quaternion iff X = -X iff Tr(X) = 0. The following identities 
can be shown (see Berger [12], Dieudonne [46], Bertin [15]): 

XY=YX, 
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Tr(XY) = Tr(YX), 

N(XY) = N(X)N(Y), 

Tr(ZX Z-l) = Tr(X), 

If X = bi+cj+dk and Y = b'i+c'j+d'k are pure quaternions, identifying 
X and Y with the corresponding vectors in ]R3, the inner product X . Y 
and the cross product X x Y make sense, and letting [0, X x Y] denote the 
quaternion whose first component is ° and whose last three components 
are those of X x Y, we have the remarkable identity 

XY = -(X· Y)l + [O,X x Y]. 

More generally, given a quaternion X = al + bi + cj + dk, we can write it 
as 

X = [a, (b, c, d)], 

where a is called the scalar part of X and (b, c, d) the pure part of X. Then, 
if X = [a, U] and Y = [a', U'], it is easily seen that the quaternion product 
XY can be expressed as 

XY = [a a' - U · U', aU' + a'U + U xU']. 

The above formula for quaternion multiplication allows us to show the 
following fact. Let Z E lHl, and assume that ZX = XZ for all X E lHl. We 
claim that the pure part of Z is null, i.e., Z = al for some a E lR. Indeed, 
writing Z = [a, U], if U i- 0, there is at least one nonnull pure quaternion 
X = [0, V] such that U x V i- ° (for example, take any nonnull vector V 
in the orthogonal complement of U). Then 

ZX = [-U . V, a V + U x V], X Z = [-V . U, a V + V xU], 

and since V x U = -(U x V) and U x V i- 0, we have XZ i- ZX, a 
contradiction. Conversely, it is trivial that if Z = [a,O], then X Z = ZX for 
all X E lHl. Thus, the set of quaternions that commute with all quaternions 
is lIU. 

Remark: It is easy to check that for arbitrary quaternions X = [a, U] and 
Y = [a', U'], 

XY - YX = [0,2(U xU')]' 

and that for pure quaternions X, Y E lHlp, 

2(X . Y)l = -(XY + Y X). 

Since quaternion multiplication is bilinear, for a given X, the map Y f---> 

XY is linear, and similarly for a given Y, the map X f---> XY is linear. It is 
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immediate that if the matrix of the first map is Lx and the matrix of the 
second map is Ry, then 

XY~LxY~ U -b -e 

~:)(~) a -d 
d a 
-e b 

and 

C 
-b' -e' y,:)(D b' a' d' 

XY = RyX = e' -d' a' 
d' e' -b' 

Observe that the columns (and the rows) of the above matrices are or­
thogonal. Thus, when X and Yare unit quaternions, both Lx and Ry 
are orthogonal matrices. Furthermore, it is obvious that Lx = L 1, the 
transpose of Lx, and similarly, Ry = Rr Since XX = N(X), the matrix 
Lx Ll is the diagonal matrix N(X)I (where I is the identity 4 x 4 matrix), 
and similarly the matrix Ry R~ is the diagonal matrix N(Y)I. Since Lx 
and Ll have the same determinant, we deduce that det(Lx)2 = N(X)4, 
and thus det(Lx) = ±N(X)2. However, it is obvious that one of the terms 
in det( Lx) is a4 , and thus 

This shows that when X is a unit quaternion, Lx is a rotation matrix, and 
similarly when Y is a unit quaternion, Ry is a rotation matrix (see Veblen 
and Young [173]). 

Define the map cp: lHl x lHl -> lR as follows: 

1 -
cp(X, Y) = 2 Tr(X Y) = aa' + bb' + ee' + dd' . 

It is easily verified that cp is bilinear, symmetric, and definite positive. Thus, 
the quaternions form a Euclidean space under the inner product defined 
by cp (see Berger [12], Dieudonne [46], Bertin [15]). 

It is immediate that under this inner product, the norm of a quaternion 
X is just y'N(X). As a Euclidean space, lHl is isomorphic to E4. It is also 
immediate that the subspace lHlp of pure quaternions is orthogonal to the 
space of "real quaternions" IIU. The subspace lHlp of pure quaternions inher­
its a Euclidean structure, and this subspace is isomorphic to the Euclidean 
space E3. Since lHl and E4 are isomorphic Euclidean spaces, their groups 
of rotations 80(lHl) and 80(4) are isomorphic, and we will identify them. 
Similarly, we will identify 80(lHlp) and 80(3). 
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8.2 Quaternions and Rotations in 80(3) 

We have just observed that for any nonnull quaternion X, both maps Y ....... 
XY and Y ....... Y X (where Y E !HI) are linear maps, and that when N(X) = 
I, these linear maps are in SO( 4). This suggests looking at maps py,z:!HI -+ 

!HI of the form X ....... Y X Z, where Y, Z E !HI are any two fixed nonnull 
quaternions such that N(Y)N(Z) = 1. In view of the identity N(UV) = 
N(U)N(V) for all U, V E !HI, we see that PY,Z is an isometry. In fact, since 
PY,Z = PY,l 0 Pl ,Z, and since PY,l is the map X ....... Y X and Pl,Z is the 
map X ....... X Z , which are both rotations, PY,Z itself is a rotation, i.e., 
PY,Z E SO(4). We will prove that every rotation in SO(4) arises in this 
fashion. 

When Z = Y-l, the map Py,Y - l is denoted more simply by Py. In this 
case, it is easy to check that py is the identity on llR, and maps !HIp into 
itself. Indeed (renaming Y as Z), observe that 

pz(X + Y) = pz(X) + pz(Y). 

It is also easy to check that 

pz(X) = pz(X). 

Then we have 

pz(X + X) = pz(X) + pz(X) = pz(X) + pz(X), 

and since if X = [a , U], then X + X = 2al, where a is the real part of X, 
if X is pure, i.e., X + X = 0, then pz(X) + pz(X) = 0, i.e., pz(X) is also 
pure. Thus, pz E SO(3), i.e., pz is a rotation of JE3. We will prove that 
every rotation in SO(3) arises in this fashion. 

Remark: If a bijective map p: !HI -+ !HI satisfies the three conditions 

p(X + Y) = p(X) + p(Y), 

p()..X) = )..p(X), 

p(XY) = p(X)p(Y), 

for all quaternions X, Y E !HI and all ).. E lR, i.e., P is a linear automorphism 
of !HI, it can be shown that p(X) = p(X) and N(p(X)) = N(X). In fact, p 
must be of the form pz for some nonnull Z E !HI. 

The quaternions of norm 1, also called unit quaternions, are in bijec­
tion with points of the real 3-sphere S3. It is easy to verify that the unit 
quaternions form a subgroup of the multiplicative group !HI* of non null 
quaternions. In terms of complex matrices, the unit quaternions corre­
spond to the group of unitary complex 2 x 2 matrices of determinant 1 
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(i.e., xx + yy = 1), 

A = (x_ !!..), 
-y x 

with respect to the Hermitian inner product in 1[:2. This group is denoted 
by SU(2). The obvious bijection between SU(2) and 8 3 is in fact a home­
omorphism, and it can be used to transfer the group structure on SU(2) to 
S 3, which becomes a topological group isomorphic to the topological group 
SU(2) of unit quaternions. Incidentally, it is easy to see that the group 
U(2) of all unitary complex 2 x 2 matrices consists of all matrices of the 
form 

A = (.xx y) -.xy x ' 

with xx + yy = 1, and where .x is a complex number of modulus 1 (.x~ = 
1). It should also be noted that the fact that the sphere S3 has a group 
structure is quite exceptional. As a matter of fact, the only spheres for which 
a continuous group structure is definable are S1 and S3 . The algebraic 
structure of the groups SU(2) and SO(3) , and their relationship to S3, is 
explained very clearly in Chapter 8 of Artin [5] , which we highly recommend 
as a general reference on algebra. 

One of the most important properties of the quaternions is that they can 
be used to represent rotations of ]R3 , as stated in the following lemma. Our 
proof is inspired by Berger [12], Dieudonne [46], and Bertin [15]. 

Lemma 8.2.1 For every quaternion Z =1= 0, the map 

pz:X f-t ZXZ- 1 

(where X E lHl) is a rotation in SO(lHl) = SO(4) whose restriction to the 
space lHlp of pure quaternions is a rotation in SO(lHlp) = SO(3) . Conversely, 
every rotation in SO(3) is of the form 

pz: X f-t ZX Z-1, 

for some quaternion Z =1= ° and for all X E lHlp. Furthermore, if two nonnull 
quaternions Z and Z' represent the same rotation, then Z' = .xz for some 
.x =1= 0 in R 

Proof. We have already observed that pz E SO(3). We have to prove that 
every rotation is of the form pz. First, it is easily seen that 

PYX = py 0 PX· 

By Theorem 7.2.1, every rotation that is not the identity is the composition 
of an even number of reflections (in the three-dimensional case, two reflec­
tions), and thus it is enough to show that for every reflection a of lHlp about a 
plane H j there is some pure quaternion Z =1= 0 such that a(X) = -ZXZ-1 
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for all X E lHIp. If Z is a pure quaternion orthogonal to the plane H, we 
know that 

(X· Z) 
a(X) = X - 2 (Z . Z) Z 

for all X E lHIp . However, for pure quaternions Y, Z E lHIp, we have 

2(Y· Z)l = -(YZ + ZY). 

Then (Z· Z)l = _Z2, and we have 

(X· Z) -1 
a(X) = X - 2 (Z . Z) Z = X + 2(X . Z)Z 

= X - (XZ + ZX)Z-1 = -zxz-l, 
which shows that a(X) = -ZXZ-1 for all X E lHIp, as desired. 

If P(ZI) = P(Z2), then 

Z1XZ1l = Z2XZ2 1 

for all X E 1HI, which is equivalent to 

Z21Z1X = XZ2 1Z 1 

for all X E 1HI. However, we showed earlier that Z2 1 ZI = al for some 
a E lR, and since ZI and Z2 are nonnull, we get Z2 = (l/a)ZI' where a -I- o. 
D 

As a corollary of 

PYX = py 0 Px, 

it is easy to show that the map p: SU(2) ---> SO(3) defined such that p(Z) = 
pz is a surjective and continuous homomorphism whose kernel is {I, -I}. 
Since SU(2) and 8 3 are homeomorphic as topological spaces, this shows 
that SO(3) is homeomorphic to the quotient of the sphere 8 3 modulo 
the antipodal map. But the real projective space lRp3 is defined precisely 
this way in terms of the antipodal map 7r: 8 3 ---> lRp3, and thus SO(3) and 
lRp3 are homeomorphic. This homeomorphism can then be used to transfer 
the group structure on SO(3) to lRp3, which becomes a topological group. 
Moreover, it can be shown that SO(3) and lRp3 are diffeomorphic manifolds 
(see Marsden and Ratiu [120]). Thus, SO(3) and lRp3 are at the same time 
groups, topological spaces, and manifolds, and in fact they are Lie groups 
(see Marsden and Ratiu [120] or Bryant [24]). 

The axis and the angle of a rotation can also be extracted from a 
quaternion representing that rotation. The proof of the following lemma 
is adapted from Berger [12] and Dieudonne [46]. 

Lemma 8.2.2 For every quaternion Z = al + t where t is a nonnull pure 
quaternion, the axis of the rotation pz associated with Z is determined by 
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the vector in]R3 corresponding to t , and the angle of rotation () is equal to 
7r when a = 0, or when a i- 0, given a suitable orientation of the plane 
orthogonal to the axis of rotation, the angle is given by 

() IN(t) 
tan "2 = -Ia-I-' 

with ° < () ::::: 7r. 

Proof. A simple calculation shows that the line of direction t is invariant 
under the rotation Pz, and thus it is the axis of rotation. Note that for 
any two nonnull vectors X, Y E ]R3 such that N(X) = N(Y), there is some 
rotation p such that p(X) = Y . If X = Y , we use the identity, and if Xi- Y, 
we use the rotation of axis determined by X x Y rotating X to Y in the 
plane containing X and Y. Thus, given any two non null pure quaternions 
X, Y such that N(X) = N(Y), there is some non null quaternion W such 
that Y = W XW-1. Furthermore, given any two nonnull quaternions Z, W , 
we claim that the angle of the rotation pz is the same as the angle of the 
rotation PWZW- l. This can be shown as follows. First, letting Z = al + t 
where t is a pure nonnull quaternion, we show that the axis of the rotation 
PWZW- l is WtW- 1 = pw(t). Indeed, it is easily checked that WtW- 1 is 
pure, and 

WZW- 1 = W(al + t)W- 1 = WalW- 1 + WtW- 1 = al + WtW- 1. 

Second, given any pure nonnull quaternion X orthogonal to t, the angle of 
the rotation Z is the angle between X and pz(X). Since rotations preserve 
orientation (since they preserve the cross product), the angle () between 
two vectors X and Y is preserved under rotation. Since rotations preserve 
the inner product, if X . t = 0, we have pw(X) . pw(t) = 0, and the angle 
of the rotation PWZW- l = Pw 0 pz 0 (pW)-1 is the angle between the two 
vectors pw(X) and PWZW-l(PW(X», Since 

PWZW-l (pw(X» = (pw 0 pz 0 (pW)-1 0 Pw)(X) 

= (pw 0 pz)(X) = pw(Pz(X» , 

the angle of the rotation PWZW-l is the angle between the two vectors 
pw(X) and pw(pz(X». Since rotations preserves angles, this is also the 
angle between the two vectors X and Pz(X), which is the angle of the 
rotation Pz, as claimed. Thus, given any quaternion Z = al +t, where t is 
a non null pure quaternion, since there is some nonnull quaternion W such 
that WtW- 1 = IN(t) i and WZW- 1 = al + IN(t) i, it is enough to 
figure out the angle of rotation for a quaternion Z of the form al + bi (a 
rotation of axis i). It suffices to find the angle between j and pz(j), and 
since 

PZ(j) = (al + bi)j(al + bi)-1, 
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we get 

(0) 1 ( bO)O( bO) a2 - b2 ° 2ab k 
pz J = ~b2 a1 + I J a1 - I = ~b2 J + ~b2 . 

a + a + a + 
Then if a i= 0, we must have 

2ab 2(b/a) 
tan 8 = a2 _ b2 = 1- (b/a)2' 

and since 

tan8 = 2 tan (8/2) 
1 - tan2 (8/2)' 

under a suitable orientation of the plane orthogonal to the axis of rotation, 
we get 

8 b IN(t) 
tan "2 = ~ = -Ia-I-· 

If a = 0, we get 

pz(j) = -j, 

and 8 = 7r. D 

Note that if Z is a unit quaternion, then since 

cos 8 = 1- tan2 (8/2) 
1 + tan2 (8/2) 

and a2 + N(t) = N(Z) = 1, we get cos 8 = a2 - N(t) = 2a2 - 1, and since 
cos 8 = 2 cos2 (8/2) - 1, under a suitable orientation we have 

8 
cos "2 = lal· 

Now, since a2 + N(t) = N(Z) = 1, we can write the unit quaternion Z as 

Z = [cos ~, sin ~ V] , 

where V is the unit vector ~ (with -7r < 8 :S 7r). Also note that 
yN(t) -

VV = -1, and thus, formally, every unit quaternion looks like a complex 
number cos ip + i sin ip, except that i is replaced by a unit vector, and 
multiplication is quaternion multiplication. 

In order to explain the homomorphism p: 8U(2) ---> 80(3) more con­
cretely, we now derive the formula for the rotation matrix of a rotation p 
whose axis D is determined by the non null vector wand whose angle of 
rotation is 8. For simplicity, we may assume that w is a unit vector. Let­
ting W = (b, c, d) be the column vector representing wand H be the plane 
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orthogonal to w, recall from the discussion just before Lemma 7.1.3 that 
the matrices representing the projections PD and PH are 

WWT and 1- WWT . 

Given any vector U E 1R3 , the vector p( u) can be expressed in terms of the 
vectors PD(U), PH(U), and w x PH(U) as 

p( u) = P D ( u) + cos () PH ( u) + sin () w x PH ( U ) . 

However, it is obvious that 

w x PH(U) = w x U, 

so that 

p(U) = pdu) + cos ()PH(U) + sin()w x u, 

p( u) = (u . w)w + cos () (u - (u . w)w) + sin () w x u, 

and we know from Section 7.9 that the cross product w x U can be expressed 
in terms of the multiplication on the left by the matrix 

Then, letting 

-d 
o 
b 

( 
b2 bc 

B = WWT = bc c2 

bd cd 

bd) cd , 
d2 

the matrix R representing the rotation p is 

R = WWT + cos()(I - WWT) + sin()A, 

= cos() 1+ sin()A + (1 - cos ())WWT , 

= cos () I + sin ()A + (1 - cos ())B. 

It is immediately verified that 

A2 = B-1, 

and thus R is also given by 

R = I + sin ()A + (1 - cos ())A2. 

Then the nonnull unit quaternion 

Z= [Cos~,sin~v], 
where V = (b, c, d) is a unit vector, corresponds to the rotation pz of matrix 

R = 1+ sin()A + (1 - cos ())A2. 



8.2. Quaternions and Rotations in 80(3) 259 

Remark: A related formula known as Rodrigues's formula (1840) gives an 
expression for a rotation matrix in terms of the exponential of a matrix (the 
exponential map). Indeed, given (b, c, d) E lR.3 , letting 0 = )b2 + c2 + d2 , 

we have 

A _ 01 sinO A (1- cosO)B 
e - cos + 0 + 02 ' 

with A and B as above, but (b, c, d) not necessarily a unit vector. We will 
study exponential maps later on. 

Using the matrices Lx and Ry introduced earlier, since XY = Lx Y = 
RyX, from Y = ZXZ- 1 = ZXZ/N(Z), we get 

1 
Y = N(Z) LzRzX. 

Thus, if we want to see the effect of the rotation specified by the quaternion 
Z in terms of matrices, we simply have to compute the matrix 

-b -c b c 

C -d) C ~b) , 1 b a -d c -b a -d 
R(Z) = N(Z) LzRz = v ~ d a -b -c d a 

-c b a -d -c b 

where 

which yields 

(
N6Z ) 

v 0 

o 

N(Z) = a2 + b2 + c2 + d2 and 
1 

v = N(Z)' 

o o 
a2 + b2 _ c2 _ d2 2bc - 2ad 2ac + 2bd 

2bc + 2ad 
-2ac + 2bd 

a2 _ b2 + c2 _ d2 
o ) 

-2ab + 2cd . 
2ab + 2cd a2 _ b2 _ c2 + d2 

But since every pure quaternion X is a vector whose first component is 0, 
we see that the rotation matrix R(Z) associated with the quaternion Z is 

(
a2 +b2 _c2 _d2 2bc-2ad 2ac+2bd) 

N(lZ ) 2bc + 2ad a2 - b2 + c2 - d2 -2ab + 2cd . 
-2ac + 2bd 2ab + 2cd a2 - b2 - c2 + d2 

This expression for a rotation matrix is due to Euler (see Veblen and Young 
[173]). It is quite remarkable that this matrix contains only quadratic poly­
nomials in a, b, c, d. This makes it possible to compute easily a quaternion 
from a rotation matrix. 

From a computational point of view, it is worth noting that computing 
the composition of two rotations py and pz specified by two quaternions 
Y, Z using quaternion multiplication (i.e., py 0 pz = pyz) is cheaper than 
using rotation matrices and matrix multiplication. On the other hand, com­
puting the image of a point X under a rotation pz is more expensive in 
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terms of quaternions (it requires computing Z X Z-1) than it is in terms 
of rotation matrices (where only AX needs to be computed, where A is a 
rotation matrix). Thus, if many points need to be rotated and the rotation 
is specified by a quaternion, it is advantageous to precompute the Euler 
matrix. 

8.3 Quaternions and Rotations in SO(4) 

For every nonnull quaternion Z, the map X f--> Z X Z-1 (where X is a pure 
quaternion) defines a rotation of lHIp, and conversely, every rotation of lHIp 
is of the above form. What happens if we consider a map of the form 

X f--> YXZ, 

where X E 1HI and N(Y)N(Z) = I? Remarkably, it turns out that we get all 
the rotations of 1HI. The proof of the following lemma is inspired by Berger 
[12], Dieudonne [46], and Tisseron [169]. 

Lemma 8.3.1 For every pair (Y, Z) of quaternions such that N(Y)N(Z) 
= 1, the map 

PY,Z: X f--> Y X Z 

(where X E 1HI) is a rotation in 80(1HI) = 80(4). Conversely, every rotation 
in 80(4) is of the form 

PY,Z: X f--> Y X Z, 

for some quaternions Y, Z such that N(Y)N(Z) = 1. Furthermore, if 
two nonnull pairs of quaternions (Y, Z) and (Y', Z') represent the same 
rotation, then Y' = >.Y and Z' = >.-1 Z, for some>. 1:- 0 in lR. 

Proof. We have already shown that PY,Z E 80(4). It remains to prove 
that every rotation in 80(4) is of this form. 

It is easily seen that 

p(Y'Y,ZZ') = PY',Z' 0 PY,z· 

Let P E 80(4) be a rotation, and let Zo = p(1) and 9 = PZr;' ,l' Since P is 
an isometry, Zo = p(1) is a unit quaternion, and thus 9 E 80(4). Observe 
that 

g(p(1)) = 1, 

which implies that F = llH is invariant under gop. Since F.L = lHIp, by 
Lemma 7.2.2, go p(lHIp ) ~ lHIp, which shows that the restriction of gop to 
lHIp is a rotation. By Lemma 8.2.1, there is some nonnull quaternion Z such 
that gop = PZ on lHIp, but since both gop and PZ are the identity on 1R1, 
we must have gop = pz on 1HI. Finally, a trivial calculation shows that 

-1 
P = 9 0 pz = PZQ ,lPZ = PZo,lPZ,Z - l = PZOZ,Z-l. 
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If PY,Z = PY' ,Z', then 

YXZ=y'XZ' 

for all X E 1HI, that is, 

y-1Y'XZ'Z-1 = X 

for all X E 1HI. Letting X = (y-ly')-I, we get Z'Z-1 = (y-ly')-I. From 

y-IY'X(y-Iy,)-1 = X 

for all Z E 1HI, by a previous remark, we must have y- 1y' = >'1 for some 
>. -I=- 0 in JR, so that y' = >,y, and since Z' Z-l = (y-l y,) -1, we get 
Z'Z-l = >.-11, i.e. Z' = >.-IZ. 0 

Since 

p(Y'Y,ZZ') = PY',Z' 0 PY,Z, 

it is easy to show that the map "': S3 x S3 ---> SO( 4) defined by ",(Y, Z) = 
PYZ is a surjective homomorphism whose kernel is {(I, 1), (-1, -I)}. 

Remark: Note that it is necessary to define "': S3 X S3 ---> SO( 4) such that 

",(Y, Z)(X) = Y XZ, 

where the conjugate Z of Z is used rather than Z, to compensate for the 
switch between Z and Z' in 

p(Y'Y,ZZ') = PY',Z' 0 PY,z· 

Otherwise, '" would not be a homomorphism from the product group S3 x S3 
to SO(4). 

We conclude this section on the quaternions with a mention of the expo­
nential map, since it has applications to quaternion interpolation, which, 
in turn, has applications to motion interpolation. 

Observe that the quaternions i,j , k can also be written as 

. (i 0) . (1 0) 
1 = 0 -i = t 0 -1 ' 

. (0 J= -1 
1) . (0 -i) o =t i 0 ' 

(0 i) .(0 1) 
k= i 0 =t 1 0 ' 

so that if we define the matrices aI, a2, a3 such that 
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we can write 

Z = al + bi + cj + dk = al + i(dul + CU2 + b(3). 

The matrices Ul, U2 , U3 are called the Pauli spin matrices. Note that their 
traces are null and that they are Hermitian (recall that a complex matrix is 
Hermitian if it is equal to the transpose of its conjugate, i.e., A* = A). The 
somewhat unfortunate order reversal of b, c, d has to do with the traditional 
convention for listing the Pauli matrices. If we let eo = a, el = d, e2 = c, 
and e3 = b, then Z can be written as 

Z = eol + i(elul + e2U2 + e3(3), 

and eo, el, e2, e3 are called the Euler parameters of the rotation specified 
by Z. If N(Z) = 1, then we can also write 

Z = cos ~ 1 + i sin ~ ({3u3 + "(0"2 + O(1), 

where 
1 

({3",o) = -. -0 (b,c,d). 
sm '2 

Letting A = (3u3 + ,U2 + OU1, it can be shown that 

eiOA = cos() 1 + isin() A, 

where the exponential is the usual exponential of matrices, i.e., for a square 
n x n matrix M, 

Mk 
exp(M) = In + L """k!. 

k2:l 

Note that since A is Hermitian of null trace, iA is skew Hermitian of null 
trace. 

The above formula turns out to define the exponential map from the 
Lie algebra of SU(2) to SU(2) . The Lie algebra of SU(2) is a real vector 
space having iUl, iU2, and iU3 as a basis. Now, the vector space JR3 is a Lie 
algebra if we define the Lie bracket on JR3 as the usual cross product u x v 
of vectors. Then the Lie algebra of SU(2) is isomorphic to (JR3, x), and the 
exponential map can be viewed as a map exp: (JR3, x) -> SU(2) given by 
the formula 

exp( ()v) = [cos ~, sin ~ v] , 

for every vector ()v, where v is a unit vector in JR3 and () E lR. 
The exponential map can be used for quaternion interpolation. Given 

two unit quaternions X, Y, suppose we want to find a quaternion Z "inter­
polating" between X and Y. Of course, we have to clarify what this means. 
Since SU(2) is topologically the same as the sphere S3, we define an in­
terpolant of X and Y as a quaternion Z on the great circle (on the sphere 
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S3) determined by the intersection of S3 with the (2-)plane defined by the 
two points X and Y (viewed as points on S3) and the origin (0,0,0,0). 

Then the points (quaternions) on this great circle can be defined by first 
rotating X and Y so that X goes to 1 and Y goes to X-I Y, by multiplying 
(on the left) by X-I. Letting 

X- 1Y = [cosn, sinnw], 

where -7r < n ::::; 7r, the points on the great circle from 1 to X- 1y are 
given by the quaternions 

(X-lY)A = [cos An, sinAnw], 

where A E lR. This is because X-ly = exp(2nw), and since an inter­
polant between (0,0,0) and 2nw is 2AnW in the Lie algebra of SU(2), the 
corresponding quaternion is indeed 

exp(2An) = [cos An, sin An w] . 

We cannot justify all this here, but it is indeed correct. 
If n 1= 7r, then the shortest arc between X and Y is unique, and it 

corresponds to those A such that 0 ::::; A ::::; 1 (it is a geodesic arc). However, 
if n = 7r, then X and Yare antipodal, and there are infinitely many half 
circles from X to Y . In this case, w can be chosen arbitrarily. 

Finally, having the arc of great circle between 1 and X-I Y (assuming 
n 1= 7r), we get the arc of interpolants Z(A) between X and Y by performing 
the inverse rotation from 1 to X and from X- 1Y to Y, i.e., by multiplying 
(on the left) by X, and we get 

Z(A) = X(X-lY)A. 

Note how the geometric reasoning immediately shows that 

Z(A) = X(X-lY)A = (YX-l)AX. 

It is remarkable that a closed-form formula for Z(A) can be given, as shown 
by Shoemake [157, 158]. If X = [cosB, sinBu] and Y = [cos<p, sin<pv] 
(where u and v are unit vectors in ~3), letting 

cos n = cos B cos <p + sin B sin <p (u . v) 

be the inner product of X and Y viewed as vectors in ~4 , it is a bit laborious 
to show that 

Z(A) = sin(l - A)n X sin An y. 
." +." SInH sInH 

The above formula is quite remarkable, since if X = cos B + i sin Band 
Y = cos <p + i sin <p are two points on the unit circle SI (given as complex 
numbers of unit length), letting n = <p - B, the interpolating point cos((l­
A)B + A<p) + i sin((l - A)B + A<p) on SI is given by the same formula 

. . sin(l - A)n sin An 
cos((l - A)B + A<p) + t sm((l - A)B + A<p) = . X + -.- Y. 

smn smn 
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8.4 Applications of Euclidean Geometry to Motion 
Interpolation 

Euclidean geometry has a number applications including computer vision, 
computer graphics, kinematics, and robotics. The motion of a rigid body in 
space can be described using rigid motions. Given a fixed Euclidean frame 
(0, (el' ez, e3)), we can assume that some moving frame (C, (Ul' uz, U3)) is 
attached (say glued) to a rigid body B (for example, at the center of gravity 
of B) so that the position and orientation of B in space are completely (and 
uniquely) determined by some rigid motion (R, U), where U specifies the 
position of C w.r.t. 0, and R is a rotation matrix specifying the orientation 
of B w.r.t. the fixed frame (0, (el' ez, e3))' For simplicity, we can separate 
the motion of the center of gravity C of B from the rotation of B around its 
center of gravity. Then a motion of B in space corresponds to two curves: 
The trajectory of the center of gravity and a curve in 80(3) represent­
ing the various orientations of B. Given a sequence of "snapshots" of B, 
say Bo, B b ... , B m , we may want to find an interpolating motion passing 
through the given snapshots. Furthermore, in most cases, it desirable that 
the curve be invariant with respect to a change of coordinates and to rescal­
ing. Often, one looks for an energy minimizing motion. The problem is not 
as simple as it looks, because the space of rotations SO(3) is topologically 
rather complex, and in particular, it is curved. 

The problem of motion interpolation has been studied quite extensively 
both in the robotics and computer graphics communities. Since rotations 
in SO(3) can be represented by quaternions (see Chapter 8), the problem 
of quaternion interpolation has been investigated, an approach apparently 
initiated by Shoemake [157, 158], who extended the de Casteljau algo­
rithm to the 3-sphere. Related work was done by Barr, Currin, Gabriel, 
and Hughes [9]. Kim, M.-J., Kim, M.-S. and Shin [98, 99] corrected bugs in 
Shoemake and introduced various kinds of splines on S3, using the exponen­
tial map. Motion interpolation and rational motions have been investigated 
by Jiittler [94, 95], Jiittler and Wagner [96, 97], Horsch and Jiittler [89], and 
Roschel [143]. Park and Ravani [133, 134] also investigated Bezier curves 
on Riemannian manifolds and Lie groups, SO(3) in particular. More gener­
ally, the problem of interpolating curves on surfaces or higher-dimensional 
manifolds in an efficient way remains an open problem. A very interesting 
book on the quaternions and their applications to a number of engineering 
problems, including aerospace systems, is the book by Kuipers [105], which 
we highly recommend. 
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8.5 Problems 

Problem 8.1 Prove the following identities about quaternion multiplica­
tion (discovered by Hamilton): 

i2 = j2 = k 2 = ijk = -1, 

ij = -ji = k, 

jk = -kj = i, 

ki = -ik = j. 

Problem 8 .2 Given any two quaternions X = a1 + bi + cj + dk and 
Y = a'l + b'i + e'j + d'k, prove that 

XY = (aa' - bb' - ee' - dd')l + (ab' + ba' + cd' - de')i 

+ (ae' + ea' + db' - bd')j + (ad' + da' + be' - eb')k. 

Also prove that if X = [a, U] and Y = [a', U'], the quaternion product 
XY can be expressed as 

XY = [aa' - U· U', aU' + a'U + U xU']. 

Problem 8.3 Show that there is a very simple method for producing an 
orthonormal frame in ]R4 whose first vector is any given nonnull vector 
(a, b, e, d). 

Problem 8.4 Prove that 

pz(XY) = pz(X)pz(Y), 

pz(X + Y) = pz(X) + pz(Y), 

for any non null quaternion Z and any two quaternions X, Y (Le., pz is an 
automorphism of lHl), and that 

XY - YX = [0,2(U xU')] 

for arbitrary quaternions X = [a, U] and Y = [a', U']. 

Problem 8.5 Give an algorithm to find a quaternion Z corresponding to 
a rotation matrix R using the Euler form of a rotation matrix R(Z): 

1 (a2 + b2 - e2 - d2 2be - 2ad 2ae + 2bd ) 
N(Z) 2be + 2ad a2 - b2 + e2 - d2 -2ab + 2ed . 

- 2ae + 2bd 2ab + 2ed a2 - b2 - e2 + d2 

What about the choice of the sign of Z? 

Problem 8.6 Let i, j, and k , be the unit vectors of coordinates (1,0,0), 
(0,1,0), and (0,0,1) in ]R3. 

(i) Describe geometrically the rotations defined by the following 
quaternions: 

p = (0, i), q = (O,j). 
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Prove that the interpolant Z(A) = p(p-Iq) .. is given by 

Z(A) = (0, COS(A1r /2)i + sin(A1r /2)j) . 

Describe geometrically what this rotation is. 
(ii) Repeat question (i) with the rotations defined by the quaternions 

q = (O,j). 

Prove that the interpolant Z(A) is given by 

Z(A) = (~COS(A1r /2), V; cos(h /2)i + sin(A1r /2)j) . 

Describe geometrically what this rotation is. 
(iii) Repeat question (i) with the rotations defined by the quaternions 

Prove that the interpolant Z(A) is given by 

( 
1 1 

Z(A) = v'2 cos(A1r/3) - v'6 sin(A1r/3), 

(1/v'2cos(h/3) + 1/v'6sin(h/3))i + ~ Sin(A1r/3)j) . 

(iv) Prove that 

w x (u x v) = (w· v)u - (u · w)v. 

Conclude that 

u x (u x v) = (u· v)u - (u· u)v. 

(v) Let 

p = (cosO, sinOu), q = (cos<p, sin <pv), 

where u and v are unit vectors in ]R3. If 

cos n = cos 0 cos <p + sin 0 sin <p (u . v) 

is the inner product of X and Y viewed as vectors in ]R4, assuming that 
n =f. k1r, prove that 

Z(A) = sin(l - A)n sin An . 
sin n p + sin n q 



9 
Dirichlet-Voronoi Diagrams and 
Delaunay Triangulations 

9.1 Dirichlet- Voronoi Diagrams 

In this chapter we present very briefly the concepts of a Voronoi diagram 
and of a Delaunay triangulation. These are important tools in computa­
tional geometry, and Delaunay triangulations are important in problems 
where it is necessary to fit 3D data using surface splines. It is usually use­
ful to compute a good mesh for the projection of this set of data points 
onto the xy-plane, and a Delaunay triangulation is a good candidate. Our 
presentation will be rather sketchy. We are primarily interested in defining 
these concepts and stating their most important properties without proofs. 
For a comprehensive exposition of Voronoi diagrams, Delaunay triangula­
tions, and more topics in computational geometry, our readers may consult 
O'Rourke [132]' Preparata and Shamos [140], Boissonnat and Yvinec [18], 
de Berg, Van Kreveld , Overmars, and Schwarzkopf [11], or Risler [142]. 
The survey by Graham and Yao [76] contains a very gentle and lucid intro­
duction to computational geometry. Some practical applications of Voronoi 
diagrams and Delaunay triangulations are briefly discussed in Section 9.5. 

Let £ be a Euclidean space of finite dimension, that is, an affine space 
--+ 

[; whose underlying vector space [; is equipped with an inner product 
(and has finite dimension). For concreteness, one may safely assume that 
[; = lEm, although what follows applies to any Euclidean space of finite 
dimension. Given a set P = {PI, ... ,Pn} of n points in [;, it is often useful 
to find a partition of the space [; into regions each containing a single 
point of P and having some nice properties. It is also often useful to find 
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Figure 9.1. The bisector line L of a and b 

triangulations of the convex hull of P having some nice properties. We shall 
see that this can be done and that the two problems are closely related. 
In order to solve the first problem, we need to introduce bisector lines and 
bisector planes. 

For simplicity, let us first assume that £ is a plane i.e., has dimension 
2. Given any two distinct points a, b E £, the line orthogonal to the line 
segment (a, b) and passing through the midpoint of this segment is the 
locus of all points having equal distance to a and b. It is called the bisector 
line of a and b. The bisector line of two points is illustrated in Figure 9.l. 

If h = ~ a + ~ b is the midpoint of the line segment (a, b), letting m be an 
arbitrary point on the bisector line, the equation of this line can be found 
by writing that ~ is orthogonal to abo In any orthogonal frame, letting 
m = (x,y), a = (al,a2), b = (b 1 ,b2), the equation ofthis line is 

which can also be written as 

(b1 - adx + (b2 - a2)y = (bi + b~)/2 - (ai + a~)/2. 
The closed half-plane H(a, b) containing a and with boundary the bisector 
line is the locus of all points such that 

(b1 - al)x + (b2 - a2)Y :S (bi + b~)/2 - (ai + a~)/2, 
and the closed half-plane H(b, a) containing b and with boundary the 
bisector line is the locus of all points such that 

(b1 - al)x + (b2 - a2)Y ~ (bi + b~)/2 - (ai + a~)/2. 
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The closed half-plane H(a, b) is the set of all points whose distance to a 
is less that or equal to the distance to b, and vice versa for H (b , a). Thus, 
points in the closed half-plane H(a,b) are closer to a than they are to b. 

We now consider a problem called the post office problem by Graham 
and Yao [76]. Given any set P = {PI, ... ,Pn} of n points in the plane 
(considered as post offices or sites), for any arbitrary point x, find out 
which post office is closest to x. Since x can be arbitrary, it seems desirable 
to precompute the sets V(Pi) consisting of all points that are closer to 
Pi than to any other point Pj i- Pi. Indeed, if the sets V(Pi) are known, 
the answer is any post office Pi such that x E V(Pi). Thus, it remains to 
compute the sets V(Pi). For this, if x is closer to Pi than to any other point 
Pj i- Pi, then x is on the same side as Pi with respect to the bisector line 
of Pi and Pj for every j i- i, and thus 

V(pd = n H(Pi,pj)· 
Hi 

If E has dimension 3, the locus of all points having equal distance to a 
and b is a plane. It is called the bisector plane of a and b. The equation 
of this plane is also found by writing that ~ is orthogonal to c::b . The 
equation of this plane is 

(bl - ad(x - (al + bd/2) + (b2 - a2)(Y - (a2 + b2)/2) 

+ (b3 - a3)(z - (a3 + b3)/2) = 0, 

which can also be written as 

(b l - al)x + (b2 - a2)Y + (b3 - a3)z = (bi + b~ + b~)/2 - (ai + a~ + a~)/2. 

The closed half-space H(a, b) containing a and with boundary the bisector 
plane is the locus of all points such that 

(b l - adx + (b2 - a2)Y + (b3 - a3)z :::; (bi + b~ + b~)/2 - (ai + a~ + a~)/2, 

and the closed half-space H(b, a) containing b and with boundary the 
bisector plane is the locus of all points such that 

(bl - al)x + (b2 - a2)Y + (b3 - a3)z 2: (bi + b~ + b~)/2 - (ai + a~ + a~)/2. 

The closed half-space H(a, b) is the set of all points whose distance to a is 
less that or equal to the distance to b, and vice versa for H(b, a). Again, 
points in the closed half-space H(a, b) are closer to a than they are to b. 

Given any set P = {PI, ... ,Pn} of n points in E (of dimension m = 2,3), 
it is often useful to find for every point Pi the region consisting of all points 
that are closer to Pi than to any other point Pj i- Pi, that is, the set 

V(Pi) = {x EEl d(X,Pi) :::; d(x,pj), for all j i- i}, 

where d(x, y) = (xy. xy)I/2, the Euclidean distance associated with the 
inner product· on E. From the definition of the bisector line (or plane), it 
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is immediate that 

V(Pi) = n H(Pi , pj). 
j¥.i 

Families of sets of the form V(Pi) were investigated by Dirichlet [49] 
(1850) and Voronoi [175] (1908). Voronoi diagrams also arise in crystallog­
raphy (Gilbert [73]). Other applications, including facility location and path 
planning, are discussed in O'Rourke [132]. For simplicity, we also denote 
the set V(Pi) by Vi, and we introduce the following definition. 

Definition 9.1.1 Let £ be a Euclidean space of dimension m = 2,3. Given 
any set P = {PI, ... , Pn} of n points in £, the Dirichlet-Voronoi diagram 
V(P) of P = {PI, ... ,Pn} is the family of subsets of £ consisting of the sets 
Vi = nj¥.i H(Pi,Pj) and of all of their intersections. 

Dirichlet-Voronoi diagra~s are also called Voronoi diagrams, Voronoi 
tessellations, or Thiessen polygons. Following common usage, we will use 
the terminology Voronoi diagram. As intersections of convex sets (closed 
half-planes or closed half-spaces), the Voronoi regions V(Pi) are convex sets. 
In dimension two, the boundaries of these regions are convex polygons, and 
in dimension three, the boundaries are convex polyhedra. 

Whether a region V(Pi) is bounded or not depends on the location of Pi. 
If Pi belongs to the boundary of the convex hull of the set P, then V(Pi) 
is unbounded, and otherwise bounded. In dimension two, the convex hull 
is a convex polygon, and in dimension three, the convex hull is a convex 
polyhedron. As we will see later, there is an intimate relationship between 
convex hulls and Voronoi diagrams. 

Generally, if £ is a Euclidean space of dimension m, given any two distinct 
points a, bEE, the locus of all points having equal distance to a and b is a 
hyperplane. It is called the bisector hyperplane-.!!j a and b. The equation of 
this hyperplane is still found by writing that hm is orthogonal to abo The 
equation of this hyperplane is 

which can also be written as 

The closed half-space H (a, b) containing a and with boundary the bisector 
hyperplane is the locus of all points such that 

(b l - al)xl + ... + (bm - am)xm ~ (bi + ... + b~,)/2 - (ai + ... + a;')/2, 

and the closed half-space H(b, a) containing b and with boundary the 
bisector hyperplane is the locus of all points such that 

(b l - adxl + ... + (bm - am)xm ~ (bi + ... + b;')/2 - (ai + ... + a;')/2. 
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Figure 9.2. A Voronoi diagram 

The closed half-space H(a, b) is the set of all points whose distance to a is 
less than or equal to the distance to b, and vice versa for H(b, a). 

Figure 9.2 shows the Voronoi diagram of a set of twelve points. 
In the general case where [; has dimension m, the definition of the Voronoi 

diagram V(P) of P is the same as Definition 9.1.1, except that H(Pi , Pj) is 
the closed half-space containing Pi and having the bisector hyperplane of 
a and b as boundary. Also, observe that the convex hull of P is a convex 
polytope. 

We will now state a lemma listing the main properties of Voronoi dia­
grams. It turns out that certain degenerate situations can be avoided if we 
assume that if P is a set of points in an affine space of dimension m , then 
no m + 2 points from P belong to the same (m - 1 )-sphere. We will say that 
the points of P are in general position. Thus when m = 2, no 4 points in 
Pare cocyclic, and when m = 3, no 5 points in P are on the same sphere. 

Lemma 9.1.2 Given a set P = {PI, ... ,Pn} ofn points in some Euclidean 
space [; of dimension m (say lErn ), if the points in P are in general position, 
then the Voronoi diagram of P satisfies the following conditions: 
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(1) Each region Vi is convex and contains Pi in its interior. 

(2) Each vertex of Vi belongs to m + 1 regions Vj and to m + 1 edges. 

(3) The region Vi is unbounded iff Pi belongs to the boundary of the convex 
hull of P. 

(4) If P is a vertex that belongs to the regions VI "' " Vm +l , then P is 
the center of the (m -I)-sphere S(p) determined by PI , .. . ,Pm+l. 
Furthermore, no point in P is inside the sphere S(p) (i.e. , in the 
open ball associated with the sphere S(p)) . 

(5) Ifpj is a nearest neighbor of Pi, then one of the faces of Vi is contained 
in the bisector hyperplane of (Pi, Pj). 

(6) 
n o 0 

and Vi n V j = 0, for all i,j, with i i:- j , 

o 

where Vi denotes the interior of Vi , 

Proof. We prove only some of the statements, leaving the others as an 
exercise (or see Risler [142]) . 

(1) Since Vi = n#i H(Pi,Pj) and each half-space H(Pi,Pj) is convex, as 
an intersection of convex sets, Vi is convex. Also, since Pi belongs to the 
interior of each H (Pi, Pj ), the point Pi belongs to the interior of Vi, 

(2) Let Fi ,j denote Vi n Vj. Any vertex P of the Vononoi diagram of 
P must belong to r faces Fi,j' Now, given a vector space E and any two 
subspaces M and N of E, recall that we have the Grassmann relation (see 
Lemma 2.11.1) 

dim(M) + dim(N) = dim(M + N) + dim (M n N). 

Then since P belongs to the intersection of the hyperplanes that form the 
boundaries of the Vi, and since a hyperplane has dimension m - 1, by the 
Grassmann relation, we must have r ~ m. For simplicity of notation, let us 
denote these faces by FI,2 , F2,3, . . . , Fr,r+1' Since Fi ,j = Vi n Vj, we have 

and since P E FI,2 n F2,3 n ·· · n Fr,r+1, we have 

d(p,pt} = . .. = d(P,Pr+1) < d(P,Pk) for all k tJ. {I, . . . , r + I} . 

This means that P is the center of a sphere passing through PI, ... ,Pr+1 
and containing no other point in P. By the assumption that points in Pare 
in general position, we must have r ::; m, and thus r = m . Thus, P belongs 
to Vl n···n Vm +l , but to no other Vj with j tJ. {I, . . . , m+ I}. Furthermore, 
every edge of the Voronoi diagram containing P is the intersection of m of 
the regions VI" ' " Vm +1, and so there are m + 1 of them. 0 
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Figure 9.3. Another Voronoi diagram 

For simplicity, let us again consider the case where £ is a plane. It should 
be noted that certain Voronoi regions, although closed, may extend very 
far. Figure 9.3 shows such an example. 

It is also possible for certain unbounded regions to have parallel edges. 
There are a number of methods for computing Voronoi diagrams. A fairly 

simple (although not very efficient) method is to compute each Voronoi 
region V (Pi) by intersecting the half-planes H (Pi, Pj). One way to do this 
is to construct successive convex polygons that converge to the boundary 
of the region. At every step we intersect the current convex polygon with 
the bisector line of Pi and Pj. There are at most two intersection points. We 
also need a starting polygon, and for this we can pick a square containing 
all the points. A naive implementation will run in O(n3 ). However, the 
intersection of half-planes can be done in O(logn), using the fact that the 
vertices of a convex polygon can be sorted. Thus, the above method runs in 
O(n2log n). Actually, there are faster methods (see Preparata and Shamos 
[140] or O'Rourke [132]), and it is possible to design algorithms running 
in O( n log n). The most direct method to obtain fast algorithms is to use 
the "lifting method" discussed in Section 9.4, whereby the original set of 



274 9. Dirichlet- Voronoi Diagrams 

Figure 9.4. Delaunay triangulation associated with a Voronoi diagram 

points is lifted onto a paraboloid, and to use fast algorithms for finding a 
convex hull. 

A very interesting (undirected) graph can be obtained from the Voronoi 
diagram as follows: The vertices of this graph are the points Pi (each corre­
sponding to a unique region of V(P)), and there is an edge between Pi and 
Pi iff the regions Vi and Vj share an edge. The resulting graph is called a De­
launay triangulation of the convex hull of P, after Delaunay, who invented 
this concept in 1934. Such triangulations have remarkable properties. 

Figure 9.4 shows the Delaunay triangulation associated with the earlier 
Voronoi diagram of a set of twelve points. 

One has to be careful to make sure that all the Voronoi vertices have 
been computed before computing a Delaunay triangulation, since other­
wise, some edges could be missed. In Figure 9.5 illustrating such a situation, 
if the lowest Voronoi vertex had not been computed (not shown on the di­
agram!) , the lowest edge of the Delaunay triangulation would be missing. 
The concept of a triangulation can be generalized to dimension 3, or even 
to any dimension m. But first, we need to define a triangulation precisely, 
and for this, we need to review what is a simplicial complex. 
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Figure 9.5. Another Delaunay triangulation associated with a Voronoi diagram 

9.2 Simplicial Complexes and Triangulations 

A simplex is just the convex hull of a finite number of affinely independent 
points, but we also need to define faces, the boundary, and the interior of 
a simplex. 

Definition 9.2.1 Let [; be any normed affine space, say [; = !Em with 
its usual Euclidean norm. Given any n + 1 affinely independent points 
ao, . .. ,an in [;, the n-simplex (or simplex) a defined by ao, . .. ,an is the 
convex hull of the points ao, . . . , an, that is, the set of all convex com­
binations Aoao + .. . + Anan, where Ao + ... + An = 1 and Ai ~ 0 for 
all i, 0 ::; i ::; n. We call n the dimension of the n-simplex a, and the 
points ao, . .. , an are the vertices of a. Given any subset {aio , · . . , aik} of 
{ ao, . .. , an} (where 0 ::; k ::; n) , the k-simplex generated by aio, ... , aik is 
called a face of a. A face s of a is a proper face if s =1= a (we agree that the 
empty set is a face of any simplex) . For any vertex ai , the face generated 
by ao, ... , ai-I, ai+1,"" an (i.e., omitting ai) is called the face opposite 
ai. Every face that is an (n - I)-simplex is called a boundary face. The 
union of the boundary faces is the boundary of a, denoted by aa, and the 
complement of aa in a is the interior Int a = a - aa of a. The interior 
Int a of a is sometimes called an open simplex. 
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o ao 

ao O-O----_D al 

Figure 9.6. Examples of simplices 

It should be noted that for a O-simplex consisting of a single point {ao}, 
8{ ao} = 0, and Int {ao} = {ao}. Of course, a O-simplex is a single point, a 
I-simplex is the line segment (ao , ad , a 2-simplex is a triangle (aO,al,a2) 
(with its interior), and a 3-simplex is a tetrahedron (ao, aI, a2, a3) (with its 
interior) ; see Figure 9.6. 

We now state a number of properties of simplices, whose proofs are left 
as an exercise. Clearly, a point x belongs to the boundary 8(J of (J iff at 
least one of its barycentric coordinates (.Ao, . . . , .An) is zero, and a point 
x belongs to the interior Int (J of (J iff all of its barycentric coordinates 
(.Ao, ... , .An) are positive, i.e., .Ai > 0 for all i , 0 :::; i :::; n. Then, for every 
x E (J, there is a unique face s such that x E Int s, the face generated by 
those points ai for which .Ai > 0, where (.Ao, .. . , .An) are the barycentric 
coordinates of x. 

A simplex (J is convex, arcwise connected, compact , and closed. The 
interior Int (J of a complex is convex, arcwise connected, open, and (J is the 
closure of Int (J. 

We now need to put simplices together to form more complex shapes, 
following Munkres [130j. 

Definition 9.2.2 A simplicial complex in !Em (for short, a complex in !Em) 
is a set K consisting of a (finite or infinite) set of simplices in !Em satisfying 
the following conditions: 
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(1) Every face of a simplex in K also belongs to K. 

(2) For any two simplices (71 and (72 in K, if (71 n (72 =I- 0, then (71 n (72 is 
a common face of both (71 and (72. 

If (7 E K is a simplex of n + 1 elements, then its dimension is n, and it 
is called an n-simplex. A O-simplex {x} is called a vertex. The dimension 
of the simplicial complex K is the maximum of the dimensions of simplices 
in K. 

Condition (2) guarantees that the various simplices forming a complex 
are glued nicely. It can be shown that the following condition is equivalent 
to condition (2): 

(2') For any two distinct simplices (71, (72, Int (71 n Int (72 = 0. 

The union Kg of all the simplices in K is a subset of JEm. We can define a 
topology on Kg by defining a subset F of Kg to be closed iff Fn(7 is closed 
in (7 for every simplex (7 E K. It is immediately verified that the axioms of a 
topological space are indeed satisfied. The resulting topological space Kg is 
called the geometric realization of K . A polytope is the geometric realization 
of some simplicial complex. A polytope of dimension 1 is usually called a 
polygon, and a polytope of dimension 2 is usually called a polyhedron. It can 
be checked that each region Vi of a Voronoi diagram is a (convex) polytope. 

In the sequel, we will consider only finite simplicial complexes, that is, 
complexes K consisting of a finite number of simplices. In this case, the 
topology of Kg defined above is identical to the topology induced from JEm. 

In this case, for any simplex (7 in K, Int (7 coincides with the interior;;' of 
(7 in the topological sense, and [)(7 coincides with the boundary of (7 in the 
topological sense. We can now define triangulations. 

First, assume that £ = JE2. Given a subset S of JE2, a triangulation of 
S is a finite complex K of dimension 2 such that S is the union of the 2-
simplices in K. Equivalently, S is the union of the (closed) triangles in K. 
Thus, a triangulation of S specifies a way of cutting up S into a collection 
of (closed) triangles that intersect nicely. Next, if £ = JE3, given a subset 
S of JE3, a triangulation of S is a finite complexK of dimension 3 such 
that S is the union of the 3-simplices in K. Equivalently, S is the union of 
the (closed) tetrahedra in K. Thus, a triangulation of S specifies a way of 
cutting up S into a collection of (closed) tetrahedra that intersect nicely. 
In general, we have the following definition. 

Definition 9.2.3 Given a subset S of JEm (where m :::: 2), a triangulation 
of S is a finite complex K such that 

S = U (7, 

uEK 
dim(u) = TTl 

i.e., such that S is the union of all m-simplices in K. 
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Given a finite set P of n points in the plane, and given a triangulation 
of the convex hull of P having P as its set of vertices, observe that the 
boundary of P is a convex polygon. Similarly, given a finite set P of points 
in 3-space, and given a triangulation of the convex hull of P having P as its 
set of vertices, observe that the boundary of P is a convex polyhedron. It is 
interesting to know how many triangulations exist for a set of n points (in 
the plane or in 3-space), and it is also interesting to know the number of 
edges and faces in terms of the number of vertices in P. These questions can 
be settled using the Euler- Poincare characteristic. We say that a polygon 
in the plane is a simple polygon iff it is a closed polygon such that no two 
edges intersect (except at a common vertex). 

Lemma 9.2.4 

(1) For any triangulation of a region of the plane whose boundary is a 
simple polygon, letting v be the number of vertices, e the number of 
edges, and f the number of triangles, we have the "Euler formula" 

v-e+f=l. 

(2) For any polytope S homeomorphic to a closed ball in lE3 and any 
triangulation of S, letting v be the number of vertices, e the number 
of edges, f the number of triangles, and t the number of tetrahedra, 
we have the "Euler formula" 

v-e+f-t=l. 

(3) Furthermore, for any triangulation of the polyhedron B(S) that is the 
boundary of S, letting v' be the number of vertices, e' the number of 
edges, and l' the number of triangles, we have the "Euler formula" 

v' - e' + l' = 2. 

Proof. We only sketch the proof. More details can be found in O'Rourke 
[132]' Risler [142], or books on algebraic topology, such as Massey [122] 
or Munkres [130]. The proof of (1) is by induction on the number f of 
triangles. The proof of (2) is by induction on the number t of tetrahedra. 
The proof of (3) consists in first flattening the polyhedron into a planar 
graph in the plane. This can be done by removing some face and then by 
deformation. The boundary of this planar graph is a simple polygon, and 
the region outside this boundary corresponds to the removed face. Then 
by (1) by get the formula, remembering that there is one more face (this is 
why we get 2 instead of 1).0 

It is now easy to see that in case (1), the number of edges and faces is a 
linear function of the number of vertices and boundary edges, and that in 
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case (3), the number of edges and faces is a linear function of the number of 
vertices. Indeed, in the case of a planar triangulation, each face has 3 edges, 
and if there are eb edges in the boundary and ei edges not in the boundary, 
each nonboundary edge is shared by two faces , and thus 3f = eb + 2ei. 
Since v - eb - ei + f = 1, we get 

v - eb - ei + eb/3 + 2ei/3 = 1, 

2eb/3 + ei/3 = v-I, 

and thus ei = 3v - 3 - 2eb. Since f = eb/3 + 2ei/3, we have f = 2v - 2 - eb· 
Similarly, since v' - e' + I' = 2 and 31' = 2e', we easily get e = 3v - 6 

and f = 2v - 4. Thus, given a set P of n points, the number of triangles 
(and edges) for any triangulation of the convex hull of P using the n points 
in P for its vertices is fixed . 

Case (2) is trickier, but it can be shown that 

v - 3 ~ t ~ (v - l)(v - 2)/2. 

Thus, there can be different numbers of tetrahedra for different triangula­
tions of the convex hull of P. 

Remark: The numbers of the form v - e + f and v - e + f - tare 
called Euler- Poincare characteristics. They are topological invariants, in 
the sense that they are the same for all triangulations of a given polytope. 
This is a fundamental fact of algebraic topology. 

We shall now investigate triangulations induced by Voronoi diagrams. 

9.3 Delaunay Triangulations 

Given a set P = {PI, . . . ,Pn} of n points in the plane and the Voronoi dia­
gram V(P) for P , we explained in Section 9.1 how to define an (undirected) 
graph: The vertices of this graph are the points Pi (each corresponding to 
a unique region of V(P)), and there is an edge between Pi and Pj iff the 
regions Vi and Vj share an edge. The resulting graph turns out to be a 
triangulation of the convex hull of P having P as its set of vertices. Such a 
complex can be defined in general. For any set P = {PI, . . . ,Pn} of n points 
in Em, we say that a triangulation of the convex hull of P is associated with 
P if its set of vertices is the set P. 

Definition 9.3.1 Let P = {PI, .. . ,Pn} be a set of n points in Em, and let 
V(P) be the Voronoi diagram of P. We define a complex D(P) as follows. 
The complex D(P) contains the k-simplex {PI,··· ,PHd iff vln·· ·nVk+1 =1= 
0, where 0 ~ k ~ m . The complex D(P) is called the Delaunay triangulation 
of the convex hull of P. 
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Figure 9.7. A Delaunay triangulation 

Thus, {Pi, Pj} is an edge iff Vi n '0 =I- 0, {pi, Pj, Ph} is a triangle iff 
Vi n '0 n Vh =I- 0, {Pi,pj,Ph,pd is a tetrahedron iff Vi n10 n Vh n Vk =I- 0, 
etc. 

For simplicity, we often write D instead of D( P). A Delaunay triangula­
tion for a set of twelve points is shown in Figure 9.7. 

Actually, it is not obvious that D( P) is a triangulation of the convex hull 
of P, but this can be shown, as well as the properties listed in the following 
lemma. 

Lemma 9.3.2 Let P = {PI, ... ,Pn} be a set ofn points in !Em, and assume 
that they are in general position. Then the Delaunay triangulation of the 
convex hull of P is indeed a triangulation associated with P, and it satisfies 
the following properties: 

(1) The boundary ofD(P) is the convex hull of P. 

(2) A triangulation T associated with P is the Delaunay triangulation 
D(P) iff every (m-1)-sphere S(a) circumscribed about an m-simplex 
a of T contains no other point from P (i. e., the open ball associated 
with S(a) contains no point from P). 

The proof can be found in Risler [142] and O'Rourke [132]. In the case 
of a planar set P, it can also be shown that the Delaunay triangulation has 
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the property that it maximizes the minimum angle of the triangles involved 
in any triangulation of P. However, this does not characterize the Delaunay 
triangulation. Given a connected graph in the plane, it can also be shown 
that any minimal spanning tree is contained in the Delaunay triangulation 
of the convex hull of the set of vertices of the graph (O'Rourke [132]). 

We will now explore briefly the connection between Delaunay triangula­
tions and convex hulls. 

9.4 Delaunay Triangulations and Convex Hulls 

In this section we show that there is an intimate relationship between 
convex hulls and Delaunay triangulations. We will see that given a set 
P of points in the Euclidean space !Em of dimension m, we can "lift" these 
points onto a paraboloid living in the space !Em+1 of dimension m + I, and 
that the Delaunay triangulation of P is the projection of the downward­
facing faces of the convex hull of the set of lifted points. This remarkable 
connection was first discovered by Brown [23], and refined by Edelsbrunner 
and Seidel [55]. For simplicity, we consider the case of a set P of points in 
the plane !E2, and we assume that they are in general position. 

Consider the paraboloid of revolution of equation z = x 2 + y2. A point 
P = (x, y) in the plane is lifted to the point l(p) = (X, Y, Z) in !E3, where 
X = x, Y = y, and Z = x 2 + y2. 

The first crucial observation is that a circle in the plane is lifted into a 
plane curve (an ellipse). Indeed, if such a circle C is defined by the equation 

x2 + y2 + ax + by + c = 0, 

since X = x, Y = y, and Z = x 2 + y2, by eliminating x 2 + y2 we get 

Z = -ax - by - c, 

and thus X, Y, Z satisfy the linear equation 

aX + bY + Z + c = 0, 

which is the equation of a plane. Thus, the intersection of the cylinder of 
revolution consisting of the lines parallel to the z-axis and passing through 
a point of the circle C with the paraboloid z = x 2 + y2 is a planar curve 
(an ellipse) . 

We can compute the convex hull of the set of lifted points. Let us focus 
on the downward-facing faces of this convex hull. Let (l(PI), l(P2), l(P3)) be 
such a face. The points Pl,P2,P3 belong to the set P. The circle C circum­
scribed about PI, P2, P3 lifts to an ellipse passing through (l(pd, l(P2), l(P3))' 
We claim that no other point from P is inside the circle C . Indeed, a point 
P inside the circle C would lift to a point l(p) on the paraboloid. Since the 
paraboloid is convex, the face (l(PI), l(P2), l(p)) would be below the face 
(l(pd, l(P2), I(P3)), contradicting the fact that (l(pd, l(P2), l(P3)) is one of 
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y "' 
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1 

Figure 9.8. A Delaunay triangulation and its lifting to a paraboloid 

the faces of the convex hull of P. But then, by property (2) of Lemma 9.3.2, 
the triangle (Pl,P2,P3) would belong to the Delaunay triangulation of P. 

Therefore, we have shown that the projection of the part of the convex 
hull of the lifted set l(P) consisting of the downward-facing faces is the 
Delaunay triangulation of P. Figure 9.8 shows the lifting of the Delaunay 
triangulation shown earlier. 

Another example of the lifting of a Delaunay triangulation is shown in 
Figure 9.9. 

The fact that a Delaunay triangulation can be obtained by projecting a 
lower convex hull can be used to find efficient algorithms for computing a 
Delaunay triangulation. It also holds for higher dimensions. 

The Voronoi diagram itself can also be obtained from the lifted set l (P). 
However , this time, we need to consider tangent planes to the paraboloid 
at the lifted points. It is fairly obvious that the tangent plane at the lifted 
point (a, b, a2 + b2 ) is 

Given two distinct lifted points (al,bl , ar + bi) and (a2,b2,a~ + b~), the 
intersection of the tangent planes at these points is the line of equation 

This is precisely the equation of the bisector line of the two points (al, bl ) 
and (a2, b2). Therefore, if we look at the paraboloid from z = +00 (with the 
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Figure 9.9. Another Delaunay triangulation and its lifting to a paraboloid 

paraboloid transparent), the projection of the tangent planes at the lifted 
points is the Voronoi diagram! 

It should be noted that the "d uality" between the Delaunay triangula­
tion, which is the projection of the convex hull of the lifted set l(P) viewed 
from z = -00, and the Voronoi diagram, which is the projection of the 
tangent planes at the lifted set l(P) viewed from z = +00, is reminiscent 
of the polar duality with respect to a quadric. 

The reader interested in algorithms for finding Voronoi diagrams and De­
launay triangulations is referred to O'Rourke [132]' Preparata and Shamos 
[140], Boissonnat and Yvinec [18], de Berg, Van Kreveld, Overmars, and 
Schwarzkopf [11], and Risler [142]. We conclude our brief presentation of 
Voronoi diagrams and Delaunay triangulations with a short section on 
applications. 

9.5 Applications of Voronoi Diagrams and 
Delaunay Triangulations 

The examples below are taken from O'Rourke [132]. Other examples can 
be found in Preparata and Shamos [140], Boissonnat and Yvinec [18], and 
de Berg, Van Kreveld, Overmars, and Schwarzkopf [11]. 

The first example is the nearest neighbors problem. There are actually 
two subproblems: Nearest neighbor queries and all nearest neighbors. 
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The nearest neighbor queries problem is as follows. Given a set P of 
points and a query point q, find the nearest neighbor(s) of q in P. This 
problem can be solved by computing the Voronoi diagram of P and de­
termining in which Voronoi region q falls. This last problem, called point 
location, has been heavily studied (see O'Rourke [132]). The all neighbors 
problem is as follows: Given a set P of points, find the nearest neighbor(s) 
to all points in P. This problem can be solved by building a graph, the 
nearest neighbor graph, for short nng. The nodes of this undirected graph 
are the points in P, and there is an arc from p to q iff P is a nearest neighbor 
of q or vice versa. Then it can be shown that this graph is contained in the 
Delaunay triangulation of P. 

The second example is the largest empty circle. Some practical appli­
cations of this problem are to locate a new store (to avoid competition), 
or to locate a nuclear plant as far as possible from a set of towns. More 
precisely, the problem is as follows. Given a set P of points, find a largest 
empty circle whose center is in the (closed) convex hull of P, empty in that 
it contains no points from P inside it, and largest in the sense that there is 
no other circle with strictly larger radius. The Voronoi diagram of P can be 
used to solve this problem. It can be shown that if the center p of a largest 
empty circle is strictly inside the convex hull of P, then p coincides with a 
Voronoi vertex. However, not every Voronoi vertex is a good candidate. It 
can also be shown that if the center p of a largest empty circle lies on the 
boundary of the convex hull of P, then p lies on a Voronoi edge. 

The third example is the minimum spanning tree. Given a graph G, a 
minimum spanning tree of G is a subgraph of G that is a tree, contains 
every vertex of the graph G, and minimizes the sum of the lengths of the 
tree edges. It can be shown that a minimum spanning tree is a subgraph of 
the Delaunay triangulation of the vertices of the graph. This can be used 
to improve algorithms for finding minimum spanning trees, for example 
Kruskal's algorithm (see O'Rourke [132]). 

We conclude by mentioning that Voronoi diagrams have applications to 
motion planning. For example, consider the problem of moving a disk on 
a plane while avoiding a set of polygonal obstacles. If we "extend" the 
obstacles by the diameter of the disk, the problem reduces to finding a 
collision- free path between two points in the extended obstacle space. One 
needs to generalize the notion of a Voronoi diagram. Indeed, we need to 
define the distance to an object, and medial curves (consisting of points 
equidistant to two objects) may no longer be straight lines. A collision-free 
path with maximal clearance from the obstacles can be found by moving 
along the edges of the generalized Voronoi diagram. This is an active area 
of research in robotics. For more on this topic, see O'Rourke [1321. 
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9.6 Problems 

Problem 9.1 Investigate the different shapes of the Voronoi diagram for 
a set of 3 points, and then for a set of 4 points. 

Problem 9.2 Prove (3)-(6) of Lemma 9.1.2. 

Problem 9.3 Show that the intersection of half-planes can be done in 
O(log n), using the fact that the vertices of a convex polygon can be sorted. 

Problem 9.4 Write a computer program computing the Voronoi diagram 
of a set of points in the plane. Can you do it in time O( n2 log n)? 

Problem 9.5 Let a be a simplex. (i) Prove that a point x belongs to the 
boundary Da of a iff at least one of its barycentric coordinates (Ao, ... ,An) 
is zero, and a point x belongs to the interior Inta of a iff all of its barycentric 
coordinates (Ao, ... ,An) are positive, i.e., Ai > 0 for all i, 0 :S i :S n. Prove 
that for every x E a, there is a unique face s such that x E Int s, the face 
generated by those points ai for which Ai > 0, where (Ao, . .. ,An) are the 
barycentric coordinates of x. 

(ii) Prove that a simplex a is convex, arcwise connected, compact, and 
closed. The interior Int a of a complex is convex, arcwise connected, open, 
and a is the closure of Int a. 

Problem 9.6 Prove that condition (2) of Definition 9.2.2 is equivalent to 
condition: 

(2') For any two distinct simplices aI, a2, Int al n Int a2 = 0. 

Problem 9.7 Complete the proof of (1) in Lemma 9.2.4 (use induction). 

Problem 9.8 Prove that a sphere does not have any triangulation in which 
every vertex belongs to six triangles. Conclude that a sphere cannot be 
triangulated by regular hexagons. Look at a golf ball! 

Problem 9.9 Given a connected graph in the plane, show that any mini­
mal spanning tree is contained in the Delaunay triangulation of the convex 
hull of the set of vertices of the graph. 

Problem 9.10 Write a computer program computing the Delaunay trian­
gulation of a finite set of points in the plane using the method of lifting to 
a paraboloid. 

Problem 9.11 Prove Lemma 9.3.2. 

Problem 9.12 Let {PI, ... ,Pn} be a finite set of points contained in a 
given square S. Consider the following path-planning problem. Given an 
initial position s and a final position t both on the boundary on the given 
square S, find a C 2-continuous path from s to t staying inside S with the 
property that at any given time, a point moving on the path is as far as 
possible from the nearest point Pi. You may think of the points Pi as radar 
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stations and the moving particle as a flying airplane. The airplane is trying 
to maximize the minimum distance from the radars. 

Solve the above problem as best as you can using Voronoi diagrams and 
B-splines. 



10 
Basics of Hermitian Geometry 

10.1 Sesquilinear and Hermitian Forms, 
Pre-Hilbert Spaces and Hermitian Spaces 

In this chapter we generalize the basic results of Euclidean geometry pre­
sented in Chapter 10 to vector spaces over the complex numbers. Such a 
generalization is inevitable, and not simply a luxury. For example, linear 
maps may not have real eigenvalues, but they always have complex eigen­
values. Furthermore, some very important classes of linear maps can be 
diagonalized if they are extended to the complexification of a real vector 
space. This is the case for orthogonal matrices, and, more generally, nor­
mal matrices. Also, complex vector spaces are often the natural framework 
in physics or engineering, and they are more convenient for dealing with 
Fourier series. However, some complications arise due to complex conjuga­
tion. Recall that for any complex number Z E C, if z = x+iy where x, y E 1R, 
we let ~z = x, the real part of z, and ~z = y, the imaginary part of z. We 
also denote the conjugate of z = x+iy by z = x-iy, and the absolute value 
(or length, or modulus) of z by 14 Recall that Izl2 = zz = x 2 + y2. There 
are many natural situations where a map cp: E x E -> C is linear in its first 
argument and only semilinear in its second argument, which means that 
CP(U,I.W) = /icp(u,v), as opposed to CP(U,IW) = p,cp(u, v). For example, the 
natural inner product to deal with functions f: IR -> C, especially Fourier 
series, is 

(f,g) = i: f(x)g(x)dx, 

J. Gallier, Geometric Methods and Applications
© Springer Science+Business Media New York 2001
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which is semilinear (but not linear) in g. Thus, when generalizing a result 
from the real case of a Euclidean space to the complex case, we always 
have to check very carefully that our proofs do not rely on linearity in the 
second argument. Otherwise, we need to revise our proofs, and sometimes 
the result is simply wrong! 

Before defining the natural generalization of an inner product, it is 
convenient to define semilinear maps. 

Definition 10.1.1 Given a vector space E over the complex field C, a 
function f: E -> E is semilinear if 

f(u + v) = f(u) + f(v), 

f(AU) = "xf(u), 

for all u, vEE and all A E C. The set of all semilinear maps f: E -> C is 
denoted by E*. 

It is trivially verified that E* is a vector space over C. It is not quite the 
dual space E* of E. 

Remark: Instead of defining semilinear maps, we could have defined the 
vector space E as the vector space with the same carrier set E whose 
addition is the same as that of E, but whose multiplication by a complex 
number is given by 

(A, u) f---t "xu. 

Then it is easy to check that a function f: E -> C is semilinear iff f: E -> C 
is linear. If E has finite dimension n, it is easy to see that E* has the same 
dimension n (if (el," " en) is a basis for E, check that the semilinear maps 
(el,"" en) defined such that 

form a basis of E*.) 

We can now define sesquilinear forms and Hermitian forms. 

Definition 10.1.2 Given a complex vector space E, a function cp: ExE-> 
C is a sesquilinear form if it is linear in its first argument and semilinear 
in its second argument, which means that 

CP(UI + U2, v) = CP(UI' v) + CP(U2' v), 
cp(u, VI + V2) = cp(u, VI) + cp(u, V2), 

cp(AU, v) = Acp(U, v), 

cp(u, J.W) = Jicp(u, v), 
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for all u, v, Ul, U2 , Vl, V2 E E, and all A, JL E <C. A function r.p: Ex E -+ e 
is a Hermitian form if it is sesquilinear and if 

r.p(v , u) = r.p(u , v) 

for all all u , vEE. 

Obviously, r.p(0, v) = r.p(u,O) = 0. Also note that if r.p: E x E -+ e is 
sesquilinear, we have 

r.p(AU + JLV , Au + JLv) = IAI2r.p( U, u) + XJi.r.p( u , v) + XJLr.p( v, u) + IJLI2r.p( v, v) , 

and if r.p: E x E -+ e is Hermitian, we have 

r.p(.AU + JLV,.AU + JLv) = 1.A12r.p(U, u) + 2iR(XJi.r.p(u, v)) + IJLI2r.p(v, v). 

Note that restricted to real coefficients, a sesquilinear form is bilinear 
(we sometimes say R-bilinear). The function <1>: E -+ e defined such that 
<I>(u) = r.p(u , u) for all u E E is called the quadratic form associated with 
r.p. 

The standard example of a Hermitian form on en is the map r.p defined 
such that 

r.p((Xl, . . . , Xn), (Yl, . . . ,Yn)) = X1Yl + X2Y2 + . .. + XnYn· 

This map is also positive definite, but before dealing with these issues, we 
show the following useful lemma. 

Lemma 10.1.3 Given a complex vector space E, the following properties 
hold: 

(1) A sesquilinear form r.p: Ex E -+ e is a Hermitian form iff r.p( u, u) E R 
for all u E E. 

(2) If r.p: E x E -+ e is a sesquilinear form, then 

4r.p(u,v) = r.p(u + V,u + v) - r.p(u - V,u - v) 

+ ir.p(u + iv, u + iv) - ir.p(u - iv, u - iv), 

and 

2r.p( u, v) = (1 +i)(r.p(u, u) +r.p(v, v)) -r.p(u-v, u-v) - ir.p(u-iv, u-iv). 

These are called polarization identities . 

Proof. (1) If r.p is a Hermitian form, then 

r.p(v, u) = r.p(u, v) 

implies that 

r.p(u,u) = r.p(u,u), 

and thus r.p(u, u) E R If r.p is sesquilinear and r.p(u, u) E R for all u E E, 
then 

r.p(u + v , u + v) = r.p(u, u) + r.p(u, v) + r.p(v, u) + r.p(v , v), 
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which proves that 

cp(u, v) + cp(v, u) = a, 

where a is real, and changing u to iu, we have 

i(cp(u,v) - cp(v,u)) = {3, 

where (3 is real, and thus 

a - i{3 
cp(u,v) = -2-

proving that cp is Hermitian. 

a + i{3 
and cp(v, u) = -2-' 

(2) These identities are verified by expanding the right-hand side, and 
we leave them as an exercise. 0 

Lemma 10.1.3 shows that a sesquilinear form is completely determined 
by the quadratic form iI>(u) = cp(u, u), even if cp is not Hermitian. This 
is false for a real bilinear form, unless it is symmetric. For example, the 
bilinear form cp: lR x lR ~ lR defined such that 

CP((Xl, Yl), (X2, Y2)) = XIY2 - X2Yl 

is not identically zero, and yet it is null on the diagonal. However, a real 
symmetric bilinear form is indeed determined by its values on the diagonal, 
as we saw in Chapter 10. 

As in the Euclidean case, Hermitian forms for which cp(u, u) '2: 0 play an 
important role. 

Definition 10.1.4 Given a complex vector space E, a Hermitian form 
cp: Ex E ~ e is positive if cp(u, u) '2: 0 for all u E E, and positive definite 
if cp(u,u) > 0 for all u =f. o. A pair (E,cp) where E is a complex vector 
space and cp is a Hermitian form on E is called a pre-Hilbert space if cp is 
positive, and a Hermitian (or unitary) space if cp is positive definite. 

We warn our readers that some authors, such as Lang [109], define a 
pre-Hilbert space as what we define as a Hermitian space. We prefer fol­
lowing the terminology used in Schwartz [149] and Bourbaki [21]. The 
quantity cp(u,v) is usually called the Hermitian product of u and v. We 
will occasionally call it the inner product of u and v. 

Given a pre-Hilbert space (E, cp), as in the case of a Euclidean space, we 
also denote cp( u, v) by 

u · v or (u, v) or (ulv), 

and JiI>(u) by lIuli. 
Example 10.1 The complex vector space en under the Hermitian form 

CP((Xl, ... , xn), (Yl, ... , Yn)) = XIYl + X2Y2 + ... + XnYn 

is a Hermitian space. 
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Example 10.2 Let l2 denote the set of all countably infinite sequences 
x = (Xi)iEN of complex numbers such that L::'o IXil2 is defined (Le., the 
sequence L:7=o IXil2 converges as n ---> 00). It can be shown that the map 
r.p: l2 x l2 ---> C defined such that 

00 

r.p((Xi)iEN, (Yi)iEN) = LXiYi 
i=O 

is well defined, and l2 is a Hermitian space under r.p. Actually, l2 is even a 
Hilbert space (see Chapter 25). 

Example 10.3 Let Cpiece[a, b] be the set of piecewise bounded continuous 
functions f: [a , b] ---> C under the Hermitian form 

(I,g) = lb f(x)g(x)dx. 

It is easy to check that this Hermitian form is positive, but it is not definite. 
Thus, under this Hermitian form, Cpiece [a, b] is only a pre-Hilbert space. 

Example 10.4 Let C[-1I", 11"] be the set of complex-valued continuous 
functions f: [-11",11"] ---> C under the Hermitian form 

(I,g) = lb f(x)g(x)dx. 

It is easy to check that this Hermitian form is positive definite. Thus, 
C[-1I",1I"] is a Hermitian space. 

The Cauchy- Schwarz inequality and the Minkowski inequalities extend 
to pre-Hilbert spaces and to Hermitian spaces. 

Lemma 10.1.5 Let (E, r.p) be a pre-Hilbert space with associated quadratic 
form <P. For all u, VEE, we have the Cauchy- Schwarz inequality 

Furthermore, if (E, r.p) is a Hermitian space, the equality holds iff u and v 
are linearly dependent. 

We also have the Minkowski inequality 

J<p(u + v) ~ J<p(u) + J<p(v). 

Furthermore, if (E, r.p) is a Hermitian space, the equality holds iff u and v 
are linearly dependent, where in addition, if u =f:. 0 and v =f:. 0, then u = .xv 
for some real.x such that .x > o. 
Proof. For all u, vEE and all J.l E C, we have observed that 

r.p(u + J.lv, u + J.lv) = r.p(u, u) + 2~(J1r.p(u, v)) + 1J.l1 2r.p(v, v). 
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Let <p( u, v) = peiO , where l<p( u, v) I = p (p 2: 0). Let F: lR ---+ lR be the 
function defined such that 

F(t) = <I>(u + teiOv), 

for all t E lR. The above shows that 

F(t) = <p(u, u) + 2tl<p(u, v)1 + t2<p(v, v) = <I>(u) + 2tl<p(u, v)1 + t2<I>(v). 

Since <p is assumed to be positive, we have F(t) 2: 0 for all t E lR. If 
<I>(v) = 0, we must have <p(u, v) = 0, since otherwise, F(t) could be made 
negative by choosing t negative and small enough. If <I> ( v) > 0, in order for 
F(t) to be nonnegative, the equation 

<I>(u) + 2tl<p(u, v)1 + t2<I>(v) = 0 

must not have distinct real roots, which is equivalent to 

l<p(u, vW ::; <I>(u)<I>(v). 

Taking the square root on both sides yields the Cauchy-Schwarz inequality. 
For the second part of the claim, if <p is positive definite, we argue as 

follows. If u and v are linearly dependent, it is immediately verified that 
we get an equality. Conversely, if 

l<p(u, v)12 = <I>(u)<I>(v), 

then the equation 

<I>(u) + 2tl<p(u, v)1 + t2<I>(v) = 0 

has a double root to, and thus 

<I>(u + toeiOv) = O. 

Since <p is positive definite, we must have 

u + toeiOv = 0, 

which shows that u and v are linearly dependent. 
If we square the Minkowski inequality, we get 

<I>(u + v) ::; <I>(u) + <I>(v) + 2J<I>(u)J<I>(v). 

However, we observed earlier that 

<I>(u + v) = <I>(u) + <I>(v) + 2~(<p(u, v)). 

Thus, it is enough to prove that 

~(<p(u,v)) ::; J<I>(u)J<I>(v), 

but this follows from the Cauchy-Schwarz inequality 

1<p(u,v)1 ::; J<I>(u)J<I>(v) 

and the fact that ~z ::; I zI. 
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If VJ is positive definite and u and v are linearly dependent, it is imme­
diately verified that we get an equality. Conversely, if equality holds in the 
Minkowski inequality, we must have 

~(VJ(u,v)) = J<I>(u) J<I>(v) , 

which implies that 

IVJ( u, v) I = J <I> ( u) J <I> ( v ), 

since otherwise, by the Cauchy- Schwarz inequality, we would have 

~(VJ(u, v)) ::; IVJ(u, v)1 < J<I>(u)J<I>(v). 

Thus, equality holds in the Cauchy-Schwarz inequality, and 

~(VJ(u, v)) = IVJ(u, v)l· 

But then, we proved in the Cauchy-Schwarz case that u and v are linearly 
dependent. Since we also just proved that VJ( u, v) is real and nonnegative, 
the coefficient of proportionality between u and v is indeed nonnegative. 0 

As in the Euclidean case, if (E, VJ) is a Hermitian space, the Minkowski 
inequality 

J<I>(u + v) ::; J<I>(u) + J<I>(v) 

shows that the map u f-+ J<I>(u) is a norm on E. The norm induced by VJ 
is called the Hermitian norm induced by VJ. We usually denote J<I>(u) by 
Ilull, and the Cauchy-Schwarz inequality is written as 

lu, vi::; Ilullllvll· 
Since a Hermitian space is a normed vector space, it is a topological 

space under the topology induced by the norm (a basis for this topology is 
given by the open balls Bo(u, p) of center u and radius p > 0, where 

Bo(u,p) = {v E E Illv - ull < pl· 

If E has finite dimension, every linear map is continuous; see Lang [109, 
110], Dixmier [50], or Schwartz [149, 150]. The Cauchy-Schwarz inequality 

lu . vi ::; lIullllvll 

shows that rp: E x E ----> C is continuous, and thus, that 1I11 is continuous. 
If (E, rp) is only pre-Hilbertian, Ilull is called a seminorm. In this case, 

the condition 

Ilull = 0 implies u = 0 

is not necessarily true. However, the Cauchy-Schwarz inequality shows that 
if lIull = 0, then U· v = 0 for all vEE. 
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We will now basically mirror the presentation of Euclidean geometry 
given in Chapter 6 rather quickly, leaving out most proofs, except when 
they need to be seriously amended. This will be the case for the Cartan­
Dieudonne theorem. 

10.2 Orthogonality, Duality, Adjoint of a Linear 
Map 

In this section we assume that we are dealing with Hermitian spaces. We 
denote the Hermitian inner product by u . v or (u, v). The concepts of 
orthogonality, orthogonal family of vectors, orthonormal family of vectors, 
and orthogonal complement of a set of vectors are unchanged from the 
Euclidean case (Definition 6.2.1). 

For example, the set C[-1I", 11"] of continuous functions f: [-11",11"] --+ C is 
a Hermitian space under the product 

(f,g) = I: f(x)g(x)dx, 

and the family (eikx)kEZ is orthogonal. 
Lemma 6.2.2 and 6.2.3 hold without any changes. It is easy to show that 

Analogously to the case of Euclidean spaces of finite dimension, the Her­
mitian product induces a canonical bijection (i.e., independent of the choice 
of bases) between the vector space E and the space E*. This is one of the 
places where conjugation shows up, but in this case, troubles are minor. 

Given a Hermitian space E, for any vector u E E, let <p~: E --+ C be the 
map defined such that 

<p~(v) = U· v, 

for all vEE. Similarly, for any vector vEE, let <p~: E --+ C be the map 
defined such that 

<p~(u) = U· v, 

for all u E E. 
Since the Hermitian product is linear in its first argument u, the map <p~ 

is a linear form in E*, and since it is semilinear in its second argument v, 
the map <p~ is a semilinear form in E*. Thus, we have two maps 01: E --+ E* 
and or : E --+ E*, defined such that 

ol(u) = <p;, and V(v) = <p~ . 

Lemma 10.2.1 let E be a Hermitian space E. 
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(1) The map pi: E -4 E* defined such that 

pl(u) = <p~ 

is linear and injective. 

(2) The map Dr: E -4 E* defined such that 

br(v) = <p~ 

is semilinear and injective. 

When E is also of finite dimension, the maps bl : E -4 E* and br : E -4 E* 
are canonical isomorphisms. 

Proof. (1) That pi: E -4 E* is a linear map follows immediately from the 
fact that the Hermitian product is linear in its first argument. If <p~ = <p~, 
then <p~ (w) = <p~ (w) for all WEE, which by definition of <p~ means that 

u·W=v·W 

for all wEE, which by linearity on the left is equivalent to 

(v-u)·W=O 

for all WEE, which implies that u = v, since the Hermitian product is 
positive definite. Thus, bl : E -4 E* is injective. Finally, when E is of finite 
dimension n, E* is also of dimension n, and then bl : E -4 E* is bijective. 

The proof of (2) is essentially the same as the proof of (1), except that 
the Hermitian product is semilinear in its second argument. 0 

The inverse of the isomorphism pi: E -4 E* is denoted by f E* -4 E, 
and the inverse of the isomorphism br : E -4 E* is denoted by Ur : E* -4 E. 

As a corollary of the isomorphism Dr: E -4 E*, if E is a Hermitian space 
of finite dimension, then every linear form f E E* corresponds to a unique 
vEE, such that 

f(u) = u· v, 

for every u E E. In particular, if f is not the null form, the kernel of f, 
which is a hyperplane H, is precisely the set of vectors that are orthogonal 
to v. 

Remark: The "musical map" br: E -4 E* is not surjective when E has 
infinite dimension. This result can be salvaged by restricting our attention 
to continuous linear maps, and by assuming that the vector space E is a 
Hilbert space. 

The existence of the isomorphism bl : E -4 E* is crucial to the existence 
of adjoint maps. Indeed, Lemma 10.2.1 allows us to define the adjoint of 
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a linear map on a Hermitian space. Let E be a Hermitian space of finite 
dimension n, and let f: E --> E be a linear map. For every u E E, the map 

v I--> U· f(v) 

is clearly a semilinear form in E*, and by Lemma 10.2.1, there is a unique 
vector in E denoted by f* (u) such that 

f*(u) . v = U· f(v), 

for every vEE. The following lemma shows that the map f* is linear. 

Lemma 10.2.2 Given a Hermitian space E of finite dimension, for every 
linear map f: E --> E there is a unique linear map f*: E --> E such that 

f*(u) . v = U· f(v), 

for all u, VEE. The map f* is called the adjoint of f (w.r.t. to the 
Hermitian product). 

Proof. Careful inspection of the proof of lemma 6.2.5 reveals that it applies 
unchanged. The only potential problem is in proving that f*()..u) = )..f*(u), 
but everything takes place in the first argument of the Hermitian product, 
and there, we have linearity. 0 

The fact that 

v · u=u·v 

implies that the adjoint f* of f is also characterized by 

f(u) . v = U· f*(v), 

for all u, vEE. It is also obvious that f** = f. 
Given two Hermitian spaces E and F, where the Hermitian product on 

E is denoted by (-, -) 1 and the Hermitian product on F is denoted by 
( -, - ) 2' given any linear map f: E --> F, it is immediately verified that the 
proof of Lemma 10.2.2 can be adapted to show that there is a unique linear 
map f*: F --> E such that 

(f(U),V}2 = (u,f*(V)}l 

for all u E E and all v E F. The linear map f* is also called the adjoint of 

f· 
As in the Euclidean case, Lemma 10.2.1 can be used to show that any 

Hermitian space of finite dimension has an orthonormal basis. The proof is 
unchanged. 

Lemma 10.2.3 Given any nontrivial Hermitian space E of finite dimen­
sion n ? 1, there is an orthonormal basis (Ul, " " un) for E. 

The Gram-Schmidt orthonormalization procedure also applies to Hermi­
tian spaces of finite dimension, without any changes from the Euclidean 
case! 
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Lemma 10.2.4 Given a nontrivial Hermitian space E of finite dimension 
n 2: 1, from any basis (el, ... , en) for E we can construct an orthonormal 
basis (UI, ... , un) for E with the property that for every k, 1 :s: k :s: n, the 
families (el, ... , ek) and (Ul, ... , Uk) generate the same subspace. 

Remark: The remarks made after Lemma 6.2.7 also apply here, except 
that in the QR-decomposition, Q is a unitary matrix. 

As a consequence of Lemma 6.2.6 (or Lemma 10.2.4), given any Hermi-
tian space of finite dimension n, if (el, ... , en) is an orthonormal basis for 
E, then for any two vectors U = Ulel + ... +unen and v = Vlel + ... +vnen , 
the Hermitian product u . v is expressed as 

n 

U· V = (ulel + ... + unen ) . (vlel + ... + vnen ) = L UiVi, 
i=l 

and the norm Ilull as 

n 

lIull = Ilulel + ... + unenll = L IUiI 2 . 

i=l 

Lemma 6.2.8 also holds unchanged. 

Lemma 10.2.5 Given any nontrivial Hermitian space E of finite dimen­
sion n 2: 1, for any subspace F of dimension k, the orthogonal complement 
Fl. of F has dimension n - k, and E = F EEl Fl.. Furthermore, we have 
Fl.l. = F. 

Affine Hermitian spaces are defined just as affine Euclidean spaces, except 
that we modify Definition 6.2.9 to require that the complex vector space 
--> 
E be a Hermitian space. We denote by lEe' the Hermitian affine space 
obtained from the affine space Ae' by defining on the vector space em the 
standard Hermitian product 

The corresponding Hermitian norm is 

Lemma 7.2.2 also holds for Hermitian spaces, and the proof is the same. 

Lemma 10.2.6 Let E be a Hermitian space of finite dimension n, and let 
f: E --+ E be an isometry. For any subspace F of E, if f(F) = F, then 
f(Fl.) <:;;; Fl. and E = FEEl Fl.. 
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10.3 Linear Isometries (Also Called Unitary 
Transformations) 

In this section we consider linear maps between Hermitian spaces that pre­
serve the Hermitian norm. All definitions given for Euclidean spaces in 
Section 6.3 extend to Hermitian spaces, except that orthogonal transfor­
mations are called unitary transformation, but Lemma 6.3.2 extends only 
with a modified condition (2). Indeed, the old proof that (2) implies (3) 
does not work, and the implication is in fact false! It can be repaired by 
strengthening condition (2). For the sake of completeness, we state the 
Hermitian version of Definition 6.3.1. 

Definition 10.3.1 Given any two nontrivial Hermitian spaces E and 
F of the same finite dimension n, a function f: E -+ F is a unitary 
transformation, or a linear isometry, if it is linear and 

Ilf(u)1I = Ilull, 
for all u E E. 

Lemma 6.3.2 can be salvaged by strengthening condition (2). 

Lemma 10.3.2 Given any two nontrivial Hermitian spaces E and F of 
the same finite dimension n, for every function f: E -+ F, the following 
properties are equivalent: 

(1) f is a linear map and IIf(u)11 = Ilull, for all u E E; 

(2) Ilf(v)- f(u)11 = IIv-ull, f(iu) = if(u), for all u, vEE, and f(O) = 0; 

(3) f(u)· f(v) = U· v, for all u,v E E. 

Furthermore, such a map is bijective. 

Proof . The proof that (2) implies (3) given in Lemma 6.3.2 needs to be 
revised as follows. We use the polarization identity 

2cp(u, v) = (1 + i)(lIull2 + Ilvll2) - lIu - vl12 - illu - iv112. 
Since f(O) = 0, the function f preserves distance and norm, and since we 
also have f(iv) = if(v), we get 

2cp(f(u), f(v)) 

= (1 + i)(llf(u)112 + IIf(v) 112) -llf(u) - f(v)1I2 - illf(u) - if(v)112 

= (1 + i)(lIf(u)112 + IIf(v)1I2) -lIf(u) - f(v)112 - illf(u) - f(iv)112 

= (1 + i)(lluI12 + Ilvll2) - Ilu - vl12 - illu - ivll2 

= 2cp(u,v), 

which shows that f preserves the Hermitian inner product, as desired. The 
rest of the proof is unchanged. 0 
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Remarks: 

(i) In the Euclidean case, we proved that the assumption 

Ilf(v) - f(u)11 = IIv - ull for all U,V E E and f(O) = 0 (2') 

implies (3). For this we used the polarization identity 

In the Hermitian case the polarization identity involves the com­
plex number i. In fact, the implication (2') implies (3) is false in 
the Hermitian case! Conjugation Z f-t Z satisfies (2') since 

and yet, it is not linear! 

(ii) If we modify (2) by dropping the assumption that f(O) = 0 and 
changing the second condition by now requiring that there be some 
7 E E such that 

f(7 + iu) = f(7) + i(f(7 + u) - f(7)) 

for all u E E, then the function g: E -+ E defined such that g(u) = 
f(7+U) - f(7) satisfies the old conditions of (2), and the implications 
(2) -+ (3) and (3) -+ (1) prove that 9 is linear, and thus that f is 
affine. In view of the first remark, some condition involving i is needed 
on f, in addition to the fact that f is distance-preserving. 

10.4 The Unitary Group, Unitary Matrices 

In this section, as a mirror image of our treatment of the isometries of a Eu­
clidean space, we explore some of the fundamental properties of the unitary 
group and of unitary matrices. As an immediate corollary of the Gram­
Schmidt orthonormalization procedure, we obtain the QR-decomposition 
for invertible matrices. In the Hermitian framework, the matrix of the ad­
joint of a linear map is not given by the transpose of the original matrix, 
but by its conjugate. 

Definition 10.4.1 Given a complex m x n matrix A, the transpose AT of 
A is the n x m matrix AT = (al j) defined such that 

T ai,j =aj,i, 

and the conjugate A of A is the m x n matrix A = (bi , j) defined such that 
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for all i,j, 1 'S i 'S m, 1 'S j 'S n. The adjoint A* of A is the matrix defined 
such that 

A* = (AT) = (A) T . 

Lemma 10.4.2 Let E be any Hermitian space of finite dimension n, and 
let f: E --> E be any linear map. The following properties hold: 

(1) The linear map f : E --> E is an isometry iff 

f 0 f* = f* 0 f = id. 

(2) For every orthonormal basis (el,.' " en) of E, if the matrix of f is 
A, then the matrix of f* is the adjoint A* of A, and f is an isometry 
iff A satisfies the identities 

AA* = A*A = In, 

where In denotes the identity matrix of order n, iff the columns 
of A form an orthonormal basis of E, iff the rows of A form an 
orthonormal basis of E. 

Proof. (1) The proof is identical to that of Lemma 6.4.1 (1). 
(2) If (el, . . . ,en ) is an orthonormal basis for E, let A = (ai ,j) be the 

matrix of f, and let B = (bi ,j) be the matrix of f*. Since f* is characterized 
by 

f*(u) · v=u·f(v) 

for all u, vEE, using the fact that if W = Wlel + ... + wnen , we have 
Wk = W . ek, for all k, 1 'S k 'S n; letting u = ei and v = ej , we get 

bj,i = f*(ei) . ej = ei . f(ej) = f(ej) ' ei = ai, j, 

for all i,j , 1 'S i,j 'S n. Thus, B = A*. Now, if X and Yare arbitrary 
matrices over the basis (el, " " en), denoting as usual the jth column of X 
by X j , and similarly for Y , a simple calculation shows that 

Y* X = (Xj . YihS;i,jS;n' 

Then it is immediately verified that if X = Y = A, 

A*A=AA'=In 

iff the column vectors (At, ... , An) form an orthonormal basis. Thus, from 
(1), we see that (2) is clear. 0 

Lemma 6.4.1 shows that the inverse of an isometry f is its adjoint f* . 
Lemma 6.4.1 also motivates the following definition. 

Definition 10.4.3 A complex n x n matrix is a unitary matrix if 

AA* = A'A = In. 
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Remarks: 

(1) The conditions AA* = In, A*A = In, and A-l = A* are equivalent. 
Given any two orthonormal bases (Ul,"" un) and (Vl,"" vn ), if Pis 
the change of basis matrix from (Ul, ... ,un) to (Vb . .. ,Vn ), it is easy 
to show that the matrix P is unitary. The proof of Lemma 10.3.2 (3) 
also shows that if f is an isometry, then the image of an orthonormal 
basis (Ul' ... ,un) is an orthonormal basis. 

(2) If f is unitary and A is its matrix with respect to any orthonormal 
basis, the characteristic polynomial D(A - >..1) of A is a polynomial 
with complex coefficients, and thus it has n (complex) roots (counting 
multiplicities). If u is an eigenvector of f for >.., then from feu) = >..u 
and the fact that f is an isometry we get 

Ilull = Ilf(u)11 = II>"ull = 1>"lllull, 
which shows that 1>"1 = 1. Since the determinant D(A) of f is the 
product of the eigenvalues of f, we have ID(A)I = 1. It is clear that 
the isometries of a Hermitian space of dimension n form a group, and 
that the isometries of determinant +1 form a subgroup. 

This leads to the following definition. 

Definition 10.4.4 Given a Hermitian space E of dimension n, the set of 
isometries f: E -+ E forms a subgroup of GL(E, q denoted by U(E), or 
U(n) when E = en, called the unitary group (of E). For every isometry 
f we have ID(f)1 = I, where D(f) denotes the determinant of f. The 
isometries such that D(f) = 1 are called rotations, or proper isometries, 
or proper unitary transformations, and they form a subgroup of the spe­
ciallinear group SL(E,q (and of U(E)), denoted by SU(E), or SU(n) 
when E = en , called the special unitary group (of E). The isometries 
such that D(f) f= 1 are called improper isometries, or improper unitary 
transformations, or flip transformations. 

A very important example of unitary matrices is provided by Fourier 
matrices (up to a factor of fo), matrices that arise in the various versions 
of the discrete Fourier transform. For more on this topic, see the problems, 
and Strang [165, 168]. 

Now that we have the definition of a unitary matrix, we can explain how 
the Gram-Schmidt orthonormalization procedure immediately yields the 
QR-decomposition for matrices. 

Lemma 10.4.5 Given any n x n complex matrix A, if A is invertible, then 
there is a unitary matrix Q and an upper triangular matrix R with positive 
diagonal entries such that A = QR. 

The proof is absolutely the same as in the real case! 
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Due to space limitations, we will not study the isometries of a Hermitian 
space in this chapter. However, the reader will find such a study in the 
supplements on the web site (see web page, Chapter 25). 

10.5 Problems 

Problem 10.1 Given a complex vector space E of finite dimension n, 
prove that E* also has dimension n. 
Hint. If (el, ... ,en) is a basis for E, check that the semilinear maps ei 
defined such that 

form a basis of E*. 

Problem 10.2 Prove the polarization identities in Lemma 10.1.3 (2) . 

Problem 10.3 Given a Hermitian space E, for any orthonormal basis 
(el, ... , en), if X and Yare arbitrary matrices over the basis (ell···' en), 
denoting as usual the jth column of X by X j , and similarly for Y, prove 
that 

Y* X = (Xj . Yih~i,j~n. 

Then prove that 

A* A = AA* = In 

iff the column vectors (Ab .. . ,An) form an orthonormal basis. 

Problem 10.4 Given a Hermitian space E, prove that if f is an isometry, 
then f maps any orthonormal basis of E to an orthonormal basis. 

Problem 10.5 Given p vectors (Ul , . .. , up) in a Hermitian space E of 
dimension n 2:: p, the Gram determinant (or Gramian) of the vectors 
(Ul' ... ,up) is the determinant 

II u ll1 2 

(U2, Ul) 
Gram(ull . . . ,up) = 

(1) Prove that 

Gram(Ul, . . . , un) = AE(Ul , . . . , Un )2. 

Hint. By Problem 10.3, if (el' ... ,en) is an orthonormal basis of E and A 
is the matrix of the vectors (Ul, ... ,un) over this basis, then 

det(A)2 = det(A* A) = det(Ai . Aj ), 
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where Ai denotes the ith column of the matrix A , and (Ai' Aj) denotes 
the n x n matrix with entries Ai . A j . 

Problem 10.6 Let Fn be the symmetric n x n matrix (with complex 
coefficients) 

Fn = (ei27rkl/n) O~k~n-I , 
09~n-l 

assuming that we index the entries in Fn over [0, 1, . .. , n-l] x [0, 1, . .. , n-
1], the standard kth row now being indexed by k - 1 and the standard lth 
column now being indexed by l - 1. The matrix Fn is called a Fourier 
matrix. 

(1) Letting Fn = (e-i27rkl/n) O~k~n- l be the conjugate of Fn , prove that 
09~n-l 

FnFn = FnFn = n In · 

The above shows that Fn/ vn is unitary. 
(2) Define the discrete Fourier transform i of a sequence f = (fo, ... , 

fn-I) E en as 

i = Fnf. 

Define the inverse discrete Fourier transform (taking c back to f) as 

2= Fnc, 

where c = (co, ... , Cn-l) E e n. Define the circular shift matrix Sn (of order 
n) as the matrix 

0 0 0 0 0 1 
1 0 0 0 0 0 
0 1 0 0 0 0 

Sn = 0 0 1 0 0 0 

0 0 0 0 1 0 

consisting of cyclic permutations of its first column. For any sequence f = 
(fo, . .. ,fn-I) E en, we define the circulant matrix H(f) as 

n-I 

H(f) = L 1iS~ , 
j=O 

where S~ = In, as usual. 
Prove that 

The above shows that the columns of the Fourier matrix Fn are the eigen­
vectors of the circulant matrix H(f), and that the eigenvalue associated 
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with the lth eigenvector is (1)1, the lth component of the Fourier transform 

1 of I (counting from 0). 
Hint. Prove that 

SnFn = Fn diag( VI) 

where diag( VI) is the diagonal matrix with the following entries on the 
diagonal: 

VI = (1, e- i27r / n , ... , e-ik27r/n, ... , e- i (n-I)27r/n) . 

(3) If the sequence I = (10, ... ,/n-d is even, which means that I -j = Ij 
for all j E Z (viewed as a periodic sequence), or equivalentl~ that In-j = Ij 
for all j , 0 :S j :S n - 1, prove that the Fourier transform I is expressed as 

n-l 

j(k) = L fJ cos (27rjk/n) , 
j=O 

and that the inverse Fourier transform (taking c back to 1) is expressed as 

n-l 

2(k) = L Cj cos (27rjk/n) , 
j=O 

for every k, 0 :S k :S n - l. 
(4) Define the convolution 1*9 of two sequences I = (10, ... , In-d and 

9 = (9o , .·· ,9n-d as 

1*9 = H(1)9, 

viewing I and 9 as column vectors. 
Prove the (circular) convolution rule 

r;g = 19, 
where the multiplication on the right-hand side is just the inner product 
of the vectors 1 and g. 
Problem 10.7 Let r.p: E x E -> C be a sesquilinear form on a complex 
vector space E of finite dimension n. Given any basis (e I, ... , en) of E, let 
A = (O::i j) be the matrix defined such that 

O::ij = r.p(ei' ej), 

1 :S i,j :S n. We call A the matrix 01 r.p w.r.t. the basis (el, . .. , en). 
(a) For any two vectors x and y , if X and Y denote the column vectors 

of coordinates of x and y w.r.t. the basis (el, ... , en) , prove that 

r.p(x, y) = XT AY. 

(b) Recall that A is a Hermitian matrix if A = A* = AT. Prove that r.p 
is Hermitian iff A is a Hermitian matrix. When is it true that 

r.p(x, y) = Y* AX? 
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(c) If (h, ... , in) is another basis of E and P is the change of basis 
matrix from (el,"" en) to (h, ... , in), prove that the matrix of cp w.r.t. 
the basis (h,··· ,in) is 

pTAP. 

The common rank of all matrices representing cp is called the rank of cpo 

Problem 10.8 Let cp: E x E --> C be a Hermitian form on a complex 
vector space E of finite dimension n . Two vectors x and yare said to be 
conjugate w.r.t. cp if cp(x, y) = O. The main purpose of this problem is to 
prove that there is a basis of vectors that are pairwise conjugate w.r.t. cpo 

(a) Prove that if cp(x, x) = 0 for all x E E, then cp is identically null on 
E. For this, compute cp(ix + y, ix + y) and icp(x + y, x + y), and conclude 
that cp(x, y) = O. 

Otherwise, we can assume that there is some vector x E E such that 
cp(x, x) =I O. Use induction to prove that there is a basis of vectors that are 
pairwise conjugate w.r.t. cpo 

For the induction step, proceed as follows. Let (el' e2, ... , en) be a basis 
of E, with cp(el' el) =I O. Prove that there are scalars A2,"" An such that 
each of the vectors 

is conjugate to el w.r.t. cp, where 2 :::; i :::; n, and that (el' V2, ... , vn ) is a 
basis. 

(b) Let (el,"" en) be a basis of vectors that are pairwise conjugate w.r.t. 
cp, and assume that they are ordered such that 

where r is the rank of cpo Show that the matrix of cp w.r.t. (el,"" en) is a 
diagonal matrix, and that 

r 

cp(x, y) = L BiXiYi, 
i=l 

where x = L~=l Xiei and y = L~l Yiei· 
Prove that for every Hermitian matrix A there is an invertible matrix P 

such that 

pTAP=D, 

where D is a diagonal matrix. 
(c) Prove that there is an integer p, 0 :::; p :::; r (where r is the rank of cp), 

such that CP(Ui' Ui) > 0 for exactly p vectors of every basis (Ul,"" un) of 
vectors that are pairwise conjugate w.r.t. cp (Sylvester's inertia theorem). 
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Proceed as follows. Assume that in the basis (Ut, ... , un), for any x E E, 
we have 

<p(x, x) = Q:llxd2 + ... + Q:plxpl2 - Q:p+1lxp+112 - ... - Q:rlxr l2, 

where x = L~1 X i Ui , and that in the basis (VI, . .. ,Vn ), for any x E E, we 
have 

<p(x,x) = /311Y11 2 + .. . + /3qlYql2 - /3q+l IYq+1 12 _ ... - /3rlYrl2, 

where x = L~=1 YiVi, with Q:i > 0, /3i > 0, 1 ::; i ::; r. 
Assume that p > q and derive a contradiction. First, consider x in the 

subspace F spanned by 

and observe that <p(x, x) > 0 if x =f. o. Next , consider x in the subspace G 
spanned by 

(Vq+l, ... ,Vr ), 

and observe that <p(x, x) < 0 if x =f. o. Prove that F n G is nontrivial (i .e., 
contains some nonnull vector) , and derive a contradiction. This implies that 
p ::; q. Finish the proof. 

The pair (p, r - p) is called the signature of <po 
(d) A Hermitian form <p is definite iffor every x E E, if <p(x, x) = 0, then 

x =0. 
Prove that a Hermitian form is definite iff its signature is either (n ,O) or 

(O ,n). In other words, a Hermitian definite form has rank n and is either 
positive or negative. 

(e) The kernel of a Hermitian form <p is the subspace consisting of the 
vectors that are conjugate to all vectors in E. We say that a Hermitian 
form <p is nondegenerate if its kernel is trivial (i.e., reduced to {O}). 

Prove that a Hermitian form <p is nondegenerate iff its rank is n , the 
dimension of E . Is a definite Hermitian form <p nondegenerate? What about 
the converse? 

Prove that if <p is nondegenerate, then there is a basis of vectors that are 
pairwise conjugate w.r.t . <p and such that <p is represented by the matrix 

(J -~q) ' 
where (p, q) is the signature of <po 

(f) Given a nondegenerate Hermitian form <p on E, prove that for every 
linear map f: E -> E, there is a unique linear map f*: E -> E such that 

<p(f(u), v) = <p(u, f*(v» , 

for all u, vEE. The map f* is called the adjoint of f (w. r. t. to <p). Given 
any basis (u 1, .. . , Un), if n is the matrix representing <p and A is the matrix 
representing f, prove that f* is represented by (n T) -1 A * n T . 
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Prove that Lemma 10.2.1 also holds, i.e., the maps pI: E -+ E* and 
pr: E -+ E* are canonical isomorphisms. 

A linear map f: E -+ E is an isometry w. r. t. 'P if 

'P(f(x), f(y)) = 'P(x, y) 

for all x , y E E. Prove that a linear map f is an isometry w.r.t. 'P iff 

1* 0 f = f 0 1* = id. 

Prove that the set of isometries w.r.t. 'P is a group. This group is denoted 
by U('P), and its subgroup consisting of isometries having determinant +1 
by SU('P). Given any basis of E, if n is the matrix representing 'P and A 
is the matrix representing f, prove that fEU ('P) iff 

A*nT A = nT. 
Given another nondegenerate Hermitian form '¢ on E, we say that 'P and 

'¢ are equivalent if there is a bijective linear map h: E -+ E such that 

'¢(x, y) = 'P(h(x), h(y)), 

for all x, y E E. Prove that the groups of isometries U('P) and U('¢) are 
isomomorphic (use the map f f--> h 0 f 0 h- 1 from U('¢) to U('P)). 

If 'P is a nondegenerate Hermitian form of signature (p , q), prove that the 
group U('P) is isomorphic to the group of n x n matrices A such that 

Remark: In view of question (f), the groups U('P) and SU('P) are also 
denoted by U(p, q) and SU(p, q) when 'P has signature (p, q). They are Lie 
groups. 

Problem 10.9 (a) If A is a real symmetric n x n matrix and B is a real 
skew symmetric n x n matrix, then A + iB is Hermitian. Conversely, every 
Hermitian matrix can be written as A+iB, where A is real symmetric and 
B is real skew symmetric. 

(b) Every complex n x n matrix can be written as A + iB, for some 
Hermitian matrices A, B. 

Problem 10.10 (a) Given a complex n x n matrix A, prove that 

n 

2:= lai,jl2 = tr(A* A) = tr(AA*) . 
i,j=l 

(b) Prove that IIAII = Jtr(A* A) defines a norm on matrices. Prove that 

IIABII ::; IIAIIIIBII· 
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(c) When A is Hermitian, prove that 
n 

IIAI12 = LA~, 
i=l 

where the Ai are the (real) eigenvalues of A. 

Problem 10.11 Given a Hermitian matrix A, prove that In + iA and 
In - iA are invertible. Prove that (In + iA)(In - iA)-l is a unitary matrix. 

Problem 10.12 Let E be a Hermitian space of dimension n. For any basis 
(el, ... , en) of E, orthonormal or not, let G be the Gram matrix associated 
with (el, ... , en), i.e., the matrix 

G = (ei· ej). 

Given any linear map f: E --7 E, if A is the matrix of f w.r.t. (el, ... , en), 
prove that f is self-adjoint (f* = f) iff 

GT A= A*GT . 



11 
Spectral Theorems in Euclidean and 
Hermitian Spaces 

11.1 Introduction: What's with Lie Groups and 
Lie Algebras? 

The purpose of the next three chapters is to give a concrete introduction to 
Lie groups and Lie algebras. Our ulterior motive is to present some beautiful 
mathematical concepts that can also be used as tools for solving practical 
problems arising in computer science, more specifically in robotics, motion 
planning, computer vision, and computer graphics. 

Most texts on Lie groups and Lie algebras begin with prerequisites in dif­
ferential geometry that are often formidable to average computer scientists 
(or average scientists, whatever that means!). We also struggled for a long 
time, trying to figure out what Lie groups and Lie algebras are all about, 
but this can be done! A good way to sneak into the wonderful world of 
Lie groups and Lie algebras is to play with explicit matrix groups such as 
the group of rotations in ]R2 (or ]R3) and with the exponential map. After 
actually computing the exponential A = eB of a 2 x 2 skew symmetric ma­
trix B and observing that it is a rotation matrix, and similarly for a 3 x 3 
skew symmetric matrix B, one begins to suspect that there is something 
deep going on. Similarly, after the discovery that every real invertible n x n 
matrix A can be written as A = RP, where R is an orthogonal matrix 
and P is a positive definite symmetric matrix, and that P can be written 
as P = eS for some symmetric matrix S, one begins to appreciate the 
exponential map. 

J. Gallier, Geometric Methods and Applications
© Springer Science+Business Media New York 2001
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Our goal is to give an elementary and concrete introduction to Lie groups 
and Lie algebras by studying a number of the so-called classical groups, such 
as the general linear group GL(n, IR), the special linear group SL(n, IR), the 
orthogonal group O(n), the special orthogonal group SO(n), and the group 
of affine rigid motions SE(n), and their Lie algebras gl(n, IR) (all matrices), 
sl(n,lR) (matrices with null trace), o(n), and so(n) (skew symmetric matri­
ces). We also consider the corresponding groups of complex matrices and 
their Lie algebras. Whenever possible, we show that the exponential map 
is surjective. For this, all we need is some results of linear algebra about 
various normal forms for symmetric matrices and skew symmetric matrices. 
Thus, we begin by proving that there are nice normal forms (block diago­
nal matrices where the blocks have size at most two) for normal matrices 
and other special cases (symmetric matrices, skew symmetric matrices, or­
thogonal matrices). We also prove the spectral theorem for complex normal 
matrices. 

11. 2 Normal Linear Maps 

We begin by studying normal maps, to understand the structure of their 
eigenvalues and eigenvectors. This section and the next two were inspired 
by Lang [107], Artin [5], Mac Lane and Birkhoff [116]' Berger [12], and 
Bertin [15]. 

Definition 11.2.1 Given a Euclidean space E, a linear map f: E --> E is 
normal if 

fof*=f*of. 

A linear map f: E --> E is self-adjoint if f = f*, skew self-adjoint if f = 
- f*, and orthogonal if f 0 f* = f* 0 f = id. 

Obviously, a self-adjoint, skew self-adjoint, or orthogonal linear map is a 
normal linear map. Our first goal is to show that for every normal linear 
map f: E --> E, there is an orthonormal basis (w.r.t. (-, -) such that the 
matrix of f over this basis has an especially nice form: It is a block diagonal 
matrix in which the blocks are either one-dimensional matrices (i.e., single 
entries) or two-dimensional matrices of the form 

This normal form can be further refined if f is self-adjoint, skew self­
adjoint, or orthogonal. As a first step, we show that f and f* have the 
same kernel when f is normal. 

Lemma 11.2.2 Given a Euclidean space E, if f: E --> E is a normal linear 
map, then Ker f = Ker f* . 
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Proof. First, let us prove that 

(f(u),j(v)) = (j*(u) , j*(v)) 

for all u, vEE. Since j* is the adjoint of f and f 0 f* = f* 0 f, we have 

(f(u), f(u)) = (u , (f* 0 f)(u)), 

= (u, (f 0 j*)(u)), 

= (j* (u) , j* (u)). 

Since (-, -) is positive definite, 

and since 

we have 

(f(u), f(u)) = 0 iff f(u) = 0, 

(f*(u),j*(u)) = 0 iff j*(u) = 0, 

(f(u),j(u)) = (f*(u), j*(u)), 

f(u) = 0 iff j*(u) = O. 

Consequently, Ker f = Ker f*. D 

The next step is to show that for every linear map f: E --> E there is some 
subspace W of dimension 1 or 2 such that f(W) ~ W. When dim(W) = I, 
the subspace W is actually an eigenspace for some real eigenvalue of f. 
Furthermore, when f is normal, there is a subspace W of dimension 1 or 2 
such that f(W) ~ Wand f*(W) ~ W. The difficulty is that the eigenvalues 
of f are not necessarily real. One way to get around this problem is to 
complexify both the vector space E and the inner product (-, -). 

In Section 5.11 it was explained how a real vector space E is embedded 
into a complex vector space Ee, and how a linear map f: E --> E is extended 
to a linear map fc: Ee --> Ee. For the sake of convenience, we repeat the 
definition of Ee. 

Definition 11.2.3 Given a real vector space E, let Ee be the structure 
E x E under the addition operation 

(UI' U2) + (VI, V2) = (UI + VI, U2 + V2), 

and let multiplication by a complex scalar z = x + iy be defined such that 

(x + iy) . (u, v) = (xu - yv, yu + xv). 

A linear map f : E --> E is extended to the linear map fc: Ee --> Ee 
defined such that 

fc(u + iv) = f(u) + if(v). 
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Next, we need to extend the inner product on E to an inner product on 
Ec· 

The inner product (-, -) on a Euclidean space E is extended to the 
Hermitian positive definite form (-, -)c on Ec as follows: 

(Ul +iVl,U2 +iv2)c = (Ul,U2) + (Vl,V2) +i((U2,Vl) - (UI,V2)' 

It is easily verified that (-, -)c is indeed a Hermitian form that is positive 
definite, and it is clear that (-, -)c agrees with (-, -) on real vectors. 
Then, given any linear map f: E --+ E, it is easily verified that the map fe 
defined such that 

fe(u + iv) = fe(u) + ife(v) 

for all u, vEE is the adjoint of fc w.r.t. (-, -)c. 
Assuming again that E is a Hermitian space, observe that Lemma 11.2.2 

also holds. We have the following crucial lemma relating the eigenvalues of 
f and 1*. 
Lemma 11.2.4 Given a Hermitian space E, for any normal linear map 
f: E --+ E, a vector u is an eigenvector of f for the eigenvalue A (in IC) iff 
u is an eigenvector of 1* for the eigenvalue X. 

Proof. First, it is immediately verified that the adjoint of f - A id is 1* -
X id. Furthermore, f - A id is normal. Indeed, 

(f - Aid) 0 (f - Aid)* = (f - Aid) 0 (f* - Xid), 

= f 0 1* - Xf - A1* + AX id, 

= 1* 0 f - A1* - Xf + XA id, 

= (1* - Xid) 0 (f - Aid), 

= (f - Aid)* 0 (f - Aid). 

Applying Lemma 11.2.2 to f - A id, for every nonnull vector u, we see that 

(f - Aid)(u) = 0 iff (f* - Xid)(u) = 0, 

which is exactly the statement of the lemma. 0 

The next lemma shows a very important property of normal linear maps: 
Eigenvectors corresponding to distinct eigenvalues are orthogonal. 

Lemma 11.2.5 Given a Hermitian space E, for any normal linear map 
f: E --+ E, if u and v are eigenvectors of f associated with the eigenvalues 
A and p, (in C) where A "I p" then (u, v) = O. 

Proof. Let us compute (f(u), v) in two different ways. Since v is an eigen­
vector of f for p" by Lemma 11.2.4, v is also an eigenvector of 1* for Ji, 
and we have 

(f(u),v) = (AU,V) = A(U,V) 
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and 

(f(u),v) = (u,j*(v)) = (u,Jiv) = /-t(u,v), 

where the last identity holds because of the semilinearity in the second 
argument, and thus 

A(U, v) = /-t(u, v), 

that is, 

(A - /-t)(u, v) = 0, 

which implies that (u, v) = 0, since A -I- /-t. D 

We can also show easily that the eigenvalues of a self-adjoint linear map 
are real. 

Lemma 11.2.6 Given a Hermitian space E, the eigenvalues of any self­
adjoint linear map f: E ----> E are real. 

Proof. Let z (in q be an eigenvalue of f and let u be an eigenvector for 
z. We compute (f(u),u) in two different ways. We have 

(f(u), u) = (zu, u) = z(u, u), 

and since f = 1*, we also have 

(f(u),u) = (u,j*(u)) = (u,f(u)) = (u,zu) = z(u,u). 

Thus, 

z(u, u) = z(u, u), 

which implies that z = Z, since u -I- 0, and z is indeed real. D 

Given any subspace W of a Hermitian space E, recall that the orthogonal 
complement W ~ of W is the subspace defined such that 

W~ = {u EEl (u,w) = 0, for all w E W}. 

Recall from Lemma 10.2.5 that that E = W EB W~ (this can be easily 
shown, for example, by constructing an orthonormal basis of E using the 
Gram-Schmidt orthonormalization procedure). The same result also holds 
for Euclidean spaces (see Lemma 6.2.8) . The following lemma provides the 
key to the induction that will allow us to show that a normal linear map 
can be diagonalized. It actually holds for any linear map. We found the 
inspiration for this lemma in Berger [12]. 

Lemma 11.2.7 Given a Hermitian space E, for any linear map f: E ----> E, 
if W is any subspace of E such that f(W) ~ Wand 1*(W) ~ W, then 
f(W~) ~ W~ and 1* (W~) ~ W~. 
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Proof. Ifu E W.l, then 

(u, w) = 0 

for all w E W. However, 

(f( u), w) = (u, 1* (w)), 

and since f*(W) ~ W, we have f*(w) E W, and since u E W.l, we get 

(u, 1*(w)) = 0, 

which shows that 

(f(u), w) = 0 

for all wE W, that is, f(u) E W.l. Thus, f(W.l) ~ W.l. The proof that 
f* (W.l) ~ W.l is analogous. 0 

The above lemma also holds for Euclidean spaces. Although we are ready 
to prove that for every normal linear map f (over a Hermitian space) there 
is an orthonormal basis of eigenvectors, we now return to real Euclidean 
spaces. 

If f: E -+ E is a linear map and w = u + iv is an eigenvector of fc: Ere -+ 

Ere for the eigenvalue z = A + ilL, where u, vEE and A, IL E JR, since 

fc(u + iv) = f(u) + if(v) 

and 

fc(u + iv) = (A + ilL)(U + iv) = Au -ILV + i(ILU + AV), 

we have 

f(u) = Au -ILV and f(v) = ILU + AV, 

from which we immediately obtain 

fc(u - iv) = (A - ilL)(U - iv), 

which shows that w = U - iv is an eigenvector of f for z = A - ilL. Using 
this fact, we can prove the following lemma. 

Lemma 11.2.8 Given a Euclidean space E, for any normal linear map 
f: E -+ E, if w = u + iv is an eigenvector of fc associated with the eigen­
value z = A + ilL (where u,v E E and A,IL E JR), if IL -=I- 0 (i.e., z is not 
real) then (u, v) = 0 and (u, u) = (v, v), which implies that u and v are 
linearly independent, and if W is the subspace spanned by u and v, then 
f(W) = Wand f*(W) = W. Furthermore, with respect to the (orthogonal) 
basis (u, v), the restriction of f to W has the matrix 
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If f.t = 0, then A is a real eigenvalue of f , and either u or v is an eigenvector 
of f for A. If W is the subspace spanned by u if u ~ 0, or spanned by v ~ 0 
if U = 0, then f(W) <;;; Wand f*(W) <;;; W. 

Proof. Since w = u+iv is an eigenvector of fe, by definition it is nonnull, 
and either u ~ 0 or v ~ o. From the fact stated just before Lemma 11.2.8, 
u-iv is an eigenvector of f for A-if.t. However, if f.t ~ 0, then A+if.t ~ A-if.t, 
and from Lemma 11.2.5, the vectors u+iv and u-iv are orthogonal w.r.t. 
( -, -)c, that is, 

(u + iv, u - iv)c = (u, u) - (v, v) + 2i(u, v) = o. 
Thus, we get (u, v) = 0 and (u, u) = (v, v), and since u ~ ° or v ~ 0, u and 
v are linearly independent. Since 

f(u) = AU - f.tv and f(v) = f.tU + AV 

and since by Lemma 11.2.4 u + iv is an eigenvector of f* for A - if.t, we 
have 

f*(u) = .Au + f.tv and f*(v) = -f.tU + AV, 

and thus f(W) = Wand f*(W) = W, where W is the subspace spanned 
by u and v . 

When f.t = 0, we have 

f(u) = AU and f(v) = AV, 

and since u ~ ° or v ~ 0, either u or v is an eigenvector of f for A. If W is 
the subspace spanned by u if u ~ 0, or spanned by v if u = 0, it is obvious 
that f(W) <;;; Wand f*(W) <;;; W. Note that A = ° is possible, and this is 
why <;;; cannot be replaced by =. 0 

The beginning of the proof of Lemma 11.2.8 actually shows that for 
every linear map f: E ---> E there is some subspace W such that f(W) <;;; w, 
where W has dimension 1 or 2. In general, it doesn't seem possible to prove 
that Wl. is invariant under f . However, this happens when f is normal, 
and in this case, other nice things also happen. 

Indeed, if f is a normal linear map, recall that the proof of Lemma 11.2.8 
shows that A, f.t, u, and v satisfy the equations 

from which we get 

f(u) = AU - f.tv, 

f(v) = f.tU + AV, 

f*(u) = AU + f.tV, 

f*(v) = -f.tu + AV, 

1 
2(f+!*)(u) = AU, 
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1 2 (f + 1*) (v) = AV, 

~(f*-f)(U)=P,V' 
1 
2(f-1*)(v) =p,u. 

Using the above equations, we also get 

(~(f - 1*)) 2 (U) = _p,2U, 

(~(f - 1*)) 2 (v) = _p,2V. 

Thus, we observe that A is an eigenvalue of ~ (f + 1*), that _p,2 is an 

eigenvalue of (~(f - 1*)) 2, and u and v are both eigenvectors of ~ (f + 1*) 
for A and of ( ~ (f - 1*)) 2 for - p,2. It is immediately verified that ~ (f + 1*) 
and (~(f - /*)) 2 are self-adjoint, and we proved earlier that self-adjoint 
maps have real eigenvalues (Lemma 11.2.6). Furthermore, there are good 
numerical methods for finding the eigenvalues of symmetric matrices. Thus, 
it should be possible to compute A, p" u, and v from the eigenvalues and 
the eigenvectors of the self-adjoint maps ~ (f + /*) and (~(f - /*))2. Note 
that if we have A and u, then we get p, from 

and if p, =f. 0, we get v from 

~ (1* - f) (u) = p,v. 

I am not aware of a good method (i.e., numerically stable) to compute 
the block diagonal form of a normal matrix, but this seems an interesting 
problem. 

We can finally prove our first main theorem. 

Theorem 11.2.9 Given a Euclidean space E of dimension n, for every 
normal linear map f: E -t E there is an orthonormal basis (el,"" en) 
such that the matrix of f w.r.t. this basis is a block diagonal matrix of the 
form 

J 
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such that each block Ai is either a one-dimensional matrix (i.e., a real 
scalar) or a two-dimensional matrix of the form 

where Ai , ILi E ~, with ILi > o. 
Proof. We proceed by induction on the dimension n of E as follows. If 
n = I , the result is trivial. Assume now that n ::::: 2. First, since C is 
algebraically closed (i.e., every polynomial has a root in C), the linear 
map fc: Ee --+ Ee has some eigenvalue z = A + ilL (where A, IL E ~). Let 
w = u + iv be some eigenvector of fc for A + ilL (where u, v E E). We can 
now apply Lemma 11.2.8. 

If IL = 0, then either u or v is an eigenvector of f for A E R Let W 
be the subspace of dimension 1 spanned by e1 = uiliull if u i- 0, or by 
e1 = v/llvil otherwise. It is obvious that f(W) <;;; Wand f*(W) <;;; W. 
The orthogonal W.1. of W has dimension n - I, and by Lemma 11.2.7, we 
have f (W.1.) <;;; W.1.. But the restriction of f to W.1. is also normal, and we 
conclude by applying the induction hypothesis to W.1.. 

If IL i- 0, then (u, v) = 0 and (u, u) = (v, v), and if W is the subspace 
spanned by u/liull and v/llvll, then f(W) = Wand f*(W) = W. We also 
know that the restriction of f to W has the matrix 

If IL < 0, we let A = A1, IL = -ILl, e1 = u/liull, and e2 = v/llvll· If IL > 0, 
we let A = -A1, IL = ILl, e1 = -u/liull, and e2 = -v/llvil. In all cases 
it is easily verified that the matrix of the restriction of f to W w.r.t. the 
orthonormal basis (e1' e2) is 

where A1,IL1 E ~, with ILl > O. However, W.1. has dimension n - 2, and 
by Lemma 11.2.7, f(W.1.) <;;; W.1.. Since the restriction of f to W.1. is also 
normal, we conclude by applying the induction hypothesis to W.1.. 0 

After this relatively hard work, we can easily obtain some nice normal 
forms for the matrices of self-adjoint, skew self-adjoint, and orthogonal 
linear maps. However, for the sake of completeness (and since we have all 
the tools to so do), we go back to the case of a Hermitian space and show 
that normal linear maps can be diagonalized with respect to an orthonormal 
basis. 

Theorem 11.2.10 Given a Hermitian space E of dimension n, for every 
normal linear map f: E --+ E there is an orthonormal basis (ell···, en) of 



318 11 . Spectral Theorems 

eigenvectors of f such that the matrix of f w.r.t. this basis is a diagonal 
matrix 

where Ai E C. 

Proof. We proceed by induction on the dimension n of E as follows. If 
n = 1, the result is trivial. Assume now that n ~ 2. Since C is algebraically 
closed (i.e., every polynomial has a root in C), the linear map f: E ---+ E 
has some eigenvalue A E C, and let w be some eigenvector for A. Let W 
be the subspace of dimension 1 spanned by w. Clearly, f(W) ~ W. By 
Lemma 11.2.4, w is an eigenvector of f* for 'X, and thus f*(W) ~ W . By 
Lemma 11.2.8, we also have f(W.l) ~ W.l . The restriction of f to W.l is 
still normal, and we conclude by applying the induction hypothesis to W.l 
(whose dimension is n - 1). 0 

Thus, in particular, self-adjoint, skew self-adjoint, and orthogonal linear 
maps can be diagonalized with respect to an orthonormal basis of eigen­
vectors. In this latter case, though, an orthogonal map is called a unitary 
map. Also, Lemma 11 .2.6 shows that the eigenvalues of a self-adjoint linear 
map are real. It is easily shown that skew self-adoint maps have eigenvalues 
that are pure imaginary or null, and that unitary maps have eigenvalues of 
absolute value 1. 

Remark: There is a converse to Theorem 11.2.10, namely, if there is an 
orthonormal basis (el , ' . . , en) of eigenvectors of f, then f is normal. We 
leave the easy proof as an exercise. 

11.3 Self-Adjoint, Skew Self-Adjoint, and 
Orthogonal Linear Maps 

We begin with self-adjoint maps. 

Theorem 11.3.1 Given a Euclidean space E of dimension n, for every 
self-adjoint linear map f : E ---+ E , there is an orthonormal basis (el,"" en) 
of eigenvectors of f such that the matrix of f w.r.t. this basis is a diagonal 
matrix 
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where Ai E lR. 

Proof. The case n = 1 is trivial. If n ;::: 2, we need to show that f: E ~ E 
has some real eigenvalue. There are several ways to do so. One method is 
to observe that the linear map fc: Ee ~ Ee is also self-adjoint, and by 
Lemma 11.2.6 the eigenvalues of fc are all real. This implies that f itself 
has some real eigenvalue, and in fact, all eigenvalues of f are real. We now 
give a more direct method not involving the complexification of ( -, -) and 
Lemma 11.2.6. 

Since C is algebraically closed, fc has some eigenvalue A + iJ.L, and let 
u + iv be some eigenvector of fc for A + iJ.L, where A, J.L E IR and u, vEE. 
We saw in the proof of Lemma 11.2.8 that 

f(u) = Au - J.LV and f(v) = J.LU + Av. 

Since f = 1*, 

(f(u), v) = (u, f(v)) 

for all u, vEE. Applying this to 

f(u) = AU - J.LV and f(v) = J.LU + Av, 

we get 

(f(u), u) = (AU - J.LV, v) = A(U, v) - J.L(v, v) 

and 

(u, f(v)) = (u, J.LU + AV) = J.L(u, u) + A(U, v), 

and thus we get 

A(u, v) - J.L(v, v) = J.L(u, u) + A(u, v), 

that is, 

J.L((u,u) + (v,v)) = 0, 

which implies J.L = 0, since either u 1= 0 or v 1= O. Therefore, A is a real 
eigenvalue of f. 

Now, going back to the proof of Theorem 11.2.9, only the case where J.L = 
o applies, and the induction shows that all the blocks are one-dimensional. 

D 

Theorem 11.3.1 implies that if AI, ... , Ap are the distinct real eigenvalues 
of j, and Ei is the eigenspace associated with Ai, then 

E = E1 EB ... EB E p , 

where Ei and E j are orthogonal for all i 1= j. 

Remark: Another way to prove that a self-adjoint map has a real eigen­
value is to use a little bit of calculus. We learned such a proof from Herman 
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Gluck. The idea is to consider the real-valued function «I>: E -+ IR defined 
such that 

«I>(u) = (f(u), u) 

for every u E E. This function is Coo, and if we represent f by a matrix A 
over some orthonormal basis, it is easy to compute the gradient vector 

( 8«I> 8«I» 
\7«I>(X) = 8X l (X), ... , 8xn (X) 

of «I> at X. Indeed, we find that 

\7«I>(X) = (A + AT)X, 

where X is a column vector of size n. But since f is self-adjoint, A = AT , 
and thus 

\7«I>(X) = 2AX. 

The next step is to find the maximum of the function «I> on the sphere 

sn-l = {(Xll" " xn) E IRn I xi + ... + x; = I}. 

Since sn-l is compact and «I> is continuous, and in fact Coo, «I> takes a max­
imum at some X on sn-l. But then it is well known that at an extremum 
X of «I> we must have 

d«I>x(Y) = (\7 «I> (X) , Y) = 0 

for all tangent vectors Y to sn-l at X, and so \7«I>(X) is orthogonal to the 
tangent plane at X, which means that 

\7«I>(X) = AX 

for some .x E R Since \7«I>(X) = 2AX, we get 

2AX = .xX, 

and thus .x/2 is a real eigenvalue of A (i.e., of f). 

Next, we consider skew self-adjoint maps. 

Theorem 11.3.2 Given a Euclidean space E of dimension n, for every 
skew self-adjoint linear map f: E -+ E there is an orthonormal basis 
(el,"" en) such that the matrix of f w .r.t. this basis is a block diagonal 
matrix of the form 

J 
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such that each block Ai is either 0 or a two-dimensional matrix of the form 

. _ (0 -J-Li) At - 0' J-Li 

where J-Li E JR., with J-Li > O. In particular, the eigenvalues of fc are pure 
imaginary of the form ±iJ-Li or o. 
Proof. The case where n = 1 is trivial. As in the proof of Theorem 11.2.9, 
fc has some eigenvalue z = A + iJ-L, where A, J-L E R We claim that A = O. 
First, we show that 

(f(w), w) = 0 

for all wEE. Indeed, since f = - f*, we get 

(f(w), w) = (w, f*(w)) = (w, - f(w)) = -(w,f(w)) = -(f(w), w), 

since (-, -) is symmetric. This implies that 

(f(w),w) = O. 

Applying this to u and v and using the fact that 

f(u) = AU - J-LV and f(v) = J-LU + AV, 

we get 

0= (f(u), u) = (AU - J-LV, u) = A(U, u) - J-L(u, v) 

and 

0= (f(v), v) = (J-LU + AV, v) = J-L(u, v) + A(V, v), 

from which, by addition, we get 

A((V,V) + (v,v)) = o. 
Since U f= 0 or v f= 0, we have A = o. 

Then, going back to the proof of Theorem 11.2.~, unless J-L = 0, the case 
where U and v are orthogonal and span a subspace of dimension 2 applies, 
and the induction shows that all the blocks are two-dimensional or reduced 
to o. 0 

Remark: One will note that if f is skew self-adjoint, then ifc is self­
adjoint w.r.t. (-, -)c. By Lemma 11.2.6, the map ifc has real eigenvalues, 
which implies that the eigenvalues of fc are pure imaginary or o. 

Finally, we consider orthogonal linear maps. 

Theorem 11.3.3 Given a Euclidean space E of dimension n, for every 
orthogonal linear map f: E --> E there is an orthonormal basis (el, ... ,en) 
such that the matrix of f w. r. t. this basis is a block diagonal matrix of the 
form 
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J 
such that each block Ai is either 1, -1, or a two-dimensional matrix of the 
form 

A = (COS()i -Sin()i) 
• sin ()i cos ()i 

where 0 < ()i < Jr. In particular, the eigenvalues of fc are of the form 
cos ()i ± i sin ()i, 1, or -1. 

Proof. The case where n = 1 is trivial. As in the proof of Theorem 11.2.9, 
fc has some eigenvalue z = A +if..L, where A, f..L E R Since f 0 1* = 1* 0 f = id, 
the map f is invertible. In fact, the eigenvalues of f have absolute value 1. 
Indeed, if z (in C) is an eigenvalue of f, and u is an eigenvector for z, we 
have 

(f(u),J(u)) = (zu,zu) = zz(u,u) 

and 

(f(u),f(u)) = (u, (f* 0 J)(u)) = (u,u), 

from which we get 

zz(u, u) = (u, u). 

Since u -I=- 0, we have zz = 1, i.e., Izl = 1. As a consequence, the eigenvalues 
of fc are of the form cos () ± i sin (), 1, or -1. The theorem then follows 
immediately from Theorem 11.2.9, where the condition f..L > 0 implies that 
sin()i > 0, and thus, 0 < ()i < Jr . 0 

It is obvious that we can reorder the orthonormal basis of eigenvectors 
given by Theorem 11.3.3, so that the matrix of f w.r.t. this basis is a block 
diagonal matrix of the form 

J 
where each block Ai is a two-dimensional rotation matrix Ai -I=- ±h of the 
form 

- Sin()i) 
cos ()i 
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with 0 < 0i < 1r. 

The linear map f has an eigenspace E(l,1) = Ker (J - id) of dimen­
sion p for the eigenvalue 1, and an eigenspace E( -1,1) = Ker (J + id) of 
dimension q for the eigenvalue -1. If det(J) = +1 (J is a rotation), the 
dimension q of E( -1,1) must be even, and the entries in -Iq can be paired 
to form two-dimensional blocks, if we wish. In this case, every rotation in 
SO(n) has a matrix of the form 

where the first m blocks Ai are of the form 

with 0 < Oi ::; 1r. 

Theorem 11.3.3 can be used to prove a sharper version of the Cartan­
Dieudonne theorem, as claimed in remark (3) after Theorem 7.2.1. 

Theorem 11.3.4 Let E be a Euclidean space of dimension n ~ 2. For 
every isometry f E O(E), if p = dim(E(l, 1)) = dim(Ker (J - id)), then f 
is the composition of n - p reflections, and n - p is minimal. 

Proof. From Theorem 11.3.3 there are r subspaces F1 , ... , Fr , each of 
dimension 2, such that 

E = E(l, 1) EEl E( -1,1) EEl Fl EEl··· EEl Fr , 

and all the summands are pairwise orthogonal. Furthermore, the restriction 
ri of f to each Fi is a rotation ri =f:. ±id. Each 2D rotation ri can be written 
a the composition ri = s~ 0 Si of two reflections Si and s~ about lines in Fi 
(forming an angle Oi/2). We can extend Si and s~ to hyperplane reflections 
in E by making them the identity on Fl. Then, 

s~ 0 Sr 0 ... 0 s~ 0 SI 

agrees with f on Fl EEl··· EEl Fr and is the identity on E(l, 1) EEl E( -1,1). If 
E( -1,1) has an orthonormal basis of eigenvectors (VI, .. " vq ), letting s'j 
be the reflection about the hyperplane (Vj)1., it is clear that 

s" 0 ... 0 s" q 1 

agrees with f on E( -1,1) and is the identity on E(l, 1) EEl Fl EEl· .. EEl Fr. 
But then, 

f " /I I I = Sq 0 ... 0 sl 0 sr 0 Sr 0 ... 0 SI 0 SI, 

the composition of 2r + q = n - p reflections. 
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If 

f = St 0· · · 0 Sl, 

for t reflections Si, it is clear that 

t 

F = n E(l , si) ~ E(l,j), 
i=l 

where E(l , Si) is the hyperplane defining the reflection Si. By the Grass­
mann relation, if we intersect t ::; n hyperplanes, the dimension of their 
intersection is at least n - t. Thus, n - t ::; p, that is, t ::::: n - p, and n - p 
is the smallest number of reflections composing f· 0 

The theorems of this section and of the previous section can be 
immediately applied to matrices. 

11.4 Normal, Symmetric, Skew Symmetric, 
Orthogonal, Hermitian, Skew Hermitian, and 
Unitary Matrices 

First, we consider real matrices. Recall the following definitions. 

Definition 11.4.1 Given a real m x n matrix A, the transpose AT of A 
is the n x m matrix AT = (al j) defined such that 

T 
ai,j = aj, i 

for all i, j, 1 ::; i ::; m, 1 ::; j ::; n. A real n x n matrix A is 

normal if 

symmetric if 

AT =A, 

skew symmetric if 

AT = -A, 

orthogonal if 
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Recall from Lemma 6.4.1 that when E is a Euclidean space and (eb .. . , 
en) is an orthonormal basis for E, if A is the matrix of a linear map f: E -t 

E w.r.t. the basis (el,' .. ,en), then AT is the matrix of the adjoint 1* of f. 
Consequently, a normal linear map has a normal matrix, a self-adjoint linear 
map has a symmetric matrix, a skew self-adjoint linear map has a skew 
symmetric matrix, and an orthogonal linear map has an orthogonal matrix. 
Similarly, if E and F are Euclidean spaces, (UI,"" un) is an orthonormal 
basis for E, and (VI, .. . , Vm ) is an orthonormal basis for F, if a linear map 
f: E -t F has the matrix A w.r.t. the bases (UI,"" un) and (VI, ... , vm ), 

then its adjoint 1* has the matrix AT w.r.t. the bases (Vb ... ,Vm ) and 
(UI," " un). 

Furthermore, if (UI' ... ,Un) is another orthonormal basis for E and P 
is the change of basis matrix whose columns are the components of the Ui 

w.r.t. the basis (el,"" en), then P is orthogonal, and for any linear map 
f: E -t E, if A is the matrix of f w.r.t (el, " " en) and B is the matrix of 
f w.r.t. (UI,"" un), then 

B = pT AP. 

As a consequence, Theorems 11.2.9 and 11.3.1-11.3.3 can be restated as 
follows. 

Theorem 11.4.2 For every normal matrix A there is an orthogonal ma­
trix P and a block diagonal matrix D such that A = PDP T, where D is 
of the form 

such that each block Di is either a one-dimensional matrix (i. e., a real 
scalar) or a two-dimensional matrix of the form 

where Ai, J.Li E lR, with J.Li > O. 

Theorem 11.4.3 For every symmetric matrix A there is an orthogonal 
matrix P and a diagonal matrix D such that A = PDP T, where D is of 
the form 

where Ai E R 
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Theorem 11.4.4 For every skew symmetric matrix A there is an orthog­
onal matrix P and a block diagonal matrix D such that A = PDP T, where 
D is of the form 

such that each block Di is either 0 or a two-dimensional matrix of the form 

where J-Li E JR, with J-Li > O. In particular, the eigenvalues of A are pure 
imaginary of the form ±iJ-Li, or O. 

Theorem 11.4.5 For every orthogonal matrix A there is an orthogonal 
matrix P and a block diagonal matrix D such that A = PDP T , where D 
is of the form 

such that each block Di is either 1, -1, or a two-dimensional matrix of the 
form 

D . = (COS()i 
t sin ()i 

where 0 < ()i < 7r. In particular, the eigenvalues of A are of the form 
cos(h ±isin()i, 1, or-l. 

We now consider complex matrices. 

Definition 11.4.6 Given a complex m x n matrix A, the transpose AT of 
A is the n x m matrix AT = (al j) defined such that 

T 
ai , j = aj, i 

for all i, j, 1 :S i :S m, 1 :S j :S n . The conjugate A of A is the m x n matrix 
A = (bi , j) defined such that 

for all i, j, 1 :S i :S m, 1 :S j :S n. Given an m x n complex matrix A, the 
adjoint A * of A is the matrix defined such that 

A* = (AT) = (A)T. 

A complex n x n matrix A is 
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normal if 

AA* = A*A, 

Hermitian if 

A* = A, 

skew Hermitian if 

A* = -A, 

unitary if 

AA* = A*A = In. 

Recall from Lemma 10.4.2 that when E is a Hermitian space and (el,"" 
en) is an orthonormal basis for E, if A is the matrix of a linear map f: E -+ 

E w.r.t. the basis (el,"" en), then A* is the matrix of the adjoint f* of 
f. Consequently, a normal linear map has a normal matrix, a self-adjoint 
linear map has a Hermitian matrix, a skew self-adjoint linear map has a 
skew Hermitian matrix, and a unitary linear map has a unitary matrix. 
Similarly, if E and F are Hermitian spaces, (u I, ... , Un) is an orthonormal 
basis for E, and (VI, ... , vm ) is an orthonormal basis for F, if a linear map 
f: E -+ F has the matrix A w.r.t. the bases (UI,"" un) and (VI, ... , Vm ), 
then its adjoint f* has the matrix A* w.r.t. the bases (VI"'" vm) and 
(UI,"" un). 

Furthermore, if (UI,"" un) is another orthonormal basis for E and P 
is the change of basis matrix whose columns are the components of the 
Ui w.r.t. the basis (el,"" en), then P is unitary, and for any linear map 
f: E -+ E, if A is the matrix of f w.r.t (el,"" en) and B is the matrix of 
f w.r.t. (Ul, ... , un), then 

B = P*AP. 

Theorem 11.2.10 can be restated in terms of matrices as follows. We can 
also say a little more about eigenvalues (easy exercise left to the reader). 

Theorem 11.4.7 For every complex normal matrix A there is a unitary 
matrix U and a diagonal matrix D such that A = U DU*. Furthermore, 
if A is Hermitian, then D is a real matrix; if A is skew Hermitian, then 
the entries in D are pure imaginary or null; and if A is unitary, then the 
entries in D have absolute value 1. 

We now have all the tools to present the important singular value 
decomposition (SVD) and the polar form of a matrix. 
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11.5 Problems 

Problem 11.1 Given a Hermitian space of finite dimension n, for any lin­
ear map I: E -> E, prove that if there is an orthonormal basis (el,"" en) 
of eigenvectors of I, then I is normal. 

Problem 11.2 The purpose of this problem is to prove that given any 
self-adjoint linear map I: E -> E (i.e., such that 1* = f), where E is a Eu­
clidean space of dimension n 2: 3, given an orthonormal basis (eI," " en), 
there are n - 2 isometries hi, hyperplane reflections or the identity, such 
that the matrix of 

hn - 2 0 ... 0 hI 0 I 0 hI 0 ... 0 hn - 2 

is a symmetric tridiagonal matrix. 
(1) Prove that for any isometry I: E -> E we have I = 1* = I-I iff 

101 = id. 
Prove that if I and h are self-adjoint linear maps (f* = I and h* = h), 

then hoi 0 h is a self-adjoint linear map. 
(2) Proceed by induction, taking inspiration from the proof of the trian­

gular decomposition given in Chapter 7. Let Vk be the subspace spanned 
by (ek+l,"" en). For the base case, proceed as follows. 

Let 

and let 

rI,2 = IIage2 + ... + a~enll· 
Find an isometry hI (reflection or id) such that 

hI (f(ed - a~ed = rI, 2 e2· 

Observe that 

WI =rI , 2e2+a~eI-I(ed E VI, 

and prove that hl(ed = eI, so that 

hI 0 I 0 hI(eI) = a~eI + rI , 2 e2· 

Let II = hI 0 I 0 hI. 
Assuming by induction that 

Ik = hk 0 ... 0 hI 0 I 0 hI 0 . . . 0 hk 

has a tridiagonal matrix up to the kth row and column, 1 ~ k ~ n - 3, let 

Ik(ek+d = aZek + aZ+l ek+l + ... + a~en' 
and let 
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Find an isometry hk+l (reflection or id) such that 

hk+1 Uk (ek+l) - aZek - aZ+ 1 ek+l) = rk+l , k+2 ek+2· 

Observe that 

Wk+l =rk+l ,k+2ek+2+aZek+aZ+lek+I-!k(ek+d E Vk+l, 

and prove that hk+l(ek) = ek and hk+l(ek+l) = ek+l, so that 

hk+1 o!k 0 hk+1 (ek+l) = aZek + aZ+l ek+l + rk+l , k+2 ek+2 · 

Let fk+1 = hk+l o!k 0 hk+l, and finish the proof. 
Do f and fn-2 have the same eigenvalues? If so, explain why. 
(3) Prove that given any symmetric n x n matrix A, there are n - 2 

matrices HI, .. . , Hn - 2 , Householder matrices or the identity, such that 

is a symmetric tridiagonal matrix. 

Problem 11.3 Write a computer program implementing the method of 
Problem 11.2(3). 

Problem 11.4 Let A be a symmetric tridiagonal n x n matrix 

bl CI 

CI b2 C2 

A= 
C2 b3 

Cn-2 bn- I Cn-I 
Cn-I bn 

where it is assumed that Ci =I- 0 for all i, 1 ::; i ::; n - I, and let Ak be the 
k x k submatrix consisting of the first k rows and columns of A, 1 ::; k ::; n. 
We define the polynomials Pdx) as follows: (0::; k ::; n). 

Po(x) = I, 

PI(x) = bl - x, 

Pk(X) = (bk - X)Pk-I(X) - cL IPk- 2(X), 

where 2 ::; k ::; n. 
(1) Prove the following properties: 

(i) Pk(x) is the characteristic polynomial of Ak, where 1 ::; k ::; n. 

(ii) limx ..... - oo Pk(X) = +00, where 1 ::; k ::; n. 

(iii) If Pdx) = 0, then Pk-I(X)Pk+l(x) < 0, where 1 ::; k ::; n - 1. 

(iv) Pk (x) has k distinct real roots that separate the k + 1 roots of Pk+ I, 

where 1 ::; k ::; n - 1. 
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(2) Given any real number J.l > 0, for every k, 1 :::; k :::; n, define the 
function sgk (J.l) as follows: 

( ) = {sign of Pk(J.l) if Pk(J.l) -=I- 0, 
sgk J.l sign of Pk-1(J.l) if Pk(J.l) = O. 

We encode the sign of a positive number as +, and the sign of a negative 
number as -. Then let E(k, J.l) be the ordered list 

E(k,J.l) = (+, Sgl(J.l), Sg2(J.l), ... , sgk(J.l)) , 

and let N(k, J.l) be the number changes of sign between consecutive signs 
in E(k, J.l). 

Prove that sgk(J.l) is well defined, and that N(k, J.l) is the number of roots 
,X of Pk(x) such that ,X < J.l. 

Remark: The above can be used to compute the eigenvalues of a 
(tridiagonal) symmetric matrix (the method of Givens- Householder). 

Problem 11.5 Let A = (aij) be a real or complex n x n matrix. 
(1) If ,X is an eigenvalue of A, prove that there is some eigenvector U = 

(Ul' ... ,un) of A for ,X such that 

max IUil = l. 
l::;i::;n 

(2) If U = (Ul, ... , un) is an eigenvector of A for ,X as in (I), assuming 
that i, 1 :::; i :::; n, is an index such that IUil = I, prove that 

and thus that 

n 

(,X - aii)ui = L aijUj, 
j = 1 
j'¢i 

n 

I,X - aiil :::; L laijl· 
j=1 
j¢i 

Conclude that the eigenvalues of A are inside the union of the closed disks 
Di defined such that 

Di = {z E C liz - aiil :::; t laijl}. 
j#i 

Remark: This result is known as Gershgorin's theorem. 

Problem 11.6 (a) Given a rotation matrix 

R = (cos () - sin () ) 
sin () cos () , 
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where 0 < () < 0, prove that there is a skew symmetric matrix B such that 

(b) If B is a skew symmetric n x n matrix, prove that )"In - Band 
)"In + B are invertible for all ).. =f. 0, and that they commute. 

(c) Prove that 

is a rotation matrix that does not admit -1 as an eigenvalue. 
(d) Given any rotation matrix R that does not admit -1 as an eigenvalue, 

prove that there is a skew symmetric matrix B such that 

This is known as the Cayley representation of rotations (Cayley, 1846). 
(e) Given any rotation matrix R, prove that there is a skew symmetric 

matrix B such that 

Problem 11.7 Given a Euclidean space E, let <p: Ex E --> IR be a symmet­
ric bilinear form on E. Prove that there is an orthonormal basis of E w.r.t. 
which <p is represented by a diagonal matrix. Given any basis (el, ' .. ,en) 
of E, recall that for any two vectors x and y, if X and Y denote the column 
vectors of coordinates of x and y w.r.t. (eI, . . . , en), then 

<p(x, y) = XT AY, 

for some symmetric matrix A; see Chapter 6, Problem 6.13. 
Hint . Let A be the symmetric matrix representing <p over (eI, ... , en). Use 
the fact that there is an orthogonal matrix P and a (real) diagonal matrix 
D such that 

Problem 11.8 Given a Hermitian space E, let <p: E x E --> C be a Hermi­
tian form on E. Prove that there is an orthonormal basis of E w.r.t. which 
<p is represented by a diagonal matrix. Given any basis (el, " " en) of E, 
recall that for any two vectors x and y, if X and Y denote the column 
vectors of coordinates of x and y W.r. t. (e I, ... , en), then 

<p(x, y) = XT AY, 

for some Hermitian matrix A; see Chapter 10, Problem 10.7. 
Hint. Let A be the Hermitian matrix representing <p over (el,"" en). Use 
the fact that there is a unitary matrix P and a (real) diagonal matrix D 
such that 

AT = PDP*. 
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Problem 11.9 Let E be a Euclidean space of dimension n. For any linear 
map f: E --> E, we define the Rayleigh quotient of f as the function Rf: (E­
{o}) --> IR defined such that 

Rf(x) = f(x)· x, 
X·X 

for all x =I- O. 
( a) Prove that 

for all A E 1R, A =I- o. As a consequence, show that it can be assumed that 
R f is defined on the unit sphere 

sn-l = {x EEl Ilxll = I}. 

(b) Assume that f is self-adjoint, and let Al ::; A2 ::; ... ::; An be the 
(real) eigenvalues of f listed in nondecreasing order. Prove that there is 
an orthonormal basis (el, ... , en) such that, letting Vk = sn-l n Ek be 
the intersection of sn-l with the subspace Ek spanned by {el, ... , ek}, the 
following properties hold for all k, 1 ::; k ::; n: 

(1) Ak = Rf(ek); 

(2) Ak = maxXEVk Rf(x). 

(c) Letting Vk denote the set of all sets of the form W n sn-l, where W 
is any subspace of dimension k ~ I, prove that 

(3) Ak = minwEvk maxxEW Rf(x). 

Hint. You will need to prove that if W is any subspace of dimension k, 
then 

dim(W n Et) ~ l. 

The formula given in (3) is usually called the Courant-Fischer formula. 
(d) Prove that 



12 
Singular Value Decomposition (SVD) 
and Polar Form 

12.1 Polar Form 

In this section we assume that we are dealing with a real Euclidean space 
E . Let f: E ~ E be any linear map. In general, it may not be possible to 
diagonalize a linear map f. However, note that f* 0 f is self-adjoint, since 

((1* 0 f)(u),v) = (f(u),f(v)) = (u, (f* 0 f)(v)) . 

Similarly, f 0 f* is self-adjoint. 
The fact that f* 0 f and f 0 f* are self-adjoint is very important, because 

it implies that f* 0 f and f 0 f* can be diagonalized and that they have 
real eigenvalues. In fact, these eigenvalues are all nonnegative. Indeed , if u 
is an eigenvector of f* 0 f for the eigenvalue oX, then 

((1* 0 f)(u), u) = (f(u), f(u)) 

and 

((1* 0 f)(u), u) = oX(u, u), 

and thus 

oX(u,u) = (f(u),f(u)), 

which implies that oX ~ 0, since (-, -) is positive definite. A similar proof 
applies to f 0 f* . Thus, the eigenvalues of f* 0 f are of the form /1~, .. . , /1; 
or 0, where /1i > 0, and similarly for f 0 f*. The situation is even better, 
since we will show shortly that f* 0 f and f 0 f* have the same eigenvalues. 

J. Gallier, Geometric Methods and Applications
© Springer Science+Business Media New York 2001
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Remark: Given any two linear maps f: E ----> F and g: F ----> E, where 
dim(E) = nand dim(F) = m, it can be shown that 

and thus go f and fog always have the same nonnull eigenvalues! 

The square roots /Li > 0 of the positive eigenvalues of f* 0 f (and f 0 

f*) are called the singular values of f. A self-adjoint linear map f: E ----> 

E whose eigenvalues are nonnegative is called positive, and if f is also 
invertible, positive definite. In the latter case, every eigenvalue is strictly 
positive. We just showed that f* 0 f and f 0 f* are positive self-adjoint 
linear maps. 

The wonderful thing about the singular value decomposition is that there 
exist two orthonormal bases (UI,"" un) and (VI'"'' vn ) such that with 
respect to these bases, f is a diagonal matrix consisting of the singular 
values of f, or O. First, we show some useful relationships between the 
kernels and the images of f, f*, f* 0 f , and f 0 f*. Recall that if f: E ----> F 
is a linear map, the image 1m f of f is the subspace f(E) of F , and the 
rank of f is the dimension dim(lm f) of its image. Also recall that 

dim (Ker f) + dim (1m f) = dim (E), 

and that for every subspace W of E 

dim (W) + dim (W~) = dim (E). 

Lemma 12.1.1 Given any two Euclidean spaces E and F , where E has 
dimension nand F has dimension m , for any linear map f: E ----> F, we 
have 

Ker f = Ker (f* 0 f), 

Ker f* = Ker (f 0 f*), 

Ker f = (1m f*)~, 

Ker f* = (1m f)~, 

dim (1m f) = dim(lm f*), 

dim(Ker f) = dim(Ker f*), 

and f , f*, f* 0 f, and f 0 f* have the same rank. 

Proof. To simplify the notation, we will denote the inner products on E 
and F by the same symbol (-, -) (to avoid subscripts) . If f(u) = 0, then 
(f* 0 f)(u) = f*(f(u)) = f*(0) = 0, and so Kef f <;;; Ker (f* 0 f) . By 
definition of f*, we have 

(f(u), f(u)) = ((f* 0 f)(u), u) 
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for all u E E. If (f* 0 I)(u) = 0, since (-, -) is positive definite, we must 
have f(u) = 0, and so Ker (f* 0 I) ~ Ker f. Therefore, 

Ker f = Ker (f* 0 I). 

The proof that Ker f* = Ker (f 0 f*) is similar. 
By definition of f* , we have 

(f(u), v) = (u, f*(v)) 

for all u E E and all v E F. This immediately implies that 

Ker f = (Imf*).L and Ker f* = (Iml).L. 

Since 

dim (1m I) = n - dim(Ker I) 

and 

dim((Imf*).L) = n - dim(Imf*), 

from 

Ker f = (Imf*).L 

we also have 

dim(Ker I) = dim((Imf*).L), 

from which we obtain 

dim (1m I) = dim(Imf*). 

The above immediately implies that dim(Ker I) = dim(Ker f*) . From all 
this we easily deduce that 

dim (1m I) = dim (1m (J* 0 f)) = dim (1m (J 0 f*)), 

i.e., f, f*, f* 0 f, and f 0 f* have the same rank. 0 

The next lemma shows a very useful property of positive self-adjoint 
linear maps. 

Lemma 12.1.2 Given a Euclidean space E of dimension n, for any posi­
tive self-adjoint linear map f: E ---> E there is a unique positive self-adjoint 
linear map h: E ---> E such that f = h2 = hoh . Furthermore, Ker f = Ker h, 
and if J.Ll, ... ,J.Lp are the distinct eigenvalues of hand Ei is the eigenspace 
associated with J.Li, then J.Li, ... ,J.L~ are the distinct eigenvalues of f, and Ei 
is the eigenspace associated with J.Lr. 

Proof· Since f is self-adjoint, by Theorem 11.3.1 there is an orthonormal 
basis (Ul, ... , un) consisting of eigenvectors of f, and if >\1, ... , An are the 
eigenvalues of f, we know that Ai E R Since f is assumed to be positive, 
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we have Ai 2: 0, and we can write Ai = ILT, where ILi 2: o. If we define 
h: E --> E by its action on the basis (Ul, ... , un), so that 

h(Ui) = ILiUi, 

it is obvious that f = h2 and that h is positive self-adjoint (since its matrix 
over the orthonormal basis (Ul, ... ,Un ) is diagonal, thus symmetric). It 
remains to prove that h is uniquely determined by f . Let g: E --> E be 
any positive self-adjoint linear map such that f = g2. Then there is an 
orthonormal basis (Vi, ... , vn ) of eigenvectors of g, and let ILl, ... ,ILn be 
the eigenvalues of g, where ILi 2: O. Note that 

f(Vi) = g2(Vi) = g(g(Vi)) = ILTvi, 

so that Vi is an eigenvector of f for the eigenvalue ILT. If ILl, ... ,ILp are the 
distinct eigenvalues of 9 and El , ... , Ep are the corresponding eigenspaces, 
the above argument shows that each Ei is a subspace of the eigenspace Ui 

of f associated with ILT. However, we observed (just after Theorem 11.3.1) 
that 

E = El EB ... EB Ep, 

where Ei and Ej are orthogonal if i i- j, and thus we must have Ei = Ui . 
Since ILi, ILj 2: 0 and ILi i- ILj implies that ILT i- ILl, the values ILI,· . . , IL~ 
are the distinct eigenvalues of f, and the corresponding eigenspaces are 
also E1, ... ,Ep. This shows that 9 = h, and h is unique. Also, as a con­
sequence, Ker f = Ker h, and if ILl, ... ,ILp are the distinct eigenvalues of 
h, then ILI, ... ,IL~ are the distinct eigenvalues of f, and the corresponding 
eigenspaces are identical. 0 

There are now two ways to proceed. We can prove directly the singular 
value decomposition, as Strang does [166, 165], or prove the so-called polar 
decomposition theorem. The proofs are of roughly the same difficulty. We 
have chosen the second approach, since it is less common in textbook pre­
sentations, and since it also yields a little more, namely uniqueness when f 
is invertible. It is somewhat disconcerting that the next two theorems are 
given only as an exercise in Bourbaki [20] (Algebre, Chapter 9, Problem 
14, page 127). Yet, the SVD decomposition is of great practical impor­
tance. This is probably typical of the attitude of "pure mathematicians." 
However, the proof hinted at in Bourbaki is quite elegant. 

The early history of the singular value decomposition is described in 
a fascinating paper by Stewart [162]. The SVD is due to Beltrami and 
Camille Jordan independently (1873, 1874). Gauss is the grandfather of all 
this, for his work on least squares (1809, 1823) (but Legendre also published 
a paper on least squares!). Then come Sylvester, Schmidt, and Hermann 
Weyl. Sylvester's work was apparently "opaque." He gave a computational 
method to find an SVD. Schimdt's work really has to do with integral equa­
tions and symmetric and asymmetric kernels (1907). Weyl's work has to 
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due with perturbation theory (1912). Autonne came up with the polar de­
composition (1902, 1915). Eckart and Young extended SVD to rectangular 
matrices (1936, 1939). 

The next three theorems deal with a linear map f: E -+ E over a Eu­
clidean space E. We will show later on how to generalize these results to 
linear maps f: E -+ F between two Euclidean spaces E and F. 

Theorem 12.1.3 Given a Euclidean space E of dimension n, for any lin­
ear map f: E -+ E there are two positive self-adjoint linear maps hI: E -+ E 
and h2: E -+ E and an orthogonal linear map g: E -+ E such that 

f = go hI = h2 0 g. 

Furthermore, if f has rank r, the maps hI and h2 have the same positive 
eigenvalues /-LI,"" /-Lr, which are the singular values of f, i.e., the positive 
square roots of the nonnull eigenvalues of both f* 0 f and f 0 f*. Finally, 
g, hI, h2 are unique if f is invertible, and hI = h2 if f is normal. 

Proof. By Lemma 12.1.2 there are two (unique) positive self-adjoint linear 
maps hI: E -+ E and h2 : E -+ E such that f* 0 f = hi and f 0 f* = h~ . 
Note that 

for all u , vEE, since 

(f(U) , f(v)) = (u, (f* 0 f)(v)) = (u, (hI 0 ht}(v)) = (hI(U), hI(v)), 

because f* 0 f = hi and hI = hi (hI is self-adjoint). From Lemma 12.1.1, 
Ker f = Ker (f* 0 f), and from Lemma 12.1.2, Ker (f* 0 f) = Ker hI. Thus, 

Ker f = Ker hI' 

If r is the rank of f, then since hI is self-adjoint, by Theorem 11.3.1 there is 
an orthonormal basis (UI, ... , un) of eigenvectors of hI, and by reordering 
these vectors if necessary, we can assume that (Ul, .. " u r ) are associated 
with the strictly positive eigenvalues /-LI, ... , /-Lr of hI (the singular values 
of f), and that /-Lr+I = ... = /-Ln = O. Observe that (Ur+l," . ,un) is an or­
thonormal basis of Ker f = Ker hI, and that (UI' . . . , ur ) is an orthonormal 
basis of (Ker f)1. = 1m f*. Note that 

(f(Ui), f(uj)) = (hI(Ui), hI(uj)) = /-Li/-Lj(Ui, Uj) = /-L;Oij 

when 1 ::; i, j ::; n (recall that Oij = 1 if i = j, and Oij = 0 if i I- j). Letting 

f(Ui) 
Vi=--

/-Li 

when 1 ::; i ::; r, observe that 
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when 1 ::; i,j ::; r. Using the Gram-Schmidt orthonormalization procedure, 
we can extend (Vl, ... , vr ) to an orthonormal basis (Vl, ... , vn ) of E (even 
when r = 0). Also note that (Vl, ... ,Vr ) is an orthonormal basis ofImJ, 
and (Vr + 1, ... , Vn ) is an orthonormal basis of 1m J.L = Ker f* . 

We define the linear map g: E --> E by its action on the basis (Ul, ... , un) 
as follows: 

for all i, 1 ::; i ::; n. We have 

when 1 ::; i ::; r, and 

when r + 1 ::; i ::; n (since (Ur+l, ... , un) is a basis for Ker J = Ker h1), 
which shows that J = goh1 . The fact that 9 is orthogonal follows easily from 
the fact that it maps the orthonormal basis (Ul, ... , un) to the orthonormal 
basis (Vl, ... , vn ). 

We can show that J = h2 0 9 as follows. Notice that 

when 1 ::; i ::; r, and 

h~(Vi) = (f 0 f*) (J~~i)) , 

= (f 0 (f* 0 f)) (::) , 

= ~(f 0 hi)(Ui), 
J,Li 
1 2 = - J(h1(Ui)), 

J,Li 
1 2 

= - J(J,LiUi), 
J,Li 

= J,Ld(Ui), 
2 = J,LiVi 

h~(Vi) = (f 0 f*)(Vi) = JU*(Vi)) = 0 

when r + 1 ::; i ::; n, since (vr+l, .. . , vn) is a basis for Ker f* = (1m f).L. 
Since h2 is positive self-adjoint, so is h~, and by Lemma 12.1.2, we must 
have 

when 1 ::; i ::; r, and 
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when r + 1 ~ i ~ n. This shows that (VI, ... ,Vn ) are eigenvectors of h2 for 
J.lI, . '" J.ln (since J.lr+l = ... = J.ln = 0), and thus hI and h2 have the same 
eigenvalues J.lI,···, J.ln· 

As a consequence, 

when 1 ~ i ~ n. Since hI, h2' f* 0 I, and 1 0 f* are positive self-adjoint, 
f* 0 I = hi, 10 f* = h~ , and J.lI , ... ,J.lr are the eigenvalues of both hI and 
h2' it follows that J.lI,"" J.lr are the singular values of I , i.e. , the positive 
square roots of the nonnull eigenvalues of both f* 0 I and I 0 f* . 

Finally, if I is invertible, then hI and h2 are invertible, and since 

f* 0 I = hi and 1 0 f* = h~, 

by Lemma 12.1.2 hI and h2 are unique, and thus 9 is also unique, since 
9 = 1 0 hil. If h is normal , then f* 0 I = 1 0 f* and hI = h2 · 0 

In matrix form, Theorem 12.2.1 can be stated as follows. For every real 
n x n matrix A, there is some orthogonal matrix R and some positive 
symmetric matrix S such that 

A=RS. 

Furthermore, R, S are unique if A is invertible. A pair (R, S) such that 
A = RS is called a polar decomposition 01 A. For example, the matrix 

A = ~ (~ 
2 1 

1 

1 
1 

-1 
-1 

1 
-1 
1 

-1 

~1) 
-1 
1 

is both orthogonal and symmetric, and A = RS with R = A and S = I , 
which implies that some of the eigenvalues of A are negative. 

Remark: If E is a Hermitian space, Theorem 12.1.3 also holds, but the 
orthogonal linear map 9 becomes a unitary map. In terms of matrices, the 
polar decomposition states that for every complex n x n matrix A, there is 
some unitary matrix U and some positive Hermitian matrix H such that 

A=UH. 

12.2 Singular Value Decomposition (SVD) 

The proof of Theorem 12.1.3 shows that there are two orthonormal bases 
(UI' . .. ,un) and (VI, ... , vn ), where (UI,"" un) are eigenvectors of hI 
and (VI, ... , Vn ) are eigenvectors of h2. Furthermore, (UI, ' .. ,ur ) is an or­
thonormal basis of 1m f*, (ur + I, .. . , Un) is an orthonormal basis of Ker I, 
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(VI, ... ,Vr ) is an orthonormal basis of Imf, and (Vr+b ... ,vn) is an or­
thonormal basis of Ker j*. Using this, we immediately obtain the singular 
value decomposition theorem. Note that the singular value decomposition 
for linear maps of determinant +1 is called the Cartan decomposition (after 
Elie Cartan)! 

Theorem 12.2.1 Given a Euclidean space E of dimension n, for every 
linear map f: E ----+ E there are two orthonormal bases (UI,"" un) and 
(VI, ... , Vn ) such that if l' is the rank of f, the matrix of f w. r. t. these two 
bases is a diagonal matrix of the form 

where JiI,'" ,Jir are the singular values of f, i.e., the (positive) square 
roots of the nonnull eigenvalues of j* 0 f and f 0 j*, and Jir+l = ... = 
Jin = O. Furthermore, (Ub""Un ) are eigenvectors of j* of, (VI, ... ,Vn ) 
are eigenvectors of f 0 j*, and f(ui) = JiiVi when 1 :::; i :::; n. 

Proof. Going back to the proof of Theorem 12.2.1, there are two orthonor­
mal bases (UI' ... ,un) and (VI, ... ,Vn ), where (UI, ... ,un) are eigenvectors 
of hb (VI, ... ,Vn ) are eigenvectors of h2, f(ui) = JiiVi when 1 :::; i:::; 1', and 
f(ui) = 0 when l' + 1 :::; i :::; n. But now, with respect to the orthonormal 
bases (UI,"" un) and (VI, ... , vn ), the matrix of f is indeed 

where JiI,'" ,Jir are the singular values of f and Jir+I = ... = Jin = 0·0 

Note that Jii > 0 for all i (1 :::; i :::; n) iff f is invertible. Given an 
orientation of the Euclidean space E specified by some orthonormal basis 
(eb"" en) taken as direct, if det(f) :::: 0, we can always make sure that the 
two orthonormal bases (UI' ... ,un) and (VI, ... ,Vn ) are oriented positively. 
Indeed, if det(f) = 0, we just have to flip Un to -Un if necessary, and Vn 
to -Vn if necessary. If det(f) > 0, since Jii > 0 for all i, 1 :::; i ::::: n, the 
orthogonal matrices U and V whose columns are the u/s and the Vi'S have 
determinants of the same sign. Since f(un ) = JinVn and Jin > 0, we just 
have to flip Un to -Un if necessary, since Vn will also be flipped. Theorem 
12.2.1 can be restated in terms of (real) matrices as follows. 

Theorem 12.2.2 For every real n x n matrix A there are two orthogonal 
matrices U and V and a diagonal matrix D such that A = V DUT , where 
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D is of the form 

where /Ll,"" /Lr are the singular values of f, i.e., the (positive) square roots 
of the nonnull eigenvalues of AT A and A AT, and /Lr+l = ... = /Ln = O. 
The columns of U are eigenvectors of AT A, and the columns of V are 
eigenvectors of A AT. Furthermore, if det(A) ;::: 0, it is possible to choose 
U and V such that det(U) = det(V) = +1, i.e., U and V are rotation 
matrices. 

A triple (U, D, V) such that A = V D UT is called a singular value 
decomposition (SVD) of A. 

Remarks: 

(1) In Strang [166] the matrices U, V, D are denoted by U = Q2, V = Ql, 
and D = ~, and an SVD is written as A = Ql~Qr This has the 
advantage that Ql comes before Q2 in A = Ql~Qr This has the 
disadvantage that A maps the columns of Q2 (eigenvectors of AT A) 
to multiples of the columns of Ql (eigenvectors of AAT ). 

(2) Algorithms for actually computing the SVD of a matrix are presented 
in Golub and Van Loan [75] and Trefethen and Bau [170], where the 
SVD and its applications are also discussed quite extensively. 

(3) The SVD also applies to complex matrices. In this case, for every 
complex n x n matrix A, there are two unitary matrices U and V and 
a diagonal matrix D such that 

A = VDU*, 

where D is a diagonal matrix consisting of real entries /Ll,"" /Ln, 
where /Ll, ... ,/Lr are the singular values of f, i.e., the positive square 
roots of the nonnull eigenvalues of A * A and A A *, and /Lr+l = ... = 
/Ln = O. 

It is easy to go from the polar form to the SVD, and conversely. Indeed, 
given a polar decomposition A = R1S, where Rl is orthogonal and S 
is positive symmetric, there is an orthogonal matrix R2 and a positive 
diagonal matrix D such that S = R2D RJ, and thus 

A = R 1R 2DRi = VDU T , 

where V = R1R2 and U = R2 are orthogonal. 
Going the other way, given an SVD decomposition A = V D U T , let 

R = V UT and S = U D UT . It is clear that R is orthogonal and that Sis 
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positive symmetric, and 

A = RS = V U T U D U T = A = V D U T. 

Note that it is possible to require that det(R) = +1 when det(A) 2: o. 
Theorem 12.2.2 can be easily extended to rectangular m x n matrices (see 

Strang [166J or Golub and Van Loan [75], Trefethen and Bau [170]). As a 
matter offact, both Theorem 12.1.3 and Theorem 12.2.1 can be generalized 
to linear maps f: E ----+ F between two Euclidean spaces E and F . In order 
to do so, we need to define the analogue of the notion of an orthogonal 
linear map for linear maps f: E ----+ F. By definition, the adjoint 1*: F ----+ E 
of a linear map f: E ----+ F is the unique linear map such that 

(f(U),V)2 = (u,f*(V))l 

for all u E E and all v E F. Then we have 

(f(u), f(V))2 = (u, (1* 0 f)(v)h 

for all u, vEE. Letting n = dim(E), m = dim(F), and p = min(m, n), if f 
has rank p and if for every p orthonormal vectors (Ul, ... , up) in (Ker f).L 
the vectors (f(Ul), ... ,J(up )) are also orthonormal in F, then 

r 0 f = id 

on (Ker f).L. The converse is immediately proved. Thus, we will say that a 
linear map f: E ----+ F is weakly orthogonal if is has rank p = min( m, n) and 
if 

r 0 f = id 

on (Ker f).L. Of course, 1* 0 f = 0 on Ker f. In terms of matrices, we will 
say that a real m x n matrix A is weakly orthogonal if its first p = min( m, n) 
columns are orthonormal, the remaining ones (if any) being null columns. 
This is equivalent to saying that 

AT A = In 

if m 2: n, and that 

if n > m. In this latter case (n > m), it is immediately shown that 

AAT = 1m , 

and AT is also weakly orthogonal. The main difference with orthogonal 
matrices is that A A T is usually not a nice matrix of the above form when 
m :S n (unless m = n). Weakly unitary linear maps are defined analogously. 

Theorem 12.2.3 Given any two Euclidean spaces E and F, where E has 
dimension nand F has dimension m, for every linear map f: E ----+ F there 
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are two positive self-adjoint linear maps hI: E -> E and h2: F -> F and a 
weakly orthogonal linear map g: E -> F such that 

f = go hI = h2 0 g. 

Furthermore, if f has rank r, the maps hI and h2 have the same positive 
eigenvalues J-lI, ... , J-lr , which are the singular values of f, i. e., the positive 
square roots of the nonnull eigenvalues of both 1* 0 f and f 0 1*. Finally, 
g, hI, h2 are unique if f is invertible, and hI = h2 if f is normal. 

Proof. By Lemma 12.1.2 there are two (unique) positive self-adjoint linear 
maps hI: E -> E and h2 : F -> F such that 1* 0 f = hi and f 0 1* = h~. As 
in the proof of Theorem 12.1.3, 

Ker f = Ker hI, 

and letting r be the rank of f, there is an orthonormal basis (UI,' .. ,un) 
of eigenvectors of hI such that (UI' ... , u r ) are associated with the strictly 
positive eigenvalues J-lI , ' .. ,J-lr of hI (the singular values of 1). The vec­
tors (ur+1, " " un) form an orthonormal basis of Ker f = Ker hI, and 
the vectors (UI,"" ur ) form an orthonormal basis of (Ker 1).1. = 1m 1*. 
Furthermore, letting 

f(Ui) 
Vi=--

J-li 

when 1 :::; i :::; r, using the Gram-Schmidt orthonormalization procedure, 
we can extend (VI, ... , Vr ) to an orthonormal basis (VI, ... , vm ) of F (even 
when r = 0). Also note that (VI"'" vr ) is an orthonormal basis of 1m f, 
and (Vr+ I, ... , vm ) is an orthonormal basis of 1m f.1. = Ker 1* . 

Letting p = min(m, n), we define the linear map g: E -+ F by its action 
on the basis (UI,"" un) as follows: 

g(Ui)=Vi 

for all i, 1 :::; i :::; p, and 

g(Ui) = 0 

for all i, p + 1 :::; i :::; n. Note that r :::; p. Just as in the proof of Theorem 
12.1.3, we have 

when 1 :::; i :::; r, and 

(g 0 hl)(Ui) = g(hl(ui)) = g(O) = 0 

when r + 1 :::; i :::; n (since (Ur+l, . . . , un) is a basis for Ker f = Ker hI), 
which shows that f = go hI. The fact that 9 is weakly orthogonal follows 
easily from the fact that it maps the orthonormal vectors (UI,' .. , up) to 
the orthonormal vectors (VI,.'" Vp ). 
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We can show that f = h2 0 9 as follows. Just as in the proof of Theorem 
12.1.3, 

when 1 S; i S; r, and 

when r + 1 S; i S; m, since (Vr+I, ... ,vm ) is a basis for Ker 1* = (1m 1)1. . 
Since h2 is positive self-adjoint, so is h~, and by Lemma 12.1.2, we must 
have 

when 1 S; i S; r, and 

when r + 1 S; i S; m. This shows that (VI, . . . ,Vm ) are eigenvectors of h2 
for /-LI, ... ,/-Lm (letting /-Lr+l = ... = /-Lm = 0), and thus hI and h2 have the 
same nonnull eigenvalues /-LI, ... , /-Lr· 

As a consequence, 

when 1 S; i S; m . Since hI, h2' 1* 0 f, and f 0 1* are positive self-adjoint, 
1* 0 f = hi, f 01* = h~, and /-LI, . .. ,/-Lr are the eigenvalues of both hI and 
h2' it follows that /-Lb . .. ,/-Lr are the singular values of f, i.e., the positive 
square roots of the nonnull eigenvalues of both 1* 0 f and f 0 1*. 

Finally, if f is invertible, then hI and h2 are invertible, and since 

1* 0 f = hi and f 0 1* = h~, 

by Lemma 12.1.2 hI and h2 are unique, and thus 9 is also unique, since 
9 = f 0 h1I. If h is normal, then 1* 0 f = f 0 1* and hI = h2· 0 

In matrix form, Theorem 12.2.3 can be stated as follows. For every real 
m x n matrix A, there is some weakly orthogonal m x n matrix R and some 
positive symmetric n x n matrix S such that 

A=RS. 

The proof also shows that if n > m, the last n - m columns of R are zero 
vectors. A pair (R, S) such that A = RS is called a polar decomposition of 
A . 

Remark: If E is a Hermitian space, Theorem 12.2.3 also holds, but the 
weakly orthogonal linear map 9 becomes a weakly unitary map. In terms 
of matrices, the polar decomposition states that for every complex m x n 
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matrix A, there is some weakly unitary m x n matrix U and some positive 
Hermitian n x n matrix H such that 

A=UH. 

The proof of Theorem 12.2.3 shows that there are two orthonormal bases 
(UI' . .. ,un) and (VI, ... ,vm ) for E and F, respectively, where (UI' ... ,un) 
are eigenvectors of hI and (VI, ... , Vm ) are eigenvectors of h2 . Further­
more, (UI, ... , ur ) is an orthonormal basis of 1m f*, (Ur+l, ... , un) is an 
orthonormal basis of Ker f, (VI, ... , V r ) is an orthonormal basis of 1m f, 
and (vr+l, ... , vm ) is an orthonormal basis of Ker f*. Using this, we im­
mediately obtain the singular value decomposition theorem for linear maps 
f: E -+ F, where E and F can have different dimensions. 

Theorem 12.2.4 Given any two Euclidean spaces E and F, where E has 
dimension nand F has dimension m, for every linear map f: E -+ F there 
are two orthonormal bases (UI, ... ,un) and (VI, ... ,Vm) such that if r is 
the rank of f, the matrix of f w.r.t. these two bases is a m x n matrix D 
of the form 

f.LI 

f.L2 

C 
0 

i). 
f.L2 0 

D= f.Ln or D= 

0 0 0 
f.Lm 0 

0 0 

where f.LI, ... , f.Lr are the singular values of f, i.e., the (positive) square roots 
of the nonnull eigenvalues of f* 0 f and f 0 f*, and f.Lr+1 = ... = f.Lp = 0, 
where p = min(m, n). Furthermore, (UI, ... , un) are eigenvectors of f* 0 f, 
(VI, ... , vm ) are eigenvectors of f 0 f*, and f( Ui) = f.LiVi when 1 ::; i ::; p = 
min(m,n). 

Even though the matrix D is an m x n rectangular matrix, since its 
only nonzero entries are on the descending diagonal, we still say that D 
is a diagonal matrix. Theorem 12.2.4 can be restated in terms of (real) 
matrices as follows. 

Theorem 12.2.5 For every real m x n matrix A, there are two orthogonal 
matrices U (n x n) and V (m x m) and a diagonal m x n matrix D such 
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that A = V D UT , where D is of the form 

/11 
/12 

D= 
o o 

(
/1.

1 

or D = 

o o 

o 
o 
o 

/1m 0 

where /11, . . . , /1r are the singular values of f , i. e. the (positive) square roots 
of the nonnull eigenvalues of AT A and A AT, and /1rH = . .. = /1p = 0, 
where p = min( m, n) . The columns of U are eigenvectors of AT A, and the 
columns of V are eigenvectors of A AT. 

A triple (U, D, V) such that A = V D UT is called a singular value de­
composition (SVD) of A. The SVD of matrices can be used to define the 
pseudo-inverse of a rectangular matrix; see Strang [166], Trefethen and Bau 
[170], or Golub and Van Loan [75] for a thorough presentation. 

Remark: The matrix form of Theorem 12.2.3 also yields a variant of the 
singular value decomposition. First , assume that m 2: n. Given an m x n 
matrix A, there is a weakly orthogonal m x n matrix Rl and a positive 
symmetric n x n matrix S such that 

A = R 1S. 

Since S is positive symmetric, there is an orthogonal n x n matrix R2 and 
a diagonal n x n matrix D with nonnegative entries such that 

S=R2DRJ. 

Thus, we can write 

A = R1R2DRJ. 

We claim that RIR2 is weakly orthogonal. Indeed, 

(R1R2) T (R1R2) = RJ (Ri Rt}R2' 

and if m 2: n, we have 

so that 

(R1R2) T (R1R2) = In . 

Thus, RIR2 is indeed weakly orthogonal. Let us now consider the case 
n > m. From the version of SVD in which 

A= VDU T 
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where U is n x n orthogonal, V is m x m orthogonal, and D is m x n 
diagonal with nonnegative diagonal entries, letting V' be the m x n matrix 
obtained from V by adding n - m zero columns and D' be the n x n matrix 
obtained from D by adding n - m zero rows, it is immediately verified that 

V'D' =VD, 

and thus when n > m, we also have 

A = V'D'UT , 

where U is n x n orthogonal, V' is m x n weakly orthogonal, and D' is 
n x n diagonal with nonnegative diagonal entries. As a consequence, in both 
cases we have shown that there exists a weakly orthogonal m x n matrix 
V, an orthogonal n x n matrix U, and a diagonal n x n matrix D with 
nonnegative entries such that 

There is yet another alternative when n > m. Given an m x n matrix 
A, there is a positive symmetric m x m matrix S and a weakly orthogonal 
m x n matrix R I , such that 

A = SRI. 

Since S is positive symmetric, there is an orthogonal m x m matrix R2 and 
a diagonal m x m matrix D with nonnegative entries such that 

S=R2DRJ. 

Thus, we can write 

A = R2DRJ RI . 

We claim that RJ RI is weakly orthogonal. Indeed, 

(RJ RI ) T RJ RI = RJ (R2RJ)RI = RJ RI , 

since R2 is orthogonal, and if n > m, we have 

so that 

and RJ R 1 is weakly orthogonal. Since n > m, (RJ R 1) T = Ri R2 is also 
weakly orthogonal. As a consequence, we have shown that when m ~ n, 
there exists a weakly orthogonal m x n matrix V, an orthogonal n x n 
matrix U, and a diagonal n x n matrix D with nonnegative entries such 
that 
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and when n > m, there exists an orthogonal m x m matrix V, a weakly or­
thogonal m x n matrix UT (with U also weakly orthogonal) , and a diagonal 
m x m matrix D with nonnegative entries, such that 

In both cases, 

VTAU = D . 

One of the spectral theorems states that a symmetric matrix can be diag­
onalized by an orthogonal matrix. There are several numerical methods to 
compute the eigenvalues of a symmetric matrix A. One method consists in 
tridiagonalizing A, which means that there exists some orthogonal matrix 
P and some symmetric tridiagonal matrix T such that A = PT pT. In fact, 
this can be done using Householder transformations. It is then possible to 
compute the eigenvalues of T using a bisection method based on Sturm 
sequences. One can also use Jacobi's method. For details, see Golub and 
Van Loan [75], Chapter 8, Trefethen and Bau [170], Lecture 26, or Ciarlet 
[33]. Computing the SVD of a matrix A is more involved. Most methods 
begin by finding orthogonal matrices U and V and a bidiagonal matrix B 
such that A = V BUT . This can also be done using Householder transfor­
mations. Observe that B T B is symmetric tridiagonal. Thus, in principle, 
the previous method to diagonalize a symmetric tridiagonal matrix can be 
applied. However, it is unwise to compute BT B explicitly, and more subtle 
methods are used for this last step. Again, see Golub and Van Loan [75], 
Chapter 8, and Trefethen and Bau [170], Lecture 3l. 

The polar form has applications in continuum mechanics. Indeed, in any 
deformation it is important to separate stretching from rotation. This is 
exactly what QS achieve.>. The orthogonal part Q corresponds to rotation 
(perhaps with an additional reflection), and the symmetric matrix S to 
stretching (or compression) . The real eigenvalues 0"1, . .. ,0" r of S are the 
stretch factors (or compression factors) (see Marsden and Hughes [118]). 
The fact that S can be diagonalized by an orthogonal matrix corresponds 
to a natural choice of axes, the principal axes. 

The SVD has applications to data compression, for instance in image 
processing. The idea is to retain only singular values whose magnitudes are 
significant enough. The SVD can also be used to determine the rank of 
a matrix when other methods such as Gaussian elimination produce very 
small pivots. One of the main applications of the SVD is the computation 
of the pseudo-inverse. Pseudo-inverses are the key to the solution of various 
optimization problems, in particular the method of least squares. This topic 
is discussed in the next chapter (Chapter 13) . Applications of the material 
of this chapter can be found in Strang [166, 165]; Ciarlet [33] ; Golub and 
Van Loan [75], which contains many other references; and Trefethen and 
Bau [170]. 
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12.3 Problems 

Problem 12.1 (1) Given a matrix 

A=(~ ~) 
prove that there are Householder matrices G, H such that 

G AH = (c~s B sin B ) (a b) (c~s cp sin cp ) = D 
sm B - cos Bcd sm cp - cos cp , 

where D is a diagonal matrix, iff the following equations hold: 

(b + c) cos(B + cp) = (a - d) sin(B + cp), 

(c - b) cos(B - cp) = (a + d) sin(B - cp). 

(2) Discuss the solvability of the system. Consider the following cases: 

1. a - d = a + d = O. 

2a. a - d = b + c = 0, a + d =f. O. 

2b. a - d = 0, b + c =f. 0, a + d =f. O. 

3a. a + d = c - b = 0, a - d =f. O. 

3b. a + d = 0, c - b =f. 0, a - d =f. O. 

4. a + d =f. 0, a - d =f. O. Show that the solution in this case is 

B = ~ [arctan (! ~ ~) + arctan (~ ~ ~) ] , 

cp = ~ [arctan (! ~ ~) - arctan (~ ~ ~) ] . 

If b = 0, show that the discussion is simpler: Basically, consider c = 0 or 
c =f. O. 

(3) Expressing everything in terms of u = cot B and v = cot cp, show that 
the equations of question (1) become 

(b+ c)(uv - 1) = (u + v)(a - d), 

(c - b)(uv + 1) = (-u + v)(a + d). 

Remark: I was unable to find an elegant solution for this system. 

Problem 12.2 The purpose of this problem is to prove that given any 
linear map f: E --+ E, where E is a Euclidean space of dimension n ~ 2 and 
an orthonormal basis (el"'" en), there are isometries gi, hi, hyperplane 
reflections or the identity, such that the matrix of 

gn 0 ... a gl 0 f a hI a ... a hn 
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is a lower bidiagonal matrix, which means that the nonzero entries (if any) 
are on the main descending diagonal and on the diagonal below it. 

(1) Prove that for any isometry f: E ---> E we have I = f* = 1-1 iff 
101 = id. 

(2) Proceed by induction, taking inspiration from the proof of the 
triangular decomposition given in Chapter 6. Let Uk be the subspace 
spanned by (el,"" ek) and U;: be the subspace spanned by (ek+l,"" en), 
1 :S k :S n - 1. For the base case, proceed as follows. 

Let VI = f*(eI) and rl,l = Ilv& Find an isometry hI (reflection or id) 
such that 

hl(f*(eI)) = rl, leI· 

Observe that hI (f* (el)) E U{, so that 

(hl(f*(eI)),ej) = 0 

for all j, 2 :S j :S n, and conclude that 

(el, 1 0 hl(ej)) = 0 

for all j, 2 :S j :S n. 
Next , let 

Ul = I 0 hI (el) = u~ + u~, 
where u~ E U{ and u~ E Ur, and let r2,1 = Ilu~ll· Find an isometry 91 

(reflection or id) such that 

and that 

(el,9l 0 I 0 hl(ej)) = 0 

for all j, 2 :S j :S n. At the end of this stage, show that 91 0 I 0 hI has 
a matrix such that all entries on its first row except perhaps the first are 
null, and that all entries on the first column, except perhaps the first two, 
are null. 

Assume by induction that some isometries gl, . .. , gk and hI, ... , hk have 
been found, either reflections or the identity, and such that 

!k = 9k 0 ... 091 0 I 0 hI 0 ... 0 hk 

has a matrix that is lower bidiagonal up to and including row and column 
k, where 1 :S k :S n - 2. 

Let 
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where V~+I E Uk and V~+I E Uf, and let Tk+1, k+1 = Ilv~+& Find an 
isometry hk+1 (reflection or id) such that 

hk+1(V~+1) = Tk+I ,k+1 ek+I· 

Show that if hk+I is a reflection, then Uk <:;.; Hk+ll where Hk+1 is the 
hyperplane defining the reflection hk+I. Deduce that hk+1 (v~+1) = v~+1' 
and that 

hk+1Uk(ek+I)) = v~+1 + Tk+1,k+1 ek+1· 

Observe that hk+1Uk(ek+1)) E Uk+l1 so that 

(hk+1 Uk (ek+1)), ej) = 0 

for all j, k + 2 ::; j ::; n, and thus 

(ek+I,ikohk+l(ej)) =0 

for all j, k + 2 ::; j ::; n. 
Next, let 

Uk+1 = !k 0 hk+I(ek+1) = u~+1 + u%+1 ' 

where u~+1 E Uk+1 and u%+1 E Uf+1' and let Tk+2 ,k+1 = Ilu%+1II. Find an 
isometry gk+1 (reflection or id) such that 

gk+I(U%+1) = Tk+2,k+1 ek+2· 

Show that if gk+1 is a reflection, then Uk+1 <:;.; Gk+1, where Gk+I is the 
hyperplane defining the reflection gk+1 . Deduce that gk+1 (ei) = ei for all 
i, 1 ::; i ::; k + 1, and that 

gk+1 ° ik 0 hk+1(ek+d = u~+1 + Tk+2, k+I ek+2· 

Since by induction hypothesis 

(ei,ik ohk+1(ej)) = 0 

for all i,j, 1 ::; i ::; k + 1, k + 2::; j ::; n, and since gk+1(ei) = ei for all i, 
1 ::; i ::; k + 1, conclude that 

(ei,gk+1 o!k 0 hk+I(ej)) = 0 

for all i, j, 1 ::; i ::; k + 1, k + 2 ::; j ::; n. Finish the proof. 

Problem 12.3 Write a computer program implementing the method of 
Problem 12.2 to convert an n x n matrix to bidiagonal form. 



13 
Applications of Euclidean Geometry to 
Various Optimization Problems 

De tous les principes qu'on peut proposer pour cet objet, je pense 
qu'il n'en est pas de plus general, de plus exact, ni d'une application 
plus facile, que celui dont nous avons fait usage dans les recherches 
pecedentes, et qui consiste it rendre minimum la somme des carres 
des erreurs. Par ce moyen il s'etablit entre les erreurs une sorte 
d'equilibre qui, empikhant les extremes de pfevaloir, est tres pro­
pre it faire connaitre l'etat du systeme Ie plus proche de la verite. 
-Legendre, 1805, Nouvelles Methodes pour la determination des 
Orbites des Gometes 

13.1 Applications of the SVD and 
QR-Decomposition to Least Squares 
Problems 

The method of least squares is a way of "solving" an overdetermined system 
of linear equations 

Ax =b, 

i.e., a system in which A is a rectangular m x n matrix with more equations 
than unknowns (when m > n). Historically, the method of least squares was 
used by Gauss and Legendre to solve problems in astronomy and geodesy. 
The method was first published by Legendre in 1805 in a paper on methods 
for determining the orbits of comets. However, Gauss had already used 

J. Gallier, Geometric Methods and Applications
© Springer Science+Business Media New York 2001
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the method of least squares as early as 1801 to determine the orbit of the 
asteroid Ceres, and he published a paper about it in 1810 after the discovery 
of the asteroid Pallas. Incidentally, it is in that same paper that Gaussian 
elimination using pivots is introduced. 

The reason why more equations than unknowns arise in such problems 
is that repeated measurements are taken to minimize errors. This produces 
an overdetermined and often inconsistent system of linear equations. For 
example, Gauss solved a system of eleven equations in six unknowns to de­
termine the orbit of the asteroid Pallas. As a concrete illustration, suppose 
that we observe the motion of a small object, assimilated to a point, in 
the plane. From our observations, we suspect that this point moves along a 
straight line, say of equation y = dx+c. Suppose that we observed the mov­
ing point at three different locations (Xl, yd, (X2, Y2), and (X3, Y3). Then 
we should have 

c + dXI = Yb 

C + dX2 = Y2, 

C + dX3 = Y3. 

If there were no errors in our measurements, these equations would be 
compatible, and c and d would be determined by only two of the equations. 
However, in the presence of errors, the system may be inconsistent. Yet, 
we would like to find c and d! 

The idea of the method of least squares is to determine (c, d) such that 
it minimizes the sum of the squares of the errors, namely, 

In general, for an overdetermined m x n system Ax = b, what Gauss and 
Legendre discovered is that there are solutions x minimizing 

IIAx - bl1 2 

(where IIull 2 = u~ + ... +u~, the square of the Euclidean norm of the vector 
u = (Ub ... , un)), and that these solutions are given by the square n x n 
system 

called the normal equations. Furthermore, when the columns of A are lin­
early independent, it turns out that AT A is invertible, and so x is unique 
and given by 

Note that AT A is a symmetric matrix, one of the nice features of the normal 
equations of a least squares problem. For instance, the normal equations 
for the above problem are 
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(Xl +:2 + X3 ~?: ~~: ~~) (~) = (XIY~~+X;~2+:~3Y3) . 
In fact, given any real m x n matrix A, there is always a unique x+ of 

minimum norm that minimizes IIAx - b!l2, even when the columns of A are 
linearly dependent. How do we prove this, and how do we find x+? 

Theorem 13.1.1 Every linear system Ax = b, where A is an mxn matrix, 
has a unique least squares solution x+ of smallest norm. 

Proof. Geometry offers a nice proof of the existence and uniqueness of 
x+. Indeed, we can interpret b as a point in the Euclidean (affine) space 
]Rm, and the image subspace of A (also called the column space of A) as 
a subspace U of ]Rm (passing through the origin). Then, we claim that x 
minimizes !lAx - b!l2 iff Ax is the orthogonal projection p of b onto the 
subspace U, which is equivalent to pb = b - Ax being orthogonal to U. 

First of all, if U 1. is the vector space orthogonal to U, the affine space 
b + U1. intersects U in a unique point p (this follows from Lemma 2.11.3). 
Next, for any point y E U, the vectors py and bp are orthogonal, which 
implies that 

Thus, p is indeed the unique point in U that minimizes the distance from 
b to any point in U. 

To show that there is a unique x+ of minimum norm minimizing the 
(square) error !lAx - b!l2, we use the fact that 

]Rn = Ker A EEl (Ker A)1.. 

Indeed, every x E ]Rn can be written uniquely as x = u+v, where u E Ker A 
and v E (Ker A)1., and since u and v are orthogonal, 

!lx!l2 = !lu!l2 + !lv!l2. 

Furthermore, since u E Ker A, we have Au = 0, and thus Ax = p iff Av = p, 
which shows that the solutions of Ax = p for which x has minimum norm 
must belong to (Ker A)1.. However, the restriction of A to (Ker A)1. is 
injective. This is because if AVI = AV2 where VI, V2 E (Ker A)1., then 
A( V2 - V2) = 0, which implies V2 - VI E Ker A, and since VI, V2 E (Ker A)1., 
we also have V2 - VI E (Ker A)1., and consequently, V2 - VI = 0. This shows 
that there is a unique x of minimum norm minimizing !lAx - b11 2, and that 
it must belong to (Ker A)1.. 0 

The proof also shows that x minimizes !lAx - b!l2 iff pb = b - Ax is 
orthogonal to U, which can be expressed by saying that b-Ax is orthogonal 
to every column of A. However, this is equivalent to 

AT (b - Ax) = 0, i.e., AT Ax = ATb. 
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Finally, it turns out that the minimum norm least squares solution x+ can 
be found in terms of the pseudo-inverse A + of A, which is itself obtained 
from the SVD of A. 

If A = VDUT , with 

D = diag(.Al' ... ,.Ar , 0, ... ,0), 

where .Ai > 0, letting 

D+ = diag(I/.All ... , 1/.An 0, ... ,0), 

the pseudo-inverse of A is defined as 

A+ = UD+VT . 

Theorem 13.1.2 The least squares solution of smallest norm of the linear 
system Ax = b, where A is an m x n matrix, is given by 

x+ = A+b = UD+VTb. 

Proof. First, assume that A is a (rectangular) diagonal matrix D, as above. 
Then, since x minimizes IIDx - bl1 2 iff Dx is the projection of b onto the 
image subspace U of D, it is fairly obvious that x+ = D+b. Otherwise, we 
can write 

where U and V are orthogonal. However, since V is an isometry, 

IIAx - bll = IIV DUT x - bll = IIDUT x - VTbll· 
Letting y = UT x, we have Ilxll = IIYII, since U is an isometry, and since U 
is surjective, IIAx - bll is minimized iff IIDy - VTbl1 is minimized, and we 
showed that the least solution is 

y+ = D+VTb. 

Since y = UT x, with IIxll = IIYII, we get 

x+ = UD+VTb = A+b. 

Thus, the pseudo-inverse provides the optimal solution to the least squares 
problem. 0 

The following properties due to Penrose characterize the pseudo-inverse 
of a matrix. For a proof, see Kincaid and Cheney [100j. 

Lemma 13.1.3 Given any m x n matrix A (real or complex), the pseudo­
inverse A + of A is the unique n x m matrix satisfying the following 
properties: 

AA+A=A, 
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A+ AA+ = A+, 

(AA+) T = AA+, 

(A+ A)T = A+ A. 

If A is an m x n matrix of rank n (and so m ~ n), it is immediately 
shown that the Q R-decomposition in terms of Householder transformations 
applies as follows: 

There are n m x m matrices HI,'" , H n, Householder matrices or the 
identity, and an upper triangular m x n matrix R of rank n, such that 

A = HI" . Hn R . 

Then, because each Hi is an isometry, 

IIAx - bll = IIRx - Hn'" Hlbll, 

and the least squares problem Ax = b is equivalent to the system 

Rx = Hn···Hlb. 

Now, the system 

is of the form 

where RI is an invertible n x n matrix (since A has rank n), e E lR.n , and 
d E lR.m - n , and the least squares solution of smallest norm is 

x+ = Rile. 

Since RI is a triangular matrix, it is very easy to invert RI . 
The method of least squares is one of the most effective tools of the 

mathematical sciences. There are entire books devoted to it. Readers are 
advised to consult Strang [166] or Golub and Van Loan [75], where exten­
sions and applications of least squares (such as weighted least squares and 
recursive least squares) are described. Golub and Van Loan also contains 
a very extensive bibliography, including a list of books on least squares. 

13.2 Minimization of Quadratic Functions Using 
Lagrange Multipliers 

Many problems in physics and engineering can be stated as the minimiza­
tion of some energy function, with or without constraints. Indeed, it is a 
fundamental principle of mechanics that nature acts so as to minimize en­
ergy. Furthermore, if a physical system is in a stable state of equilibrium, 
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then the energy in that state should be minimal. For example, a small ball 
placed on top of a sphere is in an unstable equilibrium position. A small 
motion causes the ball to roll down. On the other hand, a ball placed inside 
and at the bottom of a sphere is in a stable equilibrium position, because 
the potential energy is minimal. 

The simplest kind of energy function is a quadratic function. Such 
functions can be conveniently defined in the form 

P(x)=xTAx-xTb, 

where A is a symmetric n x n matrix, and x, b, are vectors in ]Rn, viewed 
as column vectors. Actually, for reasons that will be clear shortly, it is 
preferable to put a factor ~ in front of the quadratic term, so that 

1 
P(x) = "2x TAx - x Tb. 

The question is, under which conditions (on A) does P(x) have a unique 
global minimum? 

It turns out that if A is symmetric positive definite, then P(x) has a 
unique global minimum precisely when 

Ax=b. 

Recall that a symmetric positive definite matrix is a matrix whose eigen­
values are strictly positive. An equivalent criterion is given in the following 
lemma. 

Lemma 13.2.1 Given any Euclidean space E of dimension n , every self­
adjoint linear map f: E -+ E is positive definite iff 

(x, f(x)) > 0 

for all x =I- o. 
Proof. First, assume that f is positive definite. Recall that every self­
adjoint linear map has an orthonormal basis (el , . .. , en) of eigenvectors, 
and let AI, . . . ,An be the corresponding eigenvalues. With respect to this 
basis, for every x = Xlel + ... + xnen =I- 0, we have 

n 

= LAiX ;, 

i=1 

which is strictly positive, since Ai > 0 for i = 1, ... ,n, and Xi > 0 for some 
i, since x =I- O. 
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Conversely, assume that 

(x,f(x)) > 0 

for all x i- O. Then, for x = ei, we get 

(ei, f(ei)) = (ei, ,\ei) = Ai, 

and thus Ai > 0 for all i = 1, ... , n. 0 

If A is symmetric positive definite, it is easily checked that A -1 is also 
symmetric positive definite. Also, if C is a symmetric positive definite m x m 
matrix and A is an m x n matrix of rank n (and so m 2: n), then AT CA 
is symmetric positive definite. 

We can now prove that 

1 
P(x) = 2"xT Ax-xT b 

has a global minimum when A is symmetric positive definite. 

Lemma 13.2.2 Given a quadratic function 

1 
P(x) = 2"x TAx - x Tb, 

if A is symmetric positive definite, then P(x) has a unique global minimum 
for the solution of the linear system Ax = b. The minimum value of P(x) 
is 

P(A- 1b) = _~bT A-lb. 
2 

Proof. Since A is positive definite, it is invertible, since its eigenvalues 
are all strictly positive. Let x = A- 1b, and compute P(y) - P(x) for any 
y E IRn. Since Ax = b, we get 

1 TTl T T 
P(y)-P(x)=2"Y Ay-y b-2"x Ax+x b, 

1 1 
= 2"Y T Ay - Y TAx + 2"x TAx, 

1 T 
=2"(Y-x) A(y-x). 

Since A is positive definite, the last expression is nonnegative, and thus 

P(y) 2: P(x) 

for all y E IRn, which proves that x = A- 1b is a global minimum of P(x). 
A simple computation yields 

o 
P(A- 1b) = _~bT A-lb. 

2 



13.2. Lagrange Multipliers 359 

Remarks: 

(1) The quadratic function P(x) is also given by 

1 
P(x) = "2x TAx - b T x, 

but the definition using x T b is more convenient for the proof of 
Lemma 13.2.2. 

(2) If P(x) contains a constant term c E JR, so that 

1 
P(x) = "2x TAx - x Tb + c, 

the proof of Lemma 13.2.2 still shows that P(x) has a unique global 
minimum for x = A-lb, but the minimal value is 

1 
P(A-lb) = __ bT A-lb + c. 

2 

Thus, when the energy function P(x) of a system is given by a quadratic 
function 

1 
P(x) = "2xTAx-xTb 

where A is symmetric positive definite, finding the global minimum of P(x) 
is equivalent to solving the linear system Ax = b. Sometimes, it is useful 
to recast a linear problem Ax = b as a variational problem (finding the 
minimum of some energy function) . However, very often, a minimization 
problem comes with extra constraints that must satisfied for all admissible 
solutions. For instance, we may want to minimize the quadratic function 

subject to the constraint 

2Yl - Y2 = 5. 

The solution for which Q(Yl, Y2) is minimum is no longer (Yl, Y2) = (0,0), 
but instead, (Yl, Y2) = (2, -1), as will be shown later. 

Geometrically, the graph of the function defined by z = Q(Yl, Y2) in JR3 
is a paraboloid of revolution P with axis of revolution Oz. The constraint 

2Yl - Y2 = 5 

corresponds to the vertical plane H parallel to the z-axis and containing 
the line of equation 2Yl - Y2 = 5 in the xy-plane. Thus, the constrained 
minimum of Q is located on the parabola that is the intersection of the 
paraboloid P with the plane H . 

A nice way to solve constrained minimization problems of the above 
kind is to use the method of Lagrange multipliers . But first, let us define 
precisely what kind of minimization problems we intend to solve. 
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Definition 13.2.3 The quadratic constrained minimization problem con­
sists in minimizing a quadratic function 

Q(y) = ~yTC-ly_bTy 
2 

subject to the linear constraints 

where C-l is an m x m symmetric positive definite matrix, A is an m x n 
matrix of rank n (so that, m ?: n), and where b, y E ]Rm (viewed as column 
vectors), and j E ]Rn (viewed as a column vector). 

The reason for using C-l instead of C is that the constrained minimiza­
tion problem has an interpretation as a set of equilibrium equations in 
which the matrix that arises naturally is C (see Strang [165]). Since C and 
C- 1 are both symmetric positive definite, this doesn't make any difference, 
but it seems preferable to stick to Strang's notation. 

The method of Lagrange consists in incorporating the n constraints 
AT y = j into the quadratic function Q(y) , by introducing extra variables 
A = (AI, .. . , An) called Lagrange multipliers, one for each constraint. We 
form the Lagrangian 

L(y, A) = Q(y) + AT (AT Y - f) = ~y T C-1y - (b - AA) T Y - AT f. 

We shall prove that our constrained minimization problem has a unique 
solution given by the system of linear equations 

C-1y + AA = b, 

ATy = j, 

which can be written in matrix form as 

Note that the matrix of this system is symmetric. Eliminating y from the 
first equation 

C-1y + AA = b, 

we get 

y = C(b- AA) , 

and substituting into the second equation, we get 

that is, 
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However, by a previous remark, since C is symmetric positive definite and 
the columns of A are linearly independent, AT C A is symmetric positive def­
inite, and thus invertible. Note that this way of solving the system requires 
solving for the Lagrange multipliers first. 

Letting e = b - AA, we also note that the system 

is equivalent to the system 

e = b - AA, 

y = Ce, 

AT y = J. 

The latter system is called the equilibrium equations by Strang [165]. In­
deed, Strang shows that the equilibrium equations of many physical systems 
can be put in the above form. This includes spring mass systems, electrical 
networks, and trusses, which are structures built from elastic bars. In each 
case, y, e, b, C, A, J, and K = AT CA have a physical interpretation. The 
matrix K = AT C A is usually called the stiffness matrix. Again, the reader 
is referred to Strang [165]. 

In order to prove that our constrained minimization problem has a unique 
solution, we proceed to prove that the constrained minimization of Q(y) 
subject to AT y = J is equivalent to the unconstrained maximization of 
another function -P(A). We get P(A) by minimizing the Lagrangian L(y, A) 
treated as a function of y alone. Since C- 1 is symmetric positive definite 
and 

L(y, A) = ~y T C- 1y - (b - AA) T Y - AT J, 

by Lemma 13.2.2 the global minimum (with respect to y) of L(y, A) is 
obtained for the solution y of 

C- 1y = b - A>., 

that is, when 

y = C(b - AA), 

and the minimum of L(y, A) is 

minL(y, >.) = -~(A>' - b)T C(A>' - b) - >. T f. 
y 2 

Letting 

P(A) = ~(AA - b)T C(AA - b) + >. T J, 

we claim that the solution of the constrained minimization of Q(y) subject 
to AT Y = J is equivalent to the unconstrained maximization of - P( >'). Of 
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course, since we minimized L(y, A) w.r.t. y, we have 

L(y, A) ~ -P(A) 

for all y and all A. However, when the constraint AT y = f holds, L(y, A) = 
Q(y), and thus for any admissible y, which means that AT y = f, we have 

minQ(y) ~ max -P(A). 
y >. 

In order to prove that the unique minimum of the constrained problem 
Q(y) subject to AT y = f is the unique maximum of -P(A), we compute 
Q(y) + P(A). 

Lemma 13.2.4 The quadratic constrained minimization problem of Defi­
nition 13.2.3 has a unique solution (y, A) given by the system 

Furthermore, the component A of the above solution is the unique value for 
which -P(A) is maximum. 

Proof. As we suggested earlier, let us compute Q(y) + P(A), assuming 
that the constraint AT y = f holds. Eliminating f, since b T Y = Y T band 
A T AT Y = Y T AA, we get 

1 1 
Q(y) + P(A) = "2Y T C-1y - b T Y + "2(AA - b) T C(AA - b) + AT f, 

= ~(C-ly + AA - b)T C(C-1y + AA - b). 

Since C is positive definite, the last expression is nonnegative. In fact, it is 
null iff 

C-1y+AA-b=O, 

that is, 

C-1y+AA=b. 

But then the unique constrained minimum of Q(y) subject to AT y = f 
is equal to the unique maximum of -P(A) exactly when AT y = f and 
C-1y + AA = b, which proves the lemma. 0 

Remarks: 

(1) There is a form of duality going on in this situation. The constrained 
minimization of Q(y) subject to AT y = f is called the primal prob­
lem, and the unconstrained maximization of -P(A) is called the dual 
problem. Duality is the fact stated slightly loosely as 

minQ(y) = max-P(A). 
y >. 
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Recalling that e = b - AA, since 

P(A) = ~(AA - b) T C(AA - b) + AT f , 

we can also write 

This expression often represents the total potential energy of a sys­
tem. Again, the optimal solution is the one that minimizes the 
potential energy (and thus maximizes -P(A)). 

(2) It is immediately verified that the equations of Lemma 13.2.4 are 
equivalent to the equations stating that the partial derivatives of the 
Lagrangian L(y, A) are null: 

oL 
-;:;-- = 0, i = 1, .. . ,m, 
UYi 

oL 
OA ' =0, j=l , . . . ,n. 

J 

Thus, the constrained minimum of Q(y) subject to AT y = f is an 
extremum of the Lagrangian L(y , A) . As we showed in Lemma 13.2.4, 
this extremum corresponds to simultaneously minimizing L(y, A) with 
respect to y and maximizing L(y, A) with respect to A. Geometrically, 
such a point is a saddle point for L(y, A). 

(3) The Lagrange multipliers sometimes have a natural physical mean­
ing. For example, in the spring mass system they correspond to node 
displacements. In some general sense, Lagrange multipliers are cor­
rection terms needed to satisfy equilibrium equations and the price 
paid for the constraints. For more details, see Strang [165J . 

Going back to the constrained minimization of Q(Yl, Y2) = ~ (y? + y~) 
subject to 

2Yl - Y2 = 5, 

the Lagrangian is 

1 (2 2) L(Yl, Y2, A) = 2" Yl + Y2 + A(2Yl - Y2 - 5), 

and the equations stating that the Lagrangian has a saddle point are 

Yl + 2A = 0, 

Y2 - A = 0, 

2Yl - Y2 - 5 = O. 

We obtain the solution (Yl, Y2, A) = (2, -I, -1). 
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Much more should be said about the use of Lagrange multipliers in 
optimization or variational problems. This is a vast topic. Least squares 
methods and Lagrange multipliers are used to tackle many problems 
in computer graphics and computer vision; see Trucco and Verri [171], 
Metaxas [125], Jain, Katsuri, and Schunck [93], Faugeras [59], and Foley, 
van Dam, Feiner, and Hughes [64]. For a lucid introduction to optimization 
methods, see Ciarlet [33]. 

13.3 Problems 

Problem 13.1 We observe m positions ((Xl, yt}, ... , (xm, Ym)) of a point 
moving in the plane (m ~ 2), and assume that they are roughly on a 
straight line. Prove that the line Y = c + dx that minimizes the error 

(c + dXl - yt}2 + ... + (c + dXm - Ym)2 

is the line of equation 

where 

y=y+d(x-x), 

Xl + ... +xm 
x=----­

m 
_ Yl + ... + Ym 
Y = .=....::...------=---'-

m 

d = 2::'1 (Xi - X)Yi 
",m ( -)2 . 
L.."i=l Xi - X 

Problem 13.2 Find the least squares solution to the problem 

Do the problem again with the right-hand sides 

Problem 13.3 Given m real numbers (Yl,"" Yy), prove that the constant 
function c that minimizes the error 

e = (Yl - C)2 + ... + (Ym - c)2 

is the mean y of the data, 

_ Yl + ... +Ym 
Y = -'-----'-­

m 

Note that the corresponding error is the variance of the data. 
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Problem 13.4 Given the four points (-1,2), (0,0), (1, -3), (2, -5) , find 
(in the least squares sense) 

(i) The best horizontal line Y = C; 

(ii) The best line Y = c + dx; 

(iii) The best parabola Y = c + dx + ex2 . 

Problem 13.5 Given the four points (1,1 , 3), (0,3,6), (2 , 1,5) , (0,0,0), 
find the best plane (in the least squares sense) 

z=c+dx + ey 

that fits the four points. 

Problem 13.6 If A is symmetric positive definite, prove that A-I is also 
symmetric positive definite. If C is a symmetric positive definite m x m 
matrix and A is an m x n matrix of rank n (and so m ~ n), prove that 
ATe A is symmetric positive definite. 

Problem 13.7 Minimize 

subject to YI + Y2 = l. 

Problem 13.8 Find the nearest point to the origin on the hyperplane 

YI + ... + Ym = 1. 

Problem 13.9 (i) Find the minimum of 

Q = ~ (Yi + 2YIY2) - Y2 

subject to YI + Y2 = 0. 
(ii) Find the minimum of 

1 (2 2 2) Q ="2 YI + Y2 + Y3 

subject to YI - Y2 = 1 and Y2 - Y3 = 2. 

Problem 13.10 Find the rectangle with corners at points (±YI, ±Y2) on 
the ellipse YI + 4y~ = 1 such that the perimeter 4YI + 4Y2 is maximized. 

Problem 13.11 What is the minimum length- least squares solution to 
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Problem 13.12 (a) Prove that if A has independent columns, then its 
pseudo-inverse is (AT A)-1AT , which is also the left inverse of A. 

(b) Prove that if A has independent rows, then its pseudo-inverse is 
AT (AA T) -1, which is also the right inverse of A. 



14 
Basics of Classical Lie Groups: The 
Exponential Map, Lie Groups, and Lie 
Algebras 

Le role preponderant de la theorie des groupes en mathematiques a 
ete longtemps insoup<;onne; il y a quatre-vingts ans, Ie nom meme de 
groupe etait ignore. C'est Galois qui, Ie premier, en a eu une notion 
claire, mais c'est seulement depuis les travaux de Klein et surtout de 
Lie que I'on a commence a voir qu'il n 'y a presque aucune theorie 
mathematique ou cette notion ne tienne une place importante. 
-Henri Poincare 

14.1 The Exponential Map 

The inventors of Lie groups and Lie algebras (starting with Lie!) regarded 
Lie groups as groups of symmetries of various topological or geometric 
objects. Lie algebras were viewed as the "infinitesimal transformations" 
associated with the symmetries in the Lie group. For example, the group 
SO(n) of rotations is the group of orientation-preserving isometries of the 
Euclidean space lEn . The Lie algebra 50( n, lR) consisting of real skew sym­
metric n x n matrices is the corresponding set of infinitesimal rotations. 
The geometric link between a Lie group and its Lie algebra is the fact that 
the Lie algebra can be viewed as the tangent space to the Lie group at the 
identity. There is a map from the tangent space to the Lie group, called 
the exponential map. The Lie algebra can be considered as a linearization 
of the Lie group (near the identity element), and the exponential map pro­
vides the "delinearization," i.e., it takes us back to the Lie algebra. These 

J. Gallier, Geometric Methods and Applications
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concepts have a concrete realization in the case of groups of matrices, and 
for this reason we begin by studying the behavior of the exponential maps 
on matrices. 

We begin by defining the exponential map on matrices and proving some 
of its properties. The exponential map allows us to "linearize" certain al­
gebraic properties of matrices. It also plays a crucial role in the theory of 
linear differential equations with constant coefficients. But most of all, as 
we mentioned earlier, it is a stepping stone to Lie groups and Lie algebras. 
On the way to Lie algebras, we derive the classical "Rodrigues-like" formu­
lae for rotations and for rigid motions in JR2 and JR3. We give an elementary 
proof that the exponential map is surjective for both SO(n) and SE(n), 
not using any topology, just our normal forms for matrices. 

The last section gives a quick introduction to Lie groups and Lie algebras. 
We define manifolds as embedded submanifolds of JRN, and we define linear 
Lie groups, using the famous result of Cartan (apparently actually due to 
Von Neumann) that a closed subgroup of GL(n, JR) is a manifold, and 
thus a Lie group. This way, Lie algebras can be "computed" using tangent 
vectors to curves of the form t f---+ A(t), where A(t) is a matrix. This section 
is inspired from Artin [5], Chevalley [31], Marsden and Ratiu [120]' Curtis 
[38], Howe [91], and Sattinger and Weaver [147]. 

Given an n x n (real or complex) matrix A = (ai,j), we would like to 
define the exponential eA of A as the sum of the series 

AP AP 
eA = In + L -, = L -, ' 

p2':l p. p2':O p. 

letting AO = In. The problem is, Why is it well-defined? The following 
lemma shows that the above series is indeed absolutely convergent. 

Lemma 14.1.1 Let A = (aij) be a (real or complex) n x n matrix, and let 

J.L = max{laijl I 1::; i,j ::; n}. 

for all i, j, 1 ::; i, j ::; n. As a consequence, the n 2 series 

P 

La\j 
p2':O p. 

converge absolutely, and the matrix 

eA = L A~ 
p2':O p. 

is a well-defined matrix. 
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Proof. The proof is by induction on p. For p = 0, we have AO In, 
(nJ.l)O = 1, and the lemma is obvious. Assume that 

lafjl :<:::: (nJ.l)P 

for all i,j, 1 :<:::: i,j :<:::: n. Then we have 

laftl = I~afkakjl :<:::: ~Iafkllakjl :<:::: J.l ~Iafkl:<:::: nJ.l(nJ.l)P = (nJ.l)p+l, 

for all i, j, 1 :<:::: i, j :<:::: n. For every pair (i, j) such that 1 :<:::: i, j :<:::: n, since 

lafjl :<:::: (nJ.l)p, 

the series 

L laf/ I 
p~O p. 

is bounded by the convergent series 

nil _ " (nJ.l)P 
e -~ I' 

p~O p. 

and thus it is absolutely convergent. This shows that 

Ak 
eA = L kT 

k~O 

is well defined. 0 

It is instructive to compute explicitly the exponential of some simple 
matrices. As an example, let us compute the exponential of the real skew 
symmetric matrix 

(0 -8) 
A = 8 ° . 

We need to find an inductive formula expressing the powers An. Let us 
observe that 

(~ ~8) = 8 (~ ~1) and (~ ~8 r = _82 (~ ~). 
Then, letting 

we have 

(0 -1) 
J= 1 0 ' 

A 4n = 84n 12 , 

A4n+l = 84n+ 1 J, 
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and so 

A 4n+ 2 = _e4n+ 212, 

A 4n+3 = _e4n+ 3 J, 

A 0 02 03 e4 05 06 e7 
e = 12 + -J - -h - -J + -12 + -J - -h - -J + .... 

I! 2! 3! 4! 5! 6! 7! 

Rearranging the order of the terms, we have 

eA = (1 _ 02 + e4 
_ e6 + ... ) 12 + (~ _ e3 + e5 

_ e7 + ... ) J. 
2! 4! 6! I! 3! 5! 7! 

We recognize the power series for cos e and sin e, and thus 

eA = cos e12 + sin eJ, 

that is 

- sinO) 
cosO . 

Thus, eA is a rotation matrix! This is a general fact. If A is a skew 
symmetric matrix, then eA is an orthogonal matrix of determinant +1, i.e., 
a rotation matrix. Furthermore, every rotation matrix is of this form; i.e., 
the exponential map from the set of skew symmetric matrices to the set 
of rotation matrices is surjective. In order to prove these facts, we need to 
establish some properties of the exponential map. But before that, let us 
work out another example showing that the exponential map is not always 
surjective. Let us compute the exponential of a real 2 x 2 matrix with null 
trace of the form 

A=(a b). 
e -a 

We need to find an inductive formula expressing the powers An. Observe 
that 

A2 = (a2 + be)12 = - det(A)h 

If a2 + be = 0, we have 

eA = 12 + A. 

If a2 + be < 0, let w > ° be such that w2 = _(a2 + be). Then, A2 = -w212. 
We get 

A A w2 w2 w4 w4 w6 w6 
e = 12 + - - -h - -A + -h + -A - -12 - -A + .... 

I! 2! 3! 4! 5! 6! 7! 

Rearranging the order of the terms, we have 
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We recognize the power series for cosw and sinw, and thus 

sinw 
eA = cosw 12 + --A. 

w 

If a2 + be> 0, let w > ° be such that w2 = (a2 + be). Then A2 = w2 h. We 
get 

A w2 w2 w4 w4 w6 w6 
eA = 12 + - + - 12 + - A + - 12 + - A + - 12 + - A + .... 

I! 2! 3! 4! 5! 6! 7! 

Rearranging the order of the terms, we have 

eA = 1 + - + - + - + . .. 12 + - w + - + - + - + . .. A. ( w2 w4 w6 ) 1 ( w3 w5 W 7 ) 

2! 4! 6! w 3! 5! 7! 

If we recall that coshw = (ew + e-w )/2 and sinhw = (ew - e-w )/2, we 
recognize the power series for coshw and sinhw, and thus 

A sinhw 
e = coshw 12 + --A. 

w 

It immediately verified that in all cases, 

This shows that the exponential map is a function from the set of 2 x 2 
matrices with null trace to the set of 2 x 2 matrices with determinant 1. 
This function is not surjective. Indeed, tr( eA ) = 2 cos w when a2 + be < 0, 
tr(e A ) = 2coshw when a2 + be> 0, and tr(eA ) = 2 when a2 + be = 0. As 
a consequence, for any matrix A with null trace, 

and any matrix B with determinant 1 and whose trace is less than - 2 is 
not the exponential eA of any matrix A with null trace. For example, 

where a < 0, is not the exponential of any matrix A with null trace. 
A fundamental property of the exponential map is that if AI, ... ,An are 

the eigenvalues of A, then the eigenvalues of eA are eAt, ... ,eAn . For this 
we need two lemmas. 

Lemma 14.1.2 Let A and U be (real or complex) matrices, and assume 
that U is invertible. Then 

Proof. A trivial induction shows that 
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and thus 

D 

Say that a square matrix A is an upper triangular matrix if it has the 
following shape, 

all a12 a13 aln-l al n 

0 a22 a23 a2n-l a2n 

0 0 a33 a3n-l a3n 

0 0 0 an-ln-l an-In 

0 0 0 0 ann 

i.e., aij = 0 whenever j < i, 1 ::; i,j ::; n. 

Lemma 14.1.3 Given any complex n x n matrix A, there is an invertible 
matrix P and an upper triangular matrix T such that 

A = PTP- l . 

Proof. We prove by induction on n that if f: en ---+ en is a linear map, 
then there is a basis (Ul, ... , un) with respect to which f is represented 
by an upper triangular matrix. For n = 1 the result is obvious. If n > 1, 
since e is algebraically closed, f has some eigenvalue >'1 E e, and let Ul 

be an eigenvector for A 1. We can find n - 1 vectors (V2, ... , vn ) such that 
(Ul, V2, ... , vn ) is a basis of en, and let W be the subspace of dimension 
n - 1 spanned by (V2, ... , vn ). In the basis (Ul, V2 ... , vn ), the matrix of f 
is the form 

since its first column contains the coordinates of Al ul over the basis (Ul, V2, 

... , vn ). Letting p: en ---+ W be the projection defined such that p(ud = 0 
and P(Vi) = Vi when 2 ::; i ::; n, the linear map g: W ---+ W defined as the 
restriction of p 0 f to W is represented by the (n - 1) x (n - 1) matrix 
(aij h5,i,j5,n over the basis (V2, ... , v n ). By the induction hypothesis, there 
is a basis (U2, ... , un) of W such that g is represented by an upper triangular 
matrix (bij h5,i,j5,n-l . 
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However, 

Cn = CUI EB W, 

and thus (UI, " " un) is a basis for Cn. Since p is the projection from 
cn = CUI EB W onto Wand g: W -> W is the restriction of p 0 f to W, we 
have 

and 
n-l 

f(ui+d = aIiUl + Lbijuj+l 
j=I 

for some ali E C , when 1 ::::; i ::::; n - 1. But then the matrix of f with 
respect to (UI' .. . ,un) is upper triangular. Thus, there is a change of basis 
matrix P such that A = PTP- 1 where T is upper triangular. 0 

Remark: If E is a Hermitian space, the proof of Lemma 14.1.3 can be 
easily adapted to prove that there is an orthonormal basis (UI' ... , un) with 
respect to which the matrix of f is upper triangular. In terms of matrices, 
this means that there is a unitary matrix U and an upper triangular matrix 
T such that A = UTU*. This is usually known as Schur 's lemma. Using 
this result, we can immediately rederive the fact that if A is a Hermitian 
matrix, then there is a unitary matrix U and a real diagonal matrix D such 
that A = UDU*. 

If A = PT p- 1 where T is upper triangular, note that the diagonal entries 
on T are the eigenvalues >'1," ., An of A. Indeed, A and T have the same 
characteristic polynomial. This is because if A and B are any two matrices 
such that A = PBP- I, then 

det(A - AI) = det(PBp- I - AP IP- I ), 

= det(P(B - A1)P- 1 ), 

= det(P) det(B - A I) det(p- 1 ) , 

= det(P)det(B - AI)det(p)-l, 

= det(B - A 1). 

Furthermore, it is well known that the determinant of a matrix of the form 

Al - A aI2 a13 aln-l al n 
0 A2 - A a23 a2n-l a2n 
0 0 A3 - A a3n-l a3n 

0 0 0 An-l - A an-In 
0 0 0 0 An - A 
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is P'l - A)'" (An - A), and thus the eigenvalues of A = PTP- l are the 
diagonal entries of T. We use this property to prove the following lemma. 

Lemma 14.1.4 Given any complex n x n matrix A, if AI, ... , An are the 
eigenvalues of A, then eA', ... ,eAn are the eigenvalues of eA. Furthermore, 
if u is an eigenvector of A for Ai, then u is an eigenvector of eA for eA,. 

Proof. By Lemma 14.1.3 there is an invertible matrix P and an upper 
triangular matrix T such that 

A = PTP- l . 

By Lemma 14.1.2, 

ePTP-' = PeT p-l. 

However, we showed that A and T have the same e~genvalues, which are 
the diagonal entries AI,"" An of T, and eA = ePTP = PeT p- l and eT 

have the same eigenvalues, which are the diagonal entries of eT . Clearly, 
the diagonal entries of eT are eA', ... ,eAn . Now, if u is an eigenvector of A 
for the eigenvalue A, a simple induction shows that u is an eigenvector of 
An for the eigenvalue An, from which is follows that u is an eigenvector of 
eA for eA. 0 

As a consequence, we can show that 

det(e A) = etr(A), 

where tr(A) is the trace of A, i.e., the sum all + ... +an n ofits diagonal en­
tries, which is also equal to the sum of the eigenvalues of A. This is because 
the determinant of a matrix is equal to the product of its eigenvalues, and 
if AI, ... ,An are the eigenvalues of A, then by Lemma 14.1.4, eA', ... , eAn 

are the eigenvalues of eA , and thus 

det (e A) = eA' ... eAn = eA' +'+An = etr(A). 

This shows that eA is always an invertible matrix, since eZ is never null for 
every Z E <C. In fact, the inverse of eA is e- A , but we need to prove another 
lemma. This is because it is generally not true that 

eA+B = eAeB , 

unless A and B commute, i.e., AB = BA. We need to prove this last fact. 

Lemma 14.1.5 Given any two complex n x n matrices A, B, if AB = BA, 
then 

Proof. Since AB 
formula: 

BA, we can expand (A + B)P using the binomial 

(A+B)P = t (~) AkBp-k, 
k=O 
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and thus 

Note that for any integer N ~ 0, we can write 

2N 1 2N p AkBp-k 

:L p! (A + B)P = :L:L k!(p - k)! 
p=o p=Ok=O 

= (t A~) (t B~) + :L ~; ~l , 
p=o p. p=o p. max(k ,l) > N 

k+1::;2N 

where there are N(N + 1) pairs (k, l) in the second term. Letting 

IIAII = max{laijlll ::; i , j ::; n}, IIBII = max{lbij lll ::; i,j ::; n} , 

and JL = max(IIAII, IIBII), note that for every entry Cij in (Ak Ik!) (Bl II!) 
we have 

(nJL)k (nJL)1 (n2JL)2N 
ICijl ::; n~-l!- ::; N! 

As a consequence, the absolute value of every entry in 

is bounded by 

max(k ,l) > N 
k+I::;2N 

k! I! 

( 2 )2N 
N(N + 1) n ~! ' 

which goes to ° as N >-+ 00. From this, it immediately follows that 

o 

Now, using Lemma 14.1.5, since A and -A commute, we have 

which shows that the inverse of eA is e- A . 

We will now use the properties of the exponential that we have just 
established to show how various matrices can be represented as exponentials 
of other matrices. 
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14.2 The Lie Groups GL(n, IR), SL(n, IR), O(n), 
SO(n), the Lie Algebras gl(n,IR), El(n,IR) , 
o (n), EO( n), and the Exponential Map 

First, we recall some basic facts and definitions. The set of real invertible 
n x n matrices forms a group under multiplication, denoted by GL(n, 1R). 
The subset of GL(n, 1R) consisting of those matrices having determinant 
+1 is a subgroup of GL(n,IR) , denoted by SL(n,IR). It is also easy to 
check that the set of real n x n orthogonal matrices forms a group under 
multiplication, denoted by O(n). The subset of O(n) consisting of those 
matrices having determinant +1 is a subgroup of O(n) , denoted by SO(n) . 
We will also call matrices in SO(n) rotation matrices. Staying with easy 
things, we can check that the set of real n x n matrices with null trace forms 
a vector space under addition, and similarly for the set of skew symmetric 
matrices. 

Definition 14.2.1 The group GL(n, 1R) is called the general linear group, 
and its subgroup SL(n, 1R) is called the special linear group. The group O(n) 
of orthogonal matrices is called the orthogonal group, and its subgroup 
SO(n) is called the special orthogonal group (or group of rotations). The 
vector space of real n x n matrices with null trace is denoted by sl(n, 1R), 
and the vector space of real n x n skew symmetric matrices is denoted by 
so(n). 

Remark: The notation sl(n, 1R) and so(n) is rather strange and deserves 
some explanation. The groups GL(n, 1R), SL(n, 1R), O(n), and SO(n) are 
more than just groups. They are also topological groupsl which means 
that they are topological spaces (viewed as subspaces of IRn ) and that the 
multiplication and the inverse operations are continuous (in fact , smooth). 
Furthermore, they are smooth real manifolds. l Such objects are called Lie 
groups. The real vector spaces sl(n) and so(n) are what is called Lie alge­
bras. However, we have not defined the algebra structure on sl(n,IR) and 
so(n) yet. The algebra structure is given by what is called the Lie bracket, 
which is defined as 

[A, B] = AB - BA. 

Lie algebras are associated with Lie groups. What is going on is that the 
Lie algebra of a Lie group is its tangent space at the identity, i.e., the space 
of all tangent vectors at the identity (in this case, In). In some sense, the 
Lie algebra achieves a "linearization" of the Lie group. The exponential 

1 We refrain from defining manifolds right now, not to interupt the flow of intuitive 
ideas. 
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map is a map from the Lie algebra to the Lie group, for example, 

exp: so(n) -> SO(n) 

and 

exp: sl(n, JR) -> SL(n, JR). 

The exponential map often allows a parametrization of the Lie group 
elements by simpler objects, the Lie algebra elements. 

One might ask, What happened to the Lie algebras gl(n, JR) and o(n) 
associated with the Lie groups GL(n,JR) and O(n)? We will see later that 
gl(n,JR) is the set of all real n x n matrices, and that o(n) = .so(n) . 

The properties of the exponential map play an important role in studying 
a Lie group. For example, it is clear that the map 

exp: gl(n , JR) -> GL(n, JR) 

is well-defined, but since every matrix of the form eA has a positive 
determinant , exp is not surjective. Similarly, since 

det( e A ) = etr(A) , 

the map 

exp: sl(n, JR) -> SL(n,JR) 

is well-defined. However, we showed in Section 14.1 that it is not surjective 
either. As we will see in the next theorem, the map 

exp:.so(n) -> SO(n) 

is well-defined and surjective. The map 

exp: o(n) -> O(n) 

is well-defined, but it is not surjective, since there are matrices in O( n) 
with determinant -1. 

Remark: The situation for matrices over the field <C of complex numbers 
is quite different , as we will see later. 

We now show the fundamental relationship between SO(n) and .so(n) . 

Theorem 14.2.2 The exponential map 

exp:.so(n) -> SO(n) 

is well-defined and surjective. 

Proof. First, we need to prove that if A is a skew symmetric matrix, then 
eA is a rotation matrix. For this, first check that 

( A)T A T e = e . 
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Then, since AT = -A, we get 

A T T (e) = eA = e - A , 

and so 

and similarly, 

eA (e A ) T = In, 

showing that eA is orthogonal. Also, 

det (e A) = etr(A), 

and since A is real skew symmetric, its diagonal entries are 0, i.e., tr(A) = 0, 
and so det(eA ) = +1. 

For the surjectivity, we will use Theorem 11.4.4 and Theorem 11.4.5. 
Theorem 11.4.4 says that for every skew symmetric matrix A there is an 
orthogonal matrix P such that A = P D pT, where D is a block diagonal 
matrix of the form 

such that each block Di is either ° or a two-dimensional matrix of the form 

Di = (~ -gi) 
where Bi E JR, with Bi > 0. Theorem 11.4.5 says that for every orthogonal 
matrix R there is an orthogonal matrix P such that R = PEP T , where E 
is a block diagonal matrix of the form 

J 
such that each block Ei is either 1, -1, or a two-dimensional matrix of the 
form 

E = (cos Bi - sin Bi ) 
• sinBi COS Bi . 

If R is a rotation matrix, there is an even number of -1 's and they can be 
grouped into blocks of size 2 associated with B = 7r. Let D be the block 
matrix associated with E in the obvious way (where an entry 1 in E is 
associated with a ° in D). Since by Lemma 14.1.2 

eA = ePDP- 1 = PeD p- 1 , 
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and since D is a block diagonal matrix, we can compute eD by computing 
the exponentials of its blocks. If Di = 0, we get Ei = eO = + 1, and if 

we showed earlier that 

exactly the block E i . Thus, E = eD, and as a consequence, 

eA = ePDP- 1 = PeD p-1 = PEP- 1 = PE pT = R. 

This shows the surjectivity of the exponential. D 

When n = 3 (and A is skew symmetric), it is possible to work out an 
explicit formula for eA. For any 3 x 3 real skew symmetric matrix 

A = (~ ~e ~a), 
-b a 0 

letting () = ,j a2 + b2 + e2 and 

B = (~~ ~g ~~), 
ae be e2 

we have the following result known as Rodrigues's formula (1840). 

Lemma 14.2.3 The exponential map exp: .50(3) ---> SO(3) is given by 

A _ ()[ sin()A (1 - cos ()) B 
e - cos 3 + () + ()2 ' 

or, equivalently, by 

A _ [ sin() A (1 - cos()) A2 
e - 3 + () + ()2 

if () i= 0, with e03 = h 

Proof sketch. First, prove that 

A2 = _()2[ + B, 

AB = BA = O. 

From the above, deduce that 
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and for any k ~ 0, 

A4k+ 1 = e4k A, 
A4k + 2 = e4k A2, 
A 4k+3 = _e4k + 2 A, 

A 4k + 4 = _e4k + 2A2. 

Then prove the desired result by writing the power series for eA and 
regrouping terms so that the power series for cos and sin show up. 0 

The above formulae are the well-known formulae expressing a rotation 
of axis specified by the vector (a, b, c) and angle e. Since the exponential 
is surjective, it is possible to write down an explicit formula for its inverse 
(but it is a multivalued function!). This has applications in kinematics, 
robotics, and motion interpolation. 

14.3 Symmetric Matrices, Symmetric Positive 
Definite Matrices, and the Exponential Map 

Recall that a real symmetric matrix is called positive (or positive semidef­
inite) if its eigenvalues are all positive or null , and positive definite if its 
eigenvalues are all strictly positive. We denote the vector space of real sym­
metric n x n matrices by S(n), the set of symmetric positive matrices by 
SP(n), and the set of symmetric positive definite matrices by SPD(n). 

The next lemma shows that every symmetric positive definite matrix A is 
of the form eB for some unique symmetric matrix B. The set of symmetric 
matrices is a vector space, but it is not a Lie algebra because the Lie bracket 
[A , B] is not symmetric unless A and B commute, and the set of symmetric 
(positive) definite matrices is not a multiplicative group, so this result is of 
a different flavor as Theorem 14.2.2. 

Lemma 14.3.1 For every symmetric matrix B, the matrix eB is symmet­
ric positive definite. For every symmetric positive definite matrix A, there 
is a unique symmetric matrix B such that A = eB . 

Proof. We showed earlier that 

(eB)T =eBT . 

If B is a symmetric matrix, then since B T = B , we get 

(eB)T =eBT =eB , 

and eB is also symmetric. Since the eigenvalues }'1' .. . , An of the symmetric 
matrix B are real and the eigenvalues of eB are eA1 , ... , eAn , and since 
eA > 0 if A E JR, eB is positive definite. 
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If A is symmetric positive definite, by Theorem 11.4.3 there is an 
orthogonal matrix P such that A = PDP T , where D is a diagonal matrix 

where Ai > 0, since A is positive definite. Letting 

it is obvious that eL = D , with log Ai E IR, since Ai > O. 
Let 

By Lemma 14.1.2, we have 

eB = ePLpT = ePLP- l = PeL p- 1 = PeL pT = PD pT = A. 

Finally, we prove that if Bl and B2 are symmetric and A = eBl = eB2 , then 
Bl = B 2· Since Bl is symmetric, there is an orthonormal basis (Ul,"" un) 
of eigenvectors of B 1. Let J.Ll, ... ,J.Ln be the corresponding eigenvalues. Sim­
ilarly, there is an orthonormal basis (VI"'" vn ) of eigenvectors of B2 . We 
are going to prove that Bl and B2 agree on the basis (VI, .. . , vn ), thus 
proving that Bl = B 2. 

Let J.L be some eigenvalue of B2, and let V = Vi be some eigenvector of 
B2 associated with J.L. We can write 

V=OIUl+"'+ OnUn' 

Since V is an eigenvector of B2 for J.L and A = eB2 , by Lemma 14.1.4 

A(v) = ei-'v = ei-'olul + ... + ei-'onun. 

On the other hand, 

A(v) = A(OIUl + ... + onun) = 0lA(ud + ... + onA(un), 

and since A = eBl and B1(Ui) = J.LiUi, by Lemma 14.1.4 we get 

A(v) = ei-'lolul + ... + ei-'nonun' 

Therefore, 0i = 0 if J.Li =I- J.L. Letting 

1= {i I J.Li = J.L, i E {I, ... ,n}}, 

we have 
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Now, 

Bl(V) = B1(LCtiUi) = LCtiBl(Ui) = LCtiJ1.iUi 
iEI iEI iEI 

since J1.i = J1. when i E I. Since v is an eigenvector of B2 for J1., 

B2(V) = J1.V , 

which shows that 

Since the above holds for every eigenvector Vi, we have Bl = B 2· D 

Lemma 14.3.1 can be reformulated as stating that the map exp: S(n) -+ 

SPD( n) is a bijection. It can be shown that it is a homeomorphism. In the 
case of invertible matrices, the polar form theorem can be reformulated as 
stating that there is a bijection between the topological space GL(n, R) of 
real n x n invertible matrices (also a group) and O(n) x SPD(n). 

As a corollary of the polar form theorem (Theorem 12.2.1) and Lemma 
14.3.1, we have the following result: For every invertible matrix A there is 
a unique orthogonal matrix R and a unique symmetric matrix S such that 

Thus, we have a bijection between GL(n, R) and O(n) x S(n) . But S(n) it­
self is isomorphic to Rn(n+l)/2. Thus, there is a bijection between GL(n, R) 

and O(n) x R n (n+l) /2 . It can also be shown that this bijection is a 
homeomorphism. This is an interesting fact . Indeed, this homeomorphism 
essentially reduces the study of the topology of GL(n, R) to the study of 
the topology of O(n). This is nice, since it can be shown that O(n) is 
compact. 

In A = R eS , if det(A) > 0, then R must be a rotation matrix (i.e. , 
det(R) = +1), since det (e S) > o. In particular, if A E SL(n, R) , since 
det(A) = det(R) = +1, the symmetric matrix S must have a null trace, 
i.e., S E S(n) n sl(n, R). Thus, we have a bijection between SL(n, R) and 
SO(n) x (S(n) nsl(n,R)). 

We can also use the results of Section 11.4 to show that the exponential 
map is a surjective map from the skew Hermitian matrices to the unitary 
matrices. 
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14.4 The Lie Groups GL(n, <C), SL(n, <C), U(n), 
SU(n), the Lie Algebras gl(n, <C), sl(n, <C), 
u( n), su( n), and the Exponential Map 

The set of complex invertible n x n matrices forms a group under multipli­
cation, denoted by GL(n, q. The subset of GL(n, q consisting of those 
matrices having determinant +1 is a subgroup of GL(n,C), denoted by 
SL(n,C) . It is also easy to check that the set of complex n x n unitary 
matrices forms a group under multiplication, denoted by U(n). The subset 
of U (n) consisting of those matrices having determinant + 1 is a subgroup 
of U(n), denoted by SU(n). We can also check that the set of complex 
n x n matrices with null trace forms a real vector space under addition, 
and similarly for the set of skew Hermitian matrices and the set of skew 
Hermitian matrices with null trace. 

Definition 14.4.1 The group GL(n, q is called the general linear group, 
and its subgroup SL( n, q is called the special linear group. The group 
U(n) of unitary matrices is called the unitary group , and its subgroup 
SU(n) is called the special unitary group. The real vector space of complex 
n x n matrices with null trace is denoted by sl(n, C), the real vector space 
of skew Hermitian matrices is denoted by u(n), and the real vector space 
u(n) n sl(n, q is denoted by su(n). 

Remarks: 

(1) As in the real case, the groups GL(n, C), SL(n, C), U(n), and SU(n) 
are also topological groups (viewed as subspaces of ]R2n2), and in fact, 
smooth real manifolds. Such objects are called (real) Lie groups. The 
real vector spaces sl(n, C), u(n), and su(n) are Lie algebras associated 
with SL(n,q, U(n), and SU(n). The algebra structure is given by 
the Lie bracket, which is defined as 

[A, B] = AB - BA. 

(2) It is also possible to define complex Lie groups, which means that 
they are topological groups and smooth complex manifolds. It turns 
out that GL(n, q and SL(n, q are complex manifolds, but not U(n) 
and SU(n). 

One should be very careful to observe that even though the Lie al­
gebras sl (n, q, u( n), and su( n) consist of matrices with complex 

coefficients, we view them as real vector spaces. The Lie algebra sl( n, C) is 
also a complex vector space, but u(n) and su(n) are not! Indeed, if A is a 
skew Hermitian matrix, iA is not skew Hermitian, but Hermitian! 
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Again the Lie algebra achieves a "linearization" of the Lie group. In the 
complex case, the Lie algebras gl(n, C) is the set of all complex n x n 
matrices, but u(n) I- su(n), because a skew Hermitian matrix does not 
necessarily have a null trace. 

The properties of the exponential map also play an important role in 
studying complex Lie groups. For example, it is clear that the map 

exp:gl(n,q - GL(n,q 

is well-defined, but this time, it is surjective! One way to prove this is to 
use the Jordan normal form. Similarly, since 

det (eA) = etr(A) , 

the map 

exp:sl(n,q - SL(n,q 

is well-defined, but it is not surjective! As we will see in the next theorem, 
the maps 

exp:u(n) - U(n) 

and 

exp:su(n) - SU(n) 

are well-defined and surjective. 

Theorem 14.4.2 The exponential maps 

exp: u(n) - U(n) and exp:su(n) - SU(n) 

are well-defined and surjective. 

Proof. First, we need to prove that if A is a skew Hermitian matrix, then 
eA is a unitary matrix. For this, first check that 

(e A )* = eA ". 

Then, since A * = -A, we get 

(eA)* = eA" = e-A, 

and so 

(eA)* eA = e-AeA = e-A+A = eOn = In, 

and similarly, eA (eA)* = In, showing that eA is unitary. Since 

det (e A) = etr(A) , 

if A is skew Hermitian and has null trace, then det( eA ) = + 1. 
For the surjectivity we will use Theorem 11.4.7. First, assume that A is 

a unitary matrix. By Theorem 11.4.7, there is a unitary matrix U and a 
diagonal matrix D such that A = U DU*. Furthermore, since A is unitary, 
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the entries )'1, ... , An in D (the eigenvalues of A) have absolute value + l. 
Thus, the entries in D are of the form cos () + i sin (), cos () - i sin (), -1, 
and +1, and we can assume that pairs of conjugate entries occur together. 
Thus, we can assume that D is a block diagonal matrix of the form 

such that each block Di is either +1, -1, or a two-dimensional matrix of 
the form 

Di = (COS()i +oisin()i 0 ) 
cos ()i - i sin ()i ' 

where ()i =I=- k2n for all k E Z. If we let E be the block diagonal matrix 

J 
such that each block Ei is either 0 (whenever Di = +1), t7r (whenever 
Di = -1), or a two-dimensional matrix Ei of the form 

Ei = (iO()i 0) 
-i()i ' 

it is obvious that E is skew Hermitian and that 

eE =D. 

Then, letting B = U EU* , we have eB = A, and it is immediately verified 
that B is skew Hermitian, since E is. 

If A is a unitary matrix with determinant + 1, there is an even number 
of -1' s in D, and we can assume that these entries are paired together 
as two-dimensional block matrices Ai corresponding to ()i = n. In this 
case, the matrix Ei contains irr and -in on its diagonal. But then, E is 
skew Hermitian and has null trace. As above, letting B = U EU*, we have 
eB = A, where B is skew Hermitian and has null trace. 0 

We now extend the result of Section 14.3 to Hermitian matrices. 

14.5 Hermitian Matrices, Hermitian Positive 
Definite Matrices, and the Exponential Map 

Recall that a Hermitian matrix is called positive (or positive semidefinite) if 
its eigenvalues are all positive or null, and positive definite if its eigenvalues 
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are all strictly positive. We denote the real vector space of Hermitian n x n 
matrices by H(n), the set of Hermitian positive matrices by HP(n), and 
the set of Hermitian positive definite matrices by HPD(n). 

The next lemma shows that every Hermitian positive definite matrix A is 
of the form eB for some unique Hermitian matrix B. As in the real case, the 
set of Hermitian matrices is a real vector space, but it is not a Lie algebra 
because the Lie bracket [A , BJ is not Hermitian unless A and B commute, 
and the set of Hermitian (positive) definite matrices is not a multiplicative 
group. 

Lemma 14.5.1 For every Hermitian matrix B, the matrix eB is Hermi­
tian positive definite . For every Hermitian positive definite matrix A, there 
is a unique Hermitian matrix B such that A = eB . 

Proof. It is basically the same as the proof of Theorem 14.5.1, except that a 
Hermitian matrix can be written as A = U DU*, where D is a real diagonal 
matrix and U is unitary instead of orthogonal. 0 

Lemma 14.5.1 can be reformulated as stating that the map exp: H(n) -> 

HPD(n) is a bijection. In fact, it can be shown that it is a homeomorphism. 
In the case of complex invertible matrices, the polar form theorem can be 
reformulated as stating that there is a bijection between the topological 
space GL(n, C) of complex n x n invertible matrices (also a group) and 
U(n) x HPD(n). As a corollary of the polar form theorem and Lemma 
14.5.1, we have the following result: For every complex invertible matrix A, 
there is a unique unitary matrix U and a unique Hermitian matrix S such 
that 

A = Ue s . 

Thus, we have a bijection between GL(n,C) and U(n) x H(n). But H(n) 
itself is isomorphic to ]Rn2 , and so there is a bijection between GL( n, <C) and 
U(n) x ]Rn2 . It can also be shown that this bijection is a homeomorphism. 
This is an interesting fact. Indeed, this homeomorphism essentially reduces 
the study of the topology of GL(n, C) to the study of the topology of 
U(n). This is nice, since it can be shown that U(n) is compact (as a real 
manifold). 

In the polar decomposition A = Ue s , we have I det(U)1 = 1, since U is 
unitary, and tr(S) is real, since S is Hermitian (since it is the sum of the 
eigenvalues of S, which are real), so that det (e S ) > o. Thus, if det(A) = 1, 
we must have det (eS ) = 1, which implies that S E H(n) nsl(n,C). Thus, 
we have a bijection between SL(n, C) and SU(n) x (H(n) n sl(n, C)) . 

In the next section we study the group SE(n) of affine maps induced by 
orthogonal transformations, also called rigid motions, and its Lie algebra. 
We will show that the exponential map is surjective. The groups SE(2) 
and SE(3) play playa fundamental role in robotics, dynamics, and motion 
planning. 
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14.6 The Lie Group SE( n) and the Lie Algebra 
se(n) 

First, we review the usual way of representing affine maps of IRn in terms 
of (n + 1) x (n + 1) matrices. 

Definition 14.6.1 The set of affine maps p of IRn , defined such that 

p(X) = RX + U, 

where R is a rotation matrix (R E SO(n)) and U is some vector in IRn, is 
a group under composition called the group of direct affine isometries, or 
rigid motions, denoted by SE(n). 

Every rigid motion can be represented by the (n + 1) x (n + 1) matrix 

in the sense that 

iff 

p(X) = RX + U. 

Definition 14.6.2 The vector space of real (n + 1) x (n + 1) matrices of 
the form 

A=(~ ~), 
where n is a skew symmetric matrix and U is a vector in IRn, is denoted 
by se(n). 

Remark: The group SE(n) is a Lie group, and its Lie algebra turns out 
to be se(n). 

We will show that the exponential map exp: se( n) ---> SE( n) is surjective. 
First, we prove the following key lemma. 

Lemma 14.6.3 Given any (n + 1) x (n + 1) matrix of the form 

A = (~ ~) 
where n is any matrix and U E IRn, 
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where no = In. As a consequence, 

VU) 
1 ' 

where 

Proof. A trivial induction on k shows that 

Then we have 

nk-1U) 
o ' 

D 

We can now prove our main theorem. We will need to prove that V is 
invertible when n is a skew symmetric matrix. It would be tempting to 
write V as 

Unfortunately, for odd n, a skew symmetric matrix of order n is not 
invertible! Thus, we have to find another way of proving that V is invertible. 

Theorem 14.6.4 The exponential map 

exp:se(n) -> SE(n) 

is well-defined and surjective. 

Proof . Since n is skew symmetric, eO is a rotation matrix, and by Theorem 
14.2.2, the exponential map 

exp:so(n) -> SO(n) 
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-
is surjective. Thus, it remains to prove that for every rotation matrix R, 
there is some skew symmetric matrix n such that R = en and 

nk 

V = In + L (k I)! 
k~l + 

is invertible. By Theorem 11.4.4, for every skew symmetric matrix n there 
is an orthogonal matrix P such that n PDP T, where D is a block 
diagonal matrix of the form 

such that each block Di is either 0 or a two-dimensional matrix of the form 

Di = (~ -gi) 

where ()i E 1R, with ()i > o. Actually, we can assume that ()i i- k27r for all 
k E Z, since when ()i = k27r we have eDi = 12 , and Di can be replaced by 
two one-dimensional blocks each consisting of a single zero. To compute V, 
since n = PD pT = PDp-I , observe that 

where 

nk 

V = In + L (k I)! 
k~l + 

PDkp- 1 

=In+L (k+1)! 
k ~ l 

~ P (In + ~ (k ~\)!) p-' 

= PWp- 1 , 

Dk 
W = In + L (k 1)'" 

k~l + 
Furthermore, when Di is a two-dimensional block, 

D; = -();h 

and when Di = 0, of course 02 = o. We can compute 

Dk 
W = In + L (k + I)! 

k~l 
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by computing 

1 1 
Wi = ()i sin ()J + (); (1 - cos ()i)Di , 

and Wi = 1 when Di = O. But then, in the first case, 

W _ ~ (sin()i -(I-COS()i)) 
t - ()i 1 - cos ()i sin ()i ' 

whose determinant is 

which is nonnull, since ()i =f:. k27r for all k E Z. Thus, each Wi is invertible, 
and so is W, and thus V = pWp-l. 0 

In the case n = 3, given a skew symmetric matrix 

0= (~ ~c !a), 
-b a 0 

letting () = "j a2 + b2 + c2 , it it easy to prove that if () = 0, then 

eA = (~ ~), 
and that if () =f:. 0 (using the fact that 0 3 = _()20), then 

n _ I sin () 0 (1 - cos ()) 02 
e - 3 + () + ()2 

and 

V=I (l-cos())O (()-sin())02 
3 + ()2 + ()3 . 

We finally reach the best vista point of our hike, the formal definition of 
(linear) Lie groups and Lie algebras. 
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14.7 Finale: Lie Groups and Lie Algebras 

In this section we attempt to define precisely Lie groups and Lie algebras. 
One of the reasons that Lie groups are nice is that they have a differential 
structure, which means that the notion of tangent space makes sense at any 
point of the group. Furthermore, the tangent space at the identity happens 
to have some algebraic structure, that of a Lie algebra. Roughly, the tangent 
space at the identity provides a "linearization" of the Lie group, and it turns 
out that many properties of a Lie group are reflected in its Lie algebra, and 
that the loss of information is not too severe. The challenge that we are 
facing is that unless our readers are already familiar with manifolds, the 
amount of basic differential geometry required to define Lie groups and Lie 
algebras in full generality is overwhelming. 

Fortunately, all the Lie groups that we need to consider are subspaces of 
lRN for some sufficiently large N. In fact, they are all isomorphic to sub­
groups of GL(N,lR) for some suitable N, even SE(n), which is isomorphic 
to a subgroup of SL(n + 1). Such groups are called linear Lie groups (or 
matrix groups). Since the groups under consideration are subspaces of lRN , 

we do not need the definition of an abstract manifold. We just have to de­
fine embedded submanifolds (also called submanifolds) of lRN (in the case 
of GL(n,lR), N = n 2 ). This is the path that we will follow. 

In general, the difficult part in proving that a subgroup of GL(n, lR) 
is a Lie group is to prove that it is a manifold. Fortunately, there is a 
characterization of the linear groups that obviates much of the work. This 
characterization rests on two theorems. First, a Lie subgroup H of a Lie 
group G (where H is an embedded submanifold of G) is closed in G (see 
Warner [176], Chapter 3, Theorem 3.21, page 97). Second, a theorem of 
Von Neumann and Cartan asserts that a closed subgroup of GL(n, lR) is an 
embedded submanifold, and thus, a Lie group (see Warner [176], Chapter 
3, Theorem 3.42, page 110) . Thus, a linear Lie group is a closed subgroup 
of GL(n, lR). 

Since our Lie groups are subgroups (or isomorphic to subgroups) of 
GL(n, lR) for some suitable n, it is easy to define the Lie algebra of a 
Lie group using curves. This approach to define the Lie algebra of a matrix 
group is followed by a number of authors, such as Curtis [38]. However, 
Curtis is rather cavalier, since he does not explain why the required curves 
actually exist, and thus, according to his definition, Lie algebras could be 
the trivial vector space! Although we will not prove the theorem of Von 
Neumann and Cartan, we feel that it is important to make clear why the 
definitions make sense, i.e., why we are not dealing with trivial objects. 

A small annoying technical problem will arise in our approach, the prob­
lem with discrete subgroups. If A is a subset of jRN , recall that A inherits 
a topology from lRN called the subspace topology, and defined such that a 
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subset V of A is open if 

V=AnU 

for some open subset U of JRN. A point a E A is said to be isolated if there 
is there is some open subset U of JRN such that 

{a} = An U, 

in other words, if {a} is an open set in A. 
The group GL(n, JR) of real invertible n x n matrices can be viewed as 

2 
a subset of JRn , and as such, it is a topological space under the subspace 
topology (in fact, a dense open subset of JRn\ One can easily check that 
multiplication and the inverse operation are continuous, and in fact smooth 
(i.e., COO-continuously differentiable). This makes GL(n,JR) a topological 
group. Any subgroup G of GL(n, JR) is also Ii. topological space under the 
subspace topology. A subgroup G is called a discrete subgroup if it has some 
isolated point. This turns out to be equivalent to the fact that every point 
of G is isolated, and thus, G has the discrete topology (every subset of G 
is open). Now, because GL(n, JR) is Hausdorff, it can be shown that every 
discrete subgroup of GL(n, JR) is closed (which means that its complement 
is open). Thus, discrete subgroups of GL(n,JR) are Lie groups! But these 
are not very interesting Lie groups, and so we will consider only closed 
subgroups of GL(n, JR) that are not discrete. 

Let us now review the definition of an embedded submanifold. For 
simplicity, we restrict our attention to smooth manifolds. For detailed 
presentations, see DoCarmo [51, 52], Milnor [127], Marsden and Ratiu 
[120], Berger and Gostiaux [14], or Warner [176] . For the sake of brevity, 
we use the terminology manifold (but other authors would say embedded 
submanifolds, or something like that). 

The intuition behind the notion of a smooth manifold in JRN is that a 
subspace M is a manifold of dimension m if every point p E M is contained 
in some open subset set U of M (in the subspace topology) that can be 
parametrized by some function ip: n --+ U from some open subset n of the 
origin in JRm, and that ip has some nice properties that allow the definition 
of smooth functions on M and of the tangent space at p .. For this, ip has to be 
at least a homeomorphism, but more is needed: ip must be smooth, and the 
derivative ip'(Om) at the origin must be injective (letting Om = (0, . . . ,0)). 

'-....-' 
m 

Definition 14.7.1 Given any integers N,m, with N ~ m ~ 1, an m­
dimensional smooth manifold in JRN, for short a manifold, is a nonempty 
subset M of JRN such that for every point p E M there are two open subsets 
n <:;;; JRm and U <:;;; M, with p E U, and a smooth function ip: n --+ JRN 
such that ip is a homeomorphism between nand U = ip(n), and ip'(to) 
is injective, where to = ip-l (p). The function ip : n --+ U is called a (local) 
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parametrization oj M at p. If Om E S1 and cp(Om) = p, we say that cp: S1 -+ U 
is centered at p. 

Recall that M <:;; ffi.N is a topological space under the subspace topology, 
and U is some open subset of M in the subspace topology, which means 
that U = M n W for some open subset W of ffi. N. Since cp: S1 --> U is a home­
omorphism, it has an inverse cp-l: U -+ S1 that is also a homeomorphism, 
called a (local) chart. Since S1 <:;; ffi.m , for every point p E M and every 
parametrization cp: S1 -+ U of M at p, we have cp-l(p) = (Zl, ... , zm) for 
some Zi E ffi., and we call Zl, ... ,Zm the local coordinates oj p (w. r. t. cp-l). 
We often refer to a manifold M without explicitly specifying its dimension 
(the integer m). 

Intuitively, a chart provides a "flattened" local map of a region on a 
manifold. For instance, in the case of surfaces (2-dimensional manifolds), a 
chart is analogous to a planar map of a region on the surface. For a concrete · 
example, consider a map giving a planar representation of a country, a 
region on the earth, a curved surface. 

Remark: We could allow m = ° in definition 14.7.1. If so, a manifold 
of dimension ° is just a set of isolated points, and thus it has the discrete 
topology. In fact, it can be shown that a discrete subset of ffi.N is countable. 
Such manifolds are not very exciting, but they do correspond to discrete 
subgroups. 

Example 14.1 The unit sphere S2 in ffi.3 defined such that 

S2 = {(x, y, z) E ffi.3 I x2 + y2 + z2 = I} 

is a smooth 2-manifold, because it can be parametrized using the following 
two maps CPl and CP2: 

and 

( 2u 2v 1 - u2 - v2 ) 
CP2: (u, v) ........ 2 2 '2 2 '2 2 . u +v +1 u +v +1 u +v +1 

The map CPl corresponds to the inverse of the stereographic projection 
from the north pole N = (0,0,1) onto the plane Z = 0, and the map CP2 
corresponds to the inverse of the stereographic projection from the south 
pole S = (0,0, -1) onto the plane z = 0, as illustrated in Figure 14.1. We 
leave as an exercise to check that the map CPl parametrizes S2 - {N} and 
that the map CP2 parametrizes S2 - {S} (and that they are smooth, homeo­
morphisms, etc.). Using CPl, the open lower hemisphere is parametrized by 
the open disk of center 0 and radius 1 contained in the plane z = 0. 
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Figure 14.1. Inverse stereographic projections 

The chart <p-l assigns local coordinates to the points in the open lower 
hemisphere. If we draw a grid of coordinate lines parallel to the x and y axes 
inside the open unit disk and map these lines onto the lower hemisphere 
using <Pl, we get curved lines on the lower hemisphere. These "coordinate 
lines" on the lower hemisphere provide local coordinates for every point 
on the lower hemisphere. For this reason, older books often talk about 
curvilinear coordinate systems to mean the coordinate lines on a surface 
induced by a chart. We urge our readers to define a manifold structure on 
a torus. This can be done using four charts. 

Every open subset oflRN is a manifold in a trivial way. Indeed, we can use 
the inclusion map as a parametrization. In particular, GL(n, 1R) is an open 
subset of IRn2 , since its complement is closed (the set of invertible matrices 
is the inverse image of the determinant function, which is continuous). 
Thus, GL( n, 1R) is a manifold. We can view GL( n, q as a subset of 1R(2n)2 

using the embedding defined as follows: For every complex n x n matrix 
A, construct the real 2n x 2n matrix such that every entry a + ib in A is 
replaced by the 2 x 2 block 

where a, b E R It is immediately verified that this map is in fact a group 
isomorphism. Thus, we can view GL(n, C) as a subgroup of GL(2n, 1R), 
and as a manifold in 1R(2n)2. 

A I-manifold is called a (smooth) curve, and a 2-manifold is called 
a (smooth) surface (although some authors require that they also be 
connected) . 
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Figure 14.2. Parametrizations and transition functions 

The following two lemmas provide the link with the definition of an ab­
stract manifold. The first lemma is easily shown using the inverse function 
theorem. 

Lemma 14.7.2 Given an m-dimensional manifold M in ]RN, for every 
p E M there are two open sets fl, W ~ ]RN with ON Efland p E M n W, 
and a smooth diffeomorphism 'P: fl ---+ W, such that 'P(O N) = P and 

'P(fl n (]Rm X {ON-m})) = M n w. 
The next lemma is easily shown from Lemma 14.7.2. It is a key technical 

result used to show that interesting properties of maps between manifolds 
do not depend on parametrizations. 

Lemma 14.7.3 Given an m-dimensional manifold M in ]RN, for every 
p E M and any two parametrizations 'PI: fli ---+ UI and 'P2: fl2 ---+ U2 of M 
at p, if UI n U2 f. 0, the map 'P;-I 0 'PI: 'PI I (UI n U2) ---+ 'P;-I(UI n U2) is a 
smooth diffeomorphism. 

The maps 'P;-I 0 'PI: 'PII(UI n U2 ) ---+ 'P;-I(UI n U2 ) are called transition 
maps. Lemma 14.7.3 is illustrated in Figure 14.2. 

Let us review the definitions of a smooth curve in a manifold and the 
tangent vector at a point of a curve. 

Definition 14.7.4 Let M be an m-dimensional manifold in ]RN. A smooth 
curve "( in M is any function T I ---+ M where I is an open interval in ]R and 
such that for every t E I, letting p = "((t), there is some parametrization 
'P: fl ---+ U of M at p and some open interval]t - f, t + f[ ~ I such that the 
curve 'P- I 0 "(:]t - f, t + f[ ---+ ]Rm is smooth. 
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Figure 14.3. Tangent vector to a curve on a manifold 

Using Lemma 14.7.3, it is easily shown that Definition 14.7.4 does not 
depend on the choice of the parametrization <p: n -4 U at p. 

Lemma 14.7.3 also implies that, viewed as a curve T 1-4 ]RN is smooth. 
Then the tangent vector to the curve T 1-4 ]RN at t, denoted by ,'(t), is 
the value of the derivative of, at t (a vector in ]RN) computed as usual: 

'(t) = r ,(t + h) - ,(t) 
, h~ h . 

Given any point p E M, we will show that the set of tangent vectors 
to all smooth curves in M through p is a vector space isomorphic to the 
vector space ]Rm. The tangent vector at p to a curve, on a manifold M is 
illustrated in Figure 14.3. 

Given a smooth curve T 1-4 M, for any tEl, letting p = ,(t), since M 
is a manifold, there is a parametrization <p: n -4 U such that <p(Om) = P E U 
and some open interval J ~ I with t E J and such that the function 

<p-l oTJ -4]Rm 

is a smooth curve, since, is a smooth curve. Letting a = <p-l 0" the 
derivative a' (t) is well-defined, and it is a vector in ]Rm. But <p 0 a: J -4 M 
is also a smooth curve, which agrees with, on J, and by the chain rule, 

,'(t) = <p'(Om)(a'(t)) , 

since a(t) = Om (because <p(Om) = p and ,(0) = p). Observe that ,'(t) is a 
vector in ]RN. Now, for every vector v E ]Rm, the curve a: 1-4 ]Rm defined 
such that 

a(u) = (u - t)v 
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for all u E I is clearly smooth, and o:'(t) = v. This shows that the set of 
tangent vectors at t to all smooth curves (in IRm) passing through Om is the 
entire vector space IRm. Since every smooth curve T I -> M agrees with a 
curve of the form i.p 0 0:: J -> M for some smooth curve 0:: J -> IRm (with 
J ~ 1) as explained above, and since it is assumed that i.p'(Om) is injective, 
i.p'(Om) maps the vector space IRm injectively to the set of tangent vectors 
to ""( at p, as claimed. All this is summarized in the following definition. 

Definition 14.7.5 Let M be an m-dimensional manifold in IRN. For every 
point p E M, the tangent space TpM at p is the set of all vectors in IRN 
of the form ""('(0), where T I -> M is any smooth curve in M such that 
p = ""((0). The set TpM is a vector space isomorphic to IRm. Every vector 
v E TpM is called a tangent vector to M at p. 

We can now define Lie groups. 

Definition 14.7.6 A Lie group is a nonempty subset G of IRN (N ::::: 1) 
satisfying the following conditions: 

(a) G is a group. 

(b) G is a manifold in IRN. 

(c) The group operation· : G x G -> G and the inverse map -1: G -> G 
are smooth. 

It is immediately verified that GL(n,IR) is a Lie group. Since all the Lie 
groups that we are considering are subgroups of GL(n, IR), the following 
definition is in order. 

Definition 14.7.7 A linear Lie group is a subgroup G of GL(n,IR) (for 
2 

some n ::::: 1) which is that a smooth manifold in IRn . 

Let M(n, IR) denote the set of all real n x n matrices (invertible or not). 
If we recall that the exponential map 

exp: A f-> eA 

is well defined on M(n, IR), we have the following crucial theorem due to 
Von Neumann and Cartan. 

Theorem 14.7.8 A closed subgroup G ofGL(n, IR) is a linear Lie group. 
Furthermore, the set 9 defined such that 

9 = {X E M(n,IR) I etX E G for all t E IR} 

is a vector space equal to the tangent space TIG at the identity I, and 9 is 
closed under the Lie bracket [-, -] defined such that [A, B] = AB - BA for 
all A, BE M(n , IR). 

Theorem 14.7.8 applies even when G is a discrete subgroup, but in this 
case, 9 is trivial (i.e., 9 = {O}). For example, the set of nonnull reals IR* = 



398 14. Basics of Classical Lie Groups 

JR - {O} = GL(l, JR) is a Lie group under multiplication, and the subgroup 

H = {2n In E Z} 

is a discrete subgroup of JR*. Thus, H is a Lie group. On the other hand, the 
set IQ* = IQ - {O} of nonnull rational numbers is a multiplicative subgroup 
of JR-, but it is not closed, since IQ is dense in R 

The proof of Theorem 14.7.8 involves proving that when G is not a 
discrete subgroup, there is an open subset f2 <;;;; M(n, JR) such that On ,n E f2, 
an open subset of W <;;;; M(n, JR) such that lEW, and that exp: f2 ---> W is 
a diffeomorphism such that 

exp(f2 n g) = W n G. 

If G is closed and not discrete, we must have m 2': 1, and 9 has dimension 
m. 

With the help of Theorem 14.7.8 it is now very easy to prove that SL(n), 
O(n), SO(n), SL(n, C) , U(n) , and SU(n) are Lie groups. We can also prove 
that SE( n) is a Lie group as follows. Recall that we can view every element 
of SE(n) as a real (n + 1) x (n + 1) matrix 

where R E SO(n) and U E JRn. In fact, such matrices belong to SL(n+ 1). 
This embedding of SE(n) into SL(n + 1) is a group homomorphism, since 
the group operation on SE(n) corresponds to multiplication in SL(n + 1): 

( RS RV + U) = (R U) (S V) 
o 1 0101' 

Note that the inverse is given by 

Also note that the embedding shows that as a manifold, SE( n) is diffeomor­
phic to SO(n) x R n (given a manifold Ml of dimension ml and a manifold 
M2 of dimension m2, the product Ml x M2 can be given the structure of 
a manifold of dimension ml + m2 in a natural way) . Thus, SE(n) is a Lie 
group with underlying manifold SO(n) x R n , and in fact, a subgroup of 
SL(n + 1). 

Even though SE( n) is diffeomorphic to SO( n) x R n as a manifold, 
it is not isomorphic to SO(n) x Rn as a group, because the group 

multiplication on SE(n) is not the multiplication on SO(n) x Rn . Instead, 
SE(n) is a semidirect product of SO(n) and Rn; see Chapter 2, Problem 
2.19. 

Returning to Theorem 14.7.8, the vector space 9 is called the Lie algebra 
of the Lie group G. Lie algebras are defined as follows. 
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Definition 14.7.9 A (real) Lie algebra A is a real vector space together 
with a bilinear map [" .j: A x A ----* A called the Lie bracket on A such that 
the following two identities hold for all a, b, c E A: 

[a, aj = 0, 

and the so-called Jacobi identity 

[a, [b, ell + [c, [a, bjj + [b, [c, all = O. 

It is immediately verified that [b, aj = - [a, bj . 

In view of Theorem 14.7.8, the vector space g = TIC associated with 
a Lie group C is indeed a Lie algebra. Furthermore, the exponential map 
exp: g ----* C is well-defined. In general, exp is neither injective nor surjective, 
as we observed earlier. Theorem 14.7.8 also provides a kind of recipe for 
"computing" the Lie algebra g = TIC of a Lie group C. Indeed , g is the 
tangent space to C at I, and thus we can use curves to compute tangent 
vectors. Actually, for every X E TIC, the map 

'Yx: t 1---+ etX 

is a smooth curve in C, and it is easily shown that 'Y~(O) = X. Thus, we 
can use these curves. As an illustration, we show that the Lie algebras of 
SL(n) and SO(n) are the matrices with null trace and the skew symmetric 
matrices. 

Let t 1---+ R(t) be a smooth curve in SL(n) such that R(O) = I. We have 
det(R(t)) = 1 for all t Ej- f, f [. Using the chain rule, we can compute the 
derivative of the function 

t 1---+ det(R(t)) 

at t = 0, and we get 

det~(R'(O)) = O. 

It is an easy exercise to prove that 

det~(X) = tr(X), 

and thus tr(R'(O)) = 0, which says that the tangent vector X = R'(O) has 
null trace. Another proof consists in observing that X E sl( n, JR) iff 

det(etx ) = 1 

for all t E lR. Since det(etX ) = etr(tX), for t = 1, we get tr(X) = 0, as 
claimed. Clearly, sl(n, lR) has dimension n 2 - l. 

Let t 1---+ R(t) be a smooth curve in SO(n) such that R(O) = I. Since 
each R(t) is orthogonal, we have 

R(t) R(t) T = I 

for all t E] - f, f [. Taking the derivative at t = 0, we get 

R' (0) R(O) T + R(O) R' (0) T = 0, 
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but since R(O) = I = R(O) T, we get 

R'(O) + R'(O) T = 0, 

which says that the tangent vector X = R'(O) is skew symmetric. Since 
the diagonal elements of a skew symmetric matrix are null, the trace is 
automatically null, and the condition det(R) = 1 yields nothing new. This 
shows that o(n) = .5o(n). It is easily shown that .5o(n) has dimension n(n-
1)/2. 

As a concrete example, the Lie algebra .50(3) of SO(3) is the real vector 
space consisting of all 3 x 3 real skew symmetric matrices. Every such 
matrix is of the form 

-d C) o -b 
b 0 

where b, c, d E R The Lie bracket [A, B] in .50(3) is also given by the usual 
commutator, [A,B] = AB - BA. 

We can define an isomorphism of Lie algebras 'lj;: (JR3 , x) ....... .50(3) by the 
formula 

It is indeed easy to verify that 

-d 
o 
b 

'lj;(u x v) = ['lj;(u) , 'lj;(v)]. 

It is also easily verified that for any two vectors u 
(b',c',d') in JR3 

'lj;(u)(v) = u x v. 

(b,c,d) and v = 

The exponential map exp: .50(3) ....... SO(3) is given by Rodrigues's formula 
(see Lemma 14.2.3) : 

A ()I sin()A (1-cos())B 
e = cos 3 + -()- + ()2 ' 

or equivalently by 

A _ I sin() A (1 - cos()) A2 
e - 3 + () + ()2 

if () =1= 0, where 

-d C) 
o -b , 
b 0 
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Using the above methods, it is easy to verify that the Lie algebras 
gl(n, JR), .5l(n, JR), o(n), and .5o(n) , are respectively M(n, JR), the set of ma­
trices with null trace, and the set of skew symmetric matrices (in the last 
two cases). A similar computation can be done for gl(n, q, .5l(n, q, u(n), 
and .5u(n), confirming the claims of Section 14.4. It is easy to show that 
gl(n';q has dimension 2n2, .5l(n,q has dimension 2(n2 - 1), u(n) has 
dimension n2, and .5u(n) has dimension n2 - 1. 

For example, the Lie algebra .5u(2) of SU(2) (or 8 3 ) is the real vector 
space consisting of all 2 x 2 (complex) skew Hermitian matrices of null 
trace. Every such matrix is of the form 

. (ib C + id) t(da1+ca2+b(3) = 'd'b' -c + t -t 

where b, c, d E JR, and a1, a2, a3 are the Pauli spin matrices (see Section 
8.1), and thus the matrices ia1, ia2, ia3 form a basis of the Lie algebra 
.5u(2). The Lie bracket [A, B] in .5u(2) is given by the usual commutator, 
[A,B] = AB - BA. 

It is easily checked that the vector space JR3 is a Lie algebra if we define 
the Lie bracket on JR3 as the usual cross product u x v of vectors. Then 
we can define an isomorphism of Lie algebras 'P: (JR3, x) ----+ .5u(2) by the 
formula 

It is indeed easy to verify that 

'P(u x v) = ['P(u), 'P(v)]. 

Returning to .5u(2), letting () = Jb2 + c2 + d2, we can write 

( b -ic + d) 
da1 + ca2 + ba3 = ic + d -b = ()A, 

where 

so that A2 = I, and it can be shown that the exponential map exp: .5u(2) ----> 

SU(2) is given by 

exp( i()A) = cos () 1 + i sin () A. 

In view of the isomorphism 'P: (JR3, x) ----> .5u(2), where 

1 (ib c + id) . () 
'P(b, c, d) ="2 -c + id -ib = t"2 A , 
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the exponential map can be viewed as a map exp: (]R3, x) -.. SU(2) given 
by the formula 

exp(Bv) = [cos~ , sin ~ v] , 

for every vector Bv, where v is a unit vector in ]R3 and B ERIn this form, 
exp(Bv) is a quaternion corresponding to a rotation of axis v and angle B. 

As we showed, SE(n) is a Lie group, and its lie algebra se(n) described 
in Section 14.6 is easily determined as the subalgebra of sl(n + 1) consisting 
of all matrices of the form 

where B E so(n) and U E ]Rn . Thus, se(n) has dimension n(n + 1)/2. The 
Lie bracket is given by 

(~ ~)(~ ~)-(~ ~)(~ U) = (BC - C B BV -CU) 
o 0 O· 

We conclude by indicating the relationship between homomorphisms of Lie 
groups and homomorphisms of Lie algebras. First, we need to explain what 
is meant by a smooth map between manifolds. 

Definition 14.7.10 Let Ml (ml-dimensional) and M2 (m2-dimensional) 
be manifolds in ]RN. A function f: Ml -.. M2 is smooth if for every p E Ml 
there are parametrizations cp: n1 -.. U1 of Ml at p and 'IjJ: n2 -.. U2 of M2 
at f(p) such that f(ud ~ U2 and 

'IjJ-l 0 f 0 cp: n1 -.. ]Rm2 

is smooth. 

Using Lemma 14.7.3, it is easily shown that Definition 14.7.10 does not 
depend on the choice of the parametrizations cp: n1 -.. U1 and 'IjJ: n2 -.. U2. 
A smooth map f between manifolds is a smooth diffeomorphism if f is 
bijective and both f and f- 1 are smooth maps. 

We now define the derivative of a smooth map between manifolds. 

Definition 14.7.11 Let Ml (ml-dimensional) and M2 (m2-dimensional) 
be manifolds in ]R N. For any smooth function f: M 1 -.. M 2 and any p E M 1, 

the function f;: TpMl -.. T f (p)M2, called the tangent map of f at p, or 
derivative of f at p, or differential of f at p, is defined as follows: For every 
v E TpMl and every smooth curve T I -.. Ml such that 1'(0) = P and 
1"(0) = v, 

f;(v) = (f 0 1')'(0). 

The map f; is also denoted by dfp or Tpf. Doing a few calculations 
involving the facts that 

f0l'= (focp)o(cp-l 01') and l'=cpo(cp- 1 01') 
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and using Lemma 14.7.3, it is not hard to show that f;(v) does not depend 
on the choice of the curve , . It is easily shown that f; is a linear map. 

Finally, we define homomorphisms of Lie groups and Lie algebras and 
see how they are related. 

Definition 14.7.12 Given two Lie groups GI and G 2 , a homomorphism 
(or map) of Lie groups is a function f: GI -t G2 that is a homomorphism 
of groups and a smooth map (between the manifolds GI and G2 ). Given 
two Lie algebras Al and A 2 , a homomorphism (or map) of Lie algebras is 
a function f: Al -t A2 that is a linear map between the vector spaces Al 
and A2 and that preserves Lie brackets, i.e., 

f([A, B]) = [f(A), f(B)] 

for all A, BE AI. 

An isomorphism of Lie groups is a bijective function f such that both f 
and f- 1 are maps of Lie groups, and an isomorphism of Lie algebras is a 
bijective function f such that both f and f- 1 are maps of Lie algebras. It is 
immediately verified that if f: G1 -t G2 is a homomorphism of Lie groups, 
then n: 91 -t 92 is a homomorphism of Lie algebras. If some additional 
assumptions are made about G1 and G2 (for example, connected, simply 
connected), it can be shown that f is pretty much determined by f;. 

Alert readers must have noticed that we only defined the Lie algebra of 
a linear group. In the more general case, we can still define the Lie algebra 
9 of a Lie group G as the tangent space TIG at the identity I. The tangent 
space 9 = TIG is a vector space, but we need to define the Lie bracket. 
This can be done in several ways. We explain briefly how this can be done 
in terms of so-called adjoint representations. This has the advantage of not 
requiring the definition of left-invariant vector fields, but it is still a little 
bizarre! 

Given a Lie group G, for every a E G we define left translation as the 
map La: G -t G such that La(b) = ab for all bEG, and right translation 
as the map Ra: G -t G such that Ra(b) = ba for all bEG. The maps La 
and Ra are diffeomorphisms, and their derivatives play an important role. 
The inner automorphisms ReI 0 La (also written as Ra - ILa) also play an 
important role. Note that 

The derivative 

(Ra- ILa)~: 9 -t 9 

of Ra-1La at I is an isomorphism of Lie algebras, denoted by Ada: 9 -t 9. 
The map a f--> Ada is a map of Lie groups 

Ad: G -t GL(9), 
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called the adjoint representation of G (where GL(g) denotes the Lie group 
of all bijective linear maps on g). 

In the case of a linear group, one can verify that 

Ad(a)(X) = Ada(X) = aXa- 1 

for all a E G and all X E g. The derivative 

Ad~:g --+ gl(g) 

of Ad at I is map of Lie algebras, denoted by ad: 9 --+ gl(g), called the 
adjoint representation of 9 (where gl(g) denotes the Lie algebra of all linear 
maps on g). 

In the case of a linear group, it can be verified that 

ad(A)(B) = [A, B ] 

for all A, BEg. One can also check that the Jacobi identity on 9 is equiv­
alent to the fact that ad preserves Lie brackets, i.e., ad is a map of Lie 
algebras: 

ad([A, BD = [ad(A), ad(B)] 

for all A, BEg (where on the right, the Lie bracket is the commutator of 
linear maps on g). Thus, we recover the Lie bracket from ad. 

This is the key to the definition of the Lie bracket in the case of a general 
Lie group (not just a linear Lie group) . We define the Lie bracket on 9 as 

[A, B ] = ad(A)(B). 

To be complete, we would have to define the exponential map exp: 9 --+ G 
for a general Lie group. For this we would need to introduce some left­
invariant vector fields induced by the derivatives of the left translations, 
and integral curves associated with such vector fields. 

This is not hard, but we feel that it is now time to stop our introduction 
to Lie groups and Lie algebras, even though we have not even touched many 
important topics, for instance vector fields and differential foms. Readers 
who wish to learn more about Lie groups and Lie algebras should con­
sult (more or less listed in order of difficulty) Curtis [38]' Sattinger and 
Weaver [147], and Marsden and Ratiu [120]. The excellent lecture notes 
by Carter, Segal, and Macdonald [30] constitute a very efficient (although 
somewhat terse) introduction to Lie algebras and Lie groups. Classics such 
as Weyl [180] and Chevalley [31] are definitely worth consulting, although 
the presentation and the terminology may seem a bit old fashioned. For 
more advanced texts, one may consult Abraham and Marsden [1], Warner 
[176], Sternberg [161], Brocker and tom Dieck [22], and Knapp [102]. For 
those who read French, Mneimne and Testard [128] is very clear and quite 
thorough, and uses very little differential geometry, although it is more ad­
vanced than Curtis. Chapter 1, by Bryant, in Freed and Uhlenbeck [24] is 
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also worth reading, but the pace is fast, and Chapters 7 and 8 of Fulton 
and Harris [69] are very good, but familiarity with manifolds is assumed. 

14.8 Applications of Lie Groups and Lie Algebras 

Some applications of Lie groups and Lie algebras to robotics and motion 
planning are discussed in Selig [155] and Murray, Li, and Sastry [131]. 
Applications to physics are discussed in Sattinger and Weaver [147] and 
Marsden and Ratiu [120] . 

The fact that the exponential maps exp: so(3) ---> SO(3) and exp: se(3) ---> 

SE(3) are surjective is important in robotics applications. Indeed, some 
matrices associated with joints arising in robot kinematics can be written 
as exponentials e()s, where e is a joint angle and s E se(3) is the so-called 
joint screw (see Selig [155], Chapter 4). One should also observe that if a 
rigid motion (R, b) is used to define the position of a rigid body, then the 
velocity of a point p is given by (R'p + b'). In other words, the element 
(R', b') of the Lie algebra se(3) is a sort of velocity vector. 

The surjectivity of the exponential map exp: se(3) ---> SE(3) implies that 
there is a map log: SE(3) ---> se(3), although it is multivalued. Still, this log 
"function" can be used to perform motion interpolation. For instance, given 
two rigid motions Bb B2 E SE(3) specifying the position of a rigid body 
B, we can compute log(Bt} and log(B2 ), which are just elements of the 
Euclidean space se(3), form the linear interpolant (l-t) log(B1 ) +t log(B2), 

and then apply the exponential map to get an interpolating rigid motion 

e(1-t) log(BdH log(B2 ). 

Of course, this can also be done for a sequence of rigid motions B 1 , .. . , B n , 

where n > 2, and instead of using affine interpolation between two con­
secutive positions, a polynomial spline can be used to interpolate between 
the log(Bi)'s in se(3). This approach has been investigated by Kim, M.-J., 
Kim, M.-S. and Shin [98, 99], and Park and Ravani [133, 134]. 

R.S. Ball published a treatise on the theory of screws in 1900 [8]. 
Basically, Ball's screws are rigid motions, and his instantaneous screws 
correspond to elements of the Lie algebra se(3) (they are rays in se(3»). A 
screw system is simply a subspace of se(3). Such systems were first inves­
tigated by Ball [8]. The first heuristic classification of screw systems was 
given by Hunt [92]. Screw systems play an important role in kinematics, 
see McCarthy [124] and Selig [155], Chapter 8. 

Lie groups and Lie algebras are also a key ingredient in the use of sym­
metries in motion, to reduce the number of parameters in the equations of 
motion, and in optimal control. Such applications are described in a very 
exciting paper by Marsden and Ostrowski [119] (see also the references in 
this paper). 
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14.9 Problems 

Problem 14.1 Given a Hermitian space E, for every linear map f: E -+ 

E, prove that there is an orthonormal basis (U1,.'" Un) with respect to 
which the matrix of f is upper triangular. In terms of matrices, this means 
that there is a unitary matrix U and an upper triangular matrix T such 
that A = UTU* . 

Remark: This extension of Lemma 14.1.3 is usually known as Schur's 
lemma. 

Problem 14.2 Prove that the torus obtained by rotating a circle of ra­
dius b contained in a plane containing the z-axis and whose center is on a 
circle of center 0 and radius b in the xy-plane is a manifold by giving four 
parametrizations. What are the conditions required on a, b? 
Hint. What about 

x = a cos () + b cos () cos 'P, 

Y = a sin () + b sin () cos 'P, 

z = bsin 'P? 

Problem 14.3 (a) Prove that the maps 'P1 and 'P2 parametrizing the 
sphere are indeed smooth and injective, that 'P~ (u, v) and 'P~ (u, v) are 
injective, and that 'P1 and 'P2 give the sphere the structure of a manifold. 

(b) Prove that the map 1P1: .6. (1) -+ S2 defined such that 

1/;l(X,y) = (x, y, \11 - x2 - y2) , 

where .6.(1) is the unit open disk, is a parametrization of the open upper 
hemisphere. Show that there are five other similar parametrizations, which, 
together with 1/;1, make S2 into a manifold. 

Problem 14.4 Use Lemma 14.7.3 to prove that Definition 14.7.4 does not 
depend on the choice of the parametrization 'P: n -+ U at p. 

Problem 14.5 Given a linear Lie group C, for every X E TIC, letting 'Y 
be the smooth curve in C 

prove that 'Yx(O) = X. 

Problem 14.6 Prove that 

det~(X) = tr(X). 

Hint. Find the directional derivative 

1. det(I + tX) - det(I) 
1m . 

t->O t 
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Problem 14.7 Confirm that gl (n , q, sl (n, q, u( n), and su( n), are the 
vector spaces of matrices described in Section 14.4. Prove that gl( n, C) has 
dimension 2n2, sl(n,q has dimension 2(n2 - 1), u(n) has dimension n 2, 
and su(n) has dimension n 2 - l. 

Problem 14.8 Prove that the map '{J: (JR3, x) -> su(2) defined by the 
formula 

i 1 (ib c + id) 
'{J(b, c, d) = "2(dO"l + CO"2 + b0"3) ="2 -c + id -ib 

is an isomorphism of Lie algebras. If 

A = ~ (b -ic + d) 
() ic + d -b ' 

where () = v'b2 + c2 + d2 , prove that the exponential map exp: su(2) -> 

SU(2) is given by 

exp( i()A) = cos () 1 + i sin () A. 

Problem 14.9 Prove that Definition 14.7.10 does not depend on the 
parametrizations '{J: f!1 -> U1 and 'IjJ: f!2 -> U2. 

Problem 14.10 In Definition 14.7.11, prove that J;(v) does not depend 
on the choice of the curve 'Y, and that J; is a linear map. 

Problem 14.11 In the case of a linear group, prove that 

Ad(a)(X) = Ada(X) = aXa- 1 

for all a E G and all X E g. 

Problem 14.12 In the case of a linear group, prove that 

ad(A)(B) = [A, B] 

for all A, BEg. 
Check that the Jacobi identity on 9 is equivalent to the fact that ad 

preserves Lie brackets, i.e., ad is a map of Lie algebras: 

ad([A, B]) = [ad(A) , ad(B)] 

for all A, BEg (where on the right, the Lie bracket is the commutator of 
linear maps on g). 

Problem 14.13 Consider the Lie algebra su(2), whose basis is the Pauli 
spin matrices 0"1,0"2,0"3 (see Chapter 6, Section 8.1). The map ad(X) is a 
linear map for every X E g, since ad: 9 -> gl(g) . Compute the matrices 
representing ad(O"d, ad(0"2)' ad(0"3)' 

Problem 14.14 (a) Consider the affine maps p of A,.2 defined such that 

(x) = (c~s () - sin ()) (x) + (u) , 
p y sm () cos () y v 
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where e,u,v E R 
Given any map p as above, letting 

R = (cos e - sin e ) X = (Xy)' and U = (uV) , 
sin e cos e ' 

p can be represented by the 3 x 3 matrix 

(R U) (cose 
A = 0 1 = Si~e 

-sine 
cose 

o 
in the sense that 

iff 

p(X) = RX + U. 

Prove that these maps are affine bijections and that they form a group, 
denoted by SE(2) (the direct affine isometries, or rigid motions, of A2 ). 

Prove that such maps preserve the inner product of JR.2, i.e. , that for any 
four points a, b, c, d E A 2 , 

p(ac) . p(bd) = ac· bd. 

If e =I- k27r (k E Z), prove that p has a unique fixed point cp , and that w.r.t. 
any frame with origin cP' p is a rotation of angle e and of center cpo 

(b) Let us now consider the set of matrices of the form 

n ~o n 
where e, u , v E R Verify that this set of matrices is a vector space iso­
morphic to (JR.3, +). This vector space is denoted by se(2) . Show that in 
general, AB =I- BA. 

(b) Given a matrix 

letting 

we can write 

-e 
o 
o 
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Prove that 

n = (nn nn-lU) 
A 0 a 

where no = h Prove that if () = k27r (k E Z), then 

eA = (~ ~), 
and that if () f. k27r (k E Z) , then 

(

COS () - sin () ~ sin () + ~ ( cos () - 1) ) 

eA = sin () cos () ~ ( - cos () +11) + ~ sin () . 

a a 
Hint. Letting V = n-l(ell - 12), prove that 

nk 

V = 12 + L (k + I)! 
k ~ l 

and that 

A = (ell VU) 
e 01. 

Another proof consists in showing that 

A3 = _()2 A, 

and that 

A _ 1 sin () A 1 - cos () A2 
e - 3 + () + ()2 . 

(c) Prove that eA is a direct affine isometry in SE(2). If () f. k27r (k E 
Z), prove that V is invertible, and thus prove that the exponential map 
exp: se(2) ---> SE(2) is surjective. How do you need to restrict () to get an 
injective map? 

(2) Rigid motions can be used to describe the motion of rigid bodies in 
the plane. Given a fixed Euclidean frame (0, (el' e2)), we can assume that 
some moving frame (C, (Ul,U2)) is attached (say glued) to a rigid body 
B (for example, at the center of gravity of B) so that the position and 
orientation of B in the plane are completely (and uniquely) determined by 
some rigid motion 

A=(~ ~), 
where U specifies the position of C w.r.t. 0, and R specifies the orientation 
(i.e., angle) of B w.r.t. the fixed frame (0, (el' e2)). Then, a motion of B 
in the plane corresponds to a curve in the space SE(2). The space SE(2) is 
topologically quite complex (in particular, it is "curved") . The exponential 
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map allows us to work in the simpler (noncurved) Euclidean space se(2). 
Thus, given a sequence of "snapshots" of B, say Bo, B l , . . . , Bm , we can 
try to find an interpolating motion (a curve in SE(2» by finding a sim­
pler curve in se(2) (say, a B-spline) using the inverse of the exponential 
map. Of course, it is desirable that the interpolating motion be reasonably 
smooth and "natural." Computer animations of such motions can be easily 
implemented. 

Problem 14.15 (a) Consider the set of affine maps p of A3 defined such 
that 

p(X) = RX + U, 

where R is a rotation matrix (an orthogonal matrix of determinant +1) 
and U is some vector in R3. Every such a map can be represented by the 
4 x 4 matrix 

in the sense that 

iff 

p(X) = RX + U. 

Prove that these maps are affine bijections and that they form a group, 
denoted by SE(3) (the direct affine isometries, or rigid motions, of A3 ). 

Prove that such maps preserve the inner product of R3 , i.e., that for any 
four points a, b, c, d E A 3, 

p(ac) . p(bd) = ac· bd. 

Prove that these maps do not always have a fixed point. 
(b) Let us now consider the set of 4 x 4 matrices of the form 

A=(~ ~), 
where n is a skew symmetric matrix 

n = (~ ~c ~a), 
-b a 0 

and U is a vector in R3. 
Verify that this set of matrices is a vector space isomorphic to (R6 , +). 

This vector space is denoted by se(3). Show that in general, AB #- BA. 
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(c) Given a matrix 

A = (~ ~) 
as in (b), prove that 

n = (nn nn-lU) 
A 0 0 

where no = 13 . Given 

n = (~ ~c ~a) , 
-b a 0 

let 0 = Va 2 + b2 + c2 . Prove that if 0 = k27r (k E Z), then 

eA = (~ ~) , 
and that if 01= k27r (k E Z) , then 

VU) 
1 ' 

where 

nk 

V = h + L (k I)! ' 
k~l + 

(d) Prove that 

n _ 1 sin 0 n (1 - cos 0) n2 
e - 3 + 0 + 02 

and 

V = 1 (1 - cosO)" (0 - sinO),,2 
3 + 02 H + 03 H . 

Hint . Use the fact that 

(e) Prove that eA is a direct affine isometry in SE(3). Prove that V is 
invertible. 
Hint. Assume that the inverse of V is of the form 

and show that a, b, are given by a system of linear equations that always 
has a unique solution. 
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Prove that the exponential map exp: se(3) -t SE(3) is surjective. You 
may use the fact that exp: so(3) -t SO(3) is surjective, where 

( ") _ !1 _ I sin 8 " (1 - cos 8) ,,2 
exp H - e - 3 + 8 H + 82 H . 

Remark: Rigid motions can be used to describe the motion of rigid bodies 
in space. Given a fixed Euclidean frame (0, (eI, e2, e3)), we can assume that 
some moving frame (C, (Ul' U2, U3)) is attached (say glued) to a rigid body 
B (for example, at the center of gravity of B) so that the position and 
orientation of B in space are completely (and uniquely) determined by 
some rigid motion 

A = (~ ~), 
where U specifies the position of C w.r.t. 0, and R specifies the orien­
tation of B w.r.t. the fixed frame (0, (el' e2, e3)). Then a motion of B 
in space corresponds to a curve in the space SE(3). The space SE(3) is 
topologically quite complex (in particular, it is "curved"). The exponential 
map allows us to work in the simpler (noncurved) Euclidean space se(3). 
Thus, given a sequence of "snapshots" of B, say Bo, B l , ... , Bm , we can 
try to find an interpolating motion (a curve in SE(3)) by finding a sim­
pler curve in se(3) (say, a B-spline) using the inverse of the exponential 
map. Of course, it is desirable that the interpolating motion be reasonably 
smooth and "natural." Computer animations of such motions can be easily 
implemented. 

Problem 14.16 Let A and B be the 4 x 4 matrices 

-81 0 
o 0 
o 0 
o 82 

and 

- sin 81 0 
cos 81 0 

0 cos 82 

0 sin 82 

where 81 ,82 ;:::: O. (i) Compute A2 , and prove that 

B =eA , 

where 
AP AP 

eA = In + L -, = L -, ' 
p2:l p. p2:0 p. 
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letting AO = In . Use this to prove that for every orthogonal 4 x 4 matrix 
B there is a skew symmetric matrix A such that 

B = eA. 

(ii) Given a skew symmetric 4 x 4 matrix A, prove that there are two 
skew symmetric matrices Al and A2 and some B1, B2 ::::: 0 such that 

A = Al + A 2 , 

Ar = -B~A1 ' 
A~ = -B~A2 ' 

A1A2 = A2A1 = 0, 

tr(A~) = -2Br, 
tr(A~) = -2B~, 

and where Ai = 0 if Bi = 0 and Ai + A~ = -BiI4 if B2 = B1. 
Using the above, prove that 

A _ I sinBl A sinB2 A (1 - cosBI) A2 (1 - cosB2 ) A2 
e - 4 + B1 1 + B2 2 + Bi 1 + B~ 2' 

(iii) Given an orthogonal 4 x 4 matrix B , prove that there are two skew 
symmetric matrices Al and A2 and some B1, B2 ::::: 0 such that 

B-1 sinBl A sinB2 A (1 - cosBI) A2 (1 - cosB2 ) A2 
- 4 + B 1 1 + B2 2 + Bi 1 + B~ 2, 

where 

Ar = -BrA1' 

A~ = -B~A2' 
A1A2 = A2A1 = 0, 

tr(Ar) = -2Bi , 
tr(A~) = -2B~, 

and where Ai = 0 if Bi = 0 and Ai + A~ = -Bi!4 if B2 = B1. Prove that 

1 (B BT) _ sinBl A sin B2 A 
- - - -- 1+-- 2 
2 B1 B2 ' 

~(B BT) = I (1 - cosBI) A2 (1 - cosB2 ) A2 
2 + 4 + B2 1 + B2 2, 

1 2 

tr(B) = 2 cos B1 + 2 cos B2. 

(iv) Prove that if sin B1 = 0 or sin B2 = 0, then AI, A2, and the cos Bi can 
be computed from B . Prove that if B2 = B1, then 

sinBl 
B = cosB1I4 + T(A 1 + A2 ) , 

and cosBl and Al + A2 can be computed from B . 
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(v) Prove that 

~tr ((B - BT)2) = 2cos2 01 + 2cos2 O2 - 4. 

Prove that cos 01 and cos O2 are solutions of the equation 

x 2 - sx + p = 0, 

where 

1 
s = "2tr(B) , 1 2 1 (( T)2) p=-(tr(B)) --tr B-B -1. 

8 16 
Prove that we also have 

COS201COS202 =det (~(B+BT)). 
If sin Oi =I- 0 for i = 1,2 and O2 =I- 01 , prove that the system 

1 (B BT) _ sin01A sin02A - - - -- 1 + -- 2, 
2 01 O2 

~ (B BT) (B _ BT) = Sin01 cos 01 A sin O2 cos O2 A 
4 + 01 1 + O2 2 

has a unique solution for Al and A2. 
(vi) Prove that A = Al + A2 has an orthonormal basis of eigenvectors 

such that the first two are a basis of the plane w.r.t. which B is a rotation 
of angle 01 , and the last two are a basis of the plane w.r.t. which B is a 
rotation of angle O2 , 

Remark: I do not know a simple way to compute such an orthonormal 
basis of eigenvectors of A = Al + A2, but it should be possible! 



15 
Basics of the Differential Geometry of 
Curves 

15.1 Introduction: Parametrized Curves 

In this chapter we consider parametric curves, and we introduce two 
important invariants, curvature and torsion (in the case of a 3D curve). 

Properties of curves can be classified into local properties and global prop­
erties. Local properties are the properties that hold in a small neighborhood 
of a point on a curve. Curvature is a local property. Local properties can 
be studied more conveniently by assuming that the curve is parametrized 
locally. Thus, it is important and useful to study parametrized curves. In 
order to study the global properties of a curve, such as the number of points 
where the curvature is extremal, the number of times that a curve wraps 
around a point, or convexity properties, topological tools are needed . A 
proper study of global properties of curves really requires the introduction 
of the notion of a manifold, a concept beyond the scope of this book. In 
this chapter we study only local properties of parametrized curves. Readers 
interested in learning about curves as manifolds and about global proper­
ties of curves are referred to do Carmo [51] and Berger and Gostiaux [14]. 
Kreyszig [104] is also an excellent source, which does a great job at tracing 
the origin of concepts. It turns out that it is easier to study the notions of 
curvature and torsion if a curve is parametrized by arc length, and thus we 
will discuss briefly the notion of arc length. 

Let [; be some normed affine space of finite dimension, for the sake of 
simplicity the Euclidean space lE2 or lE3 . Recall that the Euclidean space 
lEm is obtained from the affine space Am by defining on the vector space 

J. Gallier, Geometric Methods and Applications
© Springer Science+Business Media New York 2001
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n 
Figure 15.1. A sequence of Hilbert curves ho, hI, h2 

lRm the standard inner product 

(Xl, .. . , Xm) . (YI, ... , Ym) = XIYI + ... + XmYm' 

The corresponding Euclidean norm is 

II(XI, ... , xm)11 = Jxi + ... + x?,.. 
Inspired by a kinematic view, we can define a curve as a continuous map 
f : Ja, b[ --> E from an open interval I = Ja, b[ of lR to the affine space E. 
From this point of view we can think of the parameter t E Ja, b[ as time, 
and the function f gives the position f(t) at time t of a moving particle. 
The image f(I) ~ E of the interval I is the trajectory of the particle. In 
fact, asking only that f be continuous turns out to be too liberal, as rather 
strange curves turn out to be definable, such as "square-filling curves," due 
to Peano, Hilbert, Sierpinski, and others (see the problems) . 

Example 15.1 A very pretty square-filling curve due to Hilbert is defined 
by a sequence (hn ) of polygonal lines hn : [0, IJ --> [0, IJ x [0, IJ starting from 
the simple pattern ho (a "square cap" n) shown on the left in Figure 15.1. 

The curve hn+ I is obtained by scaling down hn by a factor of ~, and 
connecting the four copies of this scaled- down version of hn obtained by ro­
tating by 11" /2 (left lower part), rotating by -11"/2 and translating right (right 
lower part), translating up (left upper part), and translating diagonally 
(right upper part), as illustrated in Figure 15.1. 

It can be shown that the sequence (hn ) converges (pointwise) to a con­
tinuous curve h: [0, IJ --> [O,IJ x [O,IJ whose trace is the entire square 
[O,IJ x [O,IJ. The Hilbert curve h is nowhere differentiable. It also has 
infinite length! The curve h5 is shown in Figure 15.2. 

Actually, there are many fascinating curves that are only continuous, 
fractal curves being a major example (see Edgar [56]), but for our purposes 
we need the existence of the tangent at every point of the curve (except 
perhaps for finitely many points) . This leads us to require that f : Ja, b[ --> E 
be at least continuously differentiable. Recall that a function f: la, b[ --> An 
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Figure 15.2. The Hilbert curve h5 

is of class CP, or is CP-continuous, if all the derivatives f(k) exist and are 
continuous for all k, 0 ::::: k ::::: p (when p = 0, fro) = J). Thus, we require 
f to be at least a CI-function. However, asking that f: la, b[ ...... E be a 
CP-function for p :::: 1 still allows unwanted curves. 

Example 15.2 The plane curve defined such that 

{ 
(0, e l / t ) 

f(t) = (0,0) 
(e-l/t,O) 

if t < 0; 
if t = 0; 
if t > 0; 

is a COO-function, but 1'(0) = 0, and thus the tangent at the origin is 
undefined. What happens is that the curve has a sharp "corner" at the 
origin. 

Example 15.3 Similarly, the plane curve defined such that 

{ 
(_el / t , el / t sin( e- I/ t )) if t < 0; 

f(t) = (0, 0) if t = 0; 
(e- I/ t , e- I/ t sin( e l/ t )) if t > 0; 

shown in Figure 15.3 is a COO-function, but 1'(0) = o. In this case, the 
curve oscillates more and more rapidly as it approaches the origin. 

The problem with the above examples is that the origin is a singular 
point for which 1'(0) = 0 (a stationary point). 

Although it is possible to define the tangent when f is sufficiently dif­
ferentiable and when for every tEla, b[, f(p)(t) i= 0 for some p:::: 1 (where 
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0.2 

Figure 15.3. Stationary point at the origin 

f(p) denotes the pth derivative of j), a systematic study is rather cumber­
some. Thus, we will restrict our attention to curves having only regular 
points, that is, for which f'(t) f:. 0 for every tEla, b[ . However, we will 
allow functions f: la, b[ ---> E that are not necessarily injective, unless stated 
otherwise. 

Definition 15.1.1 An open curve (or open arc) of class CP is a map 
f: la, b[ ---> E of class CP, with p ~ 1, where la, b[ is an open interval 
(allowing a = -00 or b = +00). The set of points fOa, b[) in E is called the 
trace of the curve f. A point f(t) is regular at tEla, b[ if f'(t) exists and 
f'(t) f:. 0, and stationary otherwise. A regular open curve (or regular open 
arc) of class CP is an open curve of class CP, with p ~ 1, such that every 
point is regular, i.e., f'(t) f:. 0 for every tEla, b[. 

Note that Definition 15.1.1 is stated for an open interval la, b[, and thus 
f may not be defined at a or b. If we want to include the boundary points 
at a and b in the curve (when a f:. -00 and b f:. +00), we use the following 
definition. 

Definition 15.1.2 A curve (or arc) of class CP is a map f:[a,bl ---> E, 
with p ~ 1, such that the restriction of f to la, b[ is of class CP, and where 
f(i)(a) = limt->a,t>a f(i)(t) and f(i)(b) = limt->b,t<bf(i)(t) exist, where 
o ::; i ::; p. A regular curve (or regular arc) of class CP is a curve of class 
CP, with p ~ 1, such that every point is regular, i.e., f' (t) f:. 0 for every 
t E [a, bl. The set of points f([a , b]) in E is called the trace of the curve f . 

It should be noted that even if f is injective, the trace f(l) of f may be 
self-intersecting. 

Example 15.4 Consider the curve f: lR ---> ]E2 defined such that 

f (t) = t(1 + t2 ) 
1 1 + t4 ' 
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Figure 15.4. Lemniscate of Bernoulli 

f (t) = t(1 - t2 ) . 
2 1 + t4 

The trace of this curve, shown in Figure 15.4, is called the "lemniscate 
of Bernoulli" and it has a self-intersection at the origin. The map f is 
continuous, and in fact bijective, but its inverse f- 1 is not continuous. 
Self-intersection is due to the fact that 

lim f(t) = lim f(t) = f(O). 
t---oo t--+oo 

If we consider a curve f: [a, b] -> £ and we assume that f is injective 
on the entire closed interval [a, b], then the trace f([a, b]) of f has no self­
intersection. Such curves are usually called Jordan arcs, or simple arcs. The 
theory of Jordan arcs f: [a, b] -> £ where f is only required to be continu­
ous is quite rich. Because [a, b] is compact, f is in fact a homeomorphism 
between [a, b] and f ([a, b]). Many fractal curves are only continuous Jordan 
arcs that are not differentiable. 

We can also define closed curves. A simple way to do so is to say that a 
closed curve is a curve f: [a,b] -> £ such that f(a) = f(b). However, this 
does not ensure that the derivatives at a and b agree, a situation that is 
quite undesirable. A better solution is to define a closed curve as an open 
curve f: R.. -> £, where f is periodic. 

Definition 15.1.3 A closed curve (or closed arc) of class CP is a map 
f: R.. -> £ such that f is of class CP, with p ~ 1, and such that f is periodic, 
which means that there is some T > 0 such that f(x + T) = f(x) for all 
x E R... A regular closed curve (or regular closed arc) of class CP is a closed 
curve of class CP, with p ~ 1, such that every point is regular, i.e., f' (t) =1= 0 
for every t E R... The set of points f([O, T]) (or f(R..)) in £ is called the trace 
of the curve f. 



420 15. Basics of the Differential Geometry of Curves 

A closed curve is a Jordan curve (or a simple closed curve) if f is injective 
on the interval [0, T[ . A Jordan curve has no self-intersection. The ellipse 
defined by the map t f---? (acost, bsint) is an example of a closed curve of 
type Coo that is a Jordan curve. In this example, the period is T = 21l'. 
Again, the theory of Jordan curves f: [0, Tj --- E where f is only required 
to be continuous is quite rich. 

An observant reader may have noticed that a curve has been defined 
as a map f: ja, b[ --- E (or f: [a, bj --- E), rather than as a certain set of 
points. In fact, it is possible for the trace of a curve to be defined by many 
parametrizations, as illustrated by the unit circle, which is the trace of the 
parametrized curves fk: jO, 27f[ --- E (or fk: [0, 27fj --- E), where fk(t) = 
(coskt , sinkt), with k :::: 1. A clean way to handle this phenomenon is to 
define a notion of geometric curve (or arc). Such a treatment is given in 
Berger and Gostiaux [14j. For our purposes it will be sufficient to define a 
notion of change of parameter that does not change the "geometric shape" 
of the trace. Recall that a diffeomorphism g: ja, b[ ---jc, d[ of class CP from 
an open interval ja, b[ to another open interval jc, d[ is a bijection such 
that both g: ja, b[ ---jc, d[ and its inverse g-l: jc, d[ ---ja, b[ are CP-functions. 
This implies that J'(c) =I ° for every c E ja, b[. 

Definition 15.1.4 Two regular curves f: ja, b[--- E and g: jc, d[--- E of class 
CP, with p 2: 1, are CP -equivalent if there is a diffeomorphism B: ja, b[ ---jc, d[ 
of class CP such that f = goB. 

It is immediately verified that Definition 15.1.4 yields an equivalence 
relation on open curves. Definition 15.1.4 is adapted to curves, by extending 
the notion of CP-diffeomorphism to closed intervals in the obvious way. 

Remark: Using Definition 15.1.4, we could define a geometric curve (or 
arc) of class CP as an equivalence class of (parametrized) curves. This is 
done in Berger and Gostiaux [14j. 

From now on, in most cases we will drop the word "regular" when re­
ferring to regular curves, and simply say "curves." Also, when we refer 
to a point f(t) on a curve, we mean that t E ja, b[ for an open curve 
f: ja, b[ --- E, and t E [a, bj for a curve J: [a, bj --- E. In the case of a closed 
curve f: N. --- E, we can assume that t E [0, T], where T is the period of 
j, and thus closed curves will be treated simply as curves in the sequel. 
We now define tangent lines and osculating planes. According to Kreyszig 
[104], the term osculating plane was apparently first introduced by Tinseau 
in 1780. 

15.2 Tangent Lines and Osculating Planes 

We begin with the definition of a tangent line. 
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Definition 15.2.1 For any open curve f: la, b[ -> [ of class CP (or curve 
f: [a, bl -> [ of class CP), with p ~ 1, given any point Mo = f(t) on the 
curve, if f is locally injective at Mo and iffor any point Ml = f(t + h) near 
Mo the line Tt ,h determined by the points Mo and Ml has a limit T t when 
h 1=- 0 approaches 0, we say that Tt is the tangent line to f in Mo = f(t) 
at t. 

More precisely, if there is an open interval It - 'f}, t + 'f}[ s;;; la, b[ (with 
'f) > 0) such that Ml = f(t+h) 1=- f(t) = Mo for all h 1=- 0 with h El-'f}, 'f}[ 
and the line Tt,h determined by the points Mo and Ml has a limit T t when 
h 1=- 0 approaches 0 (with h E l- 'f), 'f}[ ), then Tt is the tangent line to f in 
Mo at t. 

For simplicity we will often say "tangent," instead of "tangent line." The 
definition is simpler when f is a simple curve (there is no danger that 
Ml = Mo when h 1=- 0). In this chapter there will be situations where 
it is notationally more convenient to denote the vector ab by b - a. The 
following lemma shows why regular points are important. 

Lemma 15.2.2 For any open curve f: la, b[ -> [ of class CP (or curve 
f: [a, bl -> [ of class CP), with p ~ 1, given any point Mo = f(t) on the 
curve, if Mo is a regular point at t, then the tangent line to f in Mo at t 
exists and is determined by the derivative f' (t) of f at t. 

Proof. Provided that Mo 1=- M1 , the line Tt,h is determined by the point 
Mo and the vector Ml - Mo = f(t + h) - f(t). By the definition of f'(t), 
we have 

f(t + h) - f(t) = hf'(t) + hf(h), 

where limh-.o,h#o f(h) = O. We claim that there must be an open interval 
It - 'f}, t + 'f}[ s;;; la, b[ (with'f) > 0) such that f(t + h) 1=- f(t) for all h 1=- 0 
with -'f} < h < 'f}. Otherwise, since f'(t) exists, for every a > 0 there is 
some 'f} > 0 such that 

II f(t + h~ - f(t) - f'(t)11 ::; a 

for all h, with -'f} < h < 'f}, and since f(t+h) - f(t) = 0 for some h 1=- 0 with 
hE l- 'f}, 'f}[, we would have 11f'(t)11 ::; a. Since this holds for every a> 0, 
we would have f'(t) = 0, a contradiction. Thus, the line Tt,h is determined 
by the point Mo and the vector f' (t) + f( h), which has the limit f' (t) when 
h 1=- ° tends to 0, with h E 1 - 'f}, +'f}[ . Thus, the line Tt,h has for limit the 
line determined by Mo and the derivative f'(t) of f at t. 0 

Remark: If f'(t) = 0, the above argument breaks down. However, if f is a 
CP-function and f(pl(t) 1=- ° for some p ~ 2, where p is the smallest integer 
with that property, we can show that the line Tt,h has the limit determined 
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Figure 15.5. Curve with tangent at 0 and yet f' discontinuous at 0 

by Mo and the derivative f(p}(t). Thus, the tangent line may still exist at a 
stationary point. For example, the curve f defined by the map t 1-+ (t 2 , t 3 ) 

is a COO-function, but 1'(0) = 0. Nevertheless, the tangent at the origin 
is defined for t = ° (it is the x-axis). However, some strange things can 
happen at a stationary point. Assuming that a curve is of class CP for p 
large enough, using Taylor's formula it is possible to study precisely the 
behavior of the curve at a stationary point. 

Note that the tangent at a point can exist, even when the derivative I' 
is not continuous at this point. 

Example 15.5 The CO-curve f defined such that 

f(t) = {(t, t 2 sin(1/t)) 
(0,0) 

ift =I- 0; 
if t = 0; 

and shown in Figure 15.5 has a tangent at t = 0. 
Indeed, f(O) = (0, 0), and limt->o t sin(1/t) = 0, and the derivative at 

t = ° is the vector (1,0) . For t =I- 0, 

f'(t) = (1, 2tsin(1/t) - cos(1/t)), 

which has no limit as t tends to 0. Thus, I' is discontinuous at 0. What hap­
pens is that f oscillates more and more near the origin, but the amplitude 
of the oscillations decreases. 

If g = f o() is a curve CP-equivalent to f, where () is a CP-diffeomorphism, 
the tangent at ()(t) to f exists iff the tangent at t to g exists, and the two 
tangents are identical. Indeed, g'(t) = f'(u)()'(t), where u = ()(t), and since 
()'(t) =I- ° because () is a diffeomorphism, the result is clear. Thus, the notion 
of tangent is intrinsic to the geometric curve defined by f. We now consider 
osculating planes. 
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Definition 15.2.3 For any open curve f: la, b[ -> E of class CP (or curve 
f: [a, b] -> E of class CP) , with p ::::: 2, given any point Mo = J(t) on the 
curve, if the tangent Tt at Mo exists, the point Ml = J(t + h) is not on Tt 

for h #- 0 small enough, and the plane Pt,h determined by the tangent Tt 
and the point Ml has a limit Pt as h #- 0 approaches 0, we say that Pt is 
the osculating plane to J in Mo = J(t) at t. 

More precisely, if the tangent Tt at Mo exists, there is an open interval 
]t -1), t +1)[ <;;;; la, b[ (with 1) > 0) such that the point Ml = J(t + h) is not on 
Tt for every h #- 0 with h E J -1), +1)[ , and the plane Pt,h determined by the 
tangent Tt and the point Ml has a limit Pt when h #- 0 approaches 0 (with 
h E J - 1), +1][ ), we say that Pt is the osculating plane to J in Mo = J(t) 
at t . 

Again, the definition is simpler when J is a simple curve. The following 
lemma gives a simple condition for the existence of the osculating plane at 
a point. 

Lemma 15.2.4 For any open curve J: Ja, b[ -> £ oj class CP (or curve 
J: [a, bJ -> £ oj class CP), with p ::::: 2, given any point Mo = J(t) on the 
curve, iJ f'(t) and f"(t) are linearly independent (which implies that Mo is 
a regular point at t), then the osculating plane to J in Mo at t exists and 
is determined by the first and second derivatives f'(t) and f"(t) oj J at t. 

ProoJ . The plane Pt ,h is determined by the point Mo, the vector f'(t), and 
the vector Ml - Mo = J(t + h) - J(t) , provided that Ml - Mo and f'(t) 
are linearly independent. By Taylor's formula, for h> 0 small enough we 
have 

h2 h2 
J(t + h) - J(t) = hf'(t) + 2 f"(t) + 2€(h), 

where limh->o,h#o €(h) = O. By an argument similar to that used in Lemma 
15.2.2, we can show that there is some open interval Jt - 1), t + 1)[ <;;;; Ja, b[ 
(with 1) > 0) such that for every h #- 0 with -1) < h < 1), the point 
Ml = J(t + h) is not on the tangent Tt (otherwise, we could prove that 
Jf! (t) is the limit of a sequence of vectors proportional to f' (t) , and thus 
that f'(t) and f"(t) are linearly dependent, a contradiction). Thus, for 
h #- 0 with h E J - 1), +1)[ , the plane Pt ,h is determined by the point Mo, 
the vector f' (t), and the vector f" (t) + €( h), which has the limit f" (t) as 
h #- 0 tends to 0, with h E J - 1), +1)[ . Thus, the plane Pt,h has for limit 
the plane determined by Mo and the derivatives J'(t) and f"(t) of J at t, 
since f'(t) and f"(t) are assumed to be linearly independent. [J 

When f'(t) and f"(t) exist and are linearly independent , it is sometimes 
said that J is biregular at t, and that J(t) is a biregular point at t . From 
the kinematic point of view, the osculating plane at time t is determined 
by the position of the moving particle J(t), the velocity vector f'(t), and 
the acceleration vector Jf! (t) . 
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Remark: If the curve f is a plane curve, then the osculating plane at every 
regular point is the plane containing the curve. Even when f'(t) and f"(t) 
are linearly dependent, the osculating plane may still exist, for instance, 
if there are two derivatives f(pl(t) =I- 0 and f(ql(t) =I- 0 that are linearly 
independent, with p < q, the smallest integers with that property. 

In general, the curve crosses its osculating plane at the point of contact 
t. 

If 9 = f 0 () is a curve CP -equivalent to f, where () is a CP -diffeomorphism, 
the osculating plane at ()( t) to f exists iff the osculating plane at t to 9 
exists, and these two planes are identical. Indeed, g'(t) = f'(u)()'(t), and 

g"(t) = f"(u)()'(t)2 + f'(U)()II(t) , 

where u = ()( t). Since ()' (t) =I- 0 because () is a diffeomorphism, the planes 
defined by (f' (u), 1" (u)) and (g' (t), gil (t)) are identical. Thus, the notion 
of osculating plane is intrinsic to the geometric curve defined by f. 

It should also be noted that the notions of tangent and osculating plane 
are affine notions, that is, preserved under affine bijections. 

We now consider the notion of arc length. For this, we assume that the 
affine space £ is a normed affine space of finite dimension with norm II II. 
For simplicity, we can assume that £ = lEn. 

15.3 Arc Length 

Given an interval [a, b] (where a =I- -CXJ and b =I- +CXJ), a subdivision of [a, b] 
is any finite increasing sequence to, ... ,tn such that to = a, tn = b, and 
ti < ti+l, for all i, 0 ::; i ::; n-l, where n ~ 1. Given any curve f: [a, b] ----; £ 
of class CP , with p ~ 0, for any subdivision a = to, ... , tn of [a, b] we obtain 
a polygonal line f(to), f(tI), ... , f(t n) with endpoints f(a) and feb), and 
we define the length of this polygonal line as 

n-I 

lea) = L Ilf(ti+I) - f(ti)ll· 
i=O 

Definition 15.3.1 For any curve f: [a, b] ----; £ of class CP, with p ~ 0, 
if the set .c(f) of the lengths lea) of the polygonal lines induced by all 
subdivisions a = to , ... ,tn of [a, b] is bounded, we say that f is rectifiable, 
and we call the least upper bound l(f) of the set .c(f) the length of f. 

If is obvious that Ilf(b) - f(a)11 ::; l(f). If 9 = f 0 () is a curve CP­
equivalent to f, where () is a CP-diffeomorphism, since ()'(t) =I- 0, () is a 
strictly increasing or decreasing function, and thus the set of sums of the 
form l (a) is the same for both f and g. Thus, the notion of length is intrinsic 
to the geometric curve defined by f. This is false if () is not strictly increasing 
or decreasing. The following lemma can be shown. 
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Lemma 15.3.2 For any curve f: [a, bj --4 £ of class CP, with p 2: 1, f is 
rectifiable. 

Remark: In fact , Lemma 15.3.2 can be shown under the hypothesis that 
f is of class Co, and that f'(t) exists and Ilf'(t)11 ~ M for some M 2: 0, 
for all t E [a, bj . 

Definition 15.3.3 For any open curve f: ja, b[ --4 £ of class CP (or curve 
f: [a, bj --4 £ of class CP) , with p 2: 1, for any closed interval [to , tj ~ ja, b[ 
(or [to , tj ~ [a, b], in the case of a curve), letting flto ,t] be the restriction 
of f to [to, t], the length l(flto ,t]) (which exists, by Lemma 15.3.2) is called 
the arc length of flto,t]. For any fixed to E ja,b[ (or any fixed to E [a , b], in 
the case of a curve), we define the function s: ja , b[ --4 JR (or s: [a, bj --4 JR, 
in the case of a curve), called algebraic arc length w.r.t. to, as follows: 

s(t) = {l(flto,t]) ~f [to, tj ~ ja, b[; 
-l(flto ,t]) If[t,toj ~ja,b[ ; 

(and similarly in the case of a curve, except that [to, tj ~ [a, bj or [t, toj ~ 
[a,b]). 

For the sake of brevity, we will often call s the arc length, rather than 
algebraic arc length w.r.t. to . 

Lemma 15.3.4 For any open curve f: ja,b[ --4 £ of class CP (or curve 
f: [a, bj--4 £ of class CP), with p 2: 1, for any fixed to E ja, b[ (or to E [a, b], 
in the case of a curve), the algebraic arc length s(t) w.r.t. to is of class CP, 
and furthermore, s'(t) = 11f'(t)lI. 

Thus, the arc length is given by the integral 

s(t) = it 1If'(u)11 duo 
to 

In particular, when £ = lEn and the norm is the Euclidean norm, we have 

s(t) = it J n(u)2 + ... + f~(u)2 duo 
to 

where f = (h,· · ·, fn). The number 1If'(t)1I is often called the speed of f(t) 
at time t. For every regular point at t, the unit vector 

f'(t) 
t = 1If'(t)1I 

is called the unit tangent (vector) at t. 
Now, if f: ja , b[ --4 £ (or f: [a,bj --4 £) is a regular curve of class CP, 

with p 2: 1, since s'(t) = 1If'(t)II, and f'(t) i:- 0 for all t E ja,b[ (or 
t E [a, b]), we have s'(t) > 0 for all t E ja, b[ (or t E [a, b]). The mean 
value theorem implies that s is injective, and that s: ja , b[ --4 js(a),s(b)[ 
(or s: [a , bj --4 [s(a), s(b)J) is a diffeomorphism of class CPo In particular, 
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the curve f 0 'P: ]s(a), s(b)[ -> & (or f 0 'P: [s(a), s(b)] -> E) , with 'P = s-1, 
is CP-equivalent to the original curve f, but it is parametrized by the arc 
length s E ]s(a), s(b)[ (or s E [s(a), s(b)]). As a consequence, since 'P = 8- 1, 

we have 

'P'(8(t)) = (8'(t))-1, 

and letting 9 = f 0 'P, by the chain rule 

g' (8(t)) = f' ('P( s( t)) )'P' (s(t)) = f' (t)( 8' (t))-1 = II~:~~~ II· 
This shows that 1Ig'(8)11 = 1, i.e., that when a regular curve is parametrized 
by arc length, its velocity vector has unit length. From a kinematic point 
of view, when a curve is parametrized by arc length, the moving particle 
travels at constant unit speed. 

Remark: If a curve f (or a closed curve) is of class CP, for p :::::: 1, and it is 
a Jordan arc, then the algebraic arc length 8: [a, b] -> IR w.r .t. to is strictly 
increasing, and thus injective. Thus, 8- 1 exists, and the curve can still be 
parametrized by arc length as 9 = f 0 S -1. However, g' (8) exists only when 
s(t) corresponds to a regular point at t. Thus, it still seems necessary to 
restrict our attention to regular curves, in order to avoid complications. 

We now consider the notion of curvature. In order to do so, we as­
sume that the affine space & has a Euclidean structure (an inner product), 
and that the norm on & is the norm induced by this inner product. For 
simplicity, we assume that & = lEn. 

15.4 Curvature and Osculating Circles (Plane 
Curves) 

In a Euclidean space, orthogonality makes sense, and we can define normal 
lines and normal planes. We begin with plane curves, i.e. , the case where 
& = 1E2. 

Definition 15.4.1 Given a regular plane curve f: Ja, b[ -> [; (or f: [a , bJ -> 

&) of class CP, with p :::::: 1, the normal line Nt to f at t is the line through 
f(t) and orthogonal to the tangent line Tt to f at t. Any nonnull vector 
defining the direction of the normal line Nt is called a normal vector to f 
at t. 

From now on, we also assume that we are dealing with curves f that 
are biregular for all t. This means that f'(t) and f"(t) always exist and 
are linearly independent. A fairly intuitive way to introduce the notion of 
curvature is to study the variation of the normal line Nt to a curve f at t, 
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in a small neighborhood of t . The intuition is that the normal Nt to J at 
t rotates around a certain point, and that the "speed" of rotation of the 
normal measures how much the curve bends around t. In other words, the 
rate at which the normal turns corresponds to the curvature of the curve 
at t. Another way to look at it is to focus on the point around which the 
normal turns, the center of curvature C at t, and to consider the radius n 
of the circle centered at C and tangent to the curve at J(t) (i.e., tangent 
to the tangent line to J at t). Intuitively, the smaller n is, the faster the 
curve bends, and thus the curvature can be defined as ljn. 

Let us assume that some origin 0 is chosen in the affine plane, and to 
simplify the notation, for any curve J let us denote J(t) - 0 by M(t) or 
M, for any point P denote P - 0 by P, denote P - M by MP, and denote 
f'(t) by M'(t) or M'. The normal line Nt to J at t is the set of points P 
such that 

M'·MP=O, 

or equivalently 

M'·P=M' · M. 

Similarly, for any small 8 =f:. 0 such that J(t + 8) is defined, the normal line 
NtH to J at t + 8 is the set of points Q such that 

M'(t + 8) . Q = M'(t + 8) . M(t + 8). 

Thus, the intersection point P of Nt and NtH, if it exists, is given by the 
equations 

M'·P=M'·M, 

M'(t + 8) . P = M'(t + 8) . M(t + 8). 

Thus, P would also satisfy the equation obtained by subtracting the first 
one from the second, that is, 

(M'(t + 6) - M') . P = M'(t + 8)· M(t + 6) - M' . M. 

This equation can be written as 

(M' (t + :) - M') . P 
= (M'(t +:) - M') . M(t + 6) + M' . (M(t +:) - M) , 

and as 8 =f:. 0 tends to 0, it has the following equation for limit: 

M" . P = M" . M + M' . M', 

that is, 
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Consequently, if it exists, P is the intersection of the two lines of equations 

M'·MP=O 
Mil. MP = IIM'112. 

Thus, if M' and Mil are linearly independent, which is equivalent to 
saying that I'(t) and 1"(t) are linearly independent, i.e., J is biregular at t , 
the above two equations have a unique solution P . Also, the above analysis 
shows that the intersection of the two normals Nt and NtH, for b =f. 0 
small enough, has a limit C (really, C(t)). This limit is called the center oj 
curvature of J at t. It is possible to compute the distance R = IIMClI, the 
radiu8 of curvature at t, and the coordinates of C, given any affine frame 
for the plane. It is worth noting that the equation 

Mil . P = Mil . M + M' . M' 
is obtained by taking the derivative of the equation 

M'·P=M'·M 
with respect to t. This observation can be used to compute the coordinates 
of the center of curvature, but first we show that the radius of curvature 
has a very simple expression when the curve is parametrized by arc length. 
Indeed, in this case, 111'(8)11 = IIM'II = 1, that is, 1'(8) ·1'(8) = 1, and by 
taking the derivatives of both sides, we get 

1"(8) ·1'(8) = 0, 

which shows that J" (8) = Mil and l' (8) = M' are orthogonal, and since 
the center of curvature C is determined by the equations 

M'·MC=O, 
Mil. MC = IIM'112, 

the vector MC must be collinear with Mil (since it is orthogonal to M', 
which itself is orthogonal to Mil). Then, letting 

Mil 

n= IIM"II 
be the unit vector associated with the acceleration vector Mil, we have 
MC = Rn, and since IIM'II = 1, from Mil . MC = IIM'I12 we get 

II II Mil (Mil. Mil) IIM"1I2 II 

M . MC = M . R II Mil II = R IIM"II = R II Mil II = RIIM II = 1, 

that is, 

1 1 
R = IIM"II = 111"(8)11 

Thus, the radius of curvature is the inverse of the norm of the acceleration 
vector J"(8). We define the curvature /'i, as the inverse of the radius of 
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curvature R, that is, as 

Ii = 111"(8)11. 
In summary, when the curve f is parametrized by arc length, we found that 
the curvature Ii and the radius of curvature R are defined by the equations 

Ii = 111"(8)11, 
1 

R-­
Ii 

We now come back to the general case. Assuming that M' and Mil are 
linearly independent, we can write MC = aM' + /3M", for some unique 
a, /3. Since C is determined by the equations 

M'·MC=O, 
Mil. MC = IIM'112, 

we get the system 

(M'. M')a + (M' . M")/3 = 0, 

(M' . Mil) a + (Mil. Mil) /3 = IIM'112, 
and we also note that 

R2 = MC· MC = MC· (aM' + /3M") = f31IM'112. 
The reader can verify that we obtain 

IIM'II4 
/3 = IIM'11211M"1I2 _ (M' . M")2' 

and thus 

2 IIM'I16 
R = IIM'I1211MIIII2 _ (M' . MII)2· 

However, if we remember about the cross product of vectors and the 
Lagrange identity, we have 

and thus 

IIM'I13 R = ___ "----"-----,-
11M' x M"II 

11f'(t)113 
11f'(t) x 1"(t)II' 

and the curvature is given by 

11M' x M"II 1If'(t) x f"(t)11 
Ii = IIM'I13 = IIf'(t)113 . 

In summary, when the curve f is not necessarily parametrized by arc length, 
we found that the curvature Ii and the radius of curvature R are defined 
by the equations 
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/'i,= 
11f'(t) x 1"(t)11 

IIf'(t)113 
1 

R=-. 
/'i, 

Note that from an analytical point of view, the curvature has the ad­
vantage of being defined at every regular point, since /'i, = ° when either 
1" (t) = ° or 1" (t) is collinear to 1'( t), whereas at such points, the radius 
of curvature goes to +00. 

We leave as an exercise to show that if 9 = foB is a curve CP-equivalent 
to f, where B is a CP-difIeomorphism, then 

/'i,= 
1I1'(u) x 1"(u)1I 

11f'(u)113 
11g'(t) x gl/(t)11 

Ilg'(t)113 

where u = B(t), i.e., /'i, has the same value for both f and g. Thus, the 
curvature is an invariant intrinsic to the geometric curve defined by f. In 
view of the above considerations, we give the following definition of the 
curvature, which is more intrinsic. 

Definition 15.4.2 For any regular plane curve f: la, b[ --.> £ (or f: [a, bl --.> 

£) of class CP parametrized by arc length, with p ~ 2, the curvature /'i, at 8 is 
defined as the nonnegative real number /'i, = 111"(8)11. For every 8 such that 
1"(8) i- 0, letting n = 1"(8)/111"(8)11 be the unit vector associated with 
1" (8), we have 1" (8) = /'i,n, the point C defined such that C - f (8) = n/ /'i, 
is the center of curvature at 8, and R = 1//'i, is the radius of curvature at 8. 

The circle of center C and of radius R is called the osculating circle to f 
at 8. When fl/(s) = 0, by convention R = 00, and the center of curvature 
is undefined. 

The locus of the center of curvature is a curve that is regular, except at 
points for which R' = 0. Properties of this curve, called the evolute, will 
be given in Lemma 15.4.4. 

Example 15.6 The evolute of an ellipse, the center of curvature corre­
sponding to a specific point on the ellipse, and the osculating circle at that 
point are shown in Figure 15.6. 

It is also possible to define the notion of osculating circle more 
geometrically as a limit, in the spirit of the definition of a tangent. 

Definition 15.4.3 Given any plane curve f: la, b[ --.> £ (or f: [a, bl --.> £) of 
class CP, with p ~ 1, and given any point Mo = f(t) on the curve, if f is 
locally injective at M o, the tangent Tt to f at t exists, and the circle ~t,h 
tangent to Tt and passing through Ml has a limit ~t as h i- ° approaches 
0, we say that ~t is the osculating circle to f in Mo = f(t) at t. 

More precisely, if there is an open interval It - "I, t + "I[ <:;;; la, b[ (with 
"I> 0) such that, Ml = f(t+h) i- f(t) = Mo for all h i- ° with h El-"I, "1[, 
the tangent Tt to f at t exists, and the circle ~t,h tangent to Tt and passing 
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Figure 15.6. The evolute of an ellipse, and an osculating circle 

through Ml has a limit ~t as h =J 0 approaches 0 (with h E 1 - ry , ry[), we 
say that ~t is the osculating circle to f in Mo = f(t) at t. 

It is not hard to show that if the center of curvature C (and thus the 
radius of curvature R) exists at t, then the osculating circle at t is indeed 
the circle of center C and radius R (also called circle of curvature at t). 

Remark: It is possible that the osculating circle exists at a point t but 
that the center of curvature at t is undefined. 

Example 15.7 Consider the curve defined such that 

f(t) = { (t, t2 + t3 sin(1/t)) 
(0,0) 

and shown in Figure 15.7. 

ift =J 0; 
if t = 0, 

We leave as an exercise to show that the osculating circle for t = 0 is 
the circle of center (0, ~), but f" (0) is undefined, so that the center of 
curvature is undefined at t = O. This is because the intersection point of 
the normal line No at t = 0 (the y-axis) and the normal NfJ for 6 small 
oscillates forever as 6 goes to zero. 

In general, the osculating circle intersects the curve in another point 
besides the point of contact, which means that near the point of contact, 
one of the two branches of the curve is outside the osculating circle, and the 
other branch is inside. This property fails for points on an axis of symmetry 
for the curve, such as the points on the axes of an ellipse. 
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Figure 15.7. Osculating circle at 0 exists and yet f" (0) is undefined 

Osculating circles give a very good approximation of the curve around 
each (biregular) point. We will see in later examples that plotting enough 
osculating circles gives the illusion that the curve is plotted, when in fact 
it is not! 

Recalling that we denoted the (unit) tangent vector 1'(s) at s by t, and 
the unit normal vector I" (s) / II I" (s) II by n, since 

t' = f"(s) = I\;n, 

we have 

t' = I\;n. 

Since t . n = 0 and n . n = 1, by taking derivatives of these equations we 
get n· n' = 0 and t' . n + t . n' = O. Since n' is orthognal to n, it is collinear 
to t, and from the second equation, since t' = I\;n, we get 

I\;n . n + t . n' = I\; + t . n' = 0, 

and thus 

n' = -I\;t. 

Using the identity n' = -I\;t, we can also show the following lemma, 
confirming the geometric characterization of the center of curvature. 

Lemma 15.4.4 For any regular plane curve f: la, b[ -> £ (or f: [a, bl -> £) 
of class CP parametrized by arc length, with p ~ 2, assuming that I"(s) f-
0, the center of curvature is on a curve c of class CO defined such that 
c(s) - f(s) = nn, where n = l/lIl"(s)1I and n = l"(s)/III"(s)ll, and 
whenever n'(s) f- 0, c is regular at s andc'(s) = n'n, which means that 
the normal to f at s is the tangent to c at s. 
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Proof. Fixing any origin 0 in the plane, from c(s) - 1(s) = Rn we have 

c( s) - 0 = f (s) - 0 + Rn, 

and thus 

c'(s) = 1'(s) + R'n + Rn' , 

and since n ' = -Id, with", = 1/R, we get 

c'(s) = t + R'n - t = R'n. 

o 
In other words, for every s where ",11",2 is defined and not equal to zero, 

the point c(s) is regular. This is not the case for points for which the 
curvature is minimal or maximal. The example of an ellipse is typical (see 
below). The curve c defined in Lemma 15.4.4 is called the evolute of the 
curve f. Conversely, f is called the involute of c. 

Summarizing the discussion before Definition 15.4.2, we also have the 
following lemma. 

Lemma 15.4.5 For any regular plane curve f: la, b[ ----+ £ (or f: [a , bl ----+ £) 
of class CP, with p ::::: 2, the curvature at t is given by the expression 

11f'(t) x f"(t)11 
'" = 11f'(t)113 . 

Furthermore, whenever f'(t) x f"(t) f:. 0, the center of curvature C defined 
such that C - f(t) = n/'" is the limit of the intersection of any normal 
NtH and the normal Nt at t as fJ f:. 0 small enough approaches O. 

Lemma 15.4.5 gives us a way of calculating the curvature at any point, 
for any (regular) parametrization of a curve. Let us now determine the 
coordinates of the center of curvature (when defined). Let (0, i,j) be an 
orthonormal frame for the plane, and let the curve be defined by the map 
f(t) = 0 + u(t)i + v(t)j. The equation of the normal to f at t is (x - u)u' + 
(y - v)v' = 0, or 

u'x + v'y = uu' + vv' . 

As we noted earlier, the center of curvature is obtained by intersecting this 
normal with the line whose equation is obtained by taking the derivative 
of the equation of the normal w.r.t. t. Thus, the center of curvature is the 
solution of the system 

u'x + v'y = uu' + vv', 

u" x + v" y = uu" + vv" + u,2 + v,2. 

We leave as an exercise to verify that the solution is given by 

v'(u,2 + v,2) 
X = u - ---:-'--:-:---,-.,-'-

u'v" - v'u" ' 
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provided that u'v" - v'u" -1= 0. One will also check that the radius of 
curvature is given by 

This result can also be obtained from Lemma 15.4.5, by calculating the 
coordinates of the cross product f'(t) X f"(t). 

We now give a few examples. 

Example 15.8 If f is a straight line, then f"(t) = 0, and thus the 
curvature is null for every point of a line. 

Example 15.9 A circle of radius a can be defined by 

x = acost, 

y = asin t. 

We have u' = -a sin t, v' = a cos t, u" = -a cos t, v" = -a sin t, and thus 

u'v" - v'u" = (-asint)(-asint) - (acost)(-acost) = a2 

and 

and thus 

and /), = l/a. Thus, as expected, the circle has constant curvature l/a, 
where a is its radius, and the center of curvature is reduced to a single point, 
the center of the circle. Indeed, every normal to the circle goes through it! 

Example 15.10 An ellipse is defined by 

x = a cosO, 

y = b sinO. 

The equation of the normal to the ellipse at () is 

(x - a cosO)(-a sin 0) + (y - b sinO)(bcosO) = 0, 

or 

asinOx - bcosOy = sin 0 cos O(a2 - b2 ). 

Assuming that a ::::: b (the other case being similar), and letting c2 = a 2 - b2 , 

the above equation is 

a sin 0 x - b cos 0 y = c2 sin 0 cos O. 



15.4. Curvature and Osculating Circles (Plane Curves) 435 

We leave as an exercise to show that the radius of curvature is 

(a2 sin2 0 + b2 cos2 0)3/2 
R= ab ' 

and, that the center of curvature is on the curve defined by 

c2 
X = - cos3 e, 

a 

This curve has four cusps, corresponding to the two maxima and minima 
of the curvature. Letting 

N = (: cos e, 0) 
be the intersection of the normal to the point M on the ellipse with Ox, 
and d = II M N II be the distance between M and N, we leave as an exercise 
to show that the radius of curvature is given by 

2 
R= ~d3 b4 . 

It is fun to plot the locus of the center of curvature and enough osculating 
circles to the ellipse. Figure 15.8 shows 64 osculating circles of the ellipse 

x2 y2 
a2 + b2 = 1 

(with a 2: b) , for a = 4, b = 2, and the locus of the center of curvature. 
Although the ellipse is not explicitly plotted, it seems to be present! 

Example 15.11 The logarithmic spiral given in polar coordinates by r = 
aemO , or by 

x = aemO cose, 

y = aemO sine 

(with a > 0), is particularly interesting. We leave as an exercise to show 
that the radius of curvature is 

R = aVI + m 2 emO , 

and that the center of curvature is on the spiral (in fact , equal to the 
original spiral) defined by 

x = -ma emO sin e, 
y = maem (} cosO. 

Figure 15.9 shows 50 osculating circles of the logarithmic spiral given 
in polar coordinates by r = a emO , for a = 0.6 and m = 0.1. The spiral 
definitely shows up very clearly, even though it is not explicitly plotted . 
Also, note that since the radius of curvature is increasing, no two osculating 
circles intersect! 
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Figure 15.8. Osculating circles of an ellipse 

Example 15.12 The cardioid given in polar coordinates by r 
cos B), or by 

x = a(l + cos B) cos B, 

y = a(l + cos B) sin B, 

a(l + 

is also a neat example. Figure 15.10 shows 50 osculating circles of the 
cardioid given in polar coordinates by r = a(l + cos B), for a = 2, and the 
locus of the center of curvature. 

We leave as an exercise to show that the radius of curvature is 

and that the center of curvature is on the cardioid defined by 

2a a 
x = 3 + 3(1- cosB)cosB, 

y = i(1- cosB)sinB. 
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Figure 15.9. Osculating circles of a logarithmic spiral 

We conclude our discussion of the curvature of plane curves with a brief 
look at the algebraic curvature. Since a plane can be oriented, it is possible 
to give a sign to the curvature. Let us assume that the plane is oriented 
by an othonormal frame (0, i,j) , assumed to have a positive orientation, 
and that the curve 1 is parametrized by arc length. Then, given any unit 
tangent vector t at s to a curve 1, there exists a unit normal vector 1/ such 
that (0, t, 1/) has positive orientation. In fact, if () is the angle (mod 27T) 
between i and t, so that 

t = cos () i + sin () j , 

we have 

1/ = cos(() + 7T /2) i + sin(() + 7T /2) j = - sin () i + cos () j. 

Note that this normal vector 1/ is not necessarily equal to the unit normal 
vector n = l"(s)/I1I"(s) II: It can be of the opposite direction. Furthermore, 
1/ exists for every regular point, even when 1"(s) = 0, which is not true of 
n. We define the algebraic curvature k at s as the real number (negative, 
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3 

-3 

Figure 15.10. Osculating circles of a cardioid 

null, or positive) such that 

1"(s) = kv. 

We also define the algebraic radius of curvature R as R = 11k. Clearly, 
'" = Ikl and R = IRI. Thus, we also have 

t' = kv, 

and it is immediately verified that the center of curvature is still given by 
C - f(s) = Rv, and that 

v' = -kt. 

The algebraic curvature plays an important role in some global theorems 
of differential geometry. It is also possible to prove that if c: la, b[ -> lR is a 
continuous function and So Ela, b[, then there is a unique curve f: la, b[-> [; 
such that f(so) is any given point, I'(so) is any given vector, and such 
that c(s) is the algebraic curvature of f. Roughly speaking, the algebraic 
curvature k determines the curve completely, up to rigid motion. 
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One should be careful to note that this result fails if we consider 
the curvature /'i, instead of the algebraic curvature k. Indeed, it is 

possible that k( s) = c( s) = 0, and thus that /'i,( s) = O. Such points may be 
inflection points, and counterexamples to the above result with /'i, instead 
of k are easily found. However, if we require c(s) > 0 for all s, the above 
result holds for the curvature /'i, . 

We now consider curves in affine Euclidean 3D spaces (i.e. [; = JE3). 

15.5 Normal Planes and Curvature (3D Curves) 

The first thing to do is to define the notion of a normal plane. 

Definition 15.5.1 Given any regular 3D curve f: la, b[ -+ [; (or f: [a, bl -+ 

£) of class CP, with p ~ 2, the normal plane Nt to f at t is the plane 
through f(t) and orthogonal to the tangent line Tt to f at t. The intersec­
tion of the normal plane and the osculating plane (if it exists) is called the 
principal normal line to f at t. 

In order to get an intuitive idea of the notion of curvature, we need to 
look at the variation of the normal plane around t , since there are infinitely 
many normal lines to a given line in 3-space. This time, we will see that the 
normal plane rotates around a line perpendicular to the osculating plane 
(called the polar axis at t). The intersection of this line with the osculating 
plane is the center of curvature. But now, not only does the normal plane 
rotate around an axis, so do the osculating plane and the plane containing 
the tangent line and normal to the osculating plane, called the rectifying 
plane. Thus, a second quantity, called the torsion, will make its appearance. 
But let us go back to the intersection of normal planes around t. 

Actually, the treatment that we gave for the plane extends immediately 
to space (in 3D). Indeed, the normal plane Nt to f at t is the set of points 
P such that 

M'·MP=O, 

or equivalently 

M'·P=M'·M. 

Similarly, for any small 8 i= 0 such that f(t + b) is defined, the normal 
plane NtH to f at t + 8 is the set of points Q such that 

M'(t + 8) . Q = M'(t + 8) . M(t + 8). 

Thus, the intersection points P of Nt and NtH, if they exist, are given by 
the equations 

M'·P=M'·M, 
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M'(t + b) . P = M'(t + b) . M(t + b). 

As in the planar case, for 15 very small, the intersection of the two planes 
Nt and NtH is given by the equations 

M'·MP=O, 

Mil. MP = IIM'112. 

Thus, if M' and Mil are linearly independent, which is equivalent to 
saying that f'(t) and f"(t) are linearly independent, i.e., f is biregular 
at t, the above two equations define a unique line ~ orthogonal to the 
osculating plane. This line is called the polar axis at t. Also, the above 
analysis shows that the intersection of the two normal planes Nt and NtH, 
for 15 =f:. 0 small enough, has the limit ~. Since the line ~ is perpendicular 
to the osculating plane, it intersects the osculating plane in a single point 
C (really, C(t)), the center of curvature of f at t. The distance n = IIMCII 
is the radius of curvature at t, and its inverse", = lin is the curvature at 
t. Note that C is on the normal line to the curve f at t contained in the 
osculating plane, i.e., on the principal normal at t. 

15.6 The Frenet Frame (3D Curves) 

When l' (t) and f" (t) are linearly independent, we can find a unit vector 
in the plane spanned by l' (t) and f" (t) and orthogonal to the unit tangent 
vector t = f'(t)/llf'(t)1I at t, and equal to the unit vector f"(t)/IIf"(t)11 
when f'(t) and f"(t) are orthogonal, namely the unit vector 

-(f'(t) . f"(t)) f'(t) + Ilf'(t)112 f"(t) 
n = II - (f'(t) . f"(t)) f'(t) + Ilf'(t)1I 2 fll(t)II' 

The unit vector n is called the principal normal vector to f at t. Note that 
n defines the direction 'of the principal normal at t. We define the bino'imal 
vector b at t as b = t x n. Thus, the triple (t, n, b) is a basis of orthogonal 
unit vectors. It is usually called the Frenet (or Frenet-Serret) frame at t 
(this concept was introduced independently by Frenet, in 1847, and Serret, 
in 1850). This concept is sufficiently important to warrant the following 
definition. 

Definition 15.6.1 Given a biregular 3D curve f: Ja, b[ --+ E (or f: [a, bJ --+ 

E) of class CP, with p 2: 2, the Prenet frame (or Prenet trihedron) at t is 
the triple (t, n, b) consisting of the three orthogonal unit vectors such that 
t = f'(t)/llf'(t)1I is the unit tangent vector at t, 

-(f'(t) . f"(t)) f'(t) + IIf'(t)112 f"(t) 
n=~II-~(f~'(~t)~'f=II~(t)~)~f'~(t)~+~I~lf~'(t~)1=12~f'~'(t~)11 
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is a unit vector orthogonal to t called the principal normal vector to f at 
t, and b = t x n is the binormal vector at t. The plane containing t and b 
is called the rectifying plane at t. 

As we will see shortly, the principal normal n has a simpler expression 
when the curve is parametrized by arc length. The calculations of n are 
still valid, since the cross product M' x Mil makes sense in 3-space, and 
thus we have 

IIM'I13 n = .,,----""-----"-.,., 
11M' x M"II 

and the curvature is given by 

11M' x M"II 
K= IIM'I13 

1I1'(t)113 
11f'(t) x f"(t) II ' 

1I1'(t) x f"(t)11 
Ilf'(t) 113 

Example 15.13 Consider the curve given by 

f(t) = (t,t2,t3 ), 

known as the twisted cubic. We have 1'(t) = (1, 2t, 3t2) and f"(t) 
(0,2, 6t), and thus at t = ° (the origin), the vectors 

1'(t) = (1,0,0) and 1"(t) = (0,2,0) 

are orthogonal, and the Frenet frame (t, n, b) consists of the three unit 
vectors i = (1,0,0), j = (0,1,0), and k = (0,0,1). Thus, the osculating 
plane is the xy-plane, the normal plane is the yz-plane, and the rectifying 
plane is the xz-plane. It is easily checked that 

l' x 1" = (6t 2 , -6t, 2), 

and the curvature at t is given by 

2(9t4 + 9t2 + 1)1/2 
K(t) = (9t4 + 4t2 + 1)3/2 . 

In particular, K(O) = 2, and the polar line is the vertical line in the yz-plane 
passing through the point C = (0, ~, 0), the center of curvature. 

When the curve is parametrized by arc length, t = l' (s), and we obtain 
the same results as in the planar case, namely, 

1 1 
n = IIM"II = 111"(8)11 

The radius of curvature is the inverse of the norm of the acceleration vector 
f"(8), and the curvature K is 

K = 111"(8)11. 
Again, as in the planar case, the curvature is an invariant intrinsic to the 

geometric curve defined by f. 
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We now consider how the rectifying plane varies. This will uncover the 
torsion. According to Kreyszig [104], the term torsion was first used by de 
la Vallee in 1825. We leave as an easy exercise to show that the osculating 
plane rotates around the tangent line for points t + 8 close enough to t. 

15.7 Torsion (3D Curves) 

Recall that the rectifying plane is the plane orthogonal to the principal 
normal at t passing through f(t). Thus, its equation is 

n·MP = 0, 

where n is the principal normal vector. However, things get a bit messy 
when we take the derivative of n, because of the denominator, and it is 
easier to use the vector 

n = -(f'(t) . f"(t)) f'(t) + Ilf'(t)112 f"(t), 

which is collinear to n, but not necessarily a unit vector. Still, we have 
n· M' = 0, which is the important fact. Since the equation of the rectifying 
plane is n . MP = ° or 

n·P=n·M, 

by familiar reasoning, the equation of a rectifying plane for 8 =1= ° small 
enough is 

n(t + 8) . P = n(t + 8) . M(t + 8), 

and we can easily prove that the intersection of these two planes is given 
by the equations 

n·MP =0, 

n' . MP = n . M' = 0, 

since n· M' = 0. Thus, if nand n' are linearly independent, the intersection 
of these two planes is a line in the rectifying plane, passing through the 
point M = f(t). We now have to take a closer look at n'. It is easily seen 
that 

N' = -(IIM"112 + M' . M"')M' + (M' . M")M" + IIM'112M"'. 

Thus, nand n' are linearly independent iff M', M", and M'" are linearly 
independent. Now, since the line in question is in the rectifying plane, every 
point P on this line can be expressed as 

MP = ab+(3t, 

where a and (3 are related by the equation 

(n' . b)a + (n' . t)(3 = 0, 
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obtained from n' . MP = o. However, t = M'/IIM'II, and it is immediate 
that 

M' X Mil 
b = 11M' x M"II· 

Recalling that the radius of curvature is given by R = IIM'I13/11M' x M"II, 
it is tempting to investigate the value of a when {3 = R. Then the equation 

(n' . b) a + (n' . t) {3 = 0 

becomes 

(n' . (M' x M"))a + IIM'112(n' . M') = O. 

Since 

N' = -(IIM"11 2 + M' . MIII)M' + (M' . M")M" + IIM'112MIII, 

we get 

n'· (M' x Mil) = IIM'11 2(M',M",M"'), 

where (M', Mil, Mil') is the mixed product of the three vectors, i.e., their 
determinant, and since n· M' = 0, we get n' . M' + n· Mil = O. Thus, 

n'· M' = -n· Mil = (M'. M")2 -IIM'1121IM"112 = -11M' X M"1I2, 

and finally, we get 

IIM'11 2(M',M",M"')a -IIM'11211M' x M"112 = 0, 

which yields 

11M' X M"112 a - -"-----"--
- (M', Mil, Mil')· 

So finally, we have shown that the axis of rotation of the rectifying planes 
for t + {j close to t is determined by the vector 

MP =ab+Rt, 

or equivalently, that 

(/d+7b)·MP=0, 

where J<; is the curvature and 7 = -1 I a is called the torsion at t, and is 
given by 

(M', Mil, Mil') 
7 = - 11M' X M"112 . 

Its inverse T = 1/7 is called the radius of torsion at t. The vector -7t+ J<;n 
giving the direction of the axis or rotation of the rectifying plane is called 
the Darboux vector. In summary, we have obtained the following formulae 
for the curvature and the torsion of a 3D-curve: 
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Ilf'(t) x J"(t)1\ (f'(t), J"(t), J"'(t)) 
"'= 1If'(t)1I3 

r=--------
11f'(t) x f"(t)1I2 . 

Example 15.14 Returning to the example of the twisted cubic 

f(t) = (t,t2,t3), 

since f'(t) = (1, 2t, 3t2), f"(t) = (0,2, 6t), and flll(t) = (0,0,6), we get 

(f', 1", I'") = 12, 

and since 

I' x 1" = (6t2, -6t, 2), 

the torsion at t is given by 

3 
r(t) = - 9t4 + 9t2 + 1. 

In particular, r(O) = -3, and the rectifying plane rotates around the line 
through the origin and of direction 

-rt + ",b = (3,2,0). 

The twisted cubic, the locus of the centers of curvature, the Frenet frame, 
the polar line (D), and the Darboux vector (Db) corresponding to t = 0 
are shown in Figure 15.11. 

If 9 = f o() is a curve CP-equivalent to f, where () is a CP-diffeomorphism, 
we leave as an exercise to prove that 

r= 
(f'(u), f"(u), f"'(u)) 

= 
IIf'(u) X f"(u)1I2 

(g' (t), gil (t), gill (t) ) 
II g' ( t) X gil ( t ) 112 ' 

where u = ()(t), i.e., r has the same value for both f and g. Thus, the 
torsion is an invariant intrinsic to the geometric curve defined by f. 

15.8 The Frenet Equations (3D Curves) 

Assuming that curves are parametrized by arc length, we are now going 
to see how", and T reappear naturally when we determine how the Frenet 
frame (t, n, b) varies with s, and more specifically, in expressing (t', n' , b') 
over the basis (t, n, b). We claim that 

t' = ",n, 

n' = -",t - rb, 

b' =rn, 
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Figure 15.11. The twisted cubic, the centers of curvature, a Frenet frame, a polar 
line, and a Darboux vector 

where I), is the curvature, and T turns out to be the torsion. 
We have t' = I),n by definition of the curvature. Since IIbll = b . b = 1 

and t . b = 0, by taking derivatives we get 

b· b' = 0 

and 

t'·b=-t·b' , 

and thus 

t . b' = -t' . b = -I),n . b = O. 

This shows that b' is collinear to n, and thus that 

b' = Tn, 

for some real T. From Ilnll = n· n = 1, n· t = 0, and n . b = 0, by taking 
derivatives we get 

n·n'=O, n'·t=-n·t', n'·b=-n·b'. 

Since t' = I),n and b' = Tn, we get 

n' . t = -n . t' = -n . I),n = -I), 
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and 

n' . b = -n . b' = -n . 7n = -7. 

But the components of n' over (t , n, b) are indeed n' . t, n' . n, and n' . b, 
and thus 

n' = -Kt - 7b. 

In matrix form we can write the equations know as the Frenet (or Prenet­
Serret) equations as 

(t',n',b') ~ (t,n,b) 0 -K 0) ° 7 . 

-7 ° 
We can now verify that 7 agrees with the geometric interpretation given 

before. The axis of rotation of the rectifying plane is the line given by the 
intersection of the two planes of equations 

and since 

n·MP=O, 

n'·MP =0, 

n' = -Kt-7b, 

the second equation is equivalent to 

(Kt+7b)·MP=0. 

This is exactly the equation that we found earlier with 7 = -l/a, where 

IIM'xM"112 
a = ...,.:.:-----::--"-...,.. 

(M', Mil, M'") 

Remarks: 

(1) Some authors, including Darboux ([41], Livre I, Chapter 1) and Elie 
Cart an ([28], Chapter VII, Section 2), define the torsion as -7, in 
which case 

(M', Mil, Mil') 
7 = 11M' X M"112 ' 

and the Frenet equations take the form 

(t',n',b') ~ (t,n,b) 0 -K 0) ° -7 . 

7 ° 
A possible advantage of this choice is the elimination of the nega­
tive sign in the expression for 7 above, and the fact that it may be 
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slightly easier to remember the Frenet matrix, since signs on descend­
ing diagonals remain the same. Another possible advantage is that the 
Frenet matrix has a similar shape in higher dimension (2': 4). Books 
on Computer-Aided Gemetric Design seem to prefer this choice. On 
the other hand, do Carmo [51] and Berger and Gostiaux [14] use the 
opposite convention (as we do). 

(2) It should also be noted that if we let 

W = Tt + Kb, 

often called the Darboux vector, then (abbreviating three equations 
in one using a slight abuse of notation) 

(t',n' , b ' ) =W x (t,n,b), 

which shows that the vectors t', n' , b ' are the velocities of the tips of 
the unit frame, and that the unit frame rotates around an instanta­
neous axis of rotation passing through the origin of the frame, whose 
direction is the vector W = Tt + Kb. 

We now summarize the above considerations in the following definition 
and lemma. 

Definition 15.8.1 Given a biregular 3D curve f: la, b[ -+ £ (or f: [a, b] -+ 

£) of class CP parametrized by arc length, with p 2': 3, given the Frenet 
frame (t, n, b) at s, the curvature K at s is the nonnegative real number 
such that t' = Kn, the torsion T at s is the real number such that b' = Tn, 
the radius of curvature at s is the nonnegative real number R = 1/ K, the 
radius of torsion at s is the real number T = l/T, the center of curvature 
at s is the point C on the principal normal such that C - f(s) = Rn, and 
the polar axis at s is the line orthogonal to the osculating plane passing 
through the center of curvature. 

Again, we stress that the curvature K and the torsion T are intrinsic 
invariants of the geometric curve defined by f. 

Lemma 15.8.2 Given a biregular 3D curve f: la, b[ -+ £ (or f : [a , b] -+ £) 
of class CP parametrized by arc length, with p 2': 3, given the Frenet frame 
(t , n, b) at s, we have the Frenet (or Frenet- Serret) equations 

(t', n', b') ~ (t, n, b) 0 -K 0) o T . 

-T 0 

Given any parametrization for f, the curvature K and the torsion Tare 
given by the expressions 

K= 
11f'(t) x f"(t)1I 

11f'(t)1I3 
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and 

(f'(t), f"(t) , f"'(t)) 
T = - -'-:-:-':-'-,--'----'.--'---'-:-:-~c...:.. 

Ilf'(t) X f"(t)112 . 

Furthermore, for {) small enough, the normal plane at t + {) rotates around 
the polar axis, a line othogonal to the osculating plane and passing through 
the center of curvature, and the rectifying plane at t + {) rotates around 
the line defined by the point of contact at t and the vector -Tt + f£b (the 
Darboux vector). 

The torsion measures how the osculating plane rotates around the tan­
gent. Let us show that if f is a biregular curve and if T = 0 for all t, then 
f is a plane curve. We can assume that f is parametrized by arc length. 
Since b ' = Tn, and we are assuming that T = 0, we have b ' = 0, which 
means that b is a constant vector. Since f is biregular, b =1= o. But now, 
choosing any origin 0 and observing that 

(Of(s)· b)' = 1'(s)· b + Of(s)· b ' = t · b + 0 = 0, 

we conclude that Of(s) . b = A for some constant A. Since b =1= 0, we 
conclude that f(s) is in a plane. 

One should be careful to note that the above result is false if f 
has points that are not biregular, i.e. , if f"(s) = 0 for some s. We 

leave as an exercise to find an example of a regular nonplanar curve such 
that T = O. 

As an example of the computation of the torsion, consider the circular 
helix defined by 

f ( t) = (a cos t, a sin t, kt). 

It is easy to show that the curvature is given by 

a 
f£ = -::---;:c 

a2 + k 2 

and that the torsion is given by 

k 
T = - a2 + k 2 ' 

Thus, both the curvature and the torsion are constant! 
The intrinsic nature of the curvature and the torsion is illustrated by 

the following result. If c: la, b[ ---> lR+ is a continuous positive C 1 function, 
d: la, b[ ---> lR is a continuous function, and So E la, b[, then there is a unique 
biregular 3D curve f: la, b[ ---> £ such that f(so) is any given point, 1'(so) 
is any given vector, f" (so) is any given vector, and such that c( s) is the 
curvature of f , and d( s) is the torsion of f. Roughly speaking, the curvature 
and the torsion determine a biregular curve completely, up to rigid motion. 
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The hypothesis that c( s) > 0 for all s is crucial, and the above 
result is false if this condition is not satisfied everywhere. 

Osculating Spheres (3D Curves) 

We conclude our discussion of curves in 3-space by discussing briefly the 
notion of osculating sphere. According to Kreyszig [104], osculating spheres 
were first considered by Fuss in 1806. 

Definition 15.9.1 For any 3D curve f: la, b[ ---+ £ (or f: [a , b] ---+ £) of class 
CP, with p ~ 3, and given any point Mo = f(t) on the curve, if the polar 
axis at t exists, f is locally injective at Mo, and the sphere ~t ,h centered on 
the polar axis and passing through the points Mo and Ml = f(t + h) has a 
limit ~t as h i= 0 approaches 0, we say that ~t is the osculating sphere to 
f in Mo = f(t) at t. More precisely, if the polar axis at t exists and if there 
is an open interval ]t - 'f/, t + 'f/[ ~ la, b[ (with 'f/ > 0) such that the point 
Ml = f(t + h) is distinct from Mo for every h i= 0 with h E]- 'f/, +'f/[ and 
the sphere ~t,h centered on the polar axis and passing through the points 
Mo and Ml has a limit ~t as h i= 0 approaches 0 (with h E ]- 'f/, +'f/[), we 
say that ~t is the osculating sphere to f in Mo = f(t) at t. 

Again, the definition is simpler when f is a simple curve. The following 
lemma gives a simple condition for the existence of the osculating sphere 
at a point. 

Lemma 15.9.2 For any 3D curve f: la, b[ ---+ £ (or f: [a, b] ---+ £) of class 
CP parametrized by arc length, with p ~ 3, given any point Mo = f(s) 
on the curve, if Mo is a biregular point at s and if R' is defined, then the 
osculating sphere to f in Mo at s exists and has its center n on the polar 
axis ~, such that n - C = -TR'b, where T is the radius of torsion, R is 
the radius of curvature, C is the center of curvature, and b is the binormal, 
at s. 

According to Kreyszig [104], the formula 

n - M = Rn - TR'b 

is due to de Saint Venant (1845) . When s varies, the polar axis generates 
a surface, and the center n of the osculating sphere generates a curve on 
this surface. In general, this surface consists of the tangents to this curve 
(called line of striction or edge of regression of the ruled surface). 

Figure 15.12 illustrates the Frenet frame, the polar axis, the center of 
curvature, and the osculating sphere. It also shows the osculating plane, 
the normal plane, and the rectifying plane. 

The twisted cubic and the locus of the centers of osculating spheres are 
shown in Figure 15.13. The tangent surface, that is, the surface consisting 
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Figure 15.12. The Frenet Frame, polar axis, center of curvature, and osculating 
sphere 

of the tangent lines to the twisted cubic,; the curve of centers of osculating 
spheres; and two great circles of osculating spheres corresponding to t = 
~, are shown in Figure 15.14. The tangent surface is the envelope of the 
osculating planes. The surface generated by the polar lines is shown in 
Figure 15.15. This surface is the envelope of the normal planes to the 
twisted cubic. The curve of the centers of osculating spheres is a line of 
striction (or edge of regression) on this surface. 

Finally, we discuss very briefly the case of curves in Euclidean spaces of 
dimension n ~ 4. 

15.10 The Frenet Frame for nD Curves (n > 4) 

Given a curve f: la, b[ ---> £ (or f: [a, bl ---> £) of class CP parametrized 
by arc length, with p ~ n, where £ = lEn is a Euclidean space of 
dimension n ~ 4, for any s such that f'(s),f"(s), ... ,f(n-ll(s) are lin­
early independent, we can construct an orthonormal basis (el, ... , en), 
where (eI, ... , en-d is constructed from f'(s), f"(s), .. . , f(n-ll(s) using 
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Figure 15.13. The twisted cubic and the curve of centers of osculating spheres 

the Gram- Schmidt orthonormalization procedure (see Lemma 6.2.7), and 
where en = e1 X ... X en-I. The basis (e1,"" en) is a generalized F'renet­
Berret frame. Then it is not difficult to show by induction that there are 
n - 1 real numbers 1>:1,"" I>:n-1, the generalized curvatures, such that 

o 1>:1 

-1>:1 0 1>:2 

( e~ , ... , e~) = (e 1, ... , en) - 1>:2 0 

I>:n-1 
-l>:n-1 0 

In fact, our previous reasoning is immediately extended to show that the 
limit of the intersection of the normal hyperplane at t + {j with the normal 
hyperplane at t (for (j small) with the osculating plane is a point C such 
that C - f(t) = (1/1>:1)e1. Thus, we obtain a geometric interpretation for 
the curvature 1>:1, and it is also possible to obtain an interpretation for the 
other I>:i. The theorem showing that a curve is completely determined by 
the generalized curvatures 1>:1, ... ,l>:n-1 as functions of the arc length, with 
some suitable constraints, can also be generalized. 
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Figure 15.14. The tangent surface and the centers of osculating spheres 

15.11 Applications 

Many engineering problems can be reduced to finding curves having some 
desired properties. This is certainly true of mechanical engineering and 
robotics, where various trajectories must be computed, and of computer 
graphics and medical imaging, where contours of shapes, for instance or­
gans, are modeled as curves. In most practical applications it is necessary to 
consider curves composed of various segments. The problem then arises to 
join these segments as smoothly as possible, without restricting too much 
the number of degrees of freedom required for the design. Various kinds 
of splines were invented to solve this problem. If the curve segments are 
defined parametrically in terms of polynomials, a simple way to achieve con­
tinuity is to enforce the agreement of enough derivatives at junction points. 
This leads to parametric en-continuity and to B-splines. The theory of B­
splines is quite extensive. Among the many references, we recommend Farin 
[58, 57], Hoschek and Lasser [90], Bartels, Beatty, and Barsky [10], Fiorot 
and Jeannin [60, 61]' Piegl and Tiller [139], or Gallier [70]. 

Because parametric continuity is easy to formulate, piecewise curves 
based on parametric continuity are popular. Additionally, there are oc­
casions where parametric continuity is required. For example, if a spline is 
used to represent the trajectory of an object, parametric continuity guar-
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Figure 15.15. The polar surface and the twisted cubic 

antees that the object moves smoothly at the junction between two curve 
segments. However, there are applications for which parametric continuity 
is too constraining, since it depends upon details of the parametrization 
that are not relevant to the shape of the curve. For example, if a curve 
is used to represent the boundary of an object, then only the outline of 
the curve is important. Thus, more flexible continuity conditions (usually 
called geometric continuity) based only on the geometry of the curve have 
been investigated. For plane curves, one may consider tangent continuity, 
or curvature continuity. For space curves, one may consider tangent con­
tinuity, curvature continuity, or torsion continuity. One may also want to 
consider higher-order continuity of the curvature K and of the torsion T, 

which means considering the continuity of higher derivatives of K and T. 

Another notion is geometric continuity, or en-continuity. Roughly speak­
ing, two curves join with en-continuity if there is a reparametrization (a 
diffeomorphism) after which the curves join with parametric en-continuity. 
As a consequence, geometric continuity may be defined using the chain rule, 
in terms of a certain connection matrix . Yet another notion is Frenet frame 
continuity. Again, there is a vast literature on these topics, and we refer 
the readers to Farin [58, 57], Hoschek and Lasser [90], Bartels, Beatty, and 
Barsky [10], and Piegl and Tiller [139]. 
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Complex shapes are usually represented in a piecewise fashion, com­
posed of primitive elements smoothly joined. Traditional methods focus 
on achieving a specific level of interelement continuity, but the resulting 
shapes often possess bulges and undulations, and thus are of poor quality. 
They lack fairness. Fairness refers to the quality of regularity of the cur­
vature (and torsion, for a space curve) of a curve. For a curve to be fair, 
it is required that the curvature vary gradually and oscillate as little as 
possible. Furthermore, the maximum rate of change of curvature should be 
minimized. This suggests several approaches. 

Minimal energy curve (which bends as little as possible): Minimize 

10 1i2ds 

where Ii is the curvature. 

Minimal variation curve (which bends as smoothly as possible): 
Minimize 

where Ii is the curvature and n is the principal normal. 

Another possibility is to minimize 

where Ii is the curvature and T is the torsion. 
These problems may be cast as constrained optimization problems. 

Interelement continuity is solved by incorporating a penalty function. In­
terested readers are referred to the Ph.D. dissertations of Moreton [129] 
and Welch [179] for more details. 

It should also be mentioned that it is possible to define a notion of affine 
normal and a notion of affine curvature without appealing to the concept of 
an inner product. For some interesting applications, see Calabi, Olver, and 
Tannenbaum [27] and Calabi, Olver, Shakiban, Tannenbaum, and Raker 
[26]. 

15.12 Problems 

Problem 15.1 Plot the curve f defined by 

{ 
(_e1/ t , e1/ t sin( e- 1/ t )) 

f(t) = (0 , 0) 
(e- 1/ t , e- 1/ t sin( e1/ t )) 

ift < 0; 
if t = 0; 
if t > o. 
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Verify that 1'(0) = 0 and that the curve oscillates around the origin. 

Problem 15.2 Plot the curve f defined by 

f(t) = {(t, t 2 sin(I/t)) if t =f:. 0; 
(0,0) ift=O. 

Show that 1'(0) = (1,0) and that I'(t) = (1, 2tsin(I/t) - cos(I/t)) for 
t =f:. O. Verify that l' is discontinuous at O. 

Problem 15.3 Let f: la, b[ ~ [; be and open curve of class Coo. For some 
tE la , b[ , assume that I'(t) = 0, but also that there exist some integers 
p,q with 1 ::; p < q such that f(pl(t) is the first derivative not equal to 0 
and f(ql(t) is the first derivative not equal to 0 and not collinear to f(p}(t). 
Show that by Taylor's formula, for h > 0 small enough, we have 

f(t + h) - f(t) = 

( hP hP+l hq- 1 ) hq hq 
I"" + Ap+l ( 1)' + ... + Aq-l ( _ 1)' f(p}(t) + I"" f(q}(t) + I"" €(h), 
p. P + . q. q. q. 

where limh->o,h"oo €(h) = O. 
As a consequence, the curve is tangent to the line of direction f(p}(t) 

passing through f(t). Show that the curve has the following appearance 
locally at t: 

1. p is odd . 
The curve traverses every secant through f (t). 

Ia. q is even. 
Locally, the curve is entirely on the same side of its tangent at f (t). 
This looks like an ordinary point. 

lb. q is odd. 
Locally, the curve has an inflection point at f(t), i.e., the two arcs of 
the curve meeting at f (t) are on different sides of the tangent. 

2. p is even. 
The curve does not traverse any secant through f(t). It has a cusp. 

2a. q is even. 
In this case, the two arcs of the curve meeting at f(t) are on the same 
side of the tangent. We say that we have a cusp of the second kind. 

2b. q is odd. 
In this case, the two arcs of the curve meeting at f(t) are on different 
sides of the tangent. We say that we have a cusp of the first kind. 

Draw examples for (p = I,q = 2), (p = I,q = 3), (p = 2,q = 3), and 
(p = 2, q = 4). 
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Problem 15.4 Draw the curve defined such that 

2t2 
x(t)=I+t2' 

2t3 

y(t) = 1 + t2 ' 

Show that the point (0 , 0) is a cusp and that the line of equation x = 2 is 
an asymptote. This curve is called the cissoid of Diocles. 

Problem 15.5 (a) Draw the curve defined such that 

x(t) = sint, 
t 

y(t) = cost + log tan 2' 

Show that the point (1 , 0) is a cusp and that the line of equation x = 0 is 
an asymptote. 

(b) Show that the length of the segment of the tangent of the curve 
between the point of contact and the y-axis is of constant length 1. For this 
reason, this curve is called a tractrix. 

Problem 15.6 (a) Given a tractrix specified by 

x(t) =asint, 
t 

y(t) =acost+alogtan 2, 

show that the curvature is given by '" = 1 tan t I. 
(b) Show that the center of curvature is on the curve 

a 
x (t) = -'-t' sm 

t 
y(t) = a log tan 2' 

Show that this curve has the implicit equation 

x = a cosh ( ~ ). 

Draw this curve, called a catenary. 
Note . Recall that the hyperbolic functions cosh and sinh are defined by 

eU + e-U 

coshu = 2 and 
eU _ e-u 

sinh u = 2 

Problem 15.7 (a) Draw the curve f defined such that 

x(t) = ae-bt cos t , 

y(t) = ae-bt sin t, 

where a, b > O. 
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Show that the curve approaches the origin (0,0) as t ---> +00, spiraling 
around it. This curve is called a logarithmic spiral. 

(b) Show that f'(t) ---> (0,0) as t ---> +00, and that 

lim it Jx'(u)2 + y'(u)2 du 
t--+oo tn 

is finite . Conclude that J has finite arc length in [to, 00[. 

Problem 15.8 (A square-filling curve due to Hilbert) This version of the 
Hilbert curve is defined in terms of four maps h, 12,13, J4 defined by 

, 1 1 
x =2x-2' 

, 1 
Y = 2Y + 1, 

, 1 1 
x = -x +-2 2' 

1 
y' = 2Y + 1, 

, 1 
x = --Y + 1 

2 ' 
, 1 1 

Y =2x+2' 
, 1 

x = 2Y - 1, 

, 1 1 
Y = -2x + 2' 

(a) Prove that these maps are affine. Can you describe geometrically 
what their action is (rotation, translation, scaling?) 

(b) Given any polygonal line L, define the following sequence of poygonal 
lines: 

So = L, 

Sn+1 = h(Sn) U h(Sn) U h(Sn) U J4(Sn). 

Construct Sl starting from the polygonal line L = ((-1,0),(0,1)), 
((0,1), (1,0)). 

Can you figure out what Sn looks like in general? (you may want to write 
a computer program, and iterate at least 6 times). 

(c) Prove that Sn has a limit that is a continuous curve not C 1 anywhere 
and that is space-filling, in the sense that its image is the entire unit square. 

Problem 15.9 Consider the curve J over [0,1] defined such that 

J(t) = { (t, t sin(-rr It) if t i- 0, 
(0,0) ift = 0. 
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Show geometrically that the arc length of the portion of curve corre­
sponding to the interval [1/(n + 1), lin] is at least II (n + ~). Use this to 
show that the length of the curve in the interval [liN, 1] is greater than 
2 I::=l I/(n + 1) . Conclude that this curve is not rectifiable. 

Problem 15.10 Consider a polynomial curve of degree m defined by the 
control points (bo, ... , bm ) over [0,1]. Prove that the curvature at bo is 

K(O) = m - 1 Ilbobl x bI b 2 11 

m Ilbob l 1l 3 ' 

and that the curvature at bm is given by 

( ) _ m - 1 Ilbm-Ibm x bm- 2 bm-IiI 
K 1 - II 11 3 . m bm-Ibm 

Show that the torsion at bo is given by 

r(O) = _ m - 2 (bob!> bob2 , bob3 ) 

m IIbobl x b I b 2 112 

If a = Ilboblll and h is the distance from b2 to the line (bo, bd , show 
that 

m-l h 
K(O) = ---. 

m a2 

If c is the distance from b3 to the plane spanned by (bo, b1 , b2 ) (the 
osculating plane), show that 

m-2 c 
17(0) I = -;;:;:- ah' 

Problem 15.11 Consider the curve defined such that 

J(t) = {(t,t2 +t3 sin(llt)) ift 1:- OJ 
(0,0) if t = O. 

Show that the osculating circle for t = 0 is the circle of center (O , ~) and 
that J"(O) is undefined, so that the center of curvature is undefined at 
t = O. 

Problem 15.12 Show that the solution of the system 

u'x + v'y = uu' + vv', 

u"x + v"y = uu" + vv" + U,2 + v,2, 

is given by 

V'(U,2 + V,2) 
x=u- , 

u'v" - v'u" 
U'(U,2 + v,2) 

y = V + u'v" - v' u" ' 
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provided that u'v" - v'u" =f. o. Show that the radius of curvature is given 
by 

(U,2 + v'2)3/2 
R = -'-------'---.,.. 

lu'v" - v'u"l 

Problem 15.13 (a) Given an ellipse 

x = a cosO, 

y = b sinO, 

show that the radius of curvature is given by 

(a2 sin2 0 + b2 cos2 0)3/2 
R = ab ' 

and that the center of curvature is on the curve defined by 

c2 
x = - cos3 0, 

a 
c2 . 3 

Y = -b sm O. 

This curve is called an astroid. 
(b) Letting N = (~ cos 0, 0) be the intersection of the normal to the 

point M on the ellipse with Ox , and d = 11M Nil be the distance between 
M and N , show that the radius of curvature is given by 

a2 

R = b4 d3 . 

Problem 15.14 Given a parabola of equation y2 = 2px, compute the 
radius of curvature and show that the center of curvature is on the curve 
of equation 

8 y2=_(x_p)3. 
27p 

Show that this is a cuspidal cubic with a cusp at (p,O). 

Problem 15.15 Given a hyperbola 

x = a cosh 0, 

y = b sinh 0, 

compute the radius of curvature and show that the center of curvature is 
on the curve defined by 

c2 
X = - cosh3 0, 

a 
c2 

y = -b sinh3 O. 

Note. The function cosh and sinh are defined in Problem 15.6. 
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Problem 15.16 Given a logarithmic spiral specified by 

x = aemO cosB, 

y = aemO sinB, 

where a > 0, show that the radius of curvature is 

1(. = a\h + m 2 emO, 

and that the center of curvature is on the spiral defined by 

x = -maemosinB, 

y = maemO cosB. 

Show that this is the original spiral 

Problem 15.17 Given a cardioid 

x = a(l +cosB)cosB, 

y = a(l + cos B) sinB, 

show that the radius of curvature is 

1(. = 123a COS(B/2)1, 

and that the center of curvature is on the cardioid defined by 

2a a 
x = 3 + "3(1- cosB)cosB, 

y = i(1- cos B) sinB. 

Problem 15.18 A plane curve is defined in polar coordinates if 

x = p(B)cosB, 

y = p(B) sin B, 

for some function p of the polar angle B. 
(a) Prove that the element of arc length is given by 

ds = J p2 + (p')2 dB. 

(b) Prove that the curvature is given by 

2(p')2 _ pp" + p2 
K, = "-::--:-'--,-::-"":"":"-=-:::-:::--

[(p')2 + p2]3/2 

Problem 15.19 Give an example of a regular nonplanar curve such that 
T = O. 

Problem 15.20 A circular helix is defined by 

J(t) = (a cos t, asint, kt). 
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Show that the curvature is given by 

and that the torsion is given by 

k 
T = - a2 + k 2 ' 

Problem 15.21 If C is a regular plane curve parametrized by arc length, 
let C' (s) = t be the tangent vector at s, and write 

t = cos 'Pi + sin 'Pj, 

where (i, j) is an orthonormal basis. 
(a) Show that the algebraic curvature k(s) is given by 

k = d'P. 
ds 

(b) Letting 

C(s) = x(s)i + y(s)j, 

we have dx = cos 'P ds and dy = sin 'P ds. If k( s) 
function 1, show that 

'P = j 1(s)ds + 'Po 

and thus that 

x= jCOS'P(S)ds+a, 

y = j sin 'P( s) ds + b, 

for some constants 'Po, a, b. 

1(s) for some CO_ 

Remark: Integrals of the above form are known as Fresnel integrals, and 
were first encountered by Fresnel (1788- 1827) in the context of refraction 
problems. 

(c) Study the curves defined such that k = cs + d, for some constants 
c, d (such curves are called clothoids , or Cornu spirals). 

Problem 15.22 Write a computer program that takes as input the para­
metric equation (not necessarily arc length parametrized) of a curve. Your 
program will generate a graph of the curve and animate the Frenet frame, 
osculating circle, and osculating sphere, along the curve. Try your program 
on a C 2-continuous B-spline to observe discontinuities of the osculating 
sphere. 
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Problem 15.23 Given a circle C and a point 0 on C, consider the set 
of all lines ~ such that if p 1= 0 is any point on C, the line ~ is the line 
passing through p and forming an angle with the normal Np at p equal 
to the angle of Np with pO (in other words, ~ is obtained by reflecting 
pO about the normal Np at p). When p = 0, the line ~ is the diameter 
through O. Prove that the lines ~ are tangent to a cardioid (see Problem 
15.17). 

Remark: The above problem can be viewed as a problem of optics. If a 
light source is placed at 0, the reflections of the light rays emanating from 
o will have a cardioid as envelope. Such curves are also called caustics. 

Problem 15.24 Using a recursion scheme in which [0,1] is initially sub­
divided into four equal intervals and the square [0, 1] x [0, 1] is initially 
subdivided into four equal subsquares, give an analytic definition for the 
functions hn : [0, 1] ~ [0,1] x [0,1] involved in defining the Hilbert curve 
(see Figure 15.1). Prove that the sequence hn converges to a continuous 
function h. Prove that the hn can be chosen to be injective but that h 
cannot be injective. 

Problem 15.25 Two biregular curves f and 9 in 1E3 are called Bertrand 
curves if they have a common principal normal at any of their points. 

(a) If f is a plane biregular curve, then prove that any involute of the lo­
cus of centers of curvatures of f is a Bertrand curve of f. Any two Bertrand 
curves are parallel, in the sense that the distance measured along the com­
mon principal normal, between corresponding points of the two Bertrand 
curves, is constant. 

(b) If f* and f are Bertrand curves, then f* has an equation of the form 

f*(t) = f(t) + a(t)n, 

where n is the principal normal to f at t. We will prove shortly that a(t) 
must be a constant. 

Assuming that f and f* are Bertrand curves, using the fact that 

f*(t) = f(t) + a(t)n, 

observe that 

a2 (t) = (f* - f) . (f* - f), 

and prove that 

~(a2) = 2(f* - f) . (~(f*) - ~(f») = 0. 
dt dt dt 

Conlude that a(t) is constant. 
Let t and t* be the unit tangent vectors to f and f*, respectively. Using 

the fact that 

d (* ) dt* * dt -t·t=-·t+t·-
dt dt dt' 
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prove that 

:t(t*. t) = o. 

Let 

t* · t = cosa, 

a constant. Observe that a is the constant angle between the tangents at 
corresponding points of the Bertrand curves. 

Now, assuming that f and f* are both parametrized by arc lengths, s 
and s*, respectively, we have 

Prove that 

Also prove that 

Conclude that 

I*(s) = f(s) + a(s)n. 

ds 
cos a = -d (1 - ali). 

s' 

ds . . 
aT-d = Slna, 

s* 

where the sign of a is suitably chosen. From 

ds 
-d (1 - ali) = cosa and 

s* 
ds . 

aT d- = Slna, 
s* 

prove that 

1- ali --- = cot a, 
aT 

and thus, letting CI = a, C2 = a cot Q , that the linear equation 

CIIi+C2T=1 

holds between Ii and T. 

(c) Conversely, assume that that the linear equation 

holds between Ii and T. We shall prove that f has the Bertrand curve 

I*(s) = f(s) + Cln. 

Prove that 

dl* ds = (1 - Clli)t + CITb. 
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In view of the equation 

letting C = C2/Cl, prove that 

df* 
ds = C1T(Ct + b) . 

Conclude that the unit tangent vector to C* is 

* ct + b 
t = -----=== Jl + c2 ' 

that 
dt* 1 
ds v1f+C2 (CI\: - T)n, 

1 + c2 

and that C and C* are Bertrand curves. 
Thus, we have proved that a curve C has a Bertrand curve iff a linear 

equation 

holds between I\: and T (Bertrand, 1850). 

Extra Credit: Prove that a circular helix is the only non planar biregular 
curve having more than one Bertrand curve. 



16 
Basics of the Differential Geometry of 
Surfaces 

16.1 Introduction 

The purpose of this chapter is to introduce the reader to some elementary 
concepts of the differential geometry of surfaces. Our goal is rather mod­
est: We simply want to introduce the concepts needed to understand the 
notion of Gaussian curvature, mean curvature, principal curvatures, and 
geodesic lines. Almost all of the material presented in this chapter is based 
on lectures given by Eugenio Calabi in an upper undergraduate differential 
geometry course offered in the fall of 1994. Most of the topics covered in 
this course have been included, except a presentation of the global Gauss­
Bonnet-Hopf theorem, some material on special coordinate systems, and 
Hilbert's theorem on surfaces of constant negative curvature. 

What is a surface? A precise answer cannot really be given without in­
troducing the concept of a manifold. An informal answer is to say that a 
surface is a set of points in ]R3 such that for every point p on the surface 
there is a small (perhaps very small) neighborhood U of p that is con­
tinuously deformable into a little flat open disk. Thus, a surface should 
really have some topology. Also, locally, unless the point p is "singular," 
the surface looks like a plane. 

Properties of surfaces can be classified into local properties and global 
properties. In the older literature, the study of local properties was called 
geometry in the small, and the study of global properties was called geom­
etry in the large. Local properties are the properties that hold in a small 
neighborhood of a point on a surface. Curvature is a local property. Local 
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properties can be studied more conveniently by assuming that the surface is 
parametrized locally. Thus, it is important and useful to study parametrized 
patches. In order to study the global properties of a surface, such as the 
number of its holes or boundaries, global topological tools are needed. For 
example, closed surfaces cannot really be studied rigorously using a sin­
gle parametrized patch, as in the study of local properties. It is necessary 
to cover a closed surface with various patches, and these patches need to 
overlap in some clean fashion, which leads to the notion of a manifold. 

Another more subtle distinction should be made between intrinsic and 
extrinsic properties of a surface. Roughly speaking, intrinsic properties 
are properties of a surface that do not depend on the way the surface 
in immersed in the ambient space, whereas extrinsic properties depend on 
properties of the ambient space. For example, we will see that the Gaussian 
curvature is an intrinsic concept, whereas the normal to a surface at a point 
is an extrinsic concept. The distinction between these two notions is clearer 
in the framework of Riemannian manifolds, since manifolds provide a way 
of defining an abstract space not immersed in some a priori given ambient 
space, but readers should have some awareness of the difference between 
intrinsic and extrinsic properties. 

In this chapter we focus exclusively on the study of local properties, both 
intrinsic and extrinsic, and manifolds are completely left out. Readers eager 
to learn more differential geometry and about manifolds are refereed to do 
Carmo [51], Berger and Gostiaux [14], Lafontaine [106], and Gray [78]. A 
more complete list of references can be found in Section 16.1l. 

By studying the properties of the curvature of curves on a surface, we 
will be led to the first and second fundamental forms of a surface. The 
study of the normal and tangential components of the curvature will lead 
to the normal curvature and to the geodesic curvature. We will study the 
normal curvature, and this will lead us to principal curvatures, principal 
directions, the Gaussian curvature, and the mean curvature. In turn, the 
desire to express the geodesic curvature in terms of the first fundamental 
form alone will lead to the Christoffel symbols. The study of the variation of 
the normal at a point will lead to the Gauss map and its derivative, and to 
the Weingarten equations. We will also quote Bonnet's theorem about the 
existence of a surface patch with prescribed first and second fundamental 
forms. This will require a discussion of the Theorema Egregium and of the 
Codazzi-Mainardi compatibility equations. We will take a quick look at 
curvature lines, asymptotic lines, and geodesics, and conclude by quoting 
a special case of the Gauss- Bonnet theorem. 

Since this chapter is just a brief introduction to the local theory of the 
differential geometry of surfaces, the following additional references are 
suggested. For an intuitive introduction to differential geometry there is no 
better source that the beautiful presentation given in Chapter IV of Hilbert 
and Cohn-Vossen [84]. The style is informal, and there are occasional mis­
takes, but there are amazingly powerful geometric insights. The reader will 
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have a taste of the state of differential geometry in the 1920s. For a taste 
of the differential geometry of surfaces in the 1980s, we highly recommend 
Chapter 10 and Chapter 11 in Berger and Gostiaux [14]. These remark­
able chapters are written as a guide, basically without proofs, and assume 
a certain familiarity with differential geometry, but we believe that most 
readers could easily read them after completing this chapter. For a com­
prehensive and yet fairly elementary treatment of the differential geometry 
of curves and surfaces we highly recommend do Carmo [51] and Kreyszig 
[104]. Another nice and modern presentation of differential geometry in­
cluding many examples in Mathematica can be found in Gray [78]. The 
older texts by Stoker [163] and Hopf [88] are also recommended. For the 
(very) perseverant reader interested in the state of surface theory around 
the 1900s, nothing tops Darboux's four-volume treatise [41, 42, 39, 40]. 
Actually, Darboux is a real gold mine for all sorts of fascinating (often long 
forgotten) results. For a very interesting article on the history of differen­
tial geometry see Paulette Libermann's article in Dieudonne [48], Chapter 
IX. More references can be found in Section 16.11. Some interesting ap­
plications of the differential geometry of surfaces to geometric design can 
be found in the Ph.D. theses of Henry Moreton [129] and William Welch 
[179]; see Section 16.12 for a glimpse of these applications. 

16.2 Parametrized Surfaces 

In this chapter we consider exclusively surfaces immersed in the affine space 
A 3 . In order to be able to define the normal to a surface at a point, and 
the notion of curvature, we assume that some inner product is defined on 
]R3. Unless specified otherwise, we assume that this inner product is the 
standard one, i.e., 

(Xl, X2, X3) . (YI, Y2, Y3) = XIYI + X2Y2 + X3Y3· 

The Euclidean space obtained from A3 by defining the above inner product 
on ]R3 is denoted by IE3 (and similarly, IE2 is associated with A2) . 

Let n be some open subset of the plane ]R2. Recall that a map X: n ~ IE3 

is CP -continuous if all the partial derivatives 

8i+jX 
~(u,v) 
uu'uvJ 

exist and are continuous for all i, j such that 0 ::::: i + j ::::: p , and all 
(u, v) E ]R2. A surface is a map X: n ~ IE3, as above, where X is at least 
C 3-continuous. It turns out that in order to study surfaces, in particular 
the important notion of curvature, it is very useful to study the properties 
of curves on surfaces. Thus, we will begin by studying curves on surfaces. 
The curves arising as plane sections of a surface by planes containing the 
normal line at some point of the surface will play an important role. Indeed, 
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we will study the variation of the "normal curvature" of such curves. We 
will see that in general, the normal curvature reaches a maximum value 
l'il and a minimum value l'i2. This will lead us to the notion of Gaussian 
curvature (it is the product K = l'ill'i2). 

Actually, we will need to impose an extra condition on a surface X so 
that the tangent plane (and the normal) at any point is defined. Again, 
this leads us to consider curves on X. 

A curve C on X is defined as a map C: t f-7 X(u(t) , v(t)), where u and v 
are continuous functions on some open interval I contained in fl. We also 
assume that the plane curve t f-7 (u(t), v(t)) is regular, that is, that 

( dU dv ) -(t), -(t) i= (0,0) for all tEl. 
dt dt 

For example, the curves v f-7 X(uo, v) for some constant Uo are called 
u-curves , and the curves u f-7 X( U, vo) for some constant Vo are called 
v-curves. Such curves are also called the coordinate curves. 

We would like the curve t f-7 X(u(t), v(t)) to be a regular curve for all 
regular curves t f-7 (u(t),v(t)), i.e., to have a well-defined tangent vector 
for all tEl. The tangent vector dC(t)/dt to C at t can be computed using 
the chain rule: 

Note that 

dC oX du oX dv 
-(t) = -;-(u(t), v(t))-(t) + -;-(u(t), v(t))-d (t). 
dt uU dt uV t 

oX 
au (u(t), v(t)) and 

oX 
a;(u(t),v(t)) 

are vectors, but for simplicity of notation, we omit the vector symbol in 
these expressions. 1 

It is customary to use the following abbreviations: The partial derivatives 

oX 
au (u(t) , v(t)) and 

oX 
a;(u(t), v(t)) 

are denoted by Xu(t) and Xv(t), or even by Xu and Xv, and the derivatives 

dC 
di(t), du (t) and 

dt 

dv 
-(t) 
dt 

1 Also, traditionally, the result of multiplying a vector U by a scalar .A is denoted by 
AU, with the scalar on the left. In the expressions above involving partial derivatives, 
the scalar is written on the right of the vector rather on the left. Although possibly 
confusing, this appears to be standard practice. 
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are denoted by C(t), u(t), and v(t), or even by C, U, and v. When the curve 
G is parametrized by arc length s, we denote 

dG 
Ts(s), ~: (s), and 

dv 
-(s) 
ds 

by G'(s), u'(s), and v'(s), or even by G', u', and v'. Thus, we reserve the 
prime notation to the case where the parametrization of G is by arc length. 

Note that it is the curve G: t f-+ X(u(t), v(t)) that is parametrized 
by arc length, not the curve t f-+ (u( t), v( t)). 

Using this notation C(t) is expressed as follows: 

C(t) = Xu(t)u(t) + Xv(t)v(t), 

or simply as 

C = Xu'll + Xvv. 

Now, if we want C =1= ° for all regular curves t f-+ (u(t), v(t)), we must 
require that Xu and Xv be linearly independent. Equivalently, we must 
require that the cross product Xu x Xv be nonnull. 

Definition 16.2.1 A surface patch X, for short a surface X, is a map 
X: n -4 1E3 where n is some open subset of the plane 1R2 and where X is 
at least G3-continuous. We say that the surface X is regular at (u, v) E n 
if Xu x Xv =1= 0, and we also say that p = X(u, v) is a regular point of x. If 
Xu x Xv = 0, we say that p = X(u, v) is a singular point of X . The surface 
X is regular on n if Xu x Xv =1= 0, for all (u, v) E n. The subset X(n) of 
1E3 is called the trace of the surface X. 

Remark: It often often desirable to define a (regular) surface patch 
X: n -4 1E3 where n is a closed subset of 1R2. If n is a closed set, we assume 
that there is some open subset U containing n and such that X can be ex­
tended to a (regular) surface over U (i.e., that X is at least G3-continuous). 

Given a regular point p = X(u, v), since the tangent vectors to all the 
curves passing through a given point are of the form Xu'll + Xvv, it is 
obvious that they form a vector space of dimension 2 isomorphic to 1R2 
called the tangent space at p, and denoted by Tp(X). Note that (Xu, Xv) is 
a basis of this vector space Tp(X). The set of tangent lines passing through 
p and having some tangent vector in Tp(X) as direction is an affine plane 
called the affine tangent plane at p. Geometrically, this is an object different 
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from Tp(X), and it should be denoted differently (perhaps as ATp(X)?).2 
Nevertheless, we will use the notation Tp(X) like everybody else, but by 
calling it tangent plane instead of tangent space, we hope that the potential 
confusion will be eliminated. 

The unit vector 

N _ Xu x Xv 
p - IIXu x Xvii 

is called the unit normal vector at p, and the line through p of direction 
Np is the normal line to X at p. This time, we can use the notation Np for 
the line, to distinguish it from the vector N p • 

Example 16.1 Let n = ]-1, 1[ x ]-1, 1[, and let X be the surface patch 
defined by 

2au 2bu 
x - ----::-----::--

- u2 + v2 + l' Y = u2 + v2 + l' 

where a, b, c > O. The surface X is a portion of an ellipsoid. Let 

tl-->(t,t2) 

be the piece of parabola corresponding to t E ] - 1, 1 [. Then we obtain the 
curve C(t) = X(t, t 2 ) on the surface X. It is easily verified that the unit 
normal to the surface is 

N(u,v) = (2bcu/Z, 2acv/Z, ab(1 - u2 - v2 )/Z), 

where 

Z2 = 4b2c2u2 + 4a2c2v 2 + a2b2 (1 _ u2 _ v 2 )2. 

The portion of ellipsoid X, the curve C on X, some unit normals, and some 
tangent vectors (for u = !-,v = i), are shown in Figure 16.1, for a = 5, 
b = 4, c = 3. 

The fact that we are not requiring the map X defining a surface 
X: n -> 1E3 to be injective may cause problems. Indeed, if X is not 

injective, it may happen that p = X(uo,vo) = X(Ul,Vl) for some (uo,vo) 
and (Ul' vd such that (uo, vo) =1= (Ul, vd. In this case, the tangent plane 
Tp(X) at p is not well-defined. Indeed, we really have two pairs of partial 
derivatives (Xu(uo,vo),Xv(uo,vo)) and (Xu(Ul,Vl),Xv(Ul,vd), and the 
planes spanned by these pairs could be distinct. In this case there are 
really two tangent planes T(uo,vo) (X) and T(Ul,V,) (X) at the point p where 
X has a self-intersection. Similarly, the normal Np is not well-defined, and 
we really have two normals N (UQ,VO) and N (Ul ,v,) at p. 

21t would probably be better to denote the tangent space by T p(X) and the tangent 
plane by Tp(X), but nobody else does! 
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Figure 16.1. A curve C on a. surfa.ce X 

We could avoid the problem entirely by assuming that X is injective. 
This will rule out many surfaces that come up in practice. If necessary, we 
use the notation T(u ,v)(X) or N(u,v) , which removes possible ambiguities. 
However, it is a more cumbersome notation, and we will continue to write 
Tp(X) and N p , being aware that this may be an ambiguous notation, and 
that some additional information is needed . 

The tangent space may also be undefined when p is not a regular point. 

Example 16.2 Considering the surface X = (x(u , v), y(u, v) , z(u, v» 
defined such that 

x = u(u2 + v2 ) , 

Y = v(u2 + v 2 ), 

Z = u 2v - v 3 /3, 

note that all the partial derivatives at the origin (0,0) are zero. Thus, the 
origin is a singular point of the surface X. Indeed, one can check that the 
tangent lines at the origin do not lie in a plane. 

It is interesting to see how the unit normal vector Np changes under 
a change of parameters. Assume that u = u(r, s) and v = v(r, s), where 
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(r, s) f---> (u, v) is a diffeomorphism. By the chain rule, 

Xr X Xs = ( aU av) (au av) x-+x- x x-+x­u or v or u as v as 

( auav _ auav) x x x 
or as as or u v 

au au 
-

or as 
Xu x Xv 

av av 

aT as 

a(u,v) 
= a(r, s) Xu x Xv, 

denoting the Jacobian determinant of the map (r, s) f---> (u, v) by 
a(u, v)ja(r, s). Then, the relationship between the unit vectors N(u,v) and 
N (r,s) is 

. a(u,v) 
N(r,s) = N(u,v) sIgn a(r, s) . 

We will therefore restrict our attention to changes of variables such that 
the Jacobian determinant a(u, v)ja(r, s) is positive. 

One should also note that the condition Xu x Xv ::j:. 0 is equivalent to the 
fact that the Jacobian matrix of the derivative of the map X: D --> JE3 has 
rank 2, i.e., that the derivative DX(u, v) of X at (u, v) is injective. Indeed, 
the Jacobian matrix of the derivative of the map 

is 

(u, v) f---> X(u, v) = (x(u, v), y(u, v), z(u, v)) 

ax ax 

au av 
ay ay 

au av 
az az 

au av 

and Xu x Xv ::j:. 0 is equivalent to saying that one of the minors of order 2 
is invertible. Thus, a regular surface is an immersion of an open set of ]R2 

into JE3. 
To a great extent, the properties of a surface can be studied by studying 

the properties of curves on this surface. One of the most important proper­
ties of a surface is its curvature. A gentle way to introduce the curvature of 
a surface is to study the curvature of a curve on a surface. For this, we will 
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need to compute the norm of the tangent vector to a curve on a surface. 
This will lead us to the first fundamental form . 

16.3 The First Fundamental Form (Riemannian 
Metric) 

Given a curve C on a surface X, we first compute the element of arc length 
of the curve C. For this, we need to compute the square norm of the tangent 
vector O(t). The square norm of the tangent vector O(t) to the curve C at 
pis 

where· is the inner product in lE3 , and thus, 

11011 2 = (Xu· Xu) u2 + 2(Xu . Xv) ui; + (Xv· Xv) i;2. 

Following common usage, we let 

E = Xu . Xu, F = Xu . Xv, G = X v . Xv , 

and 

11011 2 = Eu? + 2Fui; + Gi;2. 

Euler had already obtained this formula in 1760. Thus, the map (x , y) r--+ 

Ex2 + 2Fxy + Gy2 is a quadratic form on ]R2, and since it is equal to 11011 2 , 

it is positive definite. This quadratic form plays a major role in the theory 
of surfaces, and deserves an official definition. 

Definition 16.3.1 Given a surface X, for any point p = X (u , v) on X, 
letting 

E = Xu . Xu, F = Xu . Xv, G = Xv . Xv, 

the positive definite quadratic form (x, y) r--+ Ex2 + 2Fxy + Gy2 is called 
the first fundamental form of X at p. It is often denoted by I p , and in 
matrix form, we have 

Ip(x,y) = (x,y) (~ ~) (~). 
Since the map (x, y) r--+ Ex2 + 2Fxy + Gy2 is a positive definite quadratic 
form, we must have E I- ° and G I- 0. Then, we can write 

( F)2 EG _ F2 
Ex2 + 2Fxy + Gy2 = E x + E Y + E y2. 

Since this quantity must be positive, we must have E > 0, G > 0, and also 
EG - F2 > 0. 
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The symmetric bilinear form 'PI associated with I is an inner product 
on the tangent space at p, such that 

'PI((Xl , Yl), (X2, Y2)) = (Xl, Yl) (~ ~) (~~) . 
This inner product is also denoted by ((Xl, yt), (X2 , Y2))p. The inner product 
'P I can be used to determine the angle of two curves passing through p, 
i.e., the angle e of the tangent vectors to these two curves at p. We have 

cos e = ((Ul, vt), (U2 , V2)) 
y!I(Ul,Vl)y!I(U2,V2) 

For example, the angle between the u-curve and the v-curve passing 
through p (where u or v is constant) is given by 

F 
cose = VEC' 

Thus, the u-curves and the v-curves are orthogonal iff F(u, v) = 0 on n. 

Remarks: 

(1) Since 

(~:)' ~ IIGII' ~ Eu' + 2Fuv + Gv' 

represents the square of the "element of arc length" of the curve C 
on X, and since du = udt and dv = vdt, one often writes the first 
fundamental form as 

ds2 = Edu2 + 2Fdudv + C dv2. 

Thus, the length l(pq) of an arc of curve on the surface joining p = 

X(u(to),v(to)) and q = X(u(h),v(tt)) is 

l(p,q) = y!Eu2 + 2Fuv + Cv2 dt. i t! 

to 

One also refers to ds2 = E du2 + 2F du dv + C dv2 as a Riemannian 
metric. The symmetric matrix associated with the first fundamental 
form is also denoted by 

( 911 912), 
921 922 

where 912 = 921· 

(2) As in the previous section, if X is not injective, the first fundamental 
form Ip is not well-defined. What is well-defined is I(u ,v)' In some 
sense this is even worse, since one of the main themes of differential 
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geometry is that the metric properties of a surface (or of a manifold) 
are captured by a Riemannian metric. Again, we will not worry too 
much about this, or we will assume X injective. 

(3) It can be shown that the element of area dA on a surface X is given 
by 

dA = IIXu x Xvlldudv = VEG - F2 dudv. 

We have just discovered that, in contrast to a flat surface, where the 
inner product is the same at every point, on a curved surface tht::l inner 
product induced by the Riemannian metric on the tangent space at every 
point changes as the point moves on the surface. This fundamental idea is 
at the heart of the definition of an abstract Riemannian manifold. It is also 
important to observe that the first fundamental form of a surface does not 
characterize the surface. 

Example 16.3 It is easy to see that the first fundamental form of a plane 
and the first fundamental form of a cylinder of revolution defined by 

X (u, v) = (cos u, sin u , v) 

are identical: 

(E, F, G) = (1 , 0,1) . 

Thus ds2 = du2 + dv2 , which is not surprising. 

A more striking example is that of the helicoid and the catenoid. 

Example 16.4 The helicoid is the surface defined over lR x lR such that 

X=UICOS V I, 

Y = UlsinvI, 

z = VI. 

This is the surface generated by a line parallel to the xOy plane, touching 
the z-axis, and also touching a helix of axis Oz. It is easily verified that 

(E,F,G) = (1,0,ui + 1). 

Figure 16.2 shows a portion of helicoid corresponding to ° :s VI :s 27f. 

Example 16.5 The catenoid is the surface of revolution defined over lR x lR 
such that 

x = cosh U2 cos V2, 

Y = cosh U2 sin V2, 

z = U2. 
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z 

Figure 16.2. A helicoid 

It is the surface obtained by rotating a catenary around the z-axis. (Re­
call that the hyperbolic functions cosh and sinh are defined by cosh u = 
(eU + e-U )/2 and sinhu = (eU - e-U )/2. The catenary is the plane curve 
defined by y = cosh x). It is easily verified that 

(E,F,G) = (cosh2u2,O,cosh2u2). 

Figure 16.3 shows a portion of catenoid corresponding to ° ::; V2 ::; 27r . 
We can make the change of variables UI = sinh U3, VI = V3, which is bi­

jective and whose Jacobian determinant is cosh U3, which is always positive, 
obtaining the following parametrization of the helicoid: 

x = sinh U3 COSV3, 

Y = sinh U3 sin V3, 

z = V3. 
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z 

Figure 16.3. A catenoid 

It is easily verified that 

(E,F,G) = (cosh2u3,0,cosh2u3), 

showing that the helicoid and the catenoid have the same first fundamental 
form. What is happening is that the two surfaces are locally isometric 
(roughly, this means that there is a smooth map between the two surfaces 
that preserves distances locally). Indeed, if we consider the portions of the 
two surfaces corresponding to the domain lRx ]0, 21l'[, it is possible to deform 
isometrically the portion of helicoid into the portion of catepoid (note that 
by excluding ° and 21l', we have made a "slit" in the catenoid (a portion 
of meridian), and thus we can open up the catenoid and deform it into the 
helicoid). For more on this, we urge our readers to consult do Carmo [51]' 
Chapter 4, Section 2, pages 218- 227. 

We will now see how the first fundamental form relates to the curvature 
of curves on a surface. 



478 16. Basics of the Differential Geometry of Surfaces 

16.4 Normal Curvature and the Second 
Fundamental Form 

In this section we take a closer look at the curvature at a point of a curve 
C on a surface X. Assuming that C is parametrized by arc length, we will 
see that the vector XI/(8) (which is equal to I'm, where II is the principal 
normal to the curve C at p, and /'l, is the curvature) can be written as 

/'l,ll = /'l,NN + /'l,gllg, 

where N is the normal to the surface at p, and /'l,gllg is a tangential 
component normal to the curve. The component /'l,N is called the normal 
curvature. Computing it will lead to the second fundamental form, another 
very important quadratic form associated with a surface. The component 
/'l,g is called the geodesic curvature. It turns out that it depends only on 
the first fundamental form, but computing it is quite complicated, and this 
will lead to the Christoffel sYIIlbols. 

Let f: la, b[ --> IE3 be a curve, where 1 is at least C 3-continuous, and 
assume that the curve is parametrized by arc length. We saw in Section 
15.6 that if 1'(8) f. 0 and 1"(8) f. 0 for all 8 Ela,b[ (i.e., 1 is biregular) , we 
can associate to the point 1 (8) an orthonormal frame (t, II, b) called the 
Frenet frame, where 

t = 1'(8), 

1"(8) 
II = 111"(8)11' 
b = t x II. 

The vector t is the unit tangent vector, the vector II is called the principal 
normal, and the vector b is called the binormal. Furthermore, the curvature 
/'l, at 8 is /'l, = 111"(8)11, and thus, 

1"(8) = /'l,ll. 

The principal normal II is contained in the osculating plane at 8, which 
is just the plane spanned by l' (8) and 1" (8). Recall that since 1 is 
parametrized by arc length, the vector 1'(8) is a unit vector, and thus 
1'(8) . 1'(8) = I, and by taking derivatives, we get 

1'(8)·1"(8) = 0, 

which shows that 1'(8) and 11/(8) are linearly independent and orthogonal, 
provided that l' (8) f. 0 and 1" (8) f. O. 

Now, if C : t f--+ X(u(t) , v(t)) is a curve on a surface X, assuming that C 
is parametrized by arc length, which implies that 

(8')2 = E(u')2 + 2Fu'v' + G(v')2 = I, 
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X'(s) = Xuu' + Xvv' , 

X"(s) = 1m, 

and t = Xuu' + Xvv' is indeed a unit tangent vector to the curve and to 
the surface, but II is the principal normal to the curve, and thus it is llOt 

necessarily orthogonal to the tangent plane Tp(X) at p = X(u(t),v(t)). 
Thus, if we intend to study how the curvature K varies as the curve C 

passing through p changes, the Frenet frame (t, ll , b) associated with the 
curve C is not really adequate, since both II and b will vary with C (and II 

is undefined when K = 0) . Thus, it is better to pick a frame associated with 
the normal to the surface at p, and we pick the frame (t, llg , N) defined as 
follows. 

Defillitioll 16.4.1 Given a surface X, for any curve C: t t-t X(u(t), v(t» 
on X and any point p on X, the orthonormal frame (t, llg, N) is defined 
such that 

t = Xuu' + Xvv' , 
N _ Xu x Xv 

- IIXu x Xvii ' 
llg = N x t, 

where N is the normal vector to the surface X at p. The vector llg is called 
the geodesic normal vector (for reasons that will become clear later). 

Observe that llg is the unit normal vector to the curve C contained in 
the tangent space Tp(X) at p. 

If we use the frame (t, llg, N), we will see shortly that X"(s) = Kll can 
be written as 

Kll = KNN + Kgllg . 

The component KN N is the orthogonal projection of Kll onto the normal 
direction N, and for this reason KN is called the normal curvature of C at 
p. The component Kgllg is the orthogonal projection of Kll onto the tangent 
space Tp(X) at p. 

We now show how to compute the normal curvature. This will uncover 
the second fundamental form . Using the abbreviations 

since X' = Xuu' + Xvv' , using the chain rule we get 

X " X (')2 2X " X (')2 X " X " = uu U + uvu V + vv V + uu + vv. 

In order to decompose X" = Kll into its normal component (along N) 
and its tangential component, we use a neat trick suggested by Eugenio 
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Calabi. Recall that 

(u xv) x w = (u . w)v - (w . v)u. 

Using this identity, we have 

(N x (Xuu(U')2 + 2Xuvu'v' + Xvv(V')2) X N 

= (N . N)(Xuu(u')2 + 2Xuvu'v' + Xvv(v')2) 

- (N . (Xuu(U')2 + 2Xuvu'v' + X vv (v')2))N. 

Since N is a unit vector, we have N . N = 1, and consequently, since 

X " X (')2 2X " X (')2 X " X " ~n = = uu U + uvu V + vv V + uU + vv, 

we can write 

~n = (N . (Xuu(u')2 + 2Xuvu'v' + Xvv(v'f))N 

+ (N x (Xuu(u')2 + 2Xuvu'v' + Xvv(v')2)) X N + Xuu" + Xvv". 

Thus, it is clear that the normal component is 

~NN = (N . (Xuu(u')2 + 2Xuvu'v' + X vv (v')2))N, 

and the normal curvature is given by 

~N = N· (Xuu(U')2 + 2Xuvu'v' + X vv (V')2). 

Letting 

we have 

~N = L(u')2 + 2Mu'v' + N(V')2. 

It should be noted that some authors (such as do Carmo) use the notation 

e=N·Xuu , !=N·Xuv , g=N·Xvv ' 

Recalling that 

using the Lagrange identity 

(u· v)2 + Ilu X vl1 2 = Ilu11 2 11v11 2 , 

we see that 

and L = N . Xuu can be written as 

L = (Xu x Xv) . Xuu = (Xu, Xv, Xuu) 
...; EG - F2 ...; EG - F2 ' 
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where (Xu, Xv, Xuu) is the mixed product, i.e., the determinant of the 
three vectors (similar expressions are obtained for M and N). Some authors 
(including Gauss himself and Darboux) use the notation 

D = (Xu,Xv , X uu ), D' = (Xu, Xv , Xuv ) , D" = (Xu,Xv,Xvv ), 

and we also have 

L= D 
vEe - F2' 

D" 
N = ---r;:;=;:::=====;::;;< vEe - F2 

These expressions were used by Gauss to prove his famous Theorema 
Egregium. 

Since the quadratic form (x,y) f---> Lx2 + 2Mxy + Ny2 plays a very 
important role in the theory of surfaces, we introduce the following 
definition. 

Definition 16.4.2 Given a surface X, for any point p = X (u, v) on X, 
letting 

L = N . X uu , M = N . X uv , N = N· X vv , 

where N is the unit normal at p, the quadratic form (x, y) f---> Lx2+2Mxy+ 
Ny2 is called the second fundamental form of X at p. It is often denoted 
by IIp. For a curve C on the surface X (parametrized by arc length), the 
quantity "'N given by the formula 

"'N = L(U')2 + 2Mu'v' + N(V')2 

is called the normal curvature of C at p. 

The second fundamental form was introduced by Gauss in 1827. Unlike 
the first fundamental form , the second fundamental form is not necessarily 
positive or definite. Properties of the surface expressible in terms of the 
first fundamental form are called intrinsic properties of the surface X. 
Properties of the surface expressible in terms of the second fundamental 
form are called extrinsic properties of the surface X. They have to do with 
the way the surface is immersed in IE3. As we shall see later, certain notions 
that appear to be extrinsic turn out to be intrinsic, such as the geodesic 
curvature and the Gaussian curvature. This is another testimony to the 
genius of Gauss (and Bonnet, Christoffel, et al.). 

Remark: As in the previous section, if X is not injective, the second 
fundamental form IIp is not well-defined . Again, we will not worry too 
much about this, or we assume X injective. 

It should also be mentioned that the fact that the normal curvature is 
expressed as 

",N = L(U')2 + 2Mu'v' + N(v')2 

has the following immediate corollary, known as Meusnier's theorem (1776). 
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Lemma 16.4.3 All curves on a surface X and having the same tangent 
line at a given point p E X have the same normal curvature at p. 

In particular, if we consider the curves obtained by intersecting the sur­
face with planes containing the normal at p, curves called normal sections, 
all curves tangent to a normal section at p have the same normal curvature 
as the normal section. Furthermore, the principal normal of a normal sec­
tion is collinear with the normal to the surface, and thus 1/);1 = I/);NI, where 
/); is the curvature of the normal section, and /);N is the normal curvature 
of the normal section. We will see in a later section how the curvature of 
normal sections varies. 

We obtained the value of the normal curvature /);N assuming that the 
curve C is parametrized by arc length, but we can easily give an expression 
for /);N for an arbitrary parametrization. Indeed, remember that ( ~: r ~ IIGII' ~ Eu' + 2Fuv + Gv', 

and by the chain rule 

, du du dt 
u =-

ds dt ds' 

and since a change of parameter is a diffeomorphism, we get 

and from 

we get 

/);N = L(u? + 2Mu'v' + N(V')2 , 

LiJ? + 2M iLi; + N i;2 
/);N = EiL2 + 2FiLi; + Gi;2 . 

It is remarkable that this expression of the normal curvature uses both 
the first and the second fundamental forms! 

We still need to compute the tangential part X;' of X" . We found that 
the tangential part of X" is 

xt = (N x (Xuu(U')2 + 2Xuvu'v' + Xvv(v') 2)) X N + Xuu" + Xvv". 

This vector is clearly in the tangent space Tp(X) (since the first part is 
orthogonal to N, which is orthogonal to the tangent space). Furthermore, 
X" is orthogonal to X' (since X' ·X' = 1) , and by dotting X" = /);NN + X:, 
with t = X', since the component /);NN · t is zero, we have X;' . t = 0, and 
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thus X;' is also orthogonal to t, which means that it is collinear with 
llg = N x t. Therefore, we have shown that 

K:ll = K:NN + K:gllg , 

where 

K:N = L(u')2 + 2Mu'v' + N(V')2 

and 

K:gllg = (N X (Xuu(U')2 + 2Xuvu'v' + Xvv(v')2)) X N + Xuu" + Xvv". 

The term K:gllg is worth an official definition. 

Defillitioll 16.4.4 Given a surface X, for any curve C:t f---> X(u(t),v(t)) 
on X and any point p on X, the quantity K:g appearing in the expression 

K:ll = K:N N + K:gllg 

giving the acceleration vector of X at p is called the geodesic curvature of 
Cat p. 

In the next section we give an expression for K:gllg in terms of the basis 
(Xu, Xv). 

16.5 Geodesic Curvature and the Christoffel 
Symbols 

We showed that the tangential part of the curvature of a curve C on a 
surface is of the form K:gllg . We now show that K: n can be computed only 
in terms of the first fundamental form of X, a result first proved by Ossian 
Bonnet circa 1848. The computation is a bit involved, and it will lead us 
to the Christoffel symbols, introduced in 1869. 

Since llg is in the tangent space Tp(X), and since (Xu, Xv) is a basis of 
Tp(X), we can write 

K:gllg = AXu + BXv, 

form some A, B E R However, 

K:ll = K:NN + K:gllg , 

and since N is normal to the tangent space, N . Xu = N . Xv = 0, and by 
dotting 

K:gllg = AXu + BXv 

with Xu and Xv, since E = Xu . Xu, F = Xu . Xv, and C = Xv . Xv, we 
get the equations 

K:ll· Xu = EA + FB, 

K:ll· Xv = FA + CB. 
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On the other hand, 

X II X II X II X (')2 2X " X (')2 Kll = = uU + vV + uu U + uvU V + vv V . 

Dotting with Xu and Xv, we get 

Kll'Xu 

= Eu" + Fv" + (Xuu . Xu)(u')2 + 2(Xuv . Xu)u'v' + (Xvv . Xu)(v')2, 

Kll'Xv 

= FU" + Gv" + (Xuu . Xv)(u')2 + 2(Xuv . Xv)u'v' + (Xvv . Xv)(v')2. 

At this point it is useful to introduce the Christoffel symbols (of the first 
kind) [0/1; I], defined such that 

[0/1; ,J = Xaj3 . X-y, 

where 0, /1" E {u, v}. It is also more convenient to let u = Ul and v = U2, 
and to denote [ua vj3; u-y J by [0/1; ,J. Doing so, and remembering that 

Kll'Xu = EA+FB, 

Kll . Xv = FA + GB, 

we have the following equation: 

(E F) (A) (E F) (u ll
) ([0/1' 1Ju' u') 

F G B = F G u~ + a~2 [0/1; 2J u~u~ . 
1"=1,2 

However, since the first fundamental form is positive definite, EG - F2 > 0, 
and we have 

( E F)-1=(EG_F2)-1(G 
F G -F 

-F) E . 

Thus, we get 

(~ ) = (~~) + O~2 (EG - F2)-1 ( _GF 
-F) ([0/1; IJu~u~) 
E [0/1; 2J u~u~ . 

1" = 1 , 2 

It is natural to introduce the Christoffel symbols (of the second kind) 
f~ j' defined such that 

(ftj) = (EG _ F2)-1 (_G 
f ij F 

Finally, we get 

'i = 1,2 
j = I ,2 

-F) ([i j ; 1J) 
E [ij; 2J . 

B II ~ f2 " = U2 + ~ ijUiUj' 
·i=1 , 2 
j =I ,2 



16.5. Geodesic Curvature and the Christoffel Symbols 485 

and 

j = 1 ,2 j=1 ,2 

We summarize all the above in the following lemma. 

Lemma 16.5.1 Given a surface X and a curve C on X, for any point p 
on C , the tangential part of the curvature at p is given by 

"'gng = (u~ + i~2 rL u~uj )Xu + (u~ + i~2 r;j u~uj )Xv, 
j = I ,2 j=I ,2 

where the Christoffel symbols r~j are defined such that 

(rL)=(E F)-l([ij;l]) rTj F G [ij; 2] , 

and the Christoffel symbols [ij; k] are defined such that 

[ij; k] = Xij . Xk. 

Looking at the formulae 

[a {3; ,] = Xe>.(3 . X, 

for the Christoffel symbols [a {3; ,], it does not seem that these symbols 
depend only on the first fundamental form, but in fact, they do! Firstly, 
note that 

[a{3; ,] = [{3a; ,]. 

Next, observe that 

and since 

and 
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we get 

and thus 

Similarly, we get 

1 
Xuu' Xv = Fu - '2Ev. 

In summary, we have the following formulae showing that the Christoffel 
symbols depend only on the first fundamental form: 

1 1 
[11; 1] = '2Eu, [11; 2] = Fu - '2Ev, 

1 1 
[12; 1] = '2Ev, [12; 2] = '2Gu, 

1 1 
[21; 1] = '2Ev, [21; 2] = '2Gu, 

1 1 
[22; 1] = Fv - '2Gu, [22; 2] = '2Gv. 

Another way to compute the Christoffel symbols [a (3; ')'], is to proceed as 
follows. For this computation it is more convenient to assume that u = Ul 

and v = U2, and that the first fundamental form is expressed by the matrix 

( 911 912) = (E F), 
g21 g22 F G 

where ga.{3 = Xa. . X{3. :-et 

Then, we have 

aga.{3 
ga.{3I-y = -a . 

U-y 

ga.{3I-y = aaga.{3 = Xa.-y· X{3 + Xa.· X{3-y = [a')'; (3] + [(3')'; a]. 
U-y 

From this, we also have 

g{3-yIa. = [a (3; ')'] + [a')'; (3] 

and 

ga.-yI{3 = [a (3; ')'] + [(3')'; a]. 

From all this we get 

2[a(3; ')'] = ga.-yI{3 + g{3-yIa. - ga.{3IT 
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As before, the Christoffel symbols [a,8; I'J and r~,6 are related via the 
Riemannian metric by the equations 

r' = (gIl 
0.,6 g21 

912)-1 [a,8; I'J. 
g22 

This seemingly bizarre approach has the advantage of generalizing to 
Riemannian manifolds. In the next section we study the variation of the 
normal curvature. 

16.6 Principal Curvatures, Gaussian Curvature, 
Mean Curvature 

We will now study how the normal curvature at a point varies when a unit 
tangent vector varies. In general, we will see that the normal curvature has 
a maximum value /"\:1 and a minimum value /"\:2, and that the corresponding 
directions are orthogonal. This was shown by Euler in 1760. The quantity 
K = /"\:1/"\:2, called the Gaussian curvature, and the quantity H = (/"\:1 + 
/"\:2)/2, called the mean curvature, playa very important role in the theory 
of surfaces. We will compute Hand K in terms of the first and the second 
fundamental forms. We also classify points on a surface according to the 
value and sign of the Gaussian curvature. 

Recall that given a surface X and some point p on X, the vectors Xu, Xv 
form a basis of the tangent space Tp(X). Given a unit vector t = Xux+Xvy, 
the normal curvature is given by 

/"\:N(t) = Lx2 + 2Mxy + Ny2, 

since Ex2 + 2Fxy + Gy2 = 1. Usually, (Xu, Xv) is not an orthonormal 
frame, and it is useful to replace the frame (Xu, Xv) with an orthonormal 
frame. One verifies easily that the frame (e1, e2) defined such that 

Xu EXv -FXu 
e1 = VE ' e2 = JE(EG _ F2) 

is indeed an orthonormal frame. With respect to this frame, every unit 
vector can be written as t = cosBel + sin Be2, and expressing (e1,e2) in 
terms of Xu and Xv , we have 

_ (WCOSB - FSinB) X VEsinB X 
t - rr:; u + v, 

wvE W 

where W = VEG - F2. We can now compute /"\:N(t), and we get 

/"\:N(t) 

=L(WCOSB-FSinB)2 + 2M ((wcosB-FSinB)SinB) + NEsin2B. 
wVE w2 w2 
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We leave as an exercise to show that the above expression can be written 
as 

~ N (t) = H + A cos 20 + B sin 20, 

where 

H=GL-2FM+EN 
2(EG - F2) , 

A = L(EG - 2F2) + 2EFM - E 2N 
2E(EG - F2) , 

B= EM-FL. 
EJEG-F2 

Letting C= J A2 + B2, unless A = B = 0, the function 

1(0) = H + A cos 20 + Bsin20 

has a maximum ~1 = H + C for the angles 00 and 00 + 7f, and a minimum 
~2 = H - C for the angles 00 + 7f/2 and 00 + 37f/2, where cos 200 = A/C 
and sin 200 = B / C. The curvatures ~ 1 and ~2 play a major role in surface 
theory. 

Definition 16.6.1 Given a surface X, for any point p on X, letting 
A,B,H be defined as above, and C = JA2 + B2, unless A = B = 0, 
the normal curvature ~N at p takes a maximum value ~1 and and a min­
imum value ~2, called principal curvatures at p, where ~1 = H + C and 
~2 = H - C. The directions of the corresponding unit vectors are called 
the principal directions at p. The average H = ~1 + ~2/2 of the principal 
curvatures is called the mean curvature, and the product K = ~1~2 of the 
principal curvatures is called the total curvature, or Gaussian curvature. 

Observe that the principal directions 00 and 00 + 7f /2 corresponding to 
~1 and ~2 are orthogonal. Note that 

K = ~1~2 = (H - C)(H + C) = H2 - C 2 = H2 - (A2 + B2). 

We leave as an exercise to verify that 

A2 +B2 

G2L2 - 4FGLM + 4EGM2 + 4F2LN - 2EGLN - 4EFMN + E 2N 2 

4(EG - F2)2 

and 

H2 = G2L2 - 4FGLM + 4F2M2 + 2EGLN - 4EFMN + E 2N 2 

4(EG - F2)2 

From this we get 
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In summary, we have the following (famous) formulae for the mean 
curvature and the Gaussian curvature: 

GL-2FM +EN 
H= --------~~-

2(EG - F2) , 

LN-M2 
K= EG-F2' 

We have shown that the normal curvature "'-N can be expressed as 

"'-N(B) = H + A cos 2B + B sin 2B 

over the orthonormal frame (e 1, e2). We also have shown that the angle Bo 
such that cos 2Bo = A / C and sin 2Bo = B / C plays a special role. Indeed, it 
determines one of the principal directions. If we rotate the basis (e1' e2) and 
pick a frame (h , h) corresponding to the principal directions, we obtain 
a particularly nice formula for "'-N. Indeed, since A = C cos 2Bo and B = 
C sin 2Bo, letting <P = B - Bo, we can write 

"'-N (B) = H + A cos 2B + B sin 2B 

= H + C (cos 2Bo cos 2B + sin 2Bo sin 2B) 

= H + C( cos 2 (B - Bo)) 

= H + C(cos2(B - Bo) - sin2(B - Bo)) 

= H(cos2(B - Bo) + sin2(B - Bo)) + C(cos2(B - Bo) - sin2(B - Bo)) 

= (H + C) cos2(B - Bo) + (H - C) sin2(B - Bo) 

= "'-1 cos2 <P + "'-2 sin2 vJ· 

Thus, for any unit vector t expressed as 

t = cos <ph + sin <ph 

with respect to an orthonormal frame corresponding to the principal di­
rections, the normal curvature "'-N(<p) is given by Euler's formula (1760) 

! "'-N(<p)="'-1cos2<p+"'-2sin2<p.! 

Recalling that EG - F2 is always strictly positive, we can classify the 
points on the surface depending on the value of the Gaussian curvature K 
and on the values of the principal curvatures "'-1 and "'-2 (or H). 

Definition 16.6.2 Given a surface X, a point p on X belongs to one of 
the following categories: 

(1) Elliptic if LN - M2 > 0, or equivalently K > O. 

(2) Hyperbolic if LN - M2 < 0, or equivalently K < O. 
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(3) Parabolic if LN - M2 = 0 and L2 + M2 + N 2 > 0, or equivalently 
K = 1'£11'£2 = 0 but either 1'£1 i- 0 or 1'£2 i- O. 

(4) Planar if L = M = N = 0, or equivalently 1'£1 = 1'£2 = O. 

Furthermore, a point p is an umbilical point (or umbilic) if K > 0 and 
1'£1 = 1'£2· 

Note that some authors allow a planar point to be an umbilical point, but 
we do not .. At an elliptic point, both principal curvatures are nonnull and 
have the same sign. For example, most points on an ellipsoid are elliptic. 

At a hyperbolic point, the principal curvatures have opposite signs. For 
example, all points on the catenoid are hyperbolic. 

At a parabolic point, one of the two principal curvatures is zero, but not 
both. This is equivalent to K = 0 and H i- O. Points on a cylinder are 
parabolic. 

At a planar point , 1'£1 = 1'£2 = O. This is equivalent to K = H = O. Points 
on a plane are all planar points! 

Example 16.6 On a monkey saddle, there is a planar point, as shown in 
Figure 16.4. The principal directions at that point are undefined. 

For an umbilical point we have 1'£1 = 1'£2 i- O. This can happen only when 
H - C = H + C, which implies that C = 0, and since C = .J A2 + B2, 
we have A = B = O. Thus, for an umbilical point, K = H2. In this case 
the function KN is constant, and the principal directions are undefined. All 
points on a sphere are umbilics. A general ellipsoid (a, b, c pairwise distinct) 
has four umbilics. 

It can be shown that a connected surface consisting only of umbilical 
points is contained in a sphere (see do Carmo [51], Section 3.2, or Gray 
[78], Section 28.2). It can also be shown that a connected surface consisting 
only of planar points is contained in a plane. A surface can contain at the 
same time elliptic points, parabolic points, and hyperbolic points. This is 
the case of a torus. 

Example 16.7 The parabolic points are on two circles also contained in 
two tangent planes to the torus (the two horizontal planes touching the 
top and the bottom of the torus, as shown in Figure 16.5). The elliptic 
points are on the outside part of the torus (with normal facing outward), 
delimited by the two circles of parabolic points. The hyperbolic points are 
on the inside part of the torus (with normal facing inward). 

The normal curvature KN(XuX+XvY) = LX2 +2Mxy+Ny2 will vanish 
for some tangent vector (x, y) i- (0,0) iff M2 - LN ~ O. Since 

LN-M2 
K= EG-P2' 

this can happen only if K :::; O. If L = N = 0, then there are two directions 
corresponding to Xu and Xv for which the normal curvature is zero. If 
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z 

Figure 16.4. A monkey saddle 

L -=J 0 or N -=J 0, say L -=J 0 (the other case being similar), then the 
equation 

has two distinct roots iff K < o. The directions corresponding to the vectors 
Xux + Xvy associated with these roots are called the asymptotic directions 
at p. These are the directions for which the normal curvature is null at p. 

There are surfaces of constant Gaussian curvature. For example, a cylin­
der or a cone is a surface of Gaussian curvature K = o. A sphere of radius R 
has positive constant Gaussian curvature K = 1/ R2. Perhaps surprisingly, 
there are other surfaces of constant positive curvature besides the sphere. 
There are surfaces of constant negative curvature, say K = -1. 

Example 16.8 A famous surfaces of constant negative curvature is the 
pseudosphere, also known as Beltrami's pseudosphere. This is the surface 
of revolution obtained by rotating a curve known as a tractrix around its 
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Figure 16.5. Portion of torus 

asymptote. One possible parametrization is given by 

2cosv 
x= , 

eU + e-U 

2sinv 
y = eU + e-u ' 

eU _ e-u 
z=u-

eU + e-u ' 

over ]0, 271"[ xR The pseudosphere has a circle of singular points (for u = 0). 
Figure 16.6 shows a portion of pseudosphere. 

Again, perhaps surprisingly, there are other surfaces of constant negative 
curvature. 

The Gaussian curvature at a point (x, y , x) of an ellipsoid of equation 
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x 

Figure 16.6. A pseudosphere 

has the beautiful expression 

p4 
K = --Z-b2 2' a c 

where p is the distance from the origin (0,0,0) to the tangent plane at the 
point (x, y, z). 

There are also surfaces for which H = o. Such surfaces are called minimal 
surfaces, and they show up in physics quite a bit. It can be verified that both 
the helicoid and the catenoid are minimal surfaces. The Enneper surface is 
also a minimal surface (see Example 16.9). 

We will see shortly how the classification of points on a surface can be 
explained in terms of the Dupin indicatrix. The idea is to dip the surface 
in water, and to watch the shorelines formed in the water by the surface 
in a small region around a chosen point, as we move the surface up and 
down very gently. But first, we introduce the Gauss map, i.e., we study the 
variations of the normal np as the point p varies on the surface. 
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16.7 The Gauss Map and Its Derivative dN 

Given a surface x: n -+ lE3 and any point p = X (u, v) on X, we have 
defined the normal Np at p (or really N(u ,v) at (u, v)) as the unit vector 

Xu x Xv 
Np = IIXu x Xvii· 

Gauss realized that the assignment p I-> Np of the unit normal Np to 
the point p on the surface X could be viewed as a map from the trace of 
the surface X to the unit sphere 82 . If N p is a unit vector of coordinates 
(x, y, z), we have x2 +y2 +z2 = 1, and Np corresponds to the point N(p) = 
(x, y, z) on the unit sphere. This is the so-called Gauss map of X, denoted 
by N:X -+ 8 2 . 

The derivative dN p of the Gauss map at p measures the variation of 
the normal near p, i.e., how the surface "curves" near p. The Jacobian 
matrix of dNp in the basis (Xu, Xv) can be expressed simply in terms of the 
matrices associated with the first and the second fundamental forms (which 
are quadratic forms). Furthermore, the eigenvalues of dNp are precisely 
-/);1 and -/);2, where /);1 and /);2 are the principal curvatures at p, and the 
eigenvectors define the principal directions (when they are well-defined). In 
view of the negative sign in -/);1 and -/);2, it is desirable to consider the 
linear map Sp = -dNp, often called the shape operator. Then it is easily 
shown that the second fundamental form IIp(t) can be expressed as 

where (-, -) is the inner product associated with the first fundamental 
form. Thus, the Gaussian curvature is equal to the determinant of Sp , and 
also to the determinant of dN p , since (-/);1)( -/);2) = /);1/);2. We will see in a 
later section that the Gaussian curvature actually depends only of the first 
fundamental form, which is far from obvious right now! 

Actually, if X is not injective, there are problems, because the assignment 
pI-> Np could be multivalued, since there could be several different normals . 
We can either assume that X is injective, or consider the map from n to 
8 2 defined such that 

(u , v) I-> N(u,v). 

Then we have a map from n to 8 2 , where (u, v) is mapped to the point 
N(u, v) on 8 2 associated with N(u,v). This map is denoted by N: n -+ 8 2 . 

It is interesting to study the derivative dN of the Gauss map N: n -+ 8 2 

(or N: X -+ 8 2 ) . As we shall see, the second fundamental form can be 
defined in terms of dN. For every (u,v) E n, the map dN(u ,v) is a linear 
map dN(u,v):]R2 -+ ]R2. It can be viewed as a linear map from the tangent 
space T(u ,v)(X) at X(u, v) (which is isomorphic to ]R2) to the tangent space 
to the sphere at N(u, v) (also isomorphic to ]R2). Recall that dN(u,v) is 
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defined as follows: For every (x, y) E IR 2 , 

dN(u ,v) (x, y) = NuX + NvY· 

Thus, we need to compute Nu and N v . Since N is a unit vector, N·N = 1, 
and by taking derivatives, we have N u . N = 0 and N v· N = o. Consequently, 
Nu and N v are in the tangent space at (u, v) , and we can write 

Nu = aXu + cXv, 

N v = bXu + dXv· 

The lemma below shows how to compute a, b, c, d in terms of the first and 
the second fundamental forms. 

Lemma 16.7.1 Given a surface X, for any point p = X(u,v) on X , the 
derivative dN (u ,v) of the Gauss map expressed in the basis (Xu , Xv) is given 
by the equation 

dN(u,v) (~) = (~ ~) (~) , 
where the Jacobian matrix J(dN(u ,v)) of dN(u ,v) is given by 

( a b) (E F)-l(L M) 
c d =- F G M N ' 

that is, 

( a b) 1 (M F - LG N F - MG) 
c d - EG-F2 LF-ME MF-NE . 

Proof. By dotting the equations 

with Xu and Xv, we get 

Nu = aXu + cXv, 

N v = bXu + dXv, 

Nu . Xu = aE + cF, 

N u . Xv = aF + cG, 

N v . Xu = bE + dF, 

N v . Xv = bF + dG. 

We can compute Nu . Xu, Nu . Xv, N v . Xu , and N v . Xv, using the fact 
that N . Xu = N . Xv = o. By taking derivatives, we get 

N . Xuu + Nu . Xu = 0, 

N . Xuv + N v . Xu = 0, 

N . Xvu + Nu . Xv = 0, 

N . Xvv + N v . Xv = o. 
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Thus, we have 

Nu ·Xu = -L, 

Nu ·Xv = -M, 

N v ·Xu = -M, 

N v ·Xv = -N, 

and together with the previous equations, we get 

-L =aE+cF, 

-M =aF+cG, 

-M = bE + dF, 

-N = bF+dG. 

This system can be written in matrix form as 

-(~ ~)=(~ ~)(~ ~). 
Therefore, we have 

which yields 

However, we have 

( E F)-l 1 ( G 
F G - EG-F2 -F 

-F) 
E ' 

and thus 

( a c) -1 (L M) (G -F) 
b d - EG - F2 M N -F E ' 

that is, 

( a c) 1 ( M F - LG LF - ME) 
b d - EG-F2 NF-MG MF-NE . 

We shall now see that the Jacobian matrix J(dN(u,v)) of the linear map 
dN(u ,v) expressed in the basis (Xu , Xv) is the transpose of the above matrix. 
Indeed, as we saw earlier, 

dN(u ,v)(X, y) = NuX + NvY, 

and using the expressions for N u and N v, we get 
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and thus 

and since (~ :) is the transpose of (~ ~) , we get 

( a b) (E F)-l (L M) 
c d =- F G M N ' 

that is, 

( a b) 1 (M F - LG N F - MG) 
c d - EG - F2 LF - ME M F - N E . 

This concludes the proof. D 

The equations 

( a b) 1 (M F - LG N F - MG) 
J(dN(u ,v») = c d - EG - F2 LF - ME MF - NE 

are known as the Weingarten equations (in matrix form) . If we recall from 
Section 16.6 the expressions for the Gaussian curvature and for the mean 
curvature 

H = GL - 2FM + EN 
2(EG - F2) , 

LN-M2 
K= EG-F2' 

we note that the trace a+d of the Jacobian matrix J(dN(u ,v») of dN(u ,v) is 
-2H, and that its determinant is precisely K. This is recorded in the follow­
ing lemma, which also shows that the eigenvectors of J(dN(u ,v») correspond 
to the principal directions. 

Lemma 16.7.2 Given a surface x, for any point p = X(u,v) on X, the 
eigenvalues of the Jacobian matrix J(dN(u ,v») of the derivative dN(u,v) of 
the Gauss map are -1\:1, -1\:2, where 1\:1 and 1\:2 are the principal curvatures 
at p, and the eigenvectors of dN(u ,v) correspond to the principal directions 
(when they are defined). The Gaussian curvature K is the determinant 
of the Jacobian matrix of dN(u ,v) , and the mean curvature H is equal to 

-~tr(J(dN (u,v»))' 

Proof. We have just observed that the trace a + d of the matrix 

( a b) 1 (MF-LG NF-MG) 
J(dN(u ,v») = c d = EG - F2 LF - ME MF - NE 
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is -2H, and that its determinant is precisely K . However , the characteristic 
equation of the above matrix is 

x2 - tr(J(dN(u ,v)))x + det(J(N(u,v))) = 0, 

which is just 

x 2 + 2H x + K = 0. 

Since K1K2 = K and K1 + K2 = 2H, K1 and K2 are the roots of the equation 

x2-2Hx+K=0. 

This shows that the eigenvalues of J(dN(u,v)), which are the roots of the 
equation 

x 2 + 2H x + K = 0, 

are indeed -K1 and -K2' 
Recall that K1 and K2 are the maximum and minimum values of the 

normal curvature, which is given by the equation 

Lx2 + 2Mxy + Ny2 
KN(X, y) = Ex2 + 2Fxy + Gy2 . 

Thus, the partial derivatives aK( u' , Vi) / ax and aK( u' , Vi) / ay of the above 
function must be zero for the principal directions (u' , Vi) associated with 
K1 and K2. It is easy to see that this yields the equations 

(L - KE)u' + (M - KF)v' = 0, 

(M - KF)u' + (N - KG)V' = 0, 

where K is either K1 or K2. On the other hand, the eigenvectors of J(N(u ,v)) 
also satisfy the equation 

that is 

J(dN(u ,v)) (~;) = -K (~;), 

MF-LG I NF-MG I I 

EG _ F2 u + EG _ F2 v = -KU , 

LF-ME I MF-NE I 

EG _ F2 u + EG _ F2 v = -KV' , 

where K = K1 or K = K2. From the equations 

we get 

(L - KE)u' + (M - KF)v' = 0, 

(M - KF)u' + (N - KG)V' = 0, 

LUi + Mv' = K(Eu' + Fv' ), 

Mu' + Nv' = K(Fu' + Gv' ), 
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which reads in matrix form as 

which yields 

that is, 

EG ~ p2 (_Gp -:) (~ ~) (~;) = K ( ~;) , 

which yields precisely 

or equivalently 

LG-MP, MG-NP, , 
EG _ p2 U + EG _ p2 v = KU , 

ME - LP, N E - M P , 
EG _ p2 U + EG _ p2 v = KV', 

M P - LG, N P - MG , , 
EG _ p2 U + EG _ p2 v = - KU , 

LP - ME, M P - N E , , 
EG _ p2 U + EG _ p2 v = -KV . 

Therefore, the eigenvectors of J(dN(u,v)) correspond to the principal 
directions at p. 0 

The fact that Nu = -KXu when K is one of the principal curvatures 
and when Xu corresponds to the corresponding principal direction (and 
similarly N v = -KXv for the other principal curvature) is known as the 
formula of Olinde Rodrigues (1815). 

The somewhat irritating negative signs arising in the eigenvalues -Kl and 
-K2 of dN(u,v) can be eliminated if we consider the linear map S(u,v) = 
-dN (u,v) instead of dN (u,v)' The map S(u,v) is called the shape operator at 
p, and the map dN(u,v) is sometimes called the Weingarten operator. The 
following lemma shows that the second fundamental form arises from the 
shape operator, and that the shape operator is self-adjoint with respect to 
the inner product (-, -) associated with the first fundamental form. 

Lemma 16.1.3 Given a surface X, for any point p = X(u,v) on X, the 
second fundamental form of X at p is given by the formula 

II(u,v)(t) = (S(u,v)(t), t), 

for every t E lR? The map S(u,v) = -dN(u,v) is self-adjoint, that is, 

(S(u,v)(x), y) = (x, S(u,v)(y)), 

for all x, y E lR 2 . 
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Proof. For any tangent vector t = Xux + Yvy, since 

S(u ,v) (Xu x + Xvy) = -dN(u,v) (Xux + Xvy) = -Nux - NvY , 

we have 

(S(u ,v) (Xu x + XvY), (Xux + XvY)) = ((-Nux - NvY), (Xux + XvY) ) 

= -(Nu . Xu)x2 - (Nu . Xv + N v . Xu)xy - (Nv . X v)y2. 

However, we already showed in the proof of Lemma 16.7.1 that 

and thus that 

L = N . Xuu = -Nu . Xu , 

M = N . Xuv = -Nv . Xu, 

M = N . Xvu = -Nu . Xv 

N = N . X vv = -Nv . Xv , 

(S(u ,v) (Xu x + XvY), (Xux + XvY)) = Lx2 + 2Mxy + Ny2 , 

the second fundamental form. To prove that S(u ,v) is self-adjoint, it is 
sufficient to prove it for the basis (Xu, Xv). This amounts to proving that 

However, we just proved that N v . Xu = Nu . Xv = -M, and the proof is 
complete. 0 

Thus, in some sense, the shape operator contains all the information 
about curvature. 

Remark: The fact that the first fundamental form I is positive definite 
and that S(u ,v) is self-adjoint with respect to I can be used to give a fancier 
proof of the fact that S(u ,v) has two real eigenvalues, that the eigenvectors 
are orthonormal, and that the eigenvalues correspond to the maximum and 
the minimum of Ion the unit circle. For such a proof, see do Carmo [51]. 
Our proof is more basic and from first principles. 

16.8 The Dupin Indicatrix 

The second fundamental form shows up again when we study the deviation 
of a surface from its tangent plane in a neighborhood of the point of tan­
gency. A way to study this deviation is to imagine that we dip the surface in 
water, and watch the shorelines formed in the water by the surface in a small 
region around a chosen point, as we move the surface up and down very 
gently. The resulting curve is known as the Dupin indicatrix (1813). For­
mally, consider the tangent plane T(uo ,vo ) (X) at some point p = X(uo ,vo), 
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and consider the perpendicular distance p( u, v) from the tangent plane to 
a point on the surface defined by (u, v). This perpendicular distance can 
be expressed as 

p(u,v) = (X(u,v) - X(uo,vo))' NCuo ,vo)' 

However, since X is at least C 3-continuous, by Taylor's formula, in a 
neighborhood of (uo, vo) we can write 

X(u, v) = X(uo , vo) + Xu(u - uo) + Xv(v - vo) 

122 + 2 (Xuu(u - uo) + 2Xuv(u - uo)(v - vo) + Xvv(v - vo) ) 

+ ((u - uO)2 + (v - vo)2)h 1(u,v) , 

where lim(u,v)->(uo,vo) hI (u, v) = O. However, recall that Xu and Xv are 
really evaluated at (uo,vo) (and so are X uu , XU,V ) and Xvv), and so they 
are orthogonal to N(uo ,vo)' From this, dotting with N(uo ,vo), we get 

1 2 2 p(u, v) = 2 (L(u - uo) + 2M(u - uo)(v - vo) + N(v - vo) ) 

+ ((U-UO)2+(V-VO)2)h(u,v), 

where lim(u,v)->(uo,vo) h( u, v) = O. Therefore, we get another interpretation 
of the second fundamental form as a way of measuring the deviation from 
the tangent plane. 

For E small enough, and in a neighborhood of (uo, vo) small enough, the 
set of points X(u, v) on the surface such that p(u, v) = ±~E2 will look like 
portions of the curves of equation 

1 ( 2 2) 1 2 2 L(u - uo) + 2M(u - uo)(v - vo) + N(v - vo) = ±2E . 

Letting u - Uo 
equations 

EX and v - Vo = Ey, these curves are defined by the 

LX2 + 2Mxy + Ny2 = ±l. 

These curves are called the Dupin indicatrix. It is more convenient to switch 
to an orthonormal basis where el and e2 are eigenvectors of the Gauss map 
dN(uo,vo)' If so, it is immediately seen that 

Lx2 + 2Mxy + Ny2 = II:IX2 + 1I:2y2, 

where 11:1 and 11:2 are the principal curvatures. Thus, the equation of the 
Dupin indicatrix is 

There are several cases, depending on the sign of 11:111:2 

depending on the sign of LN - M2. 
K, i.e., 
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(1) If LN - M2 > 0, then /"\:1 and /"\:2 have the same sign. This is the case 
of an elliptic point. If /"\:1 -I=- /"\:2, and /"\:1 > 0 and /"\:2 > 0, we get the 
ellipse of equation 

and if /"\:1 < 0 and /"\:2 < 0, we get the ellipse of equation 

x2 y2 
--+--=l. 
CI Cl y--,z:; y--;z:; 

When /"\:1 = /"\:2, i.e., an umbilical point, the Dupin indicatrix is a 
circle. 

(2) If LN - M2 = 0 and L2 + M2 + N 2 > 0, then /"\:1 = 0 or /"\:2 = 0, 
but not both. This is the case of a parabolic point. In this case, the 
Dupin indicatrix degenerates to two parallel lines, since the equation 
is either 

or 

/"\:2y2 = ±l. 

(3) If LN - M2 < 0, then /"\:1 and /"\:2 have different signs. This is the case 
of a hyperbolic point. In this case, the Dupin indicatrix consists of the 
two hyperbolae of equations 

x2 y2 
-----=1 

{fA 
if /"\:1 > 0 and /"\:2 < 0, or of equation 

x2 y2 
---+--=1 

AfE 
if /"\:1 < 0 and /"\:2 > O. These hyperbolae share the same asymptotes, 
which are the asymptotic directions as defined in Section 16.7, and 
are given by the equation 

Lx2 + 2Mxy + Ny2 = O. 

(4) If L = M = N, we have a planar point, and in this case, the Dupin 
indicatrix is undefined. 

One should be warned that the Dupin indicatrix for the planar 
point on the monkey saddle shown in Hilbert and Cohn-Vossen 

[84], Chapter IV, page 192, is wrong! 
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Therefore, analyzing the shape of the Dupin indicatrix leads us to re­
discover the classification of points on a surface in terms of the principal 
curvatures. It also lends some intuition to the meaning of the words elliptic, 
hyperbolic, and parabolic (the last one being a bit misleading). The anal­
ysis of p( u, v) also shows that in the elliptic case, in a small neighborhood 
of X (u, v), all points of X are on the same side of the tangent plane. This 
is like being on the top of a round hill. In the hyperbolic case, in a small 
neighborhood of X(u , v) there are points of X on both sides of the tangent 
plane. This is a saddle point or a valley (or mountain pass). 

16.9 The Theorema Egregium of Gauss, the 
Equations of Codazzi- Mainardi, and Bonnet's 
Theorem 

In Section 16.5 we expressed the geodesic curvature in terms of the Christof­
fel symbols, and we also showed that these symbols depend only on E, F, G, 
i.e. , on the first fundamental form. In Section 16.7, we expressed Nu and 
N v in terms of the coefficients of the first and the second fundamental 
forms. At first glance, given any six functions E, F, G, L, M, N that are 
at least C 3-continuous on some open subset U of ]R2, and where E, F > 0 
and EG - F2 > 0, it is plausible that there is a surface X defined on some 
open subset n of U and having Ex2 + 2Fxy + Gy2 as its first fundamental 
form and Lx2 + 2M xy + N y2 as its second fundamental form. However, this 
is false. The problem is that for a surface X, the functions E , F , G, L, M, N 
are not independent. 

In this section we investigate the relations that exist among these func­
tions. We will see that there are three compatibility equations. The first 
one gives the Gaussian curvature in terms of the first fundamental form 
only. This is the famous Theorema Egregium of Gauss (1827) . The other 
two equations express Mu - Lv and Nu - Mv in terms of L , M, Nand 
the Christoffel symbols. These equations are due to Codazzi (1867) and 
Mainardi (1856) . They were discovered independently by Peterson in 1852 
(see Gamkrelidze [72]). Remarkably, these compatibility equations are just 
what it takes to ensure the existence of a surface (at least locally) with 
Ex2 + 2Fxy + Gy2 as its first fundamental form and Lx2 + 2M xy + N y2 
as its second fundamental form, an important theorem shown by Ossian 
Bonnet (1867) . 

Recall that 
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and since 

~gng = (u~ + i~2 rL u;uj )Xu + (u~ + i~2 r;j u;uj )Xv, 
j=1,2 j =1,2 

we get the equations (due to Gauss) 

Xuu = r~ lXu + ri lXv + LN, 

Xuv = r~ 2Xu + ri 2Xv + MN, 

Xvu = r~ lXu + r~ lXv + MN, 

Xvv = r~2Xu + r~2Xv + NN , 

where the Christoffel symbols rfj are defined such that 

( r~j) = (E F)-l ([i j ; IJ) 
r ij F G [ij; 2J ' 

and where 

1 1 
[11; IJ = 2Eu, [11; 2J = Fu - 2Ev, 

1 1 
[12; IJ = 2Ev , [12; 2J = 2Gu, 

1 1 
[21 ; IJ = 2Ev , [21; 2J = 2Gu, 

1 1 
[22; IJ = Fv - 2Gu, [22; 2J = 2Gv. 

Also, recall from Section 16.7 that we have the Weingarten equations 

From the Gauss equations and the Weingarten equations 

Xuu = n lXu + ri lXv + LN, 

Xuv = r~ 2Xu + ri 2Xv + MN, 

Xvu = rLxu + r~lXv + MN, 

Xvv = n2X U + r~2XV + NN, 
Nu = aXu + cXv, 

N v = bXu + dXv , 

we see that the partial derivatives of Xu, Xv and N can be expressed in 
terms of the coefficients E, F, G, L, M, N and their partial derivatives. 
Thus, a way to obtain relations among these coefficients is to write the 
equations expressing the commutation of partials, i.e. , 

(XUU)V - (XUV)U = 0, 

(XVV)U - (XVU)V = 0, 
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N uv - N vu = O. 

Using the Gauss equations and the Weingarten equations, we obtain 
relations of the form 

A1Xu + B1Xv + C1N = 0, 

A2Xu + B 2X v + C2N = 0, 

A3Xu + B3Xv + C3 N = 0, 

where Ai, B i , and Ci are functions of E, F, G, L, M, N and their partial 
derivatives, for i = 1, 2,3. However, since the vectors Xu, Xv, and N are 
linearly independent, we obtain the nine equations 

Ai = 0, Bi = 0, C i = 0, for i = 1,2,3. 

Although this is very tedious, it can be shown that these equations are 
equivalent to just three equations. Due to its importance, we state the 
Theorema Egregium of Gauss. 

Theorem 16.9.1 Given a surface X and a point p = X(u , v) on X, the 
Gaussian curvature K at (u, v) can be expressed as a function of E, F, G, 
and their partial derivatives . In fact, 

C 0 ~ Ev ~Gu 
(EG-F2fK = ~ Eu ~ Ev E F 

Fu - ~ Ev ~Gu F G 

where 

1 
C = 2( -Evv + 2Fuv - Guu )· 

Proof. Following Darboux [39] (Volume III , page 246), a way of proving 
Theorem 16.9.1 is to start from the formula 

LN-M2 
K= EG-F2 

and to go back to the expressions of L, M, N using D, D', D" as 
determinants: 

L= D 
VEG - F2' 

where 

D' 
M = --r;::;=;:;====;:~ 

VEG - p2' 

D" 
N=----;=;:;~~ 

VEG - F2 ' 

D = (Xu, Xv, Xuu), D' = (Xu, Xv, Xuv) , D" = (Xu , Xv, Xvv). 

Then we can write 

(EG - F2)2K = (Xu,Xv,Xuu)(Xu,Xv,Xvv) - (Xu, Xv, Xuv)2, 

and compute these determinants by multiplying them out. One will 
eventually get the expression given in the theorem! 0 
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It can be shown that the other two equations, known as the Codazzi­
Mainardi equations, are the equations 

Mu - Lv = ritN - (rI2 - r~ l)M - r~2L, 
Nu - Mv = rI2N - (r~2 - r~2)M - n2L. 

We conclude this section with an important theorem of Ossian Bonnet. 
First, we show that the first and the second fundamental forms determine 
a surface up to rigid motion. More precisely, we have the following lemma. 

Lemma 16.9.2 Let X: D --t 1E3 and Y: D --t 1E3 be two surfaces over a con­
nected open set D. If X and Y have the same coefficients E, F, G, L, M, N 
over D, then there is a rigid motion mapping X(D) onto Y(D). 

The above lemma can be shown using a standard theorem about ordinary 
differential equations (see do Carmo, [51] Appendix to Chapter 4, pp. 309-
314). Finally, we state Bonnet's theorem. 

Theorem 16.9.3 Let E, F, G, L, M, N be C3-continuous functions on 
some open set U C IR2, and such that E > 0, G > 0, and EG - F2 > 0. If 
these functions satisfy the Gauss formula (of the Theorema Egregium) and 
the Codazzi-Mainardi equations, then for every (u, v) E U there is an open 
set D <;;;; U such that (u, v) E D, and a surface x: D -+ 1E3 such that X is 
a diffeomorphism, and E, F, G are the coefficients of the first fundamental 
form of X, and L, M, N are the coefficients of the second fundamental form 
of X. Furthermore, if D is connected, then X(D) is unique up to a rigid 
motion. 

16.10 Lines of Curvature, Geodesic Torsion, 
Asymptotic Lines 

Given a surface X, certain curves on the surface play a special role, for 
example, the curves corresponding to the directions in which the curvature 
is maximum or minimum. More precisely, we have the following definition. 

Definition 16.10.1 Given a surface X, a line of curvature is a curve 
C:t 1-+ X(u(t),v(t)) on X defined on some open interval I and having 
the property that for every tEl, the tangent vector C' (t) is collinear with 
one of the principal directions at X(u(t), v(t)). 

Note that we are assuming that no point on a line of curvature is either a 
planar point or an umbilical point, since principal directions are undefined 
as such points. The differential equation defining lines of curvature can be 
found as follows. Remember from Lemma 16.7.2 of Section 16.7 that the 
principal directions are the eigenvectors of dN(u,v)' Therefore, we can find 
the differential equation defining the lines of curvature by eliminating '" 
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from the two equations from the proof of Lemma 16.7.2: 

M F - LG, N F - MG , , 
EG _ F2 u + EG _ F2 v = -/w , 

LF-ME, MF-NE, , 
EG _ F2 U + EG _ F2 v = -liV . 

It is not hard to show that the resulting equation can be written as 

(V')2 -u'v' (U')2 
E F G = O. 
L M N 

From the above equation we see that the u-lines and the v-lines are the 
lines of curvature iff F = M = O. Generally, this differential equation does 
not have closed-form solutions. 

There is another notion that is useful in understanding lines of curvature, 
the geodesic torsion. Let G: s f-+ X(u(s), v(s)) be a curve on X assumed to 
be parametrized by arc length, and let X(u(O), v(O)) be a point on the sur­
face X, and assume that this point is neither a planar point nor an umbilic, 
so that the principal directions are defined. We can define the orthonormal 
frame (el,e2,N), known as the Darboux frame, where el and e2 are unit 
vectors corresponding to the principal directions, N is the normal to the 
surface at X(u(O), v(O)), and N = el x e2. 

It is interesting to study the quantity dN (u,v) (0) / ds. If t = G' (0) is the 
unit tangent vector at X(u(O), v(O)), we have another orthonormal frame 
considered in Section 16.4, namely (t, llg, N), where llg = N x t, and if tp 

is the angle between el and t, we have 

t = COStpel + sintpe2, 

llg = -sintpel + cos tpe2. 

In the following lemma we show that 

dN(u ,v) 
ds (0) = -liNt + T9 llg, 

where liN is the normal curvature and where T9 is a quantity called the 
geodesic torsion. 

Lemma 16.10.2 Given a curve G: s f-+ X(u(s) , v(s)) parametrized by arc 
length on a surface X, we have 

dN(u,v) 
--'--.:..'-'-(0) = -liNt + T9llg, 

ds 

where liN is the normal curvature, and where the geodesic torsion T9 is 
given by 



508 16. Basics of the Differential Geometry of Surfaces 

Proof. Since -K:l and -K:2 are the eigenvalues of dN(u(o) ,v(O)) associ­
ated with the eigenvectors el and e2 (where K:l and K:2 are the principal 
curvatures), it is immediate that 

dN(u,v) . 
ds (0) = dN(u(o),v(O))(t) = -K:l COSipel - K:2Sill ipe2 , 

which shows that this vector is a linear combination of t and llg. By 
projection onto llg we get that the geodesic torsion 7 g given by 

7 g = dN(u(o) ,v(O))(t) . llg, 

= (-K:l cos ip el - K:2 sin ip e2) . (- sin ip el + cos ip e2), 

= (K:l - K:2) sin ip cos ip. 

Using Euler's formula (see Section 16.6) 

K:N = K:l cos2 ip + K:2 sin2 ip, 

it is immediately verified that 

dN(u(o),v(O))(t) . t = K:N , 

which proves the lemma. 0 

From the formula 

7 g = (K:l - K:2) sin ip cos ip, 

since ip is the angle between the tangent vector to the curve C and a 
principal direction, it is clear that the lines of curvature are characterized 
by the fact that 7 g = o. One will also observe that orthogonal curves have 
opposite geodesic torsions (same absolute value and opposite signs). 

If N is the principal normal, 7 is the torsion of C at X(u(O) , v(O)), and 
o is the angle between Nand ll, so that cos 0 = N . ll, we claim that 

dO 
7 =7--

9 ds' 

which is often known as Bonnet's formula. 

Lemma 16.10.3 Given a curve C: S f-+ X(u(s), v(s)) parametrized by arc 
length on a surface X, the geodesic torsion 7 g is given by 

dO 
7 g = 7 - - = (K:l - K:2)sinipcosip, 

ds 

where 7 is the torsion of C at X(u(O), v(O)), and 0 is the angle between N 
and the principal normal II to C at s = o. 
Proof. We differentiate 

cosO = N· ll. 
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This yields 

dB dN dn 
- sin B- = - . n + N . -, 

ds ds ds 

and since by the Frenet- Serret formulae 

dn 
- = -Id-Tb, 
ds 

and by Lemma 16.10.2 

we get 

dB 
- sinB ds = (-liNt + Tgng) . N + N . (-lit - Tb) 

= Tg(ng · N) - T(N· b) 

= Tg sin B - T sin B, 

since 

ng . N = N . b = sin 8. 

Therefore, when B =I- 0, we get 

dB 
-- = T - T ds 9 , 

and by continuity, when B = 0, 

0= Tg - T. 

Therefore, in all cases we obtain the formula 

dB 
T =T--

9 ds' 

which proves the lemma. 0 

Note that the geodesic torsion depends only on the tangent of curves 
C. Also, for a curve for which B = 0, we have Tg = T. Such a curve is 
also characterized by the fact that the geodesic curvature lig is null. As we 
will see shortly, such curves are called geodesics, which explains the name 
geodesic torsion for Tg . 

Lemma 16.10.3 can be used to give a quick proof of a beautiful theorem of 
Dupin (1813). Dupin 's theorem has to do with families of surfaces forming 
a triply orthogonal system. Given some open subset U of lE3 , three families 
F 1 , F 2 , F3 of surfaces form a triply orthogonal system for U if for every 
point p E U there is a unique surface from each family Fi passing through 



510 16. Basics of the Differential Geometry of Surfaces 

p, where i = 1,2,3, and any two of these surfaces intersect orthogonally 
along their curve of intersection. Then Dupin's theorem is as follows. 

Theorem 16.10.4 The surfaces of a triply orthogonal system intersect 
each other along lines of curvature. 

Proof (sketch). First, we note that if two surfaces Xl and X 2 intersect along 
a curve G, and if they form a constant angle along G, then the geodesic 
torsion T~ of G on Xl is equal to the geodesic torsion T; of G on X 2 . Indeed, 
if Bl is the angle between N 1 and n , and (h is the angle between N 2 and 
n, where Nl is the normal to Xl , N2 is the normal to X 2 , and n is the 
principal normal to G, then 

where ,\ is some constant, and thus 

which shows that 

dB l dB2 2 
Tl = T - - = T - - = T . 

9 ds ds 9 

Now, if the system of surfaces is triply orthogonal, letting Tij be the geodesic 
curvature of the curve of intersection Gij between Xi E Fi and Xj E F j 
(where 1 :::; i < j :::; 3), which is well defined, since Xi and Xj intersect or­
thogonally, from a previous observation the geodesic torsions of orthogonal 
curves are opposite, and thus 

from which we get that 

T12 = T23 = T13 = O. 

However, this means that the curves of intersection are lines of curvature. 
o 

A nice application of Theorem 16.10.4 is that it is possible to find the 
lines of curvature on an ellipsoid. Indeed, a system of confocal quadrics 
is triply orthogonal! (see Berger and Gostiaux [14], Chapter 10, Sections 
10.2.2.3, 10.4.9.5, and 10.6.8.3, and Hilbert and Cohn-Vossen [84], Chapter 
4, Section 28). 

We now turn briefly to asymptotic lines. Recall that asymptotic direc­
tions are defined only at points where K < 0, and at such points they 
correspond to the directions for which the normal curvature "'N is null. 

Definition 16.10.5 Given a surface X, an asymptotic line is a curve 
G:t 1-+ X(u(t),v(t)) on X defined on some open interval I where K < 0, 
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and having the property that for every tEl, the tangent vector G'(t) is 
collinear with one of the asymptotic directions at X(u(t), v(t)). 

The differential equation defining asymptotic lines is easily found, since 
it expresses the fact that the normal curvature is null: 

L(U')2 + 2M(u'v') + N(V')2 = o. 
Such an equation generally does not have closed-form solutions. Note 

that the u-lines and the v-lines are asymptotic lines iff L = N = 0 (and 
F # 0). 

Example 16.9 Perseverant readers are welcome to compute E, F, G, 
L, M, N for the Enneper surface 

Then they will be able to find closed-form solutions for the lines of curvature 
and the asymptotic lines. 

Parabolic lines are defined by the equation 

LN - M2 = 0, 

where L2 + M2 + N 2 > O. In general, the locus of parabolic points consists of 
several curves and points. For fun, the reader should look at Klein's exper­
iment as described in Hilbert and Cohn-Vossen [84], Chapter IV, Section 
29, page 197. We now turn briefly to geodesics. 

16.11 Geodesic Lines, Local Gauss- Bonnet 
Theorem 

Geodesics play a very important role in surface theory and in dynamics. 
One of the main reasons why geodesics are so important is that they gen­
eralize to curved surfaces the notion of "shortest path" between two points 
in the plane (warning: As we shall see, this is true only locally, not glob­
ally) . More precisely, given a surface X and any two points p = X(uo,vo) 
and q = X (UI ' VI) on X , let us look at all the regular curves G on X de­
fined on some open interval I such that p = G(to) and q = G(tl) for some 
to, tl E I. It can be shown that in order for such a curve G to minimize the 
length le (pq) of the curve segment from p to q, we must have /';,g (t) = 0 
along [to, tl], where /';,g( t) is the geodesic curvature at X (u(t) , v(t)). In other 
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words, the principal normal n must be parallel to the normal N to the sur­
face along the curve segment from p to q. If C is parametrized by arc length, 
this means that the acceleration must be normal to the surface. 

It it then natural to define geodesics as those curves such that /'i,g = 0 
everywhere on their domain of definition. Actually, there is another way of 
defining geodesics in terms of vector fields and covariant derivatives (see 
do Carmo [51] or Berger and Gostiaux [14]), but for simplicity, we stick to 
the definition in terms of the geodesic curvature. 

Definition 16.11.1 Given a surface X:D ----; JE3, a geodesic line, or 
geodesic, is a regular curve C: I ----; JE3 on X such that /'i,g(t) = 0 for all 
tEl. 

Note that by regular curve we mean that C(t) =I- 0 for all tEl, i.e., C is 
really a curve, and not a single point. Physically, a particle constrained to 
stay on the surface and not acted on by any force, once set in motion with 
some nonnull initial velocity (tangent to the surface), will follow a geodesic 
(assuming no friction). 

Since /'i,g = 0 iff the principal normal n to C at t is parallel to the normal 
N to the surface at X (u( t), v( t)), and since the principal normal n is a 
linear combination of the tangent vector C(t) and the acceleration vector 
C(t), the normal N to the surface at t belongs to the osculating plane. 

The differential equations for geodesics are obtained from Lemma 16.5.l. 
Since the tangential part of the curvature at a point is given by 

/'i,gng = (u{ + i~2 rL u~uj) Xu + (u~ + i~2 r;j u~uj ) Xv, 
j=I,2 j = 1,2 

the differential equations for geodesics are 

i= 1 , 2 
j = 1 ,2 

" '""' r2 " 0 U2 + L.... ijUiUj = , 
i=1 ,2 
j = 1 ,2 

or more explicitly (letting U = Ul and v = U2), 

u" + r~ 1 (u')2 + 2r~ 2 u'v' + r~2 (v')2 = 0, 
v" + rL (u')2 + 2r~2U'V' + r~2 (v')2 = O. 

In general, it is impossible to find closed-form solutions for these equations. 
Nevertheless, from the theory of ordinary differential equations, the follow­
ing lemma showing the local existence of geodesics can be shown (see do 
Carmo [51], Chapter 4, Section 4.7). 

Lemma 16.11.2 Given a surface X, for every point p = X(u, v) on X 
and every nonnull tangent vector v E T(u,v)(X) at p, there is some € > 0 
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and a unique curve T 1 - €, €[ -> IE3 on the surface X such that -y is a 
geodesic, -y(o) = p, and -y'(0) = v. 

To emphasize that the geodesic -y depends on the initial direction v, we 
often write -y(t, v) instead of -y(t). The geodesics on a sphere are the great 
circles (the plane sections by planes containing the center of the sphere). 
More generally, in the case of a surface of revolution (a surface generated 
by a plane curve rotating around an axis in the plane containing the curve 
and not meeting the curve), the differential equations for geodesics can be 
used to study the geodesics. 

Example 16.10 For example, the meridians are geodesics (meridians are 
the plane sections by planes through the axis of rotation: They are obtained 
by rotating the original curve generating the surface). Also, the parallel 
circles such that at every point p the tangent to the meridian through p 
is parallel to the axis of rotation is a geodesic. In general, there are other 
geodesics. For more on geodesics on surfaces of revolution, see do Carmo 
[51], Chapter 4, Section 4, and the problems. 

The geodesics on an ellipsoid are also fascinating; see Berger and Gos­
tiaux [14], Section 10.4.9.5, and Hilbert and Cohn-Vossen [84], Chapter 4, 
Section 32. 

It should be noted that geodesics can be self-intersecting or closed. A 
deeper study of geodesics requires a study of vector fields on surfaces and 
would lead us too far. Technically, what is needed is the exponential map, 
which we now discuss briefly. 

The idea behind the exponential map is to parametrize locally the surface 
X in terms of a map from the tangent space to the surface, this map 
being defined in terms of short geodesics. More precisely, for every point 
p = X (u, v) on the surface, there is some open disk B f of center (0,0) in 
1R2 (recall that the tangent plane Tp(X) at p is isomorphic to 1R2 ) and an 
injective map 

expp: Bf -> X(D) 

such that for every v E B f with v 1= 0, 

expp(v) = -y(I, v), 

where -y(t, v) is the unique geodesic segment such that -y(0, v) = p and 
-y'(0, v) = v. Furthermore, for Bf small enough, expp is a diffeomorphism. 
It turns out that expp(v) is the point p obtained by "laying off" a length 
equal to Ilvll along the unique geodesic that passes through p in the direction 
v. Of course, to make sure that all this is well-defined, it is necessary to 
prove a number of facts. We state the following lemmas, whose proofs can 
be found in do Carmo [51]. 

Lemma 16.11.3 Given a surface X: D -> IE3 , for every v 1= 0 in 1R2, if 

-y(-,v): ]- €, € [-> IE3 
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is a geodesic on the surface X, then for every A > 0, the curve 

, (- , AV): ]- f/A, f/A [-+ IE3 

is also a geodesic, and 

,(t, AV) = ,(At, v). 

From Lemma 16.11.3, for v -=I- 0, if ,(1, v) is defined, then 

This leads to the definition of the exponential map. 

Definition 16.11.4 Given a surface X: D -+ IE3 and a point p = X(u , v) 
on X, the exponential map expp is the map 

expp: U -+ X(D) 

defined such that 

expp(v) =, (IIVII, II~II) = ,(1, v), 

where ,(0, v) = p and U is the open subset of ]R2(= Tp(X)) such that for 
every v -=I- 0, ,(lIvll, v/llvll) is defined. We let expp(O) = p. 

It is immediately seen that U is star-like. One should realize that in 
general, U is a proper subset of D. For example, in the case of a sphere, 
the exponential map is defined everywhere. However, given a point p on a 
sphere, if we remove its antipodal point -p, then expp(v) is undefined for 
points on the circle of radius 71". Nevertheless, expp is always well-defined 
in a small open disk. 

Lemma 16.11.5 Given a surface X: D -+ IE3 , for every point p = X(u, v) 
on X there is some f > 0, some open disk B. of center (0, 0), and some open 
subset V of X(D) with p E V such that the exponential map expp: B. -+ V 
is well-defined and is a diffeomorphism. 

A neighborhood of p on X of the form expp(B. ) is called a normal 
neighborhood of p. The exponential map can be used to define special local 
coordinate systems on normal neighborhoods, by picking special coordinate 
systems on the tangent plane. In particular, we can use polar coordinates 
(p, (J) on ]R2. In this case, ° < (J < 271". Thus, the closed half-line correspond­
ing to (J = ° is omitted, and so is its image under expp- It is easily seen 
that in such a coordinate system E = 1 and F = 0, and ds2 is of the form 

ds2 = dr2 + Gd(J2 . 

The image under expp of a line through the origin in ]R2 is called a geodesic 
line, and the image of a circle centered at the origin is called a geodesic 
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circle. Since F = 0, these lines are orthogonal. It can also be shown that 
the Gaussian curvature is expressed as follows: 

Polar coordinates can be used to prove the following lemma showing that 
geodesics locally minimize arc length. 

However, globally, geodesics generally do not minimize arc length. 
For instance, on a sphere, given any two nonantipodal points p, q, 

since there is a unique great circle passing through p and q, there are two 
geodesic arcs joining p and q, but only one of them has minimal length. 

Lemma 16.11.6 Given a surface x: n -+ lE3 , for every point p = X(u, v) 
on X there is some f > ° and some open disk B< of center (0,0) such that 
for every q E expp(B<) and geodesic I: ]-1], 1][ -+ lE3 in expp(B<) such that 
1(0) = P and l(td = q, and for every regular curve a: [0, ttl -+ lE3 on X 
such that a(O) = p and a(td = q, we have 

l-y(pq) :::; la(pq), 

where la(pq) denotes the length of the curve segment a from p to q (and 
similarly for I)' Furthermore, l-y (pq) = la (pq) iff the trace of I is equal to 
the trace of a between p and q. 

As we already noted, Lemma 16.11.6 is false globally, since a geodesic, if 
extended too much, may not be the shortest path between two points (ex­
ample of the sphere). However, the following lemma shows that a shortest 
path must be a geodesic segment. 

Lemma 16.11.7 Given a surface x: n -+ lE3 , let a: 1-+ lE3 be a regular 
curve on X parametrized by arc length. For any two points p = a(to) and 
q = a(td on a, assume that the length la(pq) of the curve segment from 
p to q is minimal among all regular curves on X passing through p and q. 
Then a is a geodesic. 

At this point, in order to go further into the theory of surfaces, in partic­
ular closed surfaces, it is necessary to introduce differentiable manifolds and 
more topological tools. However, this is beyond the scope of this book, and 
we simply refer the interested readers to the following sources. For the foun­
dations of differentiable manifolds, see Berger and Gostiaux [14], do Carmo 
[51, 52, 53], Guillemin and Pollack [SO], Warner [176]' Sternberg [161]' 
Boothby [19], Lafontaine [106], Lehmann and Sacre [113], Gray [7S], Stoker 
[163], Gallot, Hulin, and Lafontaine [71], Milnor [127], Lang [lOS], Malliavin 
[117], and Godbillon [74]. Abraham and Marsden [1] contains a compact 
and yet remarkably clear and complete presentation of differentiable mani­
folds and Riemannian geometry (and a lot of Lagrangian and Hamiltonian 
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mechanics!). For the differential topology of surfaces, see GuiUemin and Pol­
lack [80], Milnor [127, 126], Hopf [88], Gramain [77], Lehmann and Sacre 
[113] , and for the algebraic topology of surfaces, see Chapter 1 of Massey 
[122, 121] and Chapter 1 of Ahlfors and Sario [2], which is remarkable. 
A lively and remarkably clear introduction to algebraic topology, including 
the classification theorem for surfaces, can be found in Fulton [68]. For a de­
tailed presentation of differential geometry and Riemannian geometry, see 
do Carmo [53], GaUot , Hulin, and Lafontaine [71], Sternberg [161]' Gray 
[78], Sharpe [156], Lang [108], Lehmann and Sacre [113]' and Malliavin 
[117] . Choquet-Bruhat [32] also covers a lot of geometric analysis, differen­
tial geometry, and topology, and stresses applications to physics. Volume 
28 of the Encyclopaedia of Mathematical Sciences edited by Gamkrelidze 
[72] contains a very interesting survey of the field of differential geometry, 
understood in a broad sense. 

Nevertheless, we cannot resist to state one of the "gems" of the 
differential geometry of surfaces, the local Gauss- Bonnet theorem. 

The local Gauss-Bonnet theorem deals with regions on a surface home­
omorphic to a closed disk whose boundary is a closed piecewise regular 
curve a without self-intersection. Such a curve has a finite number of points 
where the tangent has a discontinuity. If there are n such discontinuities 
Pi, ... ,Pn, let Bi be the exterior angle between the two tangents at Pi. More 
precisely, if a(ti) = Pi, and the two tangents at Pi are defined by the vectors 

lim a' (t) = a'- (ti) =f. 0, 
t-+ti, t <t i 

and 

the angle Bi is defined as follows. Let Bi be the angle between a'- (ti) and 
a~(ti) such that ° < IBil ::; 11", its sign being determined as follows. If 
Pi is not a cusp, which means that IOil =f. 11" , we give Oi the sign of the 
determinant 

(a'-(ti), a~(ti ) ' NpJ. 

If Pi is a cusp, which means that IOil = 11" , it is easy to see that there is 
some 10 > 0 such that the determinant 

( a' (ti - 'T}) , a' (ti + 'T}), N PI) 

does not change sign for 'T} E] - 10, f[ , and we give Oi the sign of this deter­
minant . Let us call a region defined as above a simple region. In order to 
state a simpler version of the theorem, let us also assume that the curve 
segments between consecutive points Pi are geodesic lines. We will call such 
a curve a geodesic polygon. Then the local Gauss-Bonnet theorem can be 
stated as follows. 
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Theorem 16.11.8 Given a surface x: 0 --+ lE3 , assuming that X is injec­
tive, F = 0, and that 0 is an open disk, for every simple region R of X(O) 
bounded by a geodesic polygon with n vertices PI, . .. ,Pn, letting (h, ... , On 
be the exterior angles of the geodesic polygon, we have 

If KdA + tOi = 27r. 
R i=1 

Remark: The assumption that F = 0 is not essential, it simply makes the 
proof easier. 

Some clarification regarding the meaning of the integral JJ R K dA is in 
order. Firstly, it can be shown that the element of area dA on a surface X 
is given by 

dA = IIXu x Xvlldudv = VEG - F2 dudv. 

Secondly, if we recall from Lemma 16.7.1 that 

it is easily verified that 

LN-M2 
Nu x N v = EG _ F2 Xu X Xv = K(Xu x Xv). 

Thus, 

Il KdA = Il KIIXu x Xvlldudv = IliiNu x Nvlldudv, 

the latter integral representing the area of the spherical image of R under 
the Gauss map. This is the interpretation of the integral JJ R K dA that 
Gauss himself gave. 

If the geodesic polygon is a triangle, and if A, B , C are the interior angles, 
so that A = 7r - 01 , B = 7r - O2 , C = 7r - 03 , the Gauss-Bonnet theorem 
reduces to what is known as the Gauss formula: 

ILK dA = A + B + C - 7r. 

The above formula shows that if K > 0 on R, then II R K dA is the excess 
of the sum of the angles of the geodesic triangle over 7r. If K < 0 on R, 
then JJ R K dA is the defficiency of the sum of the angles of the geodesic 
triangle over 7r. And finally, if K = 0, then A + B + C = 7r , which we know 
from the plane! 

For the global version of the Gauss-Bonnet theorem, we need the topo­
logical notion of the Euler-Poincare characteristic. If S is an orient able 
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compact surface with g holes, the Euler-Poincare characteristic x( S) of S 
is defined by 

x(S) = 2(1 - g). 

Then the Gauss-Bonnet theorem states that 

J Is K dA = 21TX(S). 

What is remarkable about the above formula is that it relates the topology 
of the surface (its genus g, the number of holes) and the geometry of S, 
i.e., how it curves. However, all this is beyond the scope of this book. For 
more information the interested reader is referred to Berger and Gostiaux 
[14], do Carmo [51, 52, 53], Hopf [88], Milnor [127], Lehmann and Sacre 
[113], Chapter 1 of Massey [122, 121], Chapter 1 of Ahlfors and Sario [2], 
and Fulton [68]. 

16.12 Applications 

We saw in Section 15.11 that many engineering problems can be reduced to 
finding curves having some desired properties. Surfaces also play an impor­
tant role in engineering problems where modeling 3D shapes is required. 
Again, this is true of computer graphics and medical imaging, where 3D 
contours of shapes, for instance organs, are modeled as surfaces. As in the 
case of curves, in most practical applications it is necessary to consider sur­
faces composed of various patches, and the problem then arises to join these 
patches as smoothly as possible, without restricting too much the number of 
degrees of freedom required for the design. Various kinds of spline surfaces 
were invented to solve this problem. But this time, the situation is more 
complex than in the case of curves, because there are two kinds of surface 
patches, rectangular and triangular. Roughly speaking, since rectangular 
patches are basically products of curves, their spline theory is rather well 
understood. This is not the case for triangular patches, for which the theory 
of splines is very sparse (Loop [115] being a noteworthy exception). Thus, 
we will restrict our brief discussion to rectangular patches. As for curves, 
there is a notion of parametric en-continuity and of B-spline. The theory 
of B-splines is quite extensive. Among the many references, we recommend 
Farin [58, 57], Hoschek and Lasser [90], Bartels, Beatty, and Barsky [10], 
Piegl and Tiller [139], or Gallier [70]. However, since parametric continu­
ity is sometimes too constraining, more flexible continuity conditions have 
been investigated. There are various notions of geometric continuity, or en_ 
continuity. Roughly speaking, two surface patches join with en-continuity 
if there is a reparametrization (a diffeomorphism) after which the patches 
join with parametric en-continuity along the common boundary curve. As 
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a consequence, geometric continuity may be defined using the chain rule, 
in terms of a certain connection matrix. 

One of the most important applications of geometric continuity occurs 
when two or more rectangular patches are stitched together. In such cases 
polygonal holes can occur between patches. It is often impossible to fill these 
holes with patches that join with parametric continuity, and a geometrically 
continuous solution must be used instead. There are also variations on the 
theme of geometric continuity, which seems to be a topic of current interest. 
Again, we refer the readers to Farin [58, 57], Hoschek and Lasser [90], 
Bartels, Beatty, and Barsky [10], Piegl and Tiller [139], and Loop [ll5]. 

As in the case of curves, traditional methods for surface design focus on 
achieving a specific level of interelement continuity, but the resulting shapes 
often possess bulges and undulations, and thus are of poor quality. They 
lack fairness. Fairness refers to the quality of regularity of the curvature of 
a surface. The maximum rate of change of curvature should be minimized. 
This suggests several approaches. 

Minimal energy surface (which bends as little as possible) : Minimize 

is (~i + ~DdA 
where ~l and ~2 are the principal curvatures. 

Minimal variation surface (which bends as smoothly as possible): 
Minimize 

where ~l and ~2 are the principal curvatures and el and e2 are unit 
vectors giving the principal directions. 

As in the case of curves, these problems can be cast as constrained 
optimization problems. More details on this approach, called variational 
surface design, can be found in the Ph.D. theses of Henry Moreton [129] 
and William Welch [179]. 

16.13 Problems 

Problem 16.1 Consider the surface X defined by 

x = v cos u, 

y = vsinu, 

z = v. 

(i) Show that F is regular at every point (u, v), except when v = O. 
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(ii) Show that X is the set of points such that 

x 2 + y2 = z2. 

What does this surface look like? 

Problem 16.2 Let 0:: I ....... 1E3 be a regular curve whose curvature is 
nonzero for all tEl, where I = la, b[ . Let X be the surface defined over 
I x IR such that 

X(u, v) = o:(u) + vo:'(u). 

Show that X is regular for all (u, v) where v f=. 0. 

Remark: The surface X is called the tangent surface of 0:. The curve 0: is 
a line of striction on X. 

Problem 16.3 Let 0:: I ....... 1E3 be a regular curve whose curvature is 
nonzero for all tEl, where I = la, b[, and assume that 0: is parametrized 
by arc length. For any r > 0, let X be the surface defined over I x IR such 
that 

X(u, v) = o:(u) + r(cosvn(u) + sin vb(u)), 

where (t, n, b) is the Frenet frame of 0: at u. 
Show that for every (u, v) such that X (u, v) is regular, the unit normal 

vector N(u ,v) to X at (u,v) is given by 

N(u ,v) = -(cosvn(u) + sin vb(u)). 

Remark: The surface X is called the tube of radius r around 0:. 

Problem 16.4 (i) Show that the normals to a regular surface defined by 

x = f(v)cosu, 

y = f(v) sin u, 

z = g(v), 

all pass through the z-axis. 

Remark: Such a surface is called a surface of revolution. 

(ii) If S is a connected regular surface and all its normals meet the z 
axis, show that S has a parametrization as in (i). 

Problem 16.5 Show that the first fundamental form of a plane and the 
first fundamental form of a cylinder of revolution defined by 

X(u,v) = (cosu,sinu,v) 

are both (E,F,G) = (1,0,1). 



Problem 16.6 Given a helicoid defined such that 

X=U1COS V 1, 

Y = Ul sinVl, 

Z = Vl, 

show that (E, F, G) = (1,0, ui + 1). 

Problem 16.7 Given a catenoid defined such that 

x = cosh U2 cos V2, 

y = cosh U2 sin V2, 

show that (E,F,G) = (cosh2u2,0 ,cosh2u2) . 
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Problem 16.8 Recall that the Enneper surface is given by 

u3 
x = U - - + uv2 

3 
v3 

Y = V - - +u2v 
3 

z=u2 -V2 . 

(i) Show that the first fundamental form is given by 

E = G = (1 + u2 + v2 )2, F = 0. 

(ii) Show that the second fundamental form is given by 

L=2, M=O, N=-2. 

(iii) Show that the principal curvatures are 

2 

(iv) Show that the lines of curvature are the coordinate curves. 

(v) Show that the asymptotic curves are the curves of the form U+V = C, 
U - v = C, for some constant C. 

Problem 16.9 Show that at a hyperbolic point , the principal directions 
bisect the asymptotic directions. 

Problem 16.10 Given a pseudosphere defined such that 

2cosv 
X= , 

eU + e-U 

2sin v 
y = eU + e-u ' 

eU - e-u 
z=u- , 

eU + e- U 
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show that K = -1. 

Problem 16.11 Prove that a general ellipsoid of equation 

x 2 y2 z2 
2" + b2 + 2 = 1 a c 

(a, b, c pairwise distinct) has four umbilics. 

Problem 16.12 Prove that the Gaussian curvature at a point (x, y , x) of 
an ellipsoid of equation 

has the expression 

p4 
K = 2b2 2' a c 

where p is the distance from the origin (0,0, 0) to the tangent plane at the 
point (x, y, z). 

Problem 16.13 Show that the helicoid, the catenoid, and the Enneper 
surface are minimal surfaces, i.e., H = O. 

Problem 16.14 Consider two parabolas PI and P2 in two orthogonal 
planes and such that each one passes through the focal point of the other. 
Given any two points qI E PI and q2 E P2, let Hq1m be the bisector plane 
of (qI, q2), i.e., the plane orthogonal to (qI, q2) and passing through the 
midpoint of (qI,q2)' Prove that the envelope of the planes H q1 ,q2 when qI 
and q2 vary on the parabolas PI and P2 is the Enneper surface (i.e., the 
Enneper surface is the surface to which each H q1 ,Q2 is tangential) . 

Problem 16.15 Show that if a curve on a surface S is both a line of 
curvature and a geodesic, then it is a planar curve. 

Problem 16.16 Given a regular surface X , a parallel surface to X is a 
surface Y defined such that 

Y(u , v) = X(u, v) + aN(u,v) , 

where a E lR is a given constant. 

(i) Prove that 

Yu X Yv = (1 - 2Ha + Ka2 )(Xu x Xv), 

where K is the Gaussian curvature of X and H is the mean curvature 
of X. 

(ii) Prove that the Gaussian curvature of Y is 

K 
1-2Ha+Ka2 
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and the mean curvature of Y is 

H-Ka 
1-2Ha+Ka2 ' 

where K is the Gaussian curvature of X and H is the mean curvature 
of X. 

(iii) Assume that X has constant mean curvature c i- o. If K i- 0, prove 
that the parallel surface Y corresponding to a = 1/(2c) has constant 
Gaussian curvature equal to 4c2 . Prove that the parallel surface Y 
corresponding to a = 1/(2c) is regular except at points where K = o. 

(iv) Again, assume that X has constant mean curvature c i- 0 and is not 
contained in a sphere. Show that there is a unique value of a such that 
the parallel surface Y has constant mean curvature -c. Furthermore, 
this parallel surface is regular at (u, v) iff X (u, v) is not an umbilical 
point, and the Gaussian curvature of Y at (u, v) has the opposite sign 
to that of X. 

Remark: The above results are due to Ossian Bonnet. 

Problem 16.11 Given a torus of revolution defined such that 

X= (a+bcoscp)cosB , 

y = (a + b cos cp) sin B, 

z = bsin cp, 

prove that the Gaussian curvature is given by 

K = coscp 
b( a + b cos cp ) 

Show that the mean curvature is given by 

H = a + 2bcoscp 
2b( a + b cos cp) 

Problem 16.18 (i) Given a surface of revolution defined such that 

x = f(v)cosu, 

y = f(v) sin u, 

z = g(v), 

show that the first fundamental form is given by 
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(ii) Show that the Christoffel symbols are given by 

2_ II' 1_ 11' 
rt1 = 0, rU - - (1')2 + (g')2' r 12 - [2' 

1'1" + ' " 
ri2 = 0, n2 = 0, r~2 = (1')2 + fg~)2 

(iii) Show that the equations of the geodesics are 

u" + 2~t u'v' = 0, 

If', 2 f'I" + g' g" , 2 
V" - (1')2 + (g')2 (u) + (1')2 + (g')2 (v) = 0. 

Show that the meridians parametrized by arc length are geodesics. Show 
that a parallel is a geodesic iff it is generated by the rotation of a point of 
the generating curve where the tangent is parallel to the axis of rotation. 

(iv) Show that the first equation of geodesics is equivalent to 

12u' = c, 

for some constant c. Since the angle 0, ° ::; 0 ::; 7r /2, of a geodesic with a 
parallel that intersects it is given by 

II _ IXu' (Xuu' + Xvv')1 - II 'I 
cOSu - IIXul1 - u, 

and since I = r is the radius of the parallel at the intersection, show that 

rcosO = c 

for some constant c > 0. The equation r cos 0 = c is known as Clairaut's 
relation. 

Problem 16.19 (i) Given a surface of revolution defined such that 

x = I(v)cosu, 

y = I (v) sin u, 

z = g(v), 

show that the second fundamental form is given by 

L = -Ig', L = 0, M = g'l" - g"/,. 

Conclude that the parallels and the meridians are lines of curvature. 
(ii) Recall from Problem 16.18 that the first fundamental form is given 

by 

E = I(V)2, F = 0, G = I'(V)2 + g'(V)2. 

Show that the Gaussian curvature is given by 

g' (g' f" - g" f') 
K=- I . 
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Show that the parabolic points are the points where the tangent to the 
generating curve is perpendicular to the axis of rotation, or the points of 
the generating curve where the curvature is zero. 

If we assume that G = 1, which is the case if the generating curve is 
parametrized by arc length, show that 

f" K=-j. 

(iii) Show that the principal curvatures are given by 

L -g' 
1£1 = E = J' N 'f" "f' 1£2 = G = 9 - 9 . 

Problem 16.20 (i) Is it true that if a principal curve is a plane curve, 
then it is a geodesic? 

(ii) Is it true that if a geodesic is a plane curve, then it is a principal 
curve? 

Problem 16.21 If X is a surface with negative Gaussian curvature, show 
that the asymptotic curves have the property that the torsion at (u, v) is 
equal to ±J-K(u,v). 

Problem 16.22 Show that if all the geodesics of a connected surface are 
planar curves, then this surface is contained in a plane or a sphere. 

Problem 16.23 A ruled surface X(t,v) is defined by a pair (a(t),w(t)), 
where a(t) is some regular curve and w(t) is some nonnull C 1-continuous 
vector in ]R3, both defined over some open interval I, with 

X(t, v) = a(t) + vw(t). 

In other words, X consists of the one-parameter family of lines (a(t), w(t)), 
called rulings. Without loss of generality, we can assume that Ilw(t) II = 1. 
In this problem we will also assume that w' (t) i= ° for all tEl, in which 
case we say that X is noncylindrical. 

(i) Consider the ruled surface defined such that a is the unit circle in the 
xy-plane, and 

w(t) = a'(t) + e3, 

where e3 = (0,0,1). Show that X can be parametrized as 

X(t,v) = (cost - vsint, sint + vcost, v). 

Show that X is the quadric of equation 

x 2 + y2 _ z2 = 1. 

What happens if we choose w(t) = -a'(t) + e3? 
(ii) Prove that there is a curve (3(t) on X (called the line of striction of 

X) such that 

(3(t) = a(t) + u(t)w(t) and (3'(t)· w'(t) = ° 
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for all t E J, for some function u(t). 
Hint. Show that u(t) is uniquely defined by 

a'· w' 
u=---. 

w'·w' 

Prove that /3 depends only on the surface X in the following sense: If a1 
and a2 are two curves such that 

a2(t) + vw(t) = a1(t) + 8(v)w(t) 

for all t E J and all v E lR for some C3-function 8, and /31, /32 are the 
corresponding lines of striction, then /31 = /32. 

(iii) Writing X(t, v) as 

X(t,v) = /3(t) + vw(t), 

show that there is some function '\(t) such that /3' x w = '\w' and 

IIXt x Xv 112 = (,\2 + v2)llw'112. 

Furthermore, show that 

,\ = (j3',w,w') 
IIw'I12 . 

Show that the singular points (if any) occur along the line of striction 
v = 0, and that they occur iff '\(t) = O. 

(iv) Show that 

and 

M _ (j3',w,w') 

- IIXt x Xvii' N=O, 

,\2 

K = - (,\2 + v2)2 · 

Conclude that the Gaussian curvature of a ruled surface satisfies K ::; 0, 
and that K = 0 only along those rulings that meet the line of striction at 
a Singular point. 

Problem 16.24 As in Problem 16.23, let X be a ruled surface X(t, v) 
where 

X(t, v) = a(t) + vw(t) 

and with IIw(t)1I = 1. In this problem we will assume that 

(w,w',a') = 0, 

and we call such a ruled surface developable. 
(i) Show that 

(. , ') 
M- a,w,w N=O. 

- IIXt x Xvii' 



16.13. Problems 527 

Conclude that M = 0, and thus that K = O. 
(ii) If w(t) x w'(t) = 0 for all tEl, show that w(t) is constant and that 

the surface is a cylinder over a plane curve obtained by intersecting the 
cylinder with a plane normal to w. 

If w(t) x w'(t) =f. 0 for all tEl, then w'(t) =f. 0 for all tEl. Using 
Problem 16.23, there is a line of striction (3 and a function A(t). Check that 
A = O. If (3' (t) =f. 0 for all tEl, then show that the ruled surface is the 
tangent surface of (3. If (3'(t) = 0 for all tEl, then show that the ruled 
surface is a cone. 

Problem 16.25 (i) Let a: 1---> 1R3 be a curve on a regular surface S, and 
consider the ruled surface X defined such that 

X(u, v) = a(u) + vN(u(t) ,v(t)) , 

where N(u(t),v(t)) is the unit normal vector to S at a(t). Prove that a is a 
line of curvature on S iff X is developable. 

(ii) Let X be a regular surface without parabolic, planar, or umbilical 
points. Consider the two surfaces Y and Z (called focal surfaces of X, or 
caustics of X) defined such that 

1 
Y(u, v) = X(u, v) + /"\:1 N(u,v), 

1 
Z(u, v) = X(u, v) + /"\:2 N(u,v), 

where /"\:1 and /"\:2 are the principal curvatures at (u, v). 
Prove that if (/"\:1)u and (/"\:2)v are nowhere zero, then Y and Z are regular 

surfaces. 
(iii) Show that the focal surfaces Y and Z are generated by the lines of 

strict ions of the developable surfaces generated by the normals to the lines 
of curvatures on X. This means that if we consider the two orthogonal 
families ;:1 and ;:2 of lines of curvatures on X, for any line of curvature C 
in ;:1 (or in ;:2), the line of striction of the developable surface generated 
by the normals to the points of C lies on Y (or Z), and when C E ;:1 varies 
on X, the corresponding line of striction sweeps Y (or Z). 

What are the positions of the focal surfaces w.r.t. X, depending on the 
sign of the Gaussian curvature K? Is it possible for Y and Z to be reduced 
to a single point? Is it possible for Y and Z to be reduced to a curve? If Y 
reduces to a curve, show that X is the envelope of a one-parameter family 
of spheres. 

Problem 16.26 Given a nonplanar regular curve f in 1E3 , the surface F 
generated by the tangents lines to f is called the tangent surface of f . The 
tangent surface F of f may be defined by the equation 

F(t, v) = f(t) + vt, 
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where t = f'(t). Assume that 1 is biregular. An involute of 1 is a curve 9 
contained in the tangent surface of 1 and such that 9 intersects orthogonally 
every tangent of I. Assuming that 1 is parametrized by arc length, this 
means that every involute 9 of 1 is defined by an equation of the form 

g(s) = I(s) + v(s)t(s), 

where v(s) is a CI-function, t = f'(s), and where g'(s)· t(s) = o. 
(a) Prove that 

g'(s) = t + v(s)K;n + v'(s)t, 

where n is the principal normal vector to 1 at s. Prove that the equation 

1 + v'(s) = 0 

must hold. Conclude that 

v(s)=C-s, 

where C is some constant, and thus that every involute has an equation of 
the form 

g(s) = I(s) + (C - s)t(s). 

Remark: There is a physical interpretation of involutes. If a thread lying 
on the curve is unwound so that the unwound portion of it is always held 
taut in the direction of the tangent to the curve while the rest of it lies on 
the curve, then every point of the thread generates an involute of the curve 
during this motion. 

(b) Consider the twisted cubic defined by 

Prove that the element of arc length is 

ds = (1 + t;) dt. 
Give the equation of any involute of the twisted cubic. 

Extra Credit: Plot the twisted cubic in some suitable interval and some 
of its involutes. 

Problem 16.27 Let n: X -> 1E3 be a surface. 
(a) Assume that every point of X is an umbilic. Prove that X is contained 

in a sphere. 
Hint. If K;I = K;2 = K; for every (u , v) E n, then dN(w) = -K;W for all 
tangent vectors w = Xux + Xvy, which implies that Nu = -K;Xu and 
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N v = -",Xv' Prove that", does not depend on (u,v) E 0, i.e., it is a 
nonnull constant. Then prove that X + N / '" is a constant vector. 

(b) Assume that every point of X is a planar point. Prove that X is 
contained in a plane. 
Hint. This time, "'1 = "'2 = 0 for every (u, v) E O. Prove that N does not 
depend on (u, v) E 0, i.e., it is a constant vector, and compute (X· N)u 
and (X· N)v. 



17 
Appendix 

17.1 Hyperplanes and Linear Forms 

Given a vector space E over a field K, a linear map f: E ~ K is called a 
linear form. The set of all linear forms f: E ~ K is a vector space called 
the dual space of E and denoted by E*. We now prove that hyperplanes 
are precisely the Kernels of non null linear forms. 

Lemma 17.1.1 Let E be a vector space. The following properties hold: 

(a) Given any nonnull linear form f E E*, its kernel H = Ker f is a 
hyperplane. 

(b) For any hyperplane H in E, there is a (nonnull) linear form f E E* 
such that H = Ker f. 

(c) Given any hyperplane H in E and any (nonnull) linear form f E E* 
such that H = Ker f, for every linear form 9 E E*, H = Ker 9 iff 
9 = )..j for some>. i= 0 in K. 

Proof. (a) If f E E* is nonnull, there is some vector Vo E E such that 
f(vo) i= O. Let H = Ker f. For every vEE, we have 

f(v) f(v) 
f(v - f(vo) vo) = f(v) - f(vo) f(vo) = f(v) - f(v) = o. 

Thus, 

f(v) 
v - f(vo) Vo = h E H 

J. Gallier, Geometric Methods and Applications
© Springer Science+Business Media New York 2001
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and 

f(v) 
v = h + f(vo) Vo, 

that is, E = H + Kvo. Also, since f(vo) =I- 0, we have Vo f{. H , that is, 
H n Kvo = O. Thus, E = H E9 Kvo , and H is a hyperplane. 

(b) If H is a hyperplane, E = H E9 Kvo for some Vo f{. H . Then every 
vEE can be written in a unique way as v = h + Avo. Thus there is a 
well-defined function f: E ---+ K such that f(v) = A for every v = h + Avo. 
We leave as a simple exercise the verification that f is a linear form. Since 
f(vo) = 1, the linear form f is nonnull. Also, by definition it is clear that 
A = 0 iff v E H, that is, Ker f = H . 

(c) Let H be a hyperplane in E , and let f E E* be any (nonnull) linear 
form such that H = Ker f. Clearly, if 9 = V for some A =I- 0, then H = 
Ker g. Conversely, assume that H = Ker 9 for some nonnulllinear form g. 
From (a) we have E = H E9 Kvo , for some Vo such that f(vo) =I- 0 and 
g(vo) =I- O. Then observe that 

g_ g(vo) f 
f(vo) 

is a linear form that vanishes on H, since both f and 9 vanish on H, but 
also vanishes on Kvo . Thus, 9 = Af, with 

A = g(vo) . 
f(vo) 

o 

If E is a vector space of finite dimension nand (Ul, " " un) is a basis of 
E , for any linear form f E E* and every x = X1Ul + ... + XnUn E E, we 
have 

f(x) = A1Xl + ... + Anxn' 

where Ai = f(Ui) E K, for every i, 1 :::; i :::; n. Thus, with respect to the 
basis (Ul, "" un), f(x) is a linear combination of the coordinates of x, as 
expected. 

17.2 Metric Spaces and Normed Vector Spaces 

Thorough expositions of the material of this section can be found in Lang 
[109,110] and Dixmier [50]. We begin with metric spaces. Recall that lR+ = 
{x E lR I x 2: O}. 

Definition 17.2.1 A metric space is a set E together with a function 
d: Ex E ---+ lR+ , called a metric, or distance, assigning a nonnegative real 
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number d(x, y) to any two points x, y E E and satisfying the following 
conditions for all x, y, Z E E: 

(Dl) d(x, y) = d(y, x). 

(D2) d(x, y) 20, and d(x, y) = ° iff x = y. 

(D3) d(x, z) ::; d(x, y) + d(y, z). 

(symmetry) 

(positivity) 

(triangle inequality) 

Geometrically, condition (D3) expresses the fact that in a triangle with 
vertices x, y, z, the length of any side is bounded by the sum of the lengths 
of the other two sides. From (D3), we immediately get 

Id(x, y) - d(y, z)1 ::; d(x, z). 

Let us give some examples of metric spaces. Recall that the absolute 
value Ixl of a real number x E lR is defined such that Ixl = x if x 2 0, 
Ixl = -x if x < 0, and for a complex number x = a + ib, as Ixl = ..j a2 + b2 . 

Example 17.1 Let E = lR and d(x, y) = Ix - yl, the absolute value of 
x - y. This is the so-called natural metric on R 

Example 17.2 Let E = lRn (or E = en). We have the Euclidean metric 

d2 (x, y) = (ixi - Yl12 + ... + IXn - Yn1 2 ) ~ , 

the distance between the points (x I, ... , xn) and (YI,' .. , Yn)· 

Example 17.3 For every set E we can define the discrete metric, defined 
such that d(x, y) = 1 iff x =1= y, and d(x, x) = 0. 

Example 17.4 For any a, bE lR such that a < b, we define the following 
sets: 

1. [a, bj = {x E lR I a ::; x ::; b}, (closed interval) 

2. [a, b[ = {x E lR I a ::; x < b}, (interval closed on the left, open on 
the right) 

3. ja, bj = {x E lR I a < x ::; b}, (interval open on the left, closed on 
the right) 

4. la,b[ = {x E lR I a < x < b}, (open interval) 

Let E = [a, b], and d(x, y) = Ix - YI. Then ([a, bl, d) is a metric space. 

We now consider a very important special case of metric spaces: Normed 
vector spaces. 

Definition 17.2.2 Let E be a vector space over a field K, where K is 
either the field lR of reals or the field e of complex numbers. A norm on E 
is a function 1111: E -> lR+ assigning a nonnegative real number lIull to any 
vector u E E and satisfying the following conditions for all x, y, z E E: 
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x+y 
Figure 17.1. The triangle inequality 

(N1) Ilxll 2: 0, and Ilxll = ° iff x = 0. 

(N2) IIAXII = IAlll xll· 
(N3) Ilx + yll :::; Ilxll + Ilyll· 

(positivity) 

(scaling) 

(convexity inequality) 

A vector space E together with a norm IIII is called a normed vector 
space. 

Condition (N3) is also called the triangle inequality, and it is illustrated 
in Figure 17.l. 

From (N3), we easily get 

Illxll - Ilylll :::; Ilx - YII· 
Given a normed vector space E, if we define d such that 

d(x, y) = IIx - yll, 
it is easily seen that d is a metric. Thus, every normed vector space is 
immediately a metric space. Note that the metric associated with a norm 
is invariant under translation, that is, 

d(x + u, y + u) = d(x, y). 
Let us give some examples of normed vector spaces. 

Example 17.5 Let E = lR and Ilxll = lxi, the absolute value of x. The 
associated metric is Ix - yl, as in Example 17.l. 

Example 17.6 Let E = lRn (or E = en). There are three standard norms. 
For every (Xl, ... ,Xn) E E, we have the norm IIxlll' defined such that 

Ilxl ll = IXII + ... + IXnl , 
we have the Euclidean norm Ilxlb defined such that 

1 

IIxll2 = (IX112 + .. . + IXnI2) "2 , 

and the sup-norm Ilxll oo , defined such that 

IIxli oo = max{lxilll :::; i :::; n}. 

---> 
For geometric applications, we will need to consider affine spaces (E, E) 

---> 
where the associated space of translations E is a vector space equipped 
with a norm. 
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Definition 17.2.3 Given an affine space (E, E), where the space of trans-
--> --> 

lations E is a vector space over lR or C, we say that (E, E) is a normed 
--> 

affine space if E is a normed vector space with norm II II. 
Given a normed affine space, there is a natural metric on E itself, defined 

such that 

d(a, b) = Ilabli. 
Observe that this metric is invariant under translation, that is, 

d(a + u, b + u) = d(a, b). 
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Symbol Index 

N, the natural numbers, 5 
Z, the integers, 5 
Q, the rational numbers, 5 
JR, the real numbers, 5 
e, the complex numbers, 5 
JR', the multiplicative field of reals, 5 
e' , the multiplicative field of complex 

numbers, 5 
JR+, nonnegative reals, 5 
JR n ,5 
en ,5 
dim(E), dimension of a vector space, 

5 
U Ef) V, direct sum of vector spaces, 5 
E', dual of the vector space E, 5 
Ker J, kernel of a linear map, 5 
1m J, image of a linear map, 5 
AT, transpose of a matrix, 5 
id, the identity function, 5 
In, identity matrix, 5 
I, identity matrix, 5 
D(A), determinant of A, 5 
det(A), determinant of A, 5 
lSI, cardinality of a set, 5 
A - B, set difference, 5 
ab, free vector, 8 
E, affine space, 11 

E, vector space associated with 
affine space E, 11 

K, arbitrary field, 11 
(Ai)iEI, family of scalars, 11 

(E, E, + ), affine space, 11 

ab, free vector, 12 
at, free vector, 12 
dim( E), dimension of an affine space 

E,12 
Ea, vector space with origin a, 13 

--> 
(E, E), affine space, 13 
A'K, affine space of dimension n on 

K,14 
An, real affine space of dimension n, 

14 
(ai)iEl, family of points, 18 

LiEI Aiai, affine combination, 18 
(a, A), weighted point, 18 
« ai, Ai) ) i E I, family of weighted 

points, 18 

a+ V, 23 

V;,24 

V, direction of the affine subspace V, 
24 



546 Symbol Index 

(S), smallest affine subspace 
generated by S, 25 

(ao, . .. , am), 27 
(ao,(ul, ... ,um»,27 
(ao, . . . , am), affine frame, 28 
(ao, (aoal, ... ,aoam», affine frame, 

28 
-> 
j , linear map associated with an 

affine map j, 34 
ratio(a, b, c), ratio, 37 
GA(E), affine group, 38 

-> 
GL( E), general linear group, 38 
JR*idE, 38 
DIL(E), group of affine dilatations, 

38 
Ha,A ' affine dilatation, 38 
SA(E), special affine group, 40 
rl(O), kernel of j, 44 
Ker j, kernel of j, 44 
Aut(G), group of automorphisms of 

G,57 
H x 8 K, semidirect product of Hand 

K relative to 0, 57 

SL(E), special linear group, 57 
-> 

SO( E), special orthogonal group, 58 
SE(E), special Euclidean group, 58 
Fix(f),58 
[a, b], line segment from a to b, 62 
C(S), convex hull of S, 62 
H + (f) , closed half-space associated 

with j, 63 
H - (f), closed half-space associated 

with j, 63 
E, hat space, 71 
w: E -t JR, 71 
ttl, translation induced by u, 72 
(a,'x),72 
E, hat space, 74 
-+ , addition in the hat space, 74 

w: E -t JR, 74 
-> -

i: E -t E, 74 
j: E --> E, 74 
a, weighted point of weight 1, 76 
:::: , subtraction on the hat space, 76 
(aOal, ... , aoam, ao), basis in hat 

space, 78 

F , other construction of the hat 
space, 80 

0: E -t F, 81 
(£ , j, w), homogenization of an affine 

space, 83 
- -> j:£ -t F, 83 
T E -t F, unique extension of an 

affine map, 84 
£, generic affine space, 89 
P(E), projective space induced by E, 

91 
~, equivalence relation inducing a 

projective space, 91 
dim(P(E», dimension of a projective 

space, 92 
Pi<, projective space induced by 

Kn+I,93 

JRpn, real projective space, 93 
cpn, complex projective space, 93 
sn, n-sphere, 94 
S+., upper half n-sphere, 94 
P(E*), projective dual space, 95 
P(V), projective subspace induced by 

V,96 
P(H), projective hyperplane induced 

by H, 96 
(U), projective subspace spanned by 

U,96 
(Xl:···: Xn+l), homogeneous 

coordinates, 99 
V([P]) , zero locus, 102 
V(P), zero locus, 102 
P(f), projective map induced by j, 

106 
PGL(E), projective (linear) group, 

106 
P (E), projective completion on E, 

111 
E, projective completion on E, 111 
U oo , point at infinity, 112 
EH, complement of a projective 

hyperplane, 113 
(P( £), P('H.), i), projective 

completion, 114 
[a, b, c, d], cross-ratio, 121 
E*, dual space of E, 126 
E**, bidual of E, 126 



H(E), set of hyperplanes in P(E) , 
126 

UO, orthogonal of U, 127 
VO, orthogonal of V, 127 
Ee, complexification of a vector space 

E,131 
fe, complexification of a linear map 

f, 131 
P(Ec), complexification of P(E), 131 
P80(2),133 
[DI ,D2,DI,DJ] = ei20 , Laguerre's 

formula, 134 
logu, 134 
B = ~llogu([DI' D2, D1 , DJ])I, 

Cayley's formula, 135 
log, complex logarithm, 135 
B = ~log([DI,D2,DI,DJ]), other 

version of Cayley's formula, 
136 

cp(u, v), inner product, 164 
<I>(u) , quadratic form associated with 

cp, 164 
u . v, inner product, 164 
(u, v), inner product, 164 
(ulv), inner product, 164 
lIull, norm of u, 164 
C[a, b], continuous functions on [a, b], 

164 
(f, g), inner product on era, b], 165 
Fl., orthogonal complement, 168 
cpu, 172 
0: E --> E*, map from E to its dual 

E*,l72 
~: E* --> E, map from E* to E, 173 
r, adjoint of f, 174 
Mn(lR), set of real n x n matrices, 184 
GL(E), general linear group, 185 
O(E), orthogonal group of E, 185 
O(n), orthogonal group of lRn , 185 
8L( E), special linear group, 185 
80(E), special orthogonal group of 

E,185 
80(n), special orthogonal group of 

lRn , 185 
0(cp),194 
80(cp),194 
O(p, q), 195 
80(p, q), 195 
80(3,1), Lorentz group, 195 
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PCP, C) , power of P w.r.t. C, 195 
PF, projection onto F, 198 
pc, projection onto G, 198 
Is(E), group of rigid motions of E, 

218 
Is( n), group of rigid motions of En, 

218 
8E(E),218 
8E(n), 218 
Fix(f),220 
A(E), alternating n-linear forms, 231 
detB(wI, ... ,wn ), 235 
.AE (WI, . . . , wn ), volume form, 236 
(WI, ... , w n ), mixed product, 236 
WI x ... X Wn-I, cross product, 237 
u x v, cross product, 238 
Gram(uI, ... , up), Gram determinant, 

244 
dCa, U), distance from a to U, 245 
U;j:,245 
d(U, V), distance of U and V, 245 
U(l), complex numbers of unit 

length,248 
1Hl, the quaternions, 249 
al + bi + cj + dk, a quaternion, 249 
IHlp, pure quaternions, 249 
N(X), reduced norm of a quaternion, 

250 
Tr(X), reduced trace of a quaternion, 

250 
Lx, 252 
Ry,252 
Py,Z, 253 
pz,253 
SU(2), unitary group of dim 2, 254 
p: 8U(2) --> 80(3), 255 
R = 1+ sinBA + (1 - cosB)A2, 

rotation matrix in lR3 , 258 
T}:S3 x S3 --> 80(4),261 
H(a, b), closed half-plane, 268 
V(Pi), Voronoi region, 270 
V(P), Voronoi diagram of P, 271 
80', boundary of a simplex, 275 
lnt 0', interior of a simplex, 275 
Kg, geometric realization of K, 277 
D(P), Delaunay triangulation of P, 

280 
~z, real part of a complex number z, 

287 
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SSz, imaginary part of a complex 
number z, 287 

z, conjugate of a complex number z, 
287 

Izl, absolute value of a complex 
number z, 287 

£j*, semilinear maps on E, 288 
12, Hilbert space, 291 
Cpiece [a , bJ, piecewise bounded 

continuous functions, 291 
C[-1I",1I"], continuous functions on 

[-11",11"], 291 
cp~: E --+ e, 294 
cp~: E --+ e, 294 
bl : E --+ £j*, 294 
or: E --+ E*, 294 
A, conjugate of a matrix, 299 
A *, adjoint of a matrix, 300 
GL(E, q, complex general linear 

group, 301 
U(E), unitary group of E, 301 
U(n), unitary group of en, 301 
SU(E), special unitary group of E, 

301 
SU(n), special unitary group of en, 

301 
1* g, convolution, 304 
U(cp),307 
SU(cp) , 307 
U(p,q) , 307 
SU(p, q), 307 
(-, -}c, complexification of an inner 

product, 312 
Ie, 312 
A = PDpT , 325 
A = RS, polar form, 339 
A = U H, polar decomposition, 

complex case, 339 
A = V DU T, singular value 

decomposition, 341 
IIAx - b11 2 , square norm of the error, 

353 
x+, least squares solution, 354 
A T Ax = AT b, normal equations, 355 
A+ = U D+VT , pseudo-inverse, 355 
P(x) = ~x TAx - x Tb, quadratic 

function, 357 
L(y,>..) = Q(y) + >..T(AT y - I), 

Lagrangian, 360 

eA , exponential of a matrix, 368 
A = PT p- 1 , Schur decomposition, 

372 
det(eA) = etr(A), 374 
GL(n, JR), 376 
SL(n,JR),376 
sl(n), matrices with null trace, 376 
so(n), skew symmetric matrices, 376 
[A, BJ = AB - BA, Lie bracket, 377 
gl(n, JR), 377 
o(n) = so(n), 377 
exp:so(n) --+ SO(n), 378 
SP(n), symmetric positive matrices, 

380 
SPD(n), symmetric positive definite 

matrices, 380 
exp: S(n) --+ SPD(n), bijection, 382 
O(n) x JRn (n+l)/2, 382 

GL(n,q , 383 
SL(n,q , 383 
sl(n, q, complex matrices with null 

trace, 383 
u(n), skew Hermitian matrices, 383 
su(n), 383 
gl(n, q, 384 
exp: u(n) --+ U(n) , 384 
exp:su(n) --+ SU(n), 384 
H(n), Hermitian matrices, 386 
HP(n), Hermitian positive matrices, 

386 
HPD(n), Hermitian positive definite 

matrices, 386 
exp: H(n) --+ HPD(n), bijection, 386 

U(n) x JRn 2
, 386 

se(n), 387 
exp:se(n) --+ SE(n), 388 
TpAt, tangent space, 397 
g, Lie algebra of the Lie group G, 397 
[a, [b, ell + [e, [a, bll + [b, [e, all = 0, 

Jacobi identity, 399 
exp: 9 --+ G , exponential map, 399 
I;, derivative of I at p, 402 
dIp, derivative of I at p, 403 
La, left translation, 403 
R a , right translation, 403 
Ada: 9 --+ g, 404 
Ad: G --+ GL(g), adjoint 

representation, 404 



ad: 9 --> gl(g), adjoint representation, 
404 

e p ,417 
f: ja,b[ --> £, open curve, 418 
f: [a, bj --> £, closed curve, 418 
T t , tangent line, 421 
b - a, free vector, 421 
£(J), 424 
I (J), length of a curve, 424 
s(t) = It: 1IJ'(u)lIdu, arc length, 425 
Nt, normal line, 426 
e, center of curvature, 428 
n, radius of curvature, 428 
K, curvature, 428 
t, unit tangent vector (plane curve), 

432 
n, unit normal vector (plane curve), 

432 
1/, normal vector, 437 
k, algebraic curvature, 437 
R, algebraic radius of curvature, 438 
t, unit tangent vector, 440 
n, principal normal vector, 441 
b, binormal vector, 441 
T, torsion, 443 
T, radius of torsion, 443 
w, Darboux vector, 447 
(t, n, b), Frenet frame, 447 
cosh, hyperbolic cosine, 456 
sinh, hyperbolic sine, 456 
X: 0 --> 1E3 , surface patch, 467 
6,469 
u,469 
v,469 
e',469 
u',469 
v', 469 
6 = Xuu + Xvv, 469 
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Tp(X), tangent space, 469 
N p , unit normal vector, 470 
N p , normal line, 470 
N(utl,vo), unit normal vector, 470 
E, F, G, coefficients of first 

fundamental form, 473 
I p , first fundamental form, 473 
EG - F2, 473 
ds2 = Edu2 + 2Fdudv + Gdv2 , 474 
dA, element of area, 475 
(t, n g , N), 479 
L, M, N , coefficients of the second 

fundamental form, 480 
IIp, second fundamental form, 481 
KN, normal curvature, 481 
Kg, geodesic curvature, 483 
[a,8; I], Christoffel symbols (first 

kind),484 
r~j' Christoffel symbols (second 

kind),484 
g",{3 I/" 486 
K1, K2, principal curvatures, 488 
H, mean curvature, 488 
K, Gaussian curvature, 488 
N: X --> S2, Gauss map, 494 
dNp , derivative of the Gauss map, 

494 
Sp, shape operator, 494 
Nu = -KXu , Olinde Rodrigues's 

formula, 499 
T g , geodesic torsion, 507 
expp : U --> X(O), exponential map, 

514 
IIR KdA, 517 
iixih,533 
iixii2, 533 
iixiioo, 533 
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absolute points 
definition, 133 

absolute quadric, 137 
use of, 137 

absolute value, 532 
acceleration vector j" (t), 423 
action, 12 
adjoint map, 174, 295 
adjoint of j, 174, 175, 194,296 
adjoint of a matrix, 300 
adjoint representation 

of g, 404 
of G, 404 

affine 
curvature, 454 
normal,454 

affine bijections, 39, 88 
affine combination, 16 

defini tion, 18 
of points, 7 

affine dependence, 29 
affine dilatation, 38 
affine form, 44 

definition, 44 
affine frame, 7, 27, 78 
affine frame with origin aD, definition 

first version, 28 

second version, 28 
affine geometry, vii, viii, 3, 7 

a glimpse , 40 
affine group, 56 

definition, 38 
affine Hermitian space, 297 
affine hyperplane, 7, 44 

definition, 25 
affine independence, 7, 26 

definition, 27 
affine isometry, 217 

definition, 217 
affine map, 6, 7, 31, 118, 182 

definition, 31 
representation in terms of a matrix , 

36 
affine patch 

definition, 113 
affine space, 6, 11 

definition, 12 
example 

a line, 14 
a paraboloid of revolution, 15 
a plane, 15 

affine structure 
canonical, 14 
natural, 14 
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affine subspace, 7 
definition, 20 
fiat , 21 

affinely dependent families, 29 
affinely independent families, 27 
algebraic arc length, 425 
algebraic curvature, 437, 461 
algebraic curve, 92 
algebraic geometry, 87, 93, 103, 105, 

114 
algebraic plane curves, 105 
algebraic radius of curvature, 438 
algebraic surface, 92, 105 
algebraic variety, 92 
altitude of a point, 136 
angle, 130 

of complex lines, 136 
of lines, 132, 133 
of unit vectors, 132 

angle of unit vectors 
definition, 233 

antipodal map, 255 
antipodal points, 94 
applications 

of curves, 452 
of Delaunay triangulations, 283 
of Euclidean geometry, 188, 264 
of Lie groups, 405 
of projective geometry, 137 
of surfaces, 518 
of Voronoi diagrams, 283 
to robotics, 61 

arbitrary field, 72 
arc length, 424 
Artin, Emil, 202 
associative algebra, 250 
astroid, 459 
asymptotic directions, 502, 521 

definition, 491 
asymptotic line, 510, 511 

definition, 510 
axis 

of a projectivity, 151 
of rotation, 209, 242 

Bezier sites, 76 
barycenter, 3, 7, 16, 72, 77 

definition, 18 

barycenter of a family of weighted 
points, 18 

barycentric combination 
definition, 18 

barycentric coordinates, 276 
barycentric coordinates of x w.r.t. an 

affine frame 
definition, 28 

base points of a pencil, 159 
basis, 8, 78 

--> 
of E, 28 
projective, 98 
vector space, 27 

basis associated with a projective 
frame, 98 

Beltrami, 336 
Beltrami's pseudosphere, 491 
Berger, 71 
Berger and Gostiaux, 415, 466, 467 
Bertrand, 464 

curves, 462 
bidual space, 126 
bijection between E and its dual E*, 

172 
bijective affine maps, 38 
bijective linear maps, 38 
binormal vector, 441 
birapport, 121 
biregular point, 423 
bisector 

hyperplane, 270 
line, 268 
plane, 268, 269 

block diagonalization 
of a normal linear map, 316 
of a normal matrix, 325 
of a skew self-adjoint linear map, 

320 
of a skew symmetric matrix, 326 
of an orthogonal linear map, 321 
of an orthogonal matrix, 326 

boldface notation of vectors, 14 
Bolyai,2 
Bonnet , 483, 503, 523 
Bonnet's formula, 508 
Bonnet 's theorem, 506 
boundary face of a simplex, 275 
boundary of a simplex, 275 



Boy surface, 114 
Brianchon's theorem, 155 

Calabi, x , 454, 465, 480 
camera 

calibration problem, 139 
extrinsic parameters, 138 
intrinsic parameters , 138 
position and orientation, 138 
projection matrix, 139 
reference frame, 138 

camera calibration 
and Cayley's formula, 136 
projective geometry, 137 

canonical 
frame of lP'k, 100 
isomorphism, 173 
projection, 91 

Caratheodory's theorem, 29, 64 
cardioid, 436, 460, 462 
Cartan,446 
Cartan, Elie, 202 
Cartan-Dieudonne theorem, ix, 197, 

198, 212, 228, 246, 294 
affine isometries, 229 
Euclidean case, 202 
sharper version, 323 

catenary, 456, 476 
catenoid, 475, 521 
Cauchy-Schwarz inequality, 165, 291 
caustics, 462, 527 
Cayley, 2, 3, 130 
Cayley's formula, 135, 140 
Cayley's representation of rotations, 

331 
center, 138 

of a circle, 157 
center of curvature, 428, 447 
center of mass, 19 
central dilatation, 7 

definition, 38 
central projection, 88, 89 
centroid, 53 
Ceva's theorem, 51 
change 

of basis, 10 
of frame, 10 

chart, 393 
Chasles, 130, 198, 223 

Chasles's identity, 16 
Chevalley, 368 
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Christoffel symbols, 483, 485, 524 
of the first kind, 484 
of the second kind, 484 

circle, 87, 135,240 
circle of curvature, 431 
circulant matrix, 303 
circular convolution rule, 304 
circular helix, 448, 460 , 464 
circular points, 104, 132 

definition, 133 
circular shift matrix, 303 
cissoid of Diocles, 456 
Clairaut's relation, 524 
classical groups, 310 
classical Lie groups, 376 
closed curve of class CP, 419 
closed half-space 

associated with J, 63 
associated with H, 63 
definition, 63 

closed subgroup of GL(n, JR), 391 
closed under 

affine combinations, 20 
linear combinations, 20 

closed unit ball, 95 
clothoids, 461 
cocyclic, 149 
Codazzi, 503 
Codazzi-Mainardi equations, 506 
codimension one, 25 
cofactor , 238 
collinear, 149 

points, 25 
collineation, 110 
column vectors, 14 
complete quadrilaterals, 124 
complex, 276 

logarithm, 135 
complex Lie group, 383 
complexification 

of P(E), 131 
of a linear map, definition, 131 
of a vector space, 311 
of a vector space, definition, 131 
of an inner product, 312 

computational geometry, viii , ix, 188, 
267 



554 Index 

computer graphics, vii, 4, 140, 264, 
364 

computer science, vii 
computer vision, vii, 4, 136, 137, 189, 

264, 364 
condition number, 217 
conic, 52, 87, 132, 135, 190 

nondegenerate, 52 
projective, 152 

conjugate 
of a complex number, 249, 287 
of a matrix, 299 
of a quaternion, 250 
of a vector, 131 
vectors, 193, 305 

constant affine map, 35 
constrained minimization problems, 

359 
constrained optimization problems, 

454 
constraint, 359 
control points, 20, 458 
convex 

combination, 30 
hull, 30, 270 
polygon, 270 
polyhedron, 270 
set, viii, 30, 62, 270 

convex hull, 62 
and Delaunay triangulation, 282 
and Voronoi diagram, 283 
definition, 62 

convexity, 7 
convolution f * g, 304 
coordinate curves, 468 
coordinate system, 7 
coordinates in affine space, 28 
coordinates of x w.r.t. an affine frame 

definition, 28 
coplanar points, 25 
Cornu spirals, 461 
Courant-Fischer formula, 332 
Coxeter, 1 
cross product, 240 

definition, 237 
cross-product, 401 
cross-ratio, 108, 121, 132, 133, 149 

definition, 121 
of hyperplanes, 129 

cryptography, 140, 141 
curvature, 415, 426, 440, 447 

K,430 
definition, 428 

curve, 395 
continuously differentiable, 416 
in SO(3), 264 
nowhere differentiable, 416 
of class CP, 418 

curves, 7, 415 
CP-equivalent, 420 
global properties, 415 
local properties, 415 
on a surface, 473 
parametrized, 415 

curvilinear coordinate systems, 394 
cusp, 435, 455 

of the second kind, 455 
of the third kind, 455 

cuspidal cubic, 459 

Darboux, 161, 446, 467, 481, 505 
frame, 507 
vector, 443, 447 

data compression, 348 
de Casteljau's algorithm, 125 
QR-decomposition, ix, 177, 185, 188, 

197, 213, 215, 297, 301, 3.56 
QR-decomposition, in terms of 

Householder matrices, 213 
definite 

Hermitian form, 306 
symmetric bilinear form, 194 

degenerate conic, 153 
Delaunay triangulation, viii, ix, 188, 

267, 274 
definition, 279 

derivative of f at p, 402 
Desargues's theorem, 7, 160, 161 

affine version, 43 
dual, 150 
improved affine version, 52 
projective version, 111, 120 

determinant of a linear map, 185 
determining orbits of asteroids, 352 
developable 

ruled surface, 526 
diagonalization 

of a normal linear map, 318 



of a normal matrix, 327 
of a self-adjoint linear map, 318 
of a symmetric matrix, 325 

diagonalize a matrix, 188 
Dieudonne, 202, 247 
Differential geometry, viii, 4 

of curves, x, 415 
of surfaces, x, 465 

dilatation, 71 , 72 
affine, 38 
central, 38, 72 

dilatation of center a and ratio A 
definition, 38 

dilation, 38 
dimension 

of a complex, 277 
of a projective space, 92 
of a projective subspace, 95 
of a simplex, 275 
of a subspace, 24 
of an affine space 

definition, 12 
Dirac delta function, 191 
direction, 7 
direction of an affine subspace 

definition, 24 
Dirichlet, 270 
Dirichlet- Voronoi diagram, 267 

definition, 270 
discrete Fourier transform, 303 
discrete subgroup, 392 

definition, 392 
distance, 531 
distance d(a, U), 245 
distance d(U, V), 245 
distance between a and b, 180 
distance between points, 130 
do Carmo, 415, 466 
dual problem, 362 
dual space, 126,530 
duality, 95 

and conics, 155 
Delaunay triangulations, Voronoi 

diagrams, 283 
in Euclidean spaces, 172 
in projective geometry, 126, 127 
in projective plane, 128 

duality between subspaces, 127 
Dupin, 500, 509 
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Dupin indicatrix, 493, 500 
Dupin's theorem, 510 
dynamics, 7, 37 

textbook on, 7 

edge of regression, 449, 450 
edges, 30 
efficient communication, 140 
eigenvalue, 202, 312, 494 
eigenvector, 312, 494 
eigenvector associated with A, 202 
element of arc length, 473 
element of area, 475 
ellipse, 434, 459 
ellipsoid, 470 
elliptic point, 489, 502 
embedded submanifold, 391 
embedding a real vector space into a 

complex vector space, 130 
embedding an affine space into a 

vector space, 70, 75 
energy function, 357 
engineering, vii 
Enneper surface, 493, 511, 521 , 522 
envelope of a conic, 155 
equation of a hyperplane, 97 
equation of a projective line, 144 
equation of the asymptotic lines, 511 
equation of the lines of curvature, 507 
equations of the geodesics, 512, 524 
equilibrium equations, 360, 361 
equivalence relation on pairs of lines, 

132 
error-correcting codes, 140, 141 
Euclid, 1 
Euclid's fifth postulate, 2 
Euclidean affine space, 163 

definition , 179 
Euclidean geometry, viii, ix, 3, 130, 

162 
Euclidean norm 

induced by an inner product , 167 
Euclidean space, 163, 267, 314, 415 

definition, 164 
generalization to, 136 

Euclidean space lEn, 156 
Euclidean structure, 163 
Euler, 4, 473, 487 

parameters, 262 



556 Index 

rotation matrix, 259 
Euler's formula, 278, 489 
Euler-Poincare characteristic, 278, 

279,517 
evolute, 430, 433 

of an ellipse, 430 
exponential map, ix, 261, 309, 367, 

513 
exp: 9 ----> G, 399 
for a surface patch, 514 

exponential of a matrix, 239 
extrinsic properties, 466, 481 

face of a simplex, 275 
fairness, 454, 519 
families 

of finite support, 11 
of scalars, 11 

family 
of points, 18 
of scalars, 18 
of weighted points, 18 

field 
K arbitrary, 11 
IR of real numbers, 11 
characteristic of a, 11 

finite field, 141 
finite projective spaces, 141 
finite support, 19, 72, 170 
first fundamental form, 474, 481, 486, 

503 
definition, 473 

fixed frame, 61 
fixed point, 36, 58 

of a projective map, 150 
of an affine map, 219 
of an isometry, 197 

flavor, 75 
flip, 229 

transformations, 185, 301 
flip about F 

definition, 198 
focal length, 138 
focal surfaces, 527 
focus of projection, 138 
force, 7, 11 
formula of Olinde Rodrigues, 499 
Fourier analysis, 165, 172 
Fourier matrix, 301, 303 

Fourier series, 169, 191 
Fourier transform, 172 
frame, 7 

projective, 98 
frame invariance, 10 
frame invariant properties, 9 
free vector, 8, 10, 11 

definition, 12 
Frenet equations, 444, 446 
Frenet frame, 440, 447, 478 

definition, 440 
Frenet matrix, 447 
Frenet-Serret frame, 440 
Fresnel integrals, 461 
from polar form to SVD, 341 
from SVD to polar form, 341 
Fulton, 93 
CP-continuous function, 417, 467 
C=-function, 417 
function of class CP, 417 
fundamental theorem of projective 

geometry, 110 

Gallier, vii, 70 
Gauss, 2, 4, 188, 352, 481 
Gauss formula, 517 
Gauss map, 494, 495 

definition, 494 
Gauss's Theor'ema Egregium, 503, 505 
Gauss-Bonnet theorem 

global version, 517 
local version, 516 

Gaussian curvature, 465, 487, 515, 
522 

definition, 488 
general linear group, 383 
generalized Frenet-Serret frame, 451 
genus, 518 
geodesic, 511, 515, 522 

definition, 512 
geodesic circle, 515 
geodesic curvature, 478, 483, 485, 

503, 512 
definition, 483 

geodesic line, 465, 514 
definition, 512 

geodesic normal vector 
definition, 479 

geodesic polygon, 516 



geodesic torsion, 507 
definition, 507 

en-continuity, 453 
geometric continuity, 453, 518 
geometric curve (or arc), 420 

of class CP, 420 
geometric modeling, vii 
geometric realization of K, 277 
geometry, 1 

in the large, 465 
in the small, 465 

Gergonne, 127 
Gershgorin's theorem, 330 
Givens- Householder, 330 
Gram determinant, 244, 302 
Gram- Schmidt 

orthonormalization, 185, 296 
orthonormalization procedure, 176 

Gramian, 244, 302 
Grassmann, 78 
Grassmann's relation, 46, 96 
Grassmannian variety, 148 
group 

of orthogonal transformations, 162 
of orientation preserving rigid 

motions, 162 
of rigid motions, 162 
of rotations, 163 
of transformations, 3 

group homomorphism, 38 
group of rigid motions 8E(n), 387 
group of rotations 80(3) , 249 

Hadamard, 163 
half-sphere S't-, 94 
half-spherical model of projective 

geometry, 94 
Hamilton, 249 

identities for the quaternions, 250 
quaternions, 250 

harmonic conjugates, 124 
harmonic division, 124, 135, 150 

more on, 124 
Harris, 93 
hat construction, viii, 70, 74 
hat space E 

definition, 74 
helicoid, 475, 521 
Helly's theorem, 29, 67 

Hermitian form 
definition , 289 
positive, 290 
positive definite, 290 
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Hermitian geometry, ix, 287 
Hermitian inner product, 169 
Hermitian norm, 293 
Hermitian space, 287 

definition, 290 
Hilbert , 416 
Hilbert and Cohn-Vossen, 114, 466 , 

502, 510, 511 
Hilbert curve, 416, 457 
Hilbert space, ix, 173, 295 
Hippocrates, 1 
holes in a surface, 518 
homogeneous coordinates, 99 

definition, 99 
homogeneous equation of a conic, 53 
homogeneous polynomial, 102, 131 
homogenization , 70 
homogenization of an affine space 

definition, 83 
homogenizing, 88 
homography, 106 
homology of center 0 and of axis .6., 

160 
homology of center 0 and of plane of 

homology II, 160 
homomorphism of Lie algebras, 403 
homomorphism of Lie groups, 403 
homothety 

definition, 38 
Hopf fibration, 143 
Householder matrices, 186, 197, 329 

definition, 200 
hyperbolic functions, 476 
hyperbolic point, 489 , 502, 521 
hyperplane, 63, 71 , 95, 132, 173, 295, 

530 
affine, 44 , 71 

hyperplane at infinity, 112, 114, 118 
hyperplane model of projective 

geometry, 94 
hyperplane symmetry 

definition, 198 
hypersurface V(P) , 131 

image 1m f of f , 334 



558 Index 

image center , 138 
image plane, 138 
immersion , 472 
improper 

isometry, 185, 301 
orthogonal transformation, 185 
unitary transformation, 301 

independence 
affine, 26 
linear, 26 

infinitesimal transformations, 367 
inflection point, 455 
injective affine map, 35 
inner product , 3, 163 

definition, 164 
Hermitian, 249 

interior of a simplex, 275 
interpolant, 262 
intersection 

of affine spaces, 7 
of affine subspaces, 46 
of algebraic curves, 88 

intrinsic manner, 10 
intrinsic properties, 466, 481 
invariants of a curve, 447 
inverse discrete Fourier transform, 

303 
inversion, 158, 190, 196 
inversion of pole a and power k, 156 
involute, 433 , 462 , 528 
involution, 150, 151 
irreducible 

curves, 105 
polynomials, 105 

isolated point, 392 
isometry, 175 

w.r.t. cp, 194 
isomorphism 1/;: (JR3, x) -> 50(3),400 
isomorphism cp: (JR3, x) -+ 5u(2), 401 
isomorphism of Lie algebras, 403 
isomorphism of Lie groups, 403 
isotropic 

line, 136, 137 
vector, 173, 246 

isotropic line 
definition, 133 

Jacobi identity, 399, 404, 407 
Jacobian determinant , 472 

joint screw, 405 
Jordan, 336 

are, 419 
curve, 420 

kernel 
of a Hermitian form, 306 
of a symmetric bilinear form, 194 
of an affine form 

definition, 44 
of an affine map, 44 

kinematics, 7, 37 
Klein, 2, 130 
Klein quadric, 105, 148, 149 
Knapp, 405 
Krein and Millman's theorem, 63 

Lagrange identity, 239, 244, 480 
Lagrange multipliers, ix, 356 

definition, 360 
Lagrangian, 360 
Laguerre, 3, 130 
Laguerre's formula, 134, 137 
Laplace formula, 238 
largest empty circle, 284 
least affine subspace containing M 

and N, 47 
least squares, ix, 348, 352 

method,188 
problems, 187 
recursive, 356 
weighted, 356 

least squares solution x+, 354 
left translation La, 403 
left-invariant vector fields , 404 
Legendre, 188, 352 

polynomials, 178 
lemniscate of Bernoulli , 419 
length of a curve, 424 
length of a line segment , 162 
Lie algebra, ix, 240, 241, 262, 309, 

367, 376, 383, 391 
definition, 399 

Lie bracket , 241 , 377, 383, 397, 399 
fA, B] = ad(A)(B), 404 

Lie group , viii, ix, 195, 240, 241, 307, 
309, 367, 376, 383, 391 

definition , 397 
line, 24 



at infinity, 133 
line conic, 155 
line of curvature, 506, 510, 522 

on an ellipsoid, 510 
line of striction, 449, 450, 520, 525 
linear algebra, 3, 5, 7, 88 
linear combination 

of points, 13 
problem, 17 

of vectors, 7, 9 
linear form, 44, 74, 95 , 530 
linear independence, 7, 26 
linear isometry, 163, 175, 180 

definition, 180 
linear Lie group, 391 

definition, 397 
linear map, 6, 31 

associated with an affine map, 34 
linear systems of hyperplanes, 127 
linearization of an affine space 

definition, 83 
Lobachevski , 2 
local chart , 393 
local coordinates of p, 393 
logarithmic spiral, 435, 457, 460 
Lorentz group, 195 

Mobius, 144 
net, 101 
tetrahedra, 144 

magnification, 33, 38 
Mainardi, 503 
manifold, 255, 368, 415, 465, 515 
Marsden and Ratiu, 405 
matrix, 36 

adjoint , 326 
analysis, 188 
bidiagonal, 348 
block diagonal, 316 
conjugate, 326 
Hermitian, 304, 327 
normal, 327 
normal forms, 310 
of a bilinear form, 192 
of a sesquilinear form, 304 
orthogonal, 324 
skew Hermitian, 327 
skew symmetric, 324 
symmetric, 316, 324 

tridiagonal , 328, 348 
unitary, 327 

Index 559 

upper triangular, 186, 191 , 372 
weakly orthogonal, 342 

matrix group, 309, 391 
mean curvature, 465, 487, 523 

definition, 488 
measure 

of an angle, 132, 234 
definition, 234 

of the angle of two lines, 133 
Menelaus's theorem, 51 
mesh, 267 
metric, 531, 534 
metric map, 180 
metric notions, 162 
metric space, 531 

definition , 531 
Meusnier's theorem, 482 
Milnor, 392 
minimal surfaces, 493, 522 
minimization of a quadratic function , 

356 
minimizing IIAx - b11 2 , 353 
minimum spanning tree, 284 
Minkowski inequality, 165, 291 
Minkowski sum, 69 
mixed product, 236, 239 

definition , 236 
modified Gram-Schmidt method, 

187, 191 
Monge, 130 
monkey saddle, 490 
motion, 7 

interpolation, 380, 405 
planning, vii , 4, 188 , 264, 284, 405 

moving frame, 61 
mutually skew lines, 149 

natural affine space, 24 
nearest neighbors problems, 283 
nondegenerate 

conic, 153 
Hermitian form, 306 
symmetric bilinear form, 173, 194, 

246 
non-Euclidean geometries, 137 
non isotropic vector, 246 
nontrivial vector space, 5 
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norm, 164, 165, 167, 178, 293 
definition, 532 

normal curvature, 478 
definition, 479, 481 

normal equations, 189, 353 
definition, 353 

normal line, 426, 470 
normal linear map, 175, 310, 314, 318 

definition, 310 
normal neighborhood, 514 
normal plane, 439 
normal section, 482 
normal subgroup, 56 
normal vector, 426 
normed affine space, 534 

definition, 534 
normed vector space, 293, 531 

definition, 533 
north pole, 142 
null linear map, 35 
null set of an affine map, 44 

open curve of class CP, 418 
optical axis, 138 
optimal control, 406 
optimization problems, 352 
orientation, 231 

of E , 232 
orientation of a Euclidean affine space 

E , 232 
orientation of a Euclidean space, 231 
orientation of the plane, 132 
origin, 6, 8, 12 
orthocenter, 136 
orthogonal, 355 

basis, 185 
circles, 190 
complement, 168, 313 
family, 168 
line segments, 180 
linear map, 310, 321 
lines, 135 
reflection, 198 
spaces, 179 
symmetry, 198 
symmetry about F, 222 
transformation 

definition, 180 
vectors, 168, 294 

orthogonal group, 183, 197, 376 
definition, 185 

orthogonal matrix , 185 
definition, 184 

orthogonal of V, 127 
orthogonal versus orthonormal, 185 
orthogonality, 130, 162, 168 

and linear independence, 170 
orthonormal 

basis, 183, 296 
family, 168 

orthonormal basis 
existence, 176 
existence, second proof, 176 

osculating circle, 430, 435, 458 
definition, 430 

osculating plane, 420, 423 
definition, 423 

osculating sphere, 449 
definition, 449 

overdetermined linear system, 352 

pairing between E and E*, 127 
Pappus's theorem, 7, 151, 161 

affine version, 42 
dual, 151 
improved affine version, 52 
projective version, Ill, 118 

parabolic point, 490, 502 
paraboloid of revolution, 281 
parallel subspaces, 25 
parallel surface, 522 
parallelepiped, 30 
parallelism, 6, 7 
parallelogram, 30, 32 
parallelotope, 30, 236, 243 
parametric continuity, 452, 518 
parametric rational curve, 89 
parametrization of M at p 

centered at p , 393 
definition, 393 

partial map, 106 
partial sums, 171 
particle, 7 

moving in 3D space, 7 
Pascal's theorem, 53, 154 
Pauli spin matrices, 262, 401, 408 
Peano, 416 
pencil 



of circles, 104, 158, 190 
of conics, 104 
of hyperplanes, 98 
of lines, 97, 128, 151 
of planes, 128 

pencil of hyperplanes 
definition, 128 

pencil of lines 
definition , 98 

periodic, 419 
perpendicular 

line segments, 180 
vectors, 168 

perspectivities between lines, 110 
perspectivity, 151 

definition, 107 
Peterson, 503 
physical forces , 7 
physics, 7 

inspired by, 9 
pinhole model of a camera, 138 
pixel coordinates, 138 
Plucker coordinates, 147, 149 
planar point, 490, 502 
plane, 24 
plane curves, 426 
point , 7, 11-13, 75 

projective, 92 
point conic, 155 
point location problem, 284 
points, 6 

A-heavy, 75 
affinely dependent, 29 
affinely independent, 27 
assigned the weights Ai, 18 
collinear, 25 
coplanar, 25 
in general position, 271 

points are not vectors , 30 
points at infinity, 88, 94, 112, 114 
polar axis, 439, 440, 447, 449 
polar coordinates, 460, 514 
polar decomposition, 188, 336,344 

of A , 339 
polar form, ix, 333, 337 

definition, 339 
of a quadratic form, 165 

polar line, 101 
polygon 

definition , 277 
polyhedron 

Index 561 

definition, 277 
polynomial curve, 89, 458 
polytope 

definition, 277 
Poncelet, 3, 127, 130, 160 

points, 159 
position, 7 

vector, 8 
positive 

Hermitian matrix, 386 
symmetric matrix , 380 

positive definite 
bilinear form, 164 
Hermitian matrix, 386 
symmetric matrix, 357, 380 

positive definite self-adjoint linear 
map, 334 

positive self-adjoint linear map, 334 
positive semidefinite, 380 
post office problem, 269 
potential energy, 363 
power of P w.r.t. C, 195 
pre-Hilbert space, 290 
preservation of the ratio of volumes, 

40 
primal problem, 362 
principal axes, 348 
principal curvatures, 465, 487, 497, 

527 
definition, 488 

principal directions, 497 
definition, 488 

principal normal, 439, 462, 478 
line, 439 

principal normal vector, 441 
principal point , 138 
problem of Apollonius, 190 
projection 

central,89 
conic,89 
linear, 198 
perspective, 89 

projection of center c 
definition , 107 

projective 
hyperplane, 96 
line, 93, 96 
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plane , 93 , 96 
point, 93, 96 

projective (linear) group, 106 
projective completion, 90 

definition, 114 
of an affine space, 70, 111 

projective frame 
definition, 98 

projective geometry, viii , 2, 3, 87 
projective isomorphism, 106 
projective map, 88, 118 

definition, 106 
projective space, 91 

definition, 91 
of circles, 101 
of conics, 104 

projective subspace 
definition, 95 

projective transformation, 106 
projectively independent points, 96 
projectivity, 106 
proper 

face of a simplex, 275 
isometry, 185 
orthogonal transformations, 185 
unitary transformations, 301 

pseudo-inverse, ix, 189, 348 
definition, 355 
Penrose properties, 355 

pseudosphere, 491, 521 
pure quaternions, 249 
Pythagoras, 1 

quadrangles, 124 
quadratic constrained minimization 

problem, 360 
quadratic form, 289 

associated with cp , 164 
quadric, 87, 132 

surface, 146 
quaternion interpolation, 262 
quaternions, 248 

and SO(3), 253 
and SO(4), 260 
definition, 249 
inner product , 252 
multiplication of, 250 
pure part, 251 
scalar part, 251 

quotient topology, 95 

radical axis, 196 
of two circles, 158 

radius of a circle, 157 
radius of curvature, 428, 430, 440 
radius of torsion, 443, 447 
Radon 's theorem, 29, 66 
Ramshaw, 75 
rank 

of a sesquilinear form, 305 
of a bilinear form, 192 
of a linear map, 334 

ratio, 162 
of three points 

definition, 37 
preservation by affine maps, 121 

rational curves, 89, 140 
rational surfaces, 89, 140 
Rayleigh quotient , 332 
real affine space of dimension n, 14 
real basis, 131 
real conic , 133 
real eigenvalues, 175, 188 
real Euclidean plane, 132 
real hypersurface, 131 
real points, 131 
real projective space lRp3, 249 
rectifiable, 424, 425 
rectifying plane, 442 

definition , 441 
reduced norm, 250 
reduced trace of a quaternion , 250 
reflection, 162, 243 

about a plane, 226 
with respect to F and parallel to 

G,198 
reflection about F 

definition, 198 
regular 

closed curve of class CP, 419 
curve of class CP , 418 
open curve of class CP , 418 
point on a curve, 418 
point on a surface, 469 
surface on n, 469 

regular point, 421 
Riemann, 2 
Riemannian manifold, 466, 475 



Riemannian metric, 474, 487 
right translation Ra, 403 
rigid body, 264 
rigid map, 217 
rigid motion, 3, 7, 37, 162, 180, 264, 

387, 410, 438 
definition, 218 

robotics, xii, 405 
Rodrigues, 250, 499 

formula, 242, 259, 379, 400 
rotation, 33, 162, 226, 233, 248 

angle, 255 
axis, 255 
definition, 185 
in terms of flips, 212 
matrix, 370, 376 

row vectors, 14 
ruled surface, 525, 526 
rulings, 525 

saddle point, 363 
Samuel, 103, 110 
scalar product 

definition, 164 
Schmidt, 336 
Schur's lemma, 373 
screw motion, 226 
screw system, 405 
second fundamental form, 481, 494, 

503 
and the shape operator, 499 
definition, 481 

Segre embedding, 146 
self-adjoint linear map, 310, 318, 320 

definition, 175 
self-intersection, 420 
semidirect product, 56, 398 
semidirect product of Hand K 

relative to B, 57 
semilinear map, 288 
seminorm, 293 
sending objects to infinity, 118 
sesquilinear form 

definition, 288 
(n, s)-set, 141 
set of lines through the origin, 92 
shape operator, 499 

definition, 494 
shear, 32, 33 
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short exact sequence, 46 
signature of a sesquilinear form, 306 
signature of a bilinear form, 194 
similarity, 137 
similarity structure, 137 

definition, 135 
simple arc, 419 
simple closed curve, 420 
simple polygon, 278 
simplex, 244, 275 

n-simplex, 30 
definition, 275 
open, 275 

n-simplex, 275, 277 
simplicial complex 

definition, 276 
singular value decomposition, 188, 

333, 336, 339, 341 
case of a rectangular matrix, 346 
definition, 341 

singular values of J, 334 
skew self-adjoint linear map, 310 
skew symmetric matrices, 376 
slope of a line, 134 
smallest affine subspace generated by 

5,25 
smooth curve, 395 
smooth curve on a manifold, 395 
smooth diffeomorphism, 402 
smooth manifold, 392 

in jRN, definition, 393 
smooth map between manifolds, 402 
smooth surface, 395 
south pole, 142 
space curves, 439 
spanning tree, 281 
special affine group, 40, 57 
special Euclidean group, 58 
special linear group, 57, 185, 376, 383 
special orthogonal group, 58, 376 

definition, 185 
special unitary group, 383 

definition, 301 
spectral theorems, ix, 309 
speed, 425 

unit, 426 
sphere, 94 
3-sphere 53, 249 
n-sphere 5 n , 94 
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spherical model 
of projective geometry, 94 

spherical model of projective 
geometry, 88 

spline surfaces, 518 
splines, 452 
B-splines, 452 
square-filling curve, 416 
standard frame in ]R3, 8 
star-shaped, 69, 514 

with respect to a, 69 
stationary point, 417, 418 
Steiner characterization of a conic, 

153 
Steiner's theorem, 159 
stereographic projection, 142, 158, 

393 
stiffness matrix, 361 
Strang, 5, 238 
subdivision, 424 
subspace 

affine, 118 
of a vector space, 20 
of an affine space, 20 
projective, 118 

subspace topology, 392 
surface, 395, 465 
surface gallery, 114 
surface of revolution, 520, 523, 524 
surface patch 

definition, 469 
surfaces, 7,465 

global properties, 465 
local properties, 465 

surjective affine map, 35 
surjectivity of exp:se(n) --+ SEen), 

388 
surjectivity of exp:so(n) --+ SO(n), 

378 
surjectivity of exp: su( n) --+ SU (n), 

384 
surjectivity of exp: u(n) --+ U(n), 384 
SVD, ix, 188, 339, 341 
SVD methods in computer vision, 139 
Sylvester, 336 
Sylvester's inertia theorem, 193, 305 
symmetric bilinear form, 164 
symmetric matrix, 175, 188 
symmetry 

with respect to F and parallel to 
G,198 

with respect to the origin, 199 

tangent, 421 
tangent line to a conic, 154 
tangent line, definition, 421 
tangent map of f at p, 402 
tangent plane 

definition, 469 
tangent space, 367, 391, 469 
tangent space TpM at p 

definition, 397 
tangent vector to M at p, 397 
tangent vector to a curve, 396 
tangential coordinates, 50 
tetrahedron, 30, 48, 161 
Thales, 1 
Thales' theorem, 7, 40 
Thiessen polygons, 270 
topological group, 376, 383, 392 
topological invariants, 279 
topological space, 95 
topology of the geometric realization, 

277 
torsion, 415, 442, 447 

definition, 443 
torus, 490 
total curvature 

definition, 488 
trace, 209, 374 

of a curve, 418, 419 
of a matrix, 243 
of a surface, 469 

tractrix, 456, 491 
trajectories, 7 
translation, 7, 11, 12, 33, 39, 71, 72 

definition, 35 
translation part of an affine map, 36 
transpose of a matrix, 183, 299, 324, 

326 
triangle, 30 
triangle inequality, 167, 532, 533 
triangulation, 277 

definition, 277 
triply orthogonal system, 510 

definition, 509 
trivial vector space, 5 
true circle, 157 



tube, 520 
twisted cubic, 49 , 441, 444, 450, 528 

umbilic, 490, 528 
umbilical point, 490, 502 
umbilics on an ellipsoid, 490, 522 
unique global minimum, 357 
unit circle, 248 
unit normal vector 

definition, 470 
unit quaternions, 253 
unit tangent (vector), 425 
unitary 

group, 299, 383 
map, 318 
matrix, 299 

unitary group 
definition, 301 

unitary matrix 
definition, 301 

unitary space 
definition, 290 

unitary transformation, 298 
definition, 298 

universal property 
of the homogenization, 83 
of the projective completion, 114 

up to a scalar, 88 
using curves to determine a Lie 

algebra, 399 

Vandermonde determinant, 49 
variance, 364 
variational problem, 359 
variety, 102 

Index 565 

Veblen and Young, 1, 88, 137 
vector, 7, 13, 75 

free, 8,10-12 
vector space, 6, 74 

acting on a set, 11 
associated with E, 13 
obtained by taking a as the origin, 

13 
velocity vector !'(t), 423 
Veronese map, 143 
vertex, 277 

of a simplex, 275 
view plane, 140 
viewing system, 140 
volume form 

definition, 236 
Von Neumann and Cartan, 391 

theorem, 397 
von Staudt, 130 
Voronoi, 270 
Voronoi diagram, viii, ix, 188, 267, 

270 
Voronoi region, 270 

Warner, 405 
weighed point 

definition, 18 
weight, 75 
weighted point , 76 
Weingarten equations, 497 
Weingarten operator, 499 
Weyl, xiii, 336 
world reference frame, 138 

zero locus, 92, 102 
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