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Preface 

The Pacific-Rim Conference on Multimedia (PCM) was held in Hong Kong, at the 
City University of Hong Kong, during December 11–14, 2007. Started in 2000, PCM 
has been held in various places around the Pacific Rim, including Sydney, Beijing, 
Hsinchu, Singapore, Tokyo, Jeju, and Zhejiang in chronological order. PCM is a 
major annual international conference organized as a forum for the dissemination of 
state-of-the-art technological advances and research results in the fields of theoretical, 
experimental, and applied multimedia analysis and processing.  

PCM 2007 was organized into 5 different tracks with a total of 247 submissions 
from 26 countries and regions including Australia, Belgium, Canada, China, Japan, 
Korea, New Zealand, Singapore, Spain, Taiwan, the UK and the USA. Among the 
five tracks, “multimedia analysis and retrieval” received the most number of 
submissions (34% of the submissions). After a rigorous review process, 73 papers 
were accepted for oral presentations, giving an acceptance rate of under 29% for PCM 
2007. In addition, 21 papers were accepted for poster presentations. We would like to 
thank all the Track Chairs and the reviewers for their timely handling of the paper 
reviews. We are particularly grateful to Chong-Wah Ngo and his team for their 
support of the Web-based review system throughout the process. We are also indebted 
to the Special Sessions Chairs, Qi Tian and Timothy Shih, for the organization of the 
two special sessions on “The AVS China National Standard” and “Multimedia 
Information System for Biomedical Research,” respectively. Papers in this volume 
cover a range of pertinent topics in the field including, content-based and semantic 
analysis of images, audio and video data as well as 3D models; video multicasts over 
wireless ad hoc networks; and image and video watermarking and authentication, etc.. 
We also thank our keynote speakers, Edward Chang and Alan Hanjalic for their 
enlightening speeches. 

The local organization of PCM 2007 would not have been possible without the 
concerted effort and support of researchers from Hong Kong and the region who work 
in the multimedia field. Their contributions are duly acknowledged in the following 
pages. Last but not least, we thank the K.C. Wong Foundation for their generous 
sponsorship to PCM 2007.  
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Abstract. This paper develops a novel and efficient dimension reduction 
scheme--Fast Adaptive Discriminant Analysis (FADA). FADA can find a good 
projection with adaptation to different sample distributions and discover the 
classification in the subspace with naïve Bayes classifier. FADA overcomes the 
high computational cost problem of current Adaptive Discriminant Analysis 
(ADA) and also alleviates the overfitting problem implicitly caused by ADA. 
FADA is tested and evaluated using synthetic dataset, COREL dataset and three 
different face datasets. The experimental results show FADA is more effective 
and computationally more efficient than ADA for image classification. 

Keywords: Adaptive Discriminant Analysis, Image Classification. 

1   Introduction 

Linear discriminant analysis (LDA) [1] and Biased Discriminant Analysis (BDA) [2] 
are both effective techniques for feature dimension reduction. LDA assumes that 
positive and negative samples are from the same sources (distributions) and makes the 
equivalent (unbiased) effort to cluster negative and positive samples.  

Compared to LDA, BDA assumes that positive samples must be similar while 
negative samples may be from different categories. Hence, BDA is biased towards the 
positive examples. It tries to find an optimal mapping that all positive examples are 
clustered and all negative examples are scattered away from the centroid of the 
positive examples. Studies have shown that BDA works very well in image retrieval 
especially when the size of the training sample set is small [2]. 

Obviously, both LDA and BDA have their own pros and cons. In addition, many 
applications do not fit exactly into either of the two assumptions. Hence, an Adaptive 
Discriminant Analysis (ADA) [3] was proposed, which merges LDA and BDA in a 
unified framework and offers more flexibility and a richer set of alternatives to LDA 
and BDA in the parametric space. 

However, ADA is a parametric method. How to find good parameters is still a difficult 
problem for ADA. In ADA, it needs searching the whole parameter space to find the 
optimal one. Hence, the computational cost is very expensive and the method becomes 
less efficient. In addition, excessively searching also causes overfitting problem. 
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In this paper, we propose an efficient dimension reduction scheme for image 
classification, namely FADA, which stands for Fast Adaptive Discriminant Analysis. 
FADA overcomes the difficulties of ADA, while achieving effectiveness. The key 
difference between FADA and ADA lies in the adaptation method. Instead of 
searching parameters, FADA can directly calculate the close-to-optimal prediction 
very fast based on different sample distributions.  

Extensive experiments on synthetic dataset, COREL and three well-known face 
datasets are performed to evaluate the effectiveness of FADA and compare it with 
ADA. Our experiments show that: (1) FADA implicitly avoids the problem 
encountered in ADA; (2) FADA has distinctly lower costs in time than ADA, and 
achieves classification accuracy that is comparable to ADA. 

2   Fast Adaptive Discriminant Analysis 

2.1   Adaptive Discrimiant Analysis 

In 2006, Adaptive Discriminant Analysis (ADA) [3] was proposed, which merges 
LDA and BDA in a unified framework and offers more flexibility and a richer set of 
alternatives to LDA and BDA in the parametric space.  ADA can find a good 
projection with adaptation to different sample distributions and discover the 
classification in the subspace with naïve Bayes classifier.  

To provide a better model fitting the complex distributions for positive and 
negative samples, ADA finds an optimal projection. 
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The mP and mN are the means of positive and negative samples, respectively. PS  

(or NS ) is the within-class scatter matrix for the positive (or negative) examples. 

PNS →  (or NPS → ) is the between-class scatter matrix from the negative (or positive) 

examples to the centroid of the positive (or negative) examples. The two parameters λ 
and η control the bias between positive and negative samples and range from 
( )0,0 to ( )1,1 . When λ and η are set to be 0 and 0, ADA recovers BDA and when λ and 
η are set to 0.5 and 0.5, ADA corresponds to a LDA-like projection. Alternatives to 
LDA and BDA can be obtained by setting parameters λ and η. 

ADA has been demonstrated that it outperforms many state-of-the-art linear and 
nonlinear dimension reduction methods including PCA, LDA, DEM, kernel DEM 
(KDEM), BDA, kernel BDA (KBDA) etc. in many various applications [3]. 
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2.2   Fast Adaptive Discriminant Analysis 

Since ADA is a parametric method, parameter optimization and selection are 
important but difficult. i) It needs searching the whole parametric space to find the 
optimal projection. Its computational cost is very expensive. ii) It is hard to decide a 
trade-off between computational cost and accuracy. When the step-searching size is 
large, it will miss the global optimal value and when the size is small, it always causes 
overfitting problem. 

In order to solve these problems, in this paper, we propose a Fast Adaptive 
Discriminant Analysis (FADA). Instead of searching the parametric space, FADA 
provides a novel and stable solution to find close-to-optimal ADA projection very 
fast. It saves a lot of computational cost and alleviates the overfitting problem.   

 

Fig. 1. Illustration of FADA algorithm 

The basic idea of FADA is to find projections to cluster positive samples and 
negative samples respectively. Then adjust these projections to separate two classes as 
far as possible. Figure 1 gives an illustration of the basic idea of the FADA in two 
dimensional space. 

The scenario can be described in the following steps (Fig. 1): 

1. Firstly, find a projection 1W  that all positive samples (P) are clustered in the 

low dimensional space.   
The problem of finding the optimal 1W  can be mathematically represented as 

the following minimization problem: 
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Here, the within-class scatter matrix P
WS measures the within-class variance of 

positive samples. },,1,{ )(
P

P
i Ni h=x denote the feature vectors of positive 

training samples. PN  is the number of the samples of the positive class, Pm is 

mean vector of the positive class. Obviously, 1W is the eigenvector(s) 

corresponding to the smallest eigenvalue(s) of within-class scatter matrix of 
positive samples. 

2. Project all positive and negative data to 1W , calculate the number of samples 

1R  within the overlapping range 1L  of these two classes after projection. The 

smaller 1R , the more separated of these two classes. If 0=1R , the positive 

samples and negative samples can be completely separated by the 
projection 1W . 

3. Similarly, find a projection 2W  to cluster negative samples (N). 
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2W is the eigenvector(s) with the smallest eigenvalue(s) of N
WS , within-class 

scatter matrix of negative samples. 
4. Project all data to 2W  and calculate the number of samples R2 belong to the 

overlapping range L2 of the two classes. 

5. Calculate the ratio
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6. The final projection W  is a linear combination of W1 and 2W : 

                        2λ)W(1λWW 1 −+=                                                (10) 

Obviously, final W depends on the value of R1 and R2 (separability of two classes 

after projected by 1W  and 2W ). If 1W  can better separate two classes than 2W  

( 12 RR > ), W will approach 1W ( 1W has more weight). Shown in Fig. 1, after 

projection by the calculated W , there is no overlapping between positive samples and 

negative samples. Hence, in the low dimensional space, these two classes can be 
separated well. 

3   Experiments and Analysis 

3.1   FADA on Synthetic Datasets 

In order to validate the effectiveness of FADA, we first use synthetic data to simulate 
different sample distributions as shown in Fig 2. Original data are simulated in 2-D 
feature space, and positive examples are marked with “+” s and negative examples are 
marked with “o” s in the figure. In each case, we apply BDA, LDA and FADA to find 
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the best projection direction by their criterion functions. The resulting projection lines 
are drawn in dotted, dash-dotted and solid lines, respectively. In addition, the 
distributions of the examples along these projections are also drawn like bell-shaped 
curves along projection line, assuming Gaussian distribution for each class. The 
thicker curves represent the distribution of projected positive examples and the 
thinner curves denote the distribution of projected negative examples. 
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(e) Case 5 

Fig. 2. Comparison of optimal projections founded by LDA, BDA, ADA and FADA on 
synthetic data 

Shown in Fig.2, we can see these five cases actually represent several typical data 
distribution scenarios. Case 1 and Case 4 best represent the imbalanced data set, 
where the size of positive (negative) sample set is much larger than that of negative 
(positive) samples (Fig 2. (a) and (d)). Case 2 and Case 3 best fit the distribution that 
the positive (negative) samples all look alike while negative (positive) ones may be 
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irrelevant to each other and from different distributions (Fig 2. (b) and (c)). Case 5 is 
the scenario where the major descriptive directions of positive samples and negative 
samples are upright (Fig 2. (e)). 

From the simulation results, we can see LDA treats positive and negative samples 
equally, i.e., it tries to cluster the positive samples and decrease the scatter of the 
negative samples, even some from different sub-classes.  This makes it a bad choice 
in Case 2 and Case 3. Similarly, since BDA assumes all positive samples are 
projected together, it fails in Case 3 and Case 5. In Case 1 and Case 4, BDA and LDA 
are found not applicable for imbalanced data sets. The reason for this is that LDA or 
BDA tends to severely bias to the dominating samples. 

In all five cases, FADA yields as good projection as ADA with positive samples 
and negative samples well separated. The difference is that FADA directly computes 
a close-to-optimal projection easily, while ADA finds the good projection by complex 
and expensive parameter searching.  FADA outperforms BDA and LDA as well. Note 
in Case 3, both BDA and LDA totally fail while FADA still produces a good 
projection. It clearly demonstrates that no matter if it is an imbalanced data set or 
samples are from different sub-classes, FADA can adaptively fit different 
distributions of samples fast and find a balance between clustering and separating, 
which are embedded in the criterion function.   

3.2   FADA for Image Classification 

In section 3.2 and 3.3, we experimentally evaluate the performance of FADA on real 
image datasets: COREL image data set and three popular face image data sets, which 
cover a wide range of data in computer vision applications. The use of ADA, LDA, 
BDA and other state of the art methods have been investigated on the same data set 
[3]. The congruent results are that ADA outperformed the other algorithms with 
Bayesian as the base classifier. Therefore in our experiments, we focused on 
comparing ADA with FADA in terms of classification accuracy and efficiency 
(computational time). In COREL data set, ADA searches 36 parameter combinations 
( )ηλ,  sampled from 0 to 1 with step size of 0.2 to find the best one. Bayesian 

classifier is used on the projected data for all projection-based methods. In all 
experiments, average classification accuracy of 30 runs is reported. We performed our 
experiments using Matlab on a Pentium IV 2.26GHz machine with 1GB RAM. 

In our experiments, COREL image database contains 1386 color images, which are 
categorized into 14 classes. Each class contains 99 images. Each image is represented 
by 37 feature components including color moments [4], wavelet-based texture [5] and 
water-filling edge-based structure features [6]. For simplicity, we randomly pick up 
two classes of images for classification. 

Figure 3 shows the performance of ADA and FADA as the size of training samples 
changes from 1/5 to 2/3 of the total samples. For example, 1/5 means one-fifth of the 
images are used for training while the rest are used for testing. In Fig.3 (a), we find 
that the accuracy of our proposed FADA and ADA both change with different 
training sets. No matter the training size is small or large, FADA outperforms ADA in 
most cases or at least is comparable with ADA. Another key observation from Fig. 3 
(b) is that FADA is much faster than ADA. As the size of the training set increases, 
the speedup of FADA over ADA significantly increases because ADA spends a lot of 
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time in training and searching. It demonstrates that FADA is a more effective and 
efficient dimension reduction algorithm than ADA, as it is competitive to ADA in 
classification while it has much lower time costs. 

 
                                       (a)                                                                  (b) 

Fig. 3. Comparison of accuracy and efficiency for ADA and FADA with different sizes of 
training set 

3.3   FADA for Face Classification 

To evaluate FADA for face classification, we tested FADA on three well-known face 
image databases with change in illumination, expression and head pose, respectively. 
The Harvard Face image database contains images from 10 individuals, each 
providing 66 images, which are classified into 10 sets based on increasingly changed 
illumination condition [7]. The AT&T Face Image database [8] consists of grayscale 
images of 40 persons. Each person has 10 images with different expressions, open or 
closed eyes, smiling or non-smiling and wearing glasses or no glasses. The UMIST 
Face Database [9] consists of 564 images of 20 people, which cover a range of poses 
from profile to frontal views. Figure 4 gives some example images from the  
 

 

(a) Change of illumination condition, size is 84×96 

 

(b) Change of expressions, size is 92×112 

 

(c) Change of head pose, size is 92×112 

Fig. 4. Example Face images from three facial databases 
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databases. Sixty image features are extracted to represent these images including 
histogram (32), wavelet-based texture (10) and water-filling edge-based structure 
features (18). 

For each database, we randomly chose one person’s face images as positive and the 
rest face images of others are considered as negative. For comparison purpose, ADA, 
and FADA are tested on the same databases. In all of these data sets, ADA searches 
121 various parameter combinations with searching step size of 0.1.  

Table 1. Comparison of classification accuracy and efficiency on three different face databases 

Datasets Method ADA FADA 

Accuracy (%) 89.56 89.67Harvard 
Subset1 Time (Second) 78.67 0.72 

Accuracy (%) 88.62 88.70Harvard 
Subset2 Time (Second) 114.34 0.98 

Accuracy (%) 88.98 89.58Harvard 
Subset3 Time (Second) 155.93 1.31 

Accuracy (%) 97.88 97.28ATT 
Dataset Time (Second) 328.77 2.89 

Accuracy (%) 95.55 95.76UMIST 
Dataset Time (Second) 471.56 4.31 

Table 1 shows the comparison of ADA and FADA on accuracy and efficiency, 
with the largest accuracy and the smallest computational time in bold. It can be seen 
that FADA performs better in 4 out of 5 datasets on classification accuracy and at 
least two orders of magnitude faster than ADA in all 5 datasets. It is to be noted that 
the computation requirements of ADA increase cubically with the increase size of 
datasets (from Harvard to UMIST dataset) and the speed difference between ADA 
and FADA becomes more significant with the increase of face database scale. It is 
proved that FADA not only reduces the computational cost, but also increases the 
accuracy. It is an efficient dimension reduction scheme for image classification on 
small or large image datasets. 

4   Conclusion and Future Work 

In this paper, we propose a Fast Adaptive Discriminant Analysis (FADA) to alleviate 
the expensive computation cost of ADA. The novelty lies in that instead of searching 
a parametric space, it calculates the close-to-optimal projection automatically 
according to various sample distributions. FADA has asymptotically lower time 
complexity than ADA, which is desirable for large image datasets, while it implicitly 
alleviates the overfitting problem encountered in classical ADA. All experimental 
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results show that FADA achieves competitive classification accuracy with ADA, 
while being much more efficient. Extensions of FADA to high dimensional 
application are our future work. 
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Abstract. The automatic point-and-click mode of Digital Still Cameras (DSCs) 
may be a boon to most users whom are simply trigger-happy. However, this 
automatic mode may not generate the best photos possible or be even applicable 
for certain types of shots, especially those that require technical expertise. To 
bridge this gap, many DSCs now offer “Scene Modes” that would easily allow 
the user to effortlessly configure his camera to specifically take certain types of 
photos, usually resulting in better quality pictures. These “Scene Modes” 
provide valuable contextual information about these types of photos and in this 
paper, we examine how we could make use of “Scene Modes” to assist in 
generic Image Scene Classification for photos taken on expert/manual settings. 
Our algorithm could be applied to any image classes associated with the “Scene 
Modes” and we demonstrated this with the classification of fireworks photos in 
our case study.  

Keywords: Image Scene Classification, Scene Modes, EXIF, Contextual 
Information. 

1   Introduction 

Digital Still Cameras (DSCs) are getting more powerful by the day but they are still 
not quite the magical devices that can automatically help users to take good quality 
pictures for simply any types of photos. The point-and-click automatic mode of the 
DSC does provide an easy and convenient way for the user to take photos because the 
DSC would automatically configure itself based on the environmental response (such 
as the amount of light or subject distance) to its sensors and render a best attempt.  

However, this automatic mode is only suitable for a few types of shots such as 
outdoor types of shots and when there is ample lighting. For example, trying to take 
photos of a fireworks display using this automatic mode would very likely to result in 
a disaster (see Figure 2). To take good quality pictures of any type (such as for the 
firework displays), one must possess certain photographic skills such as knowing how 
to configure the camera to compensate for motion or lighting, framing and etc. This 
technical expertise is usually beyond most users whom just want to take photos 
effortlessly without having to tweak their cameras. 
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To bridge this divide, many camera manufacturers now offer DSCs with “Scene 
Modes”. “Scene Modes” are essentially optimized camera settings templates that the 
user can select for certain specialised types of pictures such as face portrait, scenery, 
nightshot, fireworks and etc. When a particular “Scene Mode” is selected, the DSC 
will be automatically configured with approximately similar settings that an expert 
photographer would have chosen for the same type of shot. Thus, “Scene Modes” 
empower users to take specialty shots in a point-and click manner.  

The user is highly motivated to make full use of “Scene Modes” because firstly it 
is very easy and secondly usually renders better quality photos or photos that would 
not be possible if taken using the camera’s automatic mode. We think that more and 
more people will be using “Scene Modes” as they become more familiar with their 
cameras and as more “Scene Modes” are being better defined and made available. 

1.1   The Use of “Scene Modes” for Image Scene Classification 

We observe a novel use of this “Scene Modes” feature for image scene classification. 
When an user selects a “Scene Mode” such as “Fireworks”, he has effectively 
provided a basis for image scene classification. This is because the user already had in 
mind the type of shot that he was going to make and this would be reflected in his 
deliberate choice of a “Scene Mode”. The user would not have selected a particular 
“Scene Mode” if he has no intention of taking a certain type of photo. For example, 
one would not choose a fireworks “Scene Mode” to take a portrait (when there is a 
portrait “Scene Mode”). It is interesting to note (and we had shown it that) the camera 
settings associated with the selected “Scene Mode” can be effectively used to 
determine if other photos could be similar in type (based on the camera settings), 
particularly those taken in the manual/expert mode.  

There might be instances whereby the user accidentally select the wrong “Scene 
Mode” to take a picture but when that happens, the quality of the photo will usually 
turn out to be bad or that the desired effect is not captured such that that the photo will 
then be deleted.  

The organization of this paper is as follows. We will next look at some related 
work and state our contribution. We then provide our methodology on how we make 
use of the contextual information rendered by the use of “Scene Modes”. This is 
followed by a discussion on our experimental results whereby we demonstrated our 
technique through a case study of fireworks photo scene classification. 

2   Related Work 

Image scene classification has its roots established in the use of content-based 
features such as colour and texture for automatic scene classification. Here, we are 
concerned with a non-content-based approach that employs contextual information 
such as the metadata of the image. In this instance, we look at the camera settings 
behind the “Scene Modes” which would be reported in the form of EXIF [4] 
metadata. 

The use of EXIF metadata for image scene classification is not new. Certain EXIF 
metadata parameters such as the Exposure Time, Aperture, Fnumber, Shutter Speed, 



12 W. Ku, M.S. Kankanhalli, and J.-H. Lim 

Subject Distance and the use/non-use of Flash, could be used independently or fused 
with content-based features to determine certain image scene classification such as 
indoor/outdoor and sunset images [1, 2, 7, 8]. 

2.1   Contribution  

Our contribution lies in the novel use of specific “Scene Modes” or camera settings 
templates to assist in classifying photos that were not taken with such modes but 
rather with photos taken on manually selected camera settings or those taken in the 
point-and-click automatic mode. We do not make direct use of EXIF per se as in 
previous work but in the form of domain (expert) knowledge through the use of the 
“Scene Modes”. 

In our previous work [6], we had established that camera settings in the various 
“Scene Modes” are sufficiently distinct to accurately differentiate photos taken in the 
“Scene Modes” to be uniquely classified to their respective “Scene Modes”. In this 
paper, we made use of the “Scene Modes” to classify photos taken on manual (expert) 
settings. 

3   Methodology 

In this section, we shall outline our approach of how we can make use of the “Scene 
Modes” for Image Scene Classification. Essentially, “Scene Modes” are camera 
settings templates that the user can choose to take specific types of pictures such as 
fireworks or close-ups. These types of shots usually require some technical expertise 
to set the camera for image capture and that it is usually not possible to use the point-
and-click automatic mode of the camera to effectively capture these specialty shots. 

In other words, the camera settings behind a specific “Scene Mode” would be very 
similar to the settings that an expert photographer would have used in order to capture 
that specific type of picture. 

In our previous work [6], we had established that the contextual information given 
by “Scene Modes” can be used to classify photos taken using “Scene Modes” very 
accurately. This means that the various “Scene Modes” are distinct from one another. 

In this paper, we aim to establish that that specialty shots taken by expert 
photographers using the camera on manual mode, can be classified into respective 
categories by virtue of the contextual information provided by the “Scene Modes”. 

Figure 1 outlines our methodology. From a database of photos taken with specific 
“Scene Modes” (of a particular camera), we observed the EXIF metadata to extract 
useful EXIF parameters. 

The selected base EXIF parameters were: Exposure Time, F Number, Exposure 
Program, Metering Mode, Light Source, Focal Length, White Balance Bias, White 
Balance, Object Distance, Focus Mode, CCD ISO Sensitivity, Enhancement, Filter, 
Custom Rendered, Exposure Mode, White Balance, Contrast, Saturation, Sharpness 
and Hyperfocal Distance.  

One point to note is that these parameters were chosen in a data-driven process 
whereby we examined the EXIF data of the photos to extract the discerning 
parameters. 
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Our next step is to pass these selected EXIF parameters into the learning module of 
SVMLite Version 6.01 [5] to generate learning models for these “Scene Modes” 
which form the classification module. 

 
Fig. 1. Our system illustrating the use of “Scene Modes” for image scene classification 

To classify a photo taken on manual settings, we pass its EXIF metadata to the 
classification module in order to extract a semantic label based on the above learning 
models. 

For our experiments, we made use of photos taken with a Casio Exilim EX-Z750 
[3]. This camera comes default with 31 “BestShot modes” (“Scene Modes”) with the 
option for the user to define up to 999 custom modes. This camera also comes with an 
automatic mode and a manual mode. By making use of the same camera with the 
above three types of modes, we eliminated the EXIF metadata deviations due to 
different camera hardware specifications. 

In order to demonstrate our hypothesis, we look at one class of specialty photos 
namely fireworks. The main reason why we had chosen to look at fireworks photos is 
that fireworks photos cannot be effectively captured using the automatic mode of the 
camera (see Figure 2 for an example). Instead, the camera has to be set to have a long  
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Fig. 2. Example of fireworks photo taken on automatic mode 

exposure time, long-range focus and etc in order to have the desired effect. Thus most 
users using the automatic point-and-click mode of their DSCs would not be able to 
capture fireworks photos.  

It would be extremely frustrating not to be able to capture the magical effects of the 
fireworks for remembrance given that these users do not know how to manually 
configure their DSCs as stated above. However, they would be able to take the 
fireworks photos if their DSCs have a fireworks “Scene Mode” as is the case in the 
Casio Exilim EX-Z750 camera. 

In order to apply our methodology, we downloaded photos taken by various users, 
using the same camera from a public photo database, taken using the “Scene Mode” 
feature and on manual settings. These photos can be easily differentiated via an EXIF 
attribute. We next processed those “Scene Mode” photos as training examples and 
used those photos taken on manual settings as the testing examples. We presented our 
results in the following section. 

4   Experimental Results and Discussion 

In this section, we showed the results from the application of our methodology to 
classify fireworks photos. For the purpose of our experiments, we have downloaded 
photos strictly taken with the Casio Exilim EX-Z750 camera from Flickr.com [9]. 
Table 1 tabulates the various types of photos downloaded and deployed for our 
experiments. 

For our training set, we made use of a total of 606 training examples comprising 
223 fireworks (positive) photos from 28 unique users. These photos were taken using 
the fireworks “Scene Mode” feature of the camera. For the remaining training 
examples, we have 383 non-fireworks (negative) examples (a random selection).  

We next queried 401 testing examples obtained from 16 unique users. These 
photos are taken using the same camera but on manual settings. 
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Table 1. Photos taken with the Casio Exilim EX-Z750 camera 

Type of photos Number of photos Number of  
unique users 

 
Fireworks training photos
 

 
223 

 
28 

 
Non-fireworks training photos
 

 
383 

 
N/A (random) 

 
Total training photos
 

 
606 

 
N/A 

 
Fireworks testing photos
 

 
401 

 
16 

 
Non-fireworks testing photos
 

 
171 

 
N/A (random) 

 
We obtained a classification accuracy of 80.80% (324 correct, 77 incorrect, 401 

total). We also queried 171 non-fireworks (a non-subset of the training set and a 
random selection) for false positives and obtained a classification accuracy of 98.25% 
(168 correct, 3 incorrect, 171 total).  

The above indicated that the training set can be effectively used to differentiate 
fireworks and non-fireworks photos to a high extent. Table 2 summaries the above 
results. 

Table 2. Classification results 

Types of photos Number of photos 
correctly classified / misclassified 

Classification 
Accuracy 

 
Fireworks  
testing photos 
 

324 / 77 80.80% 

 
Non-fireworks  
testing photos 
 

168 / 3 98.25% 

 
We also investigated the reasons to why some photos are misclassified. Figure 3 

shows some examples of the photos not being classified correctly. That is, they should 
be classified as fireworks photos but were not done so due to some reasons. We found 
out that for quite a number of those photos that are not being classified correctly, they 
usually have some additional background or that their EXIF metadata are truncated 
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due to software editing. Removing these types of photos will definitely yield a better 
classification accuracy. However, we chose not to do so as manual inspection will be 
required in order to filter out these photos.  

In addition, as the testing photos are taken on manual settings, it is expected that 
the users may have different settings from one another even though it is for the same 
type of shot. This is particularly so due to the diverse intent and skill of the 
photographers. This presents another challenge that we need to work on in order to 
factor this diversity in our methodology.  

  

Fig. 3. Example photos not being classified correctly 

5   Conclusion and Future Work 

We have presented a novel approach to classify certain types of photos (taken on 
manual camera settings) by making use of only contextual information given by the 
“Scene Modes” feature.  

In this paper, we have shown that we can make use of the contextual information 
from the use of a certain fireworks “Scene Mode” to classify fireworks photos to the 
accuracy of about 80%. Our algorithm is generic and can be easily applied to other 
specific types of photos or photo classes associated with available “Scene Modes”. 
This approach provides a viable alternative for image scene classification and can be 
used to complement existing (content-based) methods. We are also currently working 
on fusing our algorithm with a content-based method to achieve better results.  

In addition, we have only made use of one camera in our experiments and we are 
presently in the process of applying our method to different camera makes. The main 
issue here is that the different hardware of the cameras made it difficult for our 
method to be applied in an inter-operable manner. 

We have also shown that users taking the same type of shots may apply different 
manual settings, depending on their intent and skill. This presents another challenging 
issue that we need to work on.  

We are also working on our algorithm to be applicable for photos taken on 
automatic settings. However, preliminary results are unsatisfactory. The difficulty lies 
in that the contextual information provided by these photos is not distinctive enough 
to enable differentiation of various image scenes. 
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Abstract. Relevance feedback is an important mechanism for narrowing the 
semantic gap in content-based image retrieval and the process involves the user 
labeling positive and negative images. Very often, it is some specific objects or 
regions in the positive feedback images that the user is really interested in 
rather than the entire image. This paper presents a hierarchical graphical model 
for automatically extracting objects and regions that the user is interested in 
from the positive images which in turn are used to derive features that better 
reflect the user’s feedback intentions for improving interactive image retrieval. 
The novel hierarchical graphical model embeds image formation prior, user 
intention prior and statistical prior in its edges and uses a max-flow/min-cut 
method to simultaneously segment all positive feedback images into user 
interested and user uninterested regions. An important innovation of the 
graphical model is the introduction of a layer of visual appearance prototype 
nodes to incorporate user intention and form bridges linking similar objects in 
different images. This architecture not only makes it possible to use all 
feedback images to obtain more robust user intention prior thus improving the 
object segmentation results and in turn enhancing the retrieval performance, but 
also greatly reduces the complexity of the graph and the computational cost. 
Experimental results are presented to demonstrate the effectiveness of the new 
method.  

Keywords: Image retrieval, image segmentation, graphical model, semi-
supervised learning, relevance feedback. 

1   Introduction 

Reducing the semantic gap is one of the key challenges in image retrieval research. 
One popular approach is through user interaction where the user provides relevance 
feedbacks to the retrieval system which will then incorporate the user’s intention to 
refine the retrieval results to better match the user’s intention and expectation. 
Relevance Feedback, first used in document retrieval, was introduced into Content-
Based Image Retrieval (CBIR) in early 1990s. A comprehensive review of relevance 
feedback in image retrieval can be found in [22]. 

One of the crucial problems in relevance feedback is modelling users’ feedback, 
i.e., building a retrieval model based on user supplied labelled data. There are two 
aspects to this problem. One is what (low-level) features to use to represent the image 
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content and the other is what algorithms to use for building the retrieval model. Early 
approaches mainly use global features; colour histogram and texture descriptors are 
the most commonly used. For the retrieval model, machine learning approaches such 
as Support Vector Machines (SVMs) are popular [8, 15].  

In many situations, users are more likely looking for certain objects or parts of the 
images. Recent works by several authors e.g. [4, 17] have introduced region based 
approaches and achieve good results. To enable region based image retrieval, image 
segmentation algorithm is first employed to segment images into regions and then 
measure the similarity between the images using region-based features. There are two 
main obstacles to region based image retrieval (RBIR) approaches. Firstly, fully-
automatic image segmentation is a hard problem in computer vision and its solutions 
remains unstable and will remain so for the near future. Secondly, even if the 
segmentation results are satisfactory, we have no way of knowing which region is the 
one that the user is most interested in unless the user labels the segmented regions [4]. 
However, manually labeling the interested regions requires extra user effort. Such 
extra burden may be unacceptably heavy if the user has to label interested regions on 
more than one relevant image.  

To model the user’s intention in the relevance feedback process, specifically, we 
first want to find in the feedback images the regions that the users are interested in 
and we then want to use information from these specific regions to drive feedback 
features to refine image retrieval results. Suppose the user uses the image (a) in 
Figure 1 as a query image, which has been reasonably well-segmented, what is his/her 
intention? Is the user looking for images with a cow, or grassland, or lake, or all of 
them? Even another human user can not give the answer without other priors. Using 
relevance feedback, if the user supplies some more image samples, e.g. (d) and (e) in 
Figure 1, as positive feedback, it is very reasonable to assume that the user is actually 
interested in images with cows. Base on this intuition, some recent work e.g. [8, 9, 
17] combine image segmentation and relevance feedback and obtain good results. 
However, these approaches rely on the performance of automatic image segmentation 
which is still a hard problem. Actually, we can make better use of relevance feedback. 
When the user selects some positive image samples, it is reasonable to assume that 
there is a common object or region across these images. This information can be used 
to refine the segmentation results and further reveal the user’s intention.  

       
(a)                 (b)                 (c)                 (d)                 (e)                 (f)                  (g) 

Fig. 1. What is the user’s intention? Assuming (a) is the querying image, when (d) and (e) are 
used as the positive feedback the segmentation result of (a) should be (b); when (f) and (g) are 
used as positive feedback the segmentation result of (a) should be (c). 

This paper presents a novel framework for region based image retrieval using 
relevance feedback. The new framework is based around a novel hierarchical 
graphical model for simultaneously segmenting the positive feedback images into 
figure (user interested) and background (user uninterested) regions via a graph cut 
algorithm. The new model incorporates user’s intentions as priors, which not only can 
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provide good segmentation performance but also will result in the segmented regions 
reflect user feedback intentions and can be readily exploited to perform image 
retrieval.  

2   Extracting Relevant Objects and Features 

One of the drawbacks of the segmentation methods used in traditional region based 
image retrieval is that these methods usually segment an image into several regions. 
In some cases, one object could be divided into different regions. In other cases, even 
though the segmentation result is reasonably correct, e.g. image (a) in Figure 1, the 
retrieval methods need to figure out the region corresponding to the object which the 
user is interested in. Although the user can scribble on the interested objects, e.g. the 
cow or the grassland in Figure1 to indicate his/her intentions, we will address this 
scenario in future work whilst this paper will only study the use of statistical prior 
from the feedback images to model the user intention.  

In our approach, we do figure-ground segmentation, i.e. an image will be 
segmented into 2 regions only: the figure, which is the object the user intends to find, 
and the background. In the presence of relevance feedback as user supplied priors, the 
segmentation results are context sensitive as shown in Figure 1. In the case when a 
user uses image (a) as query image and supplies images (d) and (e) as positive 
samples, the segmentation result of (a) would be (b), where the figure is the cow; 
whilst using (f) and (g) as positive samples, the result would be (c), where the figure 
is the grassland. This result is to reflect the assumption that users are interested in the 
objects that occur most frequently in the positive feedback images.  

2.1   CPAM Features 

The coloured pattern appearance model (CPAM) is developed to capture both colour 
and texture information of small patches in natural colour images, which has been 
successfully used in image coding, image indexing and retrieval [10]. The model built 
a codebook of common appearance prototypes based on tens of thousands of image 
patches using Vector Quantization. Each prototype encodes certain chromaticity and 
spatial intensity pattern information of a small image patch.  

Given an image, each pixel i can be characterized using a small neighbourhood 
window surrounding the pixel. This small window can then be approximated 
(encoded) by a CPAM appearance prototype p that is the most similar to the 
neighbourhood window. We can also build a CPAM histogram for the image which 
tabulates the frequencies of the appearance prototypes being used to approximate 
(encode) a neighbourhood region of the pixels in the image. Another interpretation of 
the CPAM histogram is that each bin of the histogram corresponds with an 
appearance prototype, and the count of a bin is the probability that pixels (or more 
precisely small windows of pixels) in the image having the appearance that can be 
best approximated by the CPAM appearance prototype of that bin. Such a CPAM 
histogram captures the appearance statistics of the image and can be used as image 
content descriptor for content-based image retrieval.  
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2.2   A Hierarchical Graph Model 

A weighted graph G = {V, E} consists of a set of nodes V and a set of edges E that 
connect the nodes, where both the nodes and edges can be weighted. An st-cut on a 
graph divides the nodes into to 2 sets S and T, such that S∪T = V and S∩T =Φ. The 
sum of weights of the edges that connect the 2 sets is called a cut, which measures the 
connection between the 2 sets. 

( , ) ij
i S j T

cut S T e
∈ ∈

=∑∑  (1) 

The classical minimum cut problem (min-cut) in graph theory is to find the division 
with minimum cut amongst all possible ones [3]. 
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Fig. 2. A hierarchical graphical model jointly modeling pixels, appearance prototypes, figure 
and background. 

If we view the pixels as nodes and the edges measure their similarity, figure-
ground segmentation problem can be naturally formulated as a minimum cut problem, 
i.e. dividing the pixels into 2 disjoint sets with minimum association between them. 
This formulation has been used in, for example [14] for automatic single image 
segmentation using spectral graph cut, and [2] for semi-automatic single image/video 
segmentation with user scribbles using max-flow based method. 

We construct a hierarchical decision graph, as shown in Figure 2, where there are 
three types of nodes. At the lowest level are nodes corresponding to pixels in the 
images; at the intermediate level are nodes corresponding to the CPAM appearance 
prototypes; and at the highest level are two terminal nodes corresponding to figure 
and ground. The weighted edges measure the likelihood that two connected nodes fall 
in the same class, the figure or the background. In this way, we formulate the joint 
image segmentation problem as finding the minimum cut on the decision graph. Note 
that we only segment the query image and the positive samples which contain the 
desired objects to capture the user’s intention. Details are explained in the following 
subsections.  

2.2.1   Intra-image Prior 
According to the image formation model, neighbouring pixels are highly correlated. 
When we divide an image into regions, two pixels close to each other are likely to fall 
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into the same region. We measure the connection between two neighbouring pixels i 
and j in a single image using a widely adopted function [e.g. in 14] as follows. 

2 22 2( , ) i j pg f fd i j

ijw e e
σσ − −−=

 
(2) 

where d(i, j) is the spatial distance between the 2 pixels i and j; fi and fj are feature 
vectors computed around the pixels; σg and σp are the variances of the geometric co-
ordinates and the photometric feature vectors. 

2.2.2   Inter-image Prior 
From a high level vision perspective, similar objects in different images consist of 
similar pixels. Reversely, similar pixels in different images are likely to belong to the 
same object. Hence there should be connections between them in the decision graph. 
However, searching for similar pixels across the images is computationally intensive. 
Moreover, establishing edges amongst pixels in different images will make the graph 
dense and in turn exponentially increase the computational complexity. Instead, we 
introduce a new type of nodes as intermediate hops. 

Using the CPAM scheme described in section 2.1, each pixel can be associated 
with an appearance prototype, i.e., a small neighbourhood window of the pixel is 
encoded by an appearance prototype that is the most similar to the window. Without 
other prior knowledge, a pixel and its associated prototype should be classified 
similarly. In our graphical model, each prototype is a node; if pixel i is associated 
with prototype k, we establish an edge between them with a weight cik. The 
connection between them can be measure according to their distance. For simplicity, 
we set all cik = 1. Note that a pixel is connected to both its neighbouring pixels and a 
prototype, i.e. its status is affected by 2 types of nodes. To control the relative 
influences between the 2 different types of nodes, we introduce a factor λ1 and set all 
cik = λ1. In all the experiments, we find λ1 = 0.3 produce satisfactory results.  

2.2.3   Statistical Prior 
The above two priors have not taken into account the information the user provides 
through relevance feedback. Decision made according to them would be ambiguous. 
We further introduce two special nodes, termed terminals, one represents the figure 
and the other represents the background. Furthermore, introducing these terminal 
nodes will enable us to make use of the max-flow algorithm [5] to cut the graph.  

Clearly, it would be difficult to establish links between terminals and pixels whilst 
it is possible to establish links between terminals and prototypes. We consider the 
scenario where user provides both positive and negative feedbacks and interpret them 
in such a way that there is a common (similar) object or region across the positive 
samples whilst the object does not exist in the negative samples.  

For each image m, we build a CPAM histogram hm as described in section 2.1. A 
summary histogram h+, named positive histogram, can be computed by adding the 
histograms of the query image and positive image samples. In the same way, we can 
compute a negative histogram h- from the negative image samples. To eliminate the 
influences of the image size and the sample size, all these histograms are normalized. 
Suppose the bin corresponding to the appearance prototype k counts bk

+ in the positive 
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histogram and counts bk
- in the negative histogram, we could roughly estimate the 

probability that k belongs to the figure and background as: 

( )  and ( )k kp k F b p k F b+ −∈ ∝ ∉ ∝  (3) 

Thus we can further derive the connection between prototype k and terminal figure 
as pk=λ2p(k ∈ F) and that between k and background as qk=λ2p(k ∉ F), where λ2 is a 
factor that weight the influences between inter-image prior and statistical prior. In the 
implementation, we set λ2 as λ1 times the total pixel number in the query image and 
the positive image samples, in order to make the magnitude of edges connecting 
terminals and pixels approximately equal to each other. 

The underlying assumption here is that the desired objects in different images are 
similar to each other in the sense that they all consist of similar features whilst the 
background varies. Thus the size of the positive image sample set is large enough to 
make the features which indicate the desired object adequately significant. For 
example, in the case of finding human faces from an image database, if we simply use 
colour as feature, it could be expected that the colour of skin is the most significant in 
the statistic of positive samples. 

2.3   Graph Cut Implementation 

Using the graphical model constructed above, we have successfully transformed the 
problem of finding the desired objects as the classical graph min-cut problem: 
dividing the pixels and prototypes into two disjoint sets with weakest connections 
between them, i.e. the two sets that are most unlikely belong to the same class, and 
each of the two sets connect to one of the terminals, respectively. According to [6], 
this is equivalent to the problem of finding the maximum flow between the two 
terminals figure and background.  

Note that the hierarchical graphical model proposed here is different from the one 
in [2] for interactive single image segmentation in two ways. Firstly, we have 
introduced a new layer consisting of feature prototype nodes whilst [2] only uses 
pixel nodes. Secondly, in [2], each node represents a pixel connects to both terminals 
whilst our pixel nodes are connected to prototypes only. Though the graph cut method 
proposed in [3] and used in [2] is also based on max-flow, it is optimized for the 
graphs where most nodes are connected to the terminals and more importantly, it does 
not has a polynomial bound for the computational complexity. Whilst in our case, 
only prototype nodes which take up less than 1% of the total number of the nodes are 
connected to the terminals. Instead, we use an improved “push-relabel” method 
H_PRF proposed in [5] in this implementation. According to [2] and [5], the method 
is known to be one of the fastest both theoretically and experimentally with a worst 
case complexity of 2( )O n m , where m = |E| and n = |V|. Clearly, compared to that in 

[2], the way we construct the hierarchical graph only slightly increases the number of 
nodes (by less than 1%) and significantly decreases the number of edges (by the total 
number of pixels). 

A recent work [11] which also uses max-flow method solves the problem of 
segmenting the common parts of two images, which requires that the histograms of 
the figures in the two images are almost identical. A novel cost function consisting of 
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two terms was proposed, where the first one leads to spatial coherency within single 
image and the second one attempt to match the histograms of the two figures. The 
optimization process starts from finding the largest regions in two images of the same 
size whose histograms match perfectly via a greedy algorithm that adds one pixel at a 
time to the first and second foreground regions, and then iteratively optimize the cost 
function over one image whilst fix the other by turns. The assumption and the 
optimization process limits its application in image retrieval, where there are usually 
more than two positive samples and the object histograms might sometimes vary 
significantly (See Figure 3 for an example where there are both red and yellow 
buses). It is worth pointing out that our framework and solution is very different from 
these previous works. Since we emphasis more on capturing user intention than 
segmentation, we use simple features and weak priors only to illustrate the 
effectiveness of our hierarchical graph model framework. 

2.4   An Iterative Algorithm 

The initial statistical prior described in section 2.2.3 is weak, where the positive 
histogram represents the global statistics of all positive image samples, whilst we 
actually intend to capture the features of the desired objects. When we obtain the 
figure-ground segmentation results, we can refine the estimation by computing the 
positive histogram h+ on the figures only and the negative histogram using both the 
negative samples and the background regions extracted from the positive samples. 
Then we update the weights of the edges connecting the terminals and the prototypes. 
Using the segmentation results obtained in the previous round to update the graph and 
cut the new graph, it usually takes no more than 3 iterations to converge and produces 
satisfactory results in our experiments. 

2.5   Relevant Feature Selection 

Note that we only segment the query image and the positive samples which contain 
the desired objects to capture the user’s intention. In the retrieval phase, when we 
need to measure the similarity between two images, one or even both of them may not 
have been segmented. To measure the similarity of two un-segmented images, we can 
use global descriptors such as colour histogram, CPAM histogram, and other 
descriptors; and make use of the knowledge learned in the graphical model and 
weight the features appropriately.  

Given the joint segmentation results, we build a new positive histogram hw
+ on all 

the figures, which captures the statistical characteristics of the desired object. We call 
hw

+ weighting vector and use it to indicate the importance of difference feature 
prototypes. Note that some prototypes might weight 0 and will not affect the future 
decision. Let h be the original histogram, after relevant feature selection, the new 
relevant histogram hr is computed as hr = Wh, where W = diag(hw

+). 

3   Interactive Image Retrieval Using Semi-supervised Learning  

We use a graph-based semi-supervised method similar to that in [20] to perform 
interactive image retrieval. The query-by-sample image retrieval problem is tackled 
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using a classification paradigm. Consider a given dataset consists of N images  
{x1, x2, …, xN}, we want to divide it into 2 classes where the first one C1 consists of 
the desired images and other images fall into the second one C0. For each image, we 
assume that there is an associated membership score, {(x1, α1), (x2, α2), …, (xN, αN)}, 
where 0 ≤ α i ≤ 1 is interpreted as follows: the larger α i is, the more likely xi belongs 
to C1; conversely, the smaller α i  is, the more likely xi belongs to C0. Now consider 
the case where some of the samples are labeled, i.e., αi = yi, for i = 1, 2, …L, where  
yi ∈ {0, 1} is the class label of xi. The rest α L+1, α L+2, …, αN  are unknown. Our task 
is to assign membership scores to those unlabeled data.  

Let αi defined above be the probability that a certain image xi belongs to C1. Let all 
images that can affect the state of xi form a set Si and call it the neighborhood of xi. In 
a Bayesian Inference framework, we can write: 

( ) ( ) ( )1 1 1 1|
i

i i i j j
j S

p x C p x C x C p x Cα
∈

= ∈ = ∈ ∈ ∈∑  
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By making a mild assumption that the given data follow the Gibbs distribution, the 
conditional probabilities can be defined as follows 
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ji

Sj
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where β is a positive constant, d(xi, xj) is a metric function, and δij = 0 for j∉Sj. In 
this paper, we use the weighted distance according to Equation (4) as the metric 
function and the scaling constant β was set as the inverse of the variance of all feature 
variables in Si. 

These definitions can be interpreted as a Bayesian decision graph where the nodes 
represent αi’s, and the weighted edge connecting two nodes xi and xj representδij. 
Whilst others have hard classification in mind, e.g. using min-cut-based methods, we 
want to exploit the continuous membership scores directly and the benefits will 
become clear later. The task of classifying the data is therefore to compute the states 
of the nodes, αi’s, of the Bayesian decision graph. 

To make the 2nd equality of equation (5) holds, one need to collect all data that will 
have an influence on a given data point. Since the given dataset cannot be infinite and 
it is impossible and computationally unacceptable to find all images that will have an 
influence on a given xi, we cannot make the equality of (5) hold exactly. The best we 
can do is to make the quantities on both sides of equation (1) as close as possible. 
Therefore, the classification problem can be formulated as the following quadratic 
optimization problem:  

2

,arg min
i

i i j j
i j S

wα α α
∈

⎧ ⎫⎛ ⎞⎪ ⎪= −⎜ ⎟⎨ ⎬
⎝ ⎠⎪ ⎪⎩ ⎭

∑ ∑  (7) 
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To solve the optimization problem in (7), we use the labeled samples as constraints 
and solve for the unknown membership scores. For the labeled images, according to 
the definitions, we have αi = yi, for i = 1, 2, …L, where yi ∈ {0, 1}. Because the cost 
function is quadratic and the constraints are linear, the optimization problem has a 
unique global minimum. It is straightforward that the optimization problem yields a 
large, spares linear system of equations, which can be solved efficiently using a 
number of standard solvers and we use multi-grid method [7] with linear complexity 
in the implementation. Therefore, the formulation of the classification problem in an 
optimization framework has yielded simple and efficient computational solutions.  

4   Experiments 

We performed experiments on a subset of the popular Corel colour photo collection. 
The dataset consists of 600 images divided into 6 categories: faces, buses, flowers, 
elephants, horses and aircrafts, each containing 100 images. Each image is 
represented by a CPAM histogram [10].  

     
(a)                       (b)                        (c)                        (d)                        (e) 

           

       

      

Fig. 3. Segmentation process of a “bus” image. 1st row: (a) the query image; (b) the 
segmentation result after the 1st round feedback; (c) an intermediate result of the 3rd round 
feedback; (d) final result of the 3rd round feedback, after applying the iterative algorithm 
described in Section 2.3; (e) result of Normalized cut [14]. 2nd row: some positive samples, the 
left 3 image are supplied in the 1st round and the right 3 are supplied in the 3rd round. 3rd row: 
some negative samples, the left 3 images are supplied in the 1st round and the right 3 are 
supplied in the 3rd round. 4th row: extracted relevance objects in the positive image samples. 

In the experiments, we first choose one image from the dataset as query image and 
randomly pick 5 images from the same category as positive samples, and 5 images, 
one from each of the other five categories as negative samples. The query image and 
positive samples will be segmented and the weighting vector will be obtained using  
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the hierarchical graphical model proposed in section 2 and then fed to the semi-
supervised learning interactive image retrieval technique described in Section 3 to 
produce the first round results. In the subsequent iterations, each time another 5 
positive and 5 negative samples are supplied. In the following, we first present 
relevant object/region extraction/segmentation results, and then we will show the 
effectiveness of relevance feature selection, and finally report interactive image 
retrieval results.  

Figure 3 shows examples of segmenting out user interested objects from positive 
relevance feedback images. It is seen that when more and more samples are supplied 
by the user, the desired object becomes more and more significant whilst the 
background varies more and more. Hence the segmented figures become more and 
more homogeneous. In terms of human labour, our approach takes no more input than 
other Region-Based Image Retrieval methods that use relevance feedback [e.g. 8], 
where they use third-party automatic segmentation methods to segment the dataset 
off-line. In Figure 3, we also show the segmentation result of a state-of-the-art 
automatic segmentation technique [14] as comparison. These results illustrate that 
learning from relevance feedback can provide context-aware segmentation results that 
are much better than single image segmentation.  

       

Fig. 4. Two images from the bus category. Left two: original images; Middle two: our results; 
Right two: results of [11]. 

We compare the object extraction ability of our method and the cosegmentation 
method of [11], results are shown in Figure 4. In general, our technique is able to 
extract object of interest and the accuracy increases as more iterations is used. Note 
that the results are produced under different conditions, where our results used 16 
positive samples and 15 negative samples (see Figure 3) whilst those of [11] used 
only 2 images. 

   

Fig. 5. Intra-class variances based 
on original features and weighted 
relevance features. 

Fig. 6. Precision-Recall 
Curve of retrieving Bus 
category of images. 

Fig. 7. Average Precision-
Recall Curves for all 6 
categories after 3 iterations. 
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As described in Section 2.5, once we have extracted relevant regions, we can 
weight the features of the image for relevant image retrieval. Figure 5 shows the intra-
class variances using the global histograms via standard Euclidian distance and 
weighted histograms after 3 rounds of interactions. It can be seen that learning the 
feature weights from relevance feedback generally decreases the variance within each 
class. The improvement is especially significant for the categories that have large 
intra-class variances before relevant feature selection.  

To show the effectiveness of the method in interactive image retrieval, we plot 
precision-recall curves. Figure 6 shows an example result of retrieving the Bus 
category of images using the method detailed in Section 3. It is seen that the retrieval 
performance improves significantly in 3 rounds of interaction.  

SVMs have been extensively used in relevance feedback image retrieval [8, 15]. 
Figure 7 shows the precision recall performance of using SVM and the method of 
Section 3 (also see [20]) with both the original features and weighted features. It is 
seen that for both feedback methods, using our relevant feature selection improves the 
performances. These results demonstrate that our new framework for relevant 
region/object segmentation and relevant feature selection can effectively model the 
user feedback for improving interactive image retrieval.  

5   Concluding Remarks  

In this paper, we have presented an innovative graphical model for modelling user 
feedback intentions in interactive image retrieval. The novel method embeds image 
formation prior, statistical prior and user intention prior in the edges of a hierarchical 
graphical model and uses graph cut to simultaneously segment all positive feedback 
images into user interested and user uninterested regions. These segmented user 
interested regions and objects are then used for the selection of relevant image 
features. An important feature of the new model is that it contains visual appearance 
prototype nodes which form bridges linking similar objects in different images which 
not only makes it possible to use all positive feedback images to obtain more robust 
user intention priors thus improving the object segmentation results but also greatly 
reduces the graph and computational complexity. We have presented experimental 
results which have shown that the new method is effective in modeling user intentions 
and can improve image retrieval performance.  
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Abstract. Content-based image retrieval (CBIR) has suffered from the lack of 
linkage between low-level features and high-level semantics. Although 
relevance feedback (RF) CBIR provides a promising solution involving human 
interaction, certain query images poorly represented by low-level features still 
have unsatisfactory retrieval results. An innovative method has been proposed 
to increase the percentage of relevance of target image database by using graph 
cuts theory with the maximum-flow/minimum-cut algorithm and relevance 
feedback. As a result, the database is reformed by keeping relevant images 
while discarding irrelevant images. The relevance is increased and thus during 
following RF-CBIR process, previously poorly represented relevant images 
have higher probability to appear for selection. Better performance and retrieval 
results can thus be achieved. 

Keywords: Graph Cuts, Relevance Feedback, Content-based Image Retrieval, 
Radial Basis Function, Maximum-flow/minimum-cut. 

1   Introduction 

Image retrieval has been a very active research area with text-base image retrieval 
well-studied and commercialized. However, text-based image retrieval suffers several 
limitations, such as long and inconvenient annotation and description of retrieval 
images, ambiguity of different wording and language barrier from different countries. 
On the other hand, the idea of content-based image retrieval (CBIR) idea has been 
raised and investigated world-wide to provide a solution to these shortages. The most 
significant advantage of CBIR is expressed simply by the old saying: A picture is 
worth a thousand words. In CBIR, images are represented by their own visual 
features, [1, 2] such as colour, shape, texture, and motion with which high level 
semantics of images can be embodied. 

Although certain level of achievements have been achieved in CBIR, the gap 
between low level features and high level semantics is still not filled. Such 
bottlenecks restrict the performance of CBIR and also limit its application [2]. 

One of the most successful attempts in filling such semantic gap involves human 
interaction and guidance with retrieval system, first introduced by Y. Rui and T. S. 
Huang [2, 3]. Such relevance feedback content-based image retrieval (RF-CBIR) 
integrates human factor to guarantee the retrieval process so that it is carried on along 
the right track.  
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On the other hand, in the field of image segmentation, similar human involvement 
ideas have been implemented. Quite a few successful segmentation techniques are 
based on user interaction. For example, active contour (snake) segmentation requires 
user feedback for every step. Graph cuts require binary seeded object and background 
as do random walk segmentations which support multiple seeds [4]. 

In CBIR, images described using features similar to a query image (e.g. texture, 
colour, shape) are selected as retrieval results, whilst in segmentation, pixels with 
similar features (e.g. histogram) are grouped together as one segment. As such an 
analogy may be drawn between CBIR and image segmentation and represents the 
inspiration for this work. The motivation of this paper is to improve the RF-CBIR 
retrieval accuracy and shorten the searching effort, since from time to time, image 
features do not always successfully represent its semantic content. A given query 
image in such scenario thus has little chance to lead to a satisfactory retrieval result 
based on image contents. One typical syndrome for such a weakly represented query 
image is that the convergence value of retrieval precision rate is too low to bring up 
enough number of retrieval results. For instance, an RF-CBIR system has the best 20 
retrieval images drawn from a target database. Precision rate is defined as the number 
of relevant images among a total of 20 retrieved images. If only 2 images are 
retrieved as relevant images the precision rate is merely 10% and this result does not 
help the retrieval purpose much in practice.   

In order to solve above problem and obtain a good precision rate using RF-CBIR 
for a query image with less representative features, increasing the relevant image 
percentage in target image database is one possible solution. Ideally, relevant images 
are kept intact as much as possible, while as many as non-relevant images are 
disposed of. Consequently, relevant image percentage rate would be elevated. We 
propose an innovative approach by adopting graph cuts theory with the maximum-
flow/minimum-cut algorithm from image segmentation technique. This method 
calculates the minimum cut and divides the total pool of target image database into 
two groups, i.e. relevance (source) group and irrelevance (sink) group, with the hope 
that each result group is as close as possible to the natural classifications of real 
relevant images and irrelevant images. Source and sink notations are brought in from 
graph cuts theory [4, 6]. Finally, the result “relevant”-source group is kept while 
“irrelevant”-sink group is discarded. The new image database, which is consists of 
relevant-source group only, has a better real relevant image percentage rate than the 
original database. 

In the section 2, background information of RF-CBIR and graph cuts theory used 
in image segmentation are introduced. In section 3, methodology of graph cuts to the 
RF-CBIR is presented. Following, experiments setup, results and discussions are give 
in section 4. Lastly, the paper is finalized by a conclusion and expected future works 
in section 5. 

2   Background 

2.1   Relevance Feedback Content Based Image Retrieval (RF-CBIR) 

In CBIR, relevance feedback is one of the best solutions to fill the gap between low 
level features and high level semantics in image retrieval. RF-CBIR provides a 
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powerful tool as its interactive platform allows for users to tailor a search to their own 
needs and requirements. In addition, RF-CBIR also adapts to same user’s different 
needs at different times [2, 3]. 

The process of RF-CBIR is achieved by certain level of human computer 
interaction. The decision on both relevancy and non-relevancy made by the user will 
be treated as feedback and affect the next retrieval iteration [5]. The iterations are 
terminated when retrieval precision rate is satisfying. 

Relevant images are considered as positive feedback while non-relevant ones are 
considered as negative feedback, in which both of them are contributed to find a more 
representative relevant centroid in image feature space. As you can see, the key of 
RF-CBIR is to convert the concept of relevancy from semantics into a quantified 
measurement that computer could learn and apply.  

2.2   Graph Cuts in Image Segmentation 

The Graph Cuts technique formulates the segmentation energy over a binary variables 
labeled by users, in which only two groups of segmentations are achieved. Pixels 
belonging to the object of interest and those not, are separate into “object” and 
“background” respectively [4]. It utilizes an optimization process, maximum-
flow/minimum-cut from graph theory of flow networks, which states that the 
maximum amount of flow equals to the capacity of a minimal cut [4, 8]. Such an 
optimization problem is achieved by minimizing a cost function enlightened by a 
solution for statistics problems, i.e. maximizing a posterior estimation of a Markov 
Random Field (MAP-RMF) [4, 6]. 

The initial and significant stage of graph cuts is to label the seed pixels for both 
user-interested “object” and non-important background information. A source (s) & 
sink (t) two-node representation has been used to indicate user verified information of 
image pixels relating object/background, which is denoted as s-t graph cut. This is 
defined as a hard constraint of such segmentation problems. A soft constraint on the 
other hand is defined as the cost function, which includes every pixel of the image.  
[4, 6] A good reason of using Gaussians in the cost function is that this equation 
emphasizes the similarities between individual and neighboring pixels, meaning the 
higher the cost function value, the more likelihood a pair of pixels belongs to the 
same group (“object” or “background”). Higher similarity is represented by closer 
feature space distance measurement after the Gaussian process. This can also be 
interpreted that the cost function penalizes discrepancy. 

3   RF-CBIR with Graph Cuts  

As we can see, user interaction has been involved in both RF-CBIR process and graph 
cuts technique. By combining the above approaches, selected relevant/irrelevant 
images are used as seeds information with max-flow/min-cut algorithm applied to an 
ad-hoc cost function. The target image database is classified into two groups, i.e. the 
“relevant”-source group and the “irrelevant”-sink group. In the following, notations of 
source-group and sink-group are used to indicate the result group and discarded group 
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respectively. By disregarding the sink-group, the new database consisted of source-
group has a better relevant percentage rate and performs better retrieval processes. 

The methodology of this experiment is inspired by both graph cuts technique in 
image segmentation as in reference [4] and relevant feedback content-based image 
retrieval (RF-CBIR) using a network of radial basis functions (RBFs) [5]. The 
intention is to resize the original database by removing as many irrelevant images as 
possible and achieve better relevancy percentage.  

The first step is the preprocessing stage of image database. This process can be 
performed off-line prior to any retrieval actions. In total, four types of image features, 
colour moment, colour histogram, shape and Gabor texture are used in image index, 
with a vector size of 131. Secondly, user-interaction is used to indicate seed 
information by choosing relevant/irrelevant images from an interface consisting of 
images displayed. In the third step, weighting measurement of each image of the 
database is computed in terms of both unitary-information with respect to source and 
sink seeds as terminals, as well as pair-wise boundary information with 
neighbourhood images. A cost function is obtained for individual images using 
distance measurement and consequently, a total weights matrix is achieved. Lastly, 
images are classified by applying the max-flow/min-cut algorithm as [6] describes. As 
a result, cuts are drawn and the image database is divided into two desired groups: 
source and sink. The result source image database is then applied by RF-CBIR 
process. In the following, a block diagram is given to depict such a retrieval process. 

 

Fig. 1. Relevance feedback block diagram 

Cost function plays a key role in this experiment. Two metrics for weighting 
calculation have been used in this work. One is Euclidian distance as equation (1), in 
which I is the dimension of feature space (131 for this experiment), fq is the query 
feature, fp is the feature of another image.  

The other metric is radial basis functions (RBFs) as equation (2), representing a 
summation of mixture Gaussian type equations with fqi and fpi as scalar value of a 
single dimension in query representation and its counterpart of another image. Index i 
belonging to the total dimension I of the entire space.  
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As we have described, the seeds information is measured using Euclidian distance. 
Weighting scheme, which is related to graph cuts ad-hoc cost functions for image 
segmentation is designed. Two sub-functions need to be specified for both unitary 
regional weights R and pair-wise boundary weights B. For calculating regional 
weights (R), distance to the centre (average value) of seed samples clustering is used; 
for the boundary weights (B), the top N closest images of metrics in feature space are 
used. N is a parameter chosen by user and an optimal N would be decided prior to the 
experiment. The total cost function is shown in equation (3). R function is represented 
in equation (4), which is consisted of two parts as source (S) and sink (T). 
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For the case of terminal weights, a general expression is presented, similarly as the 

one used in reference [4],   ∑
=
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a
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1)(  in which A is the total number of the 

images. In summary, weights are generalized as in Table 1.  

Table 1. Look-up table for weights of each image inside the database 

Edge Weight Function Condition 
{ }nq,  nqB ,  { } Nnq ∈,  

SR  TSq h∉  

K  Sq ∈  

 
{ }Sq,  

0  Tq ∈  

TR  TSq h∉  

0  Sq ∈  

 
{ }Tq,  

K  Tq ∈  

Three ad-hoc weighting schemes are proposed, similarly to graph cuts ad-hoc cost 
functions for image segmentation [4]. First weighting scheme uses RBF distance for 
both regional (R) and boundary (B) weighting functions. Second one uses Euclidian 
distance for R and B weights. And third one is a hybrid of previous two schemes.  

For the first weighting scheme, in which only RBFs are used, the unitary regional 
weights with two parts and pair-wise boundary weights are given in equation (5) - (7) 
respectively. 
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In the above, q is the indication of query image, σ  is the variance value. In 
regional case as equation (5) and (6) showed, Ss ∈  is the source image, and Tt ∈  is 
the sink image. S, T are total number of source and sink seeds respectively. In 
calculating boundary weights in equation (7), N is the number of edges defined by 
users as previously mentioned, which varies from 1 to the size of the database. I is the 
total number of features used (131 in my experiment).  

The other two candidate schemes are listed in Table 2. In the case of second 
weighting scheme, using Euclidian distance for both regional and boundary weights 
are similar with RBF case but negative sign is necessary to be suitable with max-
flow/min-cut algorithm. In the third weighting scheme, the hybrid with Euclidian 
distance of R and RBF functions of B are listed. 

Table 2. List of weighting scheme 2 and 3 

Weight Fn Scheme 2 Scheme 3 

SR  ( )∑ ∑
= =

−−=
S

s

I

i
isiqS ff

S
R

1 1

21  ( )∑ ∑
= =

−−=
S

s

I

i
isiqS ff

S
R

1 1

21  

TR  ( )∑ ∑
= =

−−=
T

t

I

i
itiqT ff

T
R

1 1

21  ( )∑ ∑
= =

−−=
T

t

I

i
itiqT ff

T
R

1 1

21  

nqB ,  ( )∑ ∑
= =

−∝
N

n

I

i
iniq ffB

1 1

2  ( )∑ ∑
= =

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ −
−∝

N

n

I

i

iniq

nq

ff
B

1 1
2

2

, 2
exp

σ
 

4   Experiments 

4.1   Experiment Setup 

The experiment was carried out by applying the graph cuts algorithm to various sizes 
of databases with different images content and themes. Percentage of relevant images 
of result database was also computed and compared to the original image database. In 
addition, RF-CBIR process with and without graph cuts pre-processing are compared. 
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Since the experiment was inspired by both RF-CBIR and graph cuts techniques, 
two streams of previous works were adopted in conducting this experiment [5, 6], 
with source code of graph cuts downloaded from [7].  

Images used in database design are randomly chosen from Corel image database of 
size 40,000 without duplications [8]. For each database used in the experiment, both 
the size of database and percentage of relevant images are specified as ground truth. 
Therefore, percentage of relevancy as well as actual number of relevant and irrelevant 
images is given explicitly in database names. For instance, a database named as “(old 
style) airplane_T1000_15%” means that an image database with a theme of (old style) 
airplane has total of 1000 images, in which 150 images are relevant to the theme.  

To judge the relevancy, a query image is always chosen from the same group as the 
database and the relevancy calculation is always unique with no ambiguity. However, 
the query image may or may not be included in the target database. 

4.2   Results 

After several preliminary try-outs, weighting scheme 1 which uses RBF functions had 
outperformed the other two. Scheme 2 had no constructive result so far and was 
abandoned for this experiment. Scheme 3 had achieved some good results but 
extremely heavy computation. Consequent experiments would be focused on applying 
cost function of scheme 1. Different sizes of input databases with different relevant 
percentages would be tested on. Such graph cuts process would also be incorporated 
with RF-CBIR. In Figure 2, a snapshot of seeds selection interface is depicted with 
first two rows as source seed images and the rest as sink seeds.  

Weighting scheme using RBF-based cost function provides promising result. One 
issue raised at this point is that what number of edge parameter N should be 
considered. Several example databases are listed in Table 3.  

Table 3. Results of different databases 

Result Input Database 
Best Edge     

Parameter N 
Relevant (R) Total Image 

Number (T) 
New Percentage 
R/T (%) 

Poker_T90_50% 2 44 51 86.27% 
Poker_T70_50% 5 34 34 100% 

Old_style_airplane_T250_20% 2 23 46 50% 
Old_style_airplane_T400_75% 2 300 395 75.95% 
Old_style_airplane_T500_30% 2 146 400 36.5% 

As we see from Table 3, most of the cases have their best performance with 
optimal parameter N=2, meaning only the closest image in feature space were used to 
calculate boundary cost functions. It is because parameter N includes the central 
image itself. In the case of Poker_T70_50%, best performance obtained at N=5, but 
for N=2, a high percentage rate at 90.32% is also obtained with relevant image 
number of 28 with total of 31. Figure 3 illustrates such selection of N as relevancy 
percentage respect to different number of N. Different size of databases with various  
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Fig. 2. An interface snapshot of seeds image 
selection from displayed top and bottom ten 
results 

Fig. 3. Relevancy percentage value respect to 
different selection of edge N 

relevance percentages were processed by graph cuts. As the outputs shown in Table 4, 
after graph cuts, number of relevant (R) and total (T) images  are given and the ratio 
of R/T is calculated as the new percentage rates opposing to old ones as in input 
databases. 

Table 4. Graph cuts on various size of image databases with different relevance percentage 

Input Database Outputs 
Seed # Old style 

airplane  T=400_ 
Relevant (R)/ 

Total (T) 
New Percentage  

R/T (%) S (source) T (sink) 
20% 78/312 25 5 15 
40% 159/332 47.89 7 13 

Seed # Old style 
airplane  T=750_ 

Relevant (R)/ 
Total (T) 

New Percentage  
R/T (%) S (source) T (sink) 

30% 169/425 39.76 7 13 
40% 154/317 48.58 11 9 

Seed # Girl T=1000 _ Relevant (R)/ 
Total (T) 

New Percentage  
R/T (%) S (source) T (sink) 

5% 36/515 6.99 16 4 
10% 85/730 11.64 15 5 

As in Table 5, a comparison of RF-CBIR results are given in two situations, which 
firstly uses the method proposed with no pre-process as [5] and the proposed method 
with graph cuts pre-process. Two datasets with size 750 and 2000 respectively 
designed with randomly chosen images from Corel database provide complete 
knowledge of ground truth. Three and four queries images are used for RF-CBIR 
process in each database respectively and precision rates, number of relevant images, 
iteration numbers of human interaction in retrievals are presented and compared in 
both cases of before and after graph cuts pre-process.  
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Table 5. Comparison of RF-CBIR results with original database and graph cuts processed 
database 

Before:(old style) plane 
T750_10% 

After: (old style) plane T619_11% Query 
Image 

ID Initial 
Rate 

Final 
Rate 

Iteration 
Number 

Relevant 
Image # 

Initial 
Rate 

Final 
Rate 

Iteration 
Number 

Relevant 
Image # 

16032 5% 55% 4 11 5% 80% 6 16 
16099 5% 80% 8 16 5% 90% 9 18 
21925 30% 65% 2 13 35% 75% 3 15 

Before: racing car T2000_10% After: racing car T619_11% Query 
Image 

ID 

Initial 
Rate 

Final 
Rate 

Iteration 
Number 

Relevant 
Number 

Initial 
Rate 

Final 
Rate 

Iteration 
Number 

Relevant 
Number 

37216 5% 70% 4 14 15% 75% 5 15 
37217 15% 55% 3 11 15% 70% 4 14 
37287 15% 50% 3 10 35% 55% 3 11 
37232 20% 60% 3 12 30% 70% 3 14 

4.3   Discussion 

As the result shows, we saw that a mixture of Gaussian RBFs (scheme 1) provides 
best performance in terms of a weighting scheme. It is because Euclidian distance is a 
metric of difference while RBFs on the other hand is a metric of similarity. Due to the 
property of Gaussian function, the further two feature vectors are apart, the larger the 
cost function after applying the RBFs. Furthermore, feature difference has been more 
penalized with the increase of the discrepancy. Another advantage of using weighting 
scheme 1 is its much faster computation time as compared with the others.  

By choosing the best edge parameter N for cost function, as experiment results 
indicated, N=2 edge parameter provides the most feasible results.  

The modified graph cuts method using weight scheme 1 and edge parameter N=2 
was demonstrated to be effective in actual RF-CBIR process. In the situation where 
the query image is difficult to retrieve due to its poor representation in low-level 
features, as Table 5 indicated, final convergent rate (precision) of RF-CBIR has been 
increased from 5% to 25%, using graph cuts modified image database. Although the 
relevancy percentage was not raised as much as smaller databases in Tables 3 and 4 
precision rate is still improved from RF-CBIR without graph cuts pre-process. It is 
because that by getting seeds information, cost function in graph cuts algorithm 
emphasizes the non-linear RBF (similarity) relations as well as penalizes features 
discrepancy.  

5   Conclusions and Future Works 

An original approach was raised to fill the gap between semantic and low level 
features, based on increasing the probability of relevant image appearance. By 
incorporating graph cuts theory using max-flow/min-cut algorithm, such a proposal 
was confirmed and proved by experiments from which a single neighboring image 
was used as an edge parameter (N=2) in designing RBFs-based cost function. This 
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method was applied to RF-CBIR and better retrieval results were obtained than with 
the traditional RF-CBIR process. 

In future, such a method will be worthy of investigation by incorporating with 
automatic content-based image retrieval process. 

 
Acknowledgments. Acknowledgements are given to Dr. Boykov and Dr. 
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Abstract. There is a great deal of research conducted on hyperplane
based query such as Support Vector Machine (SVM) in Content-based
Image Retrieval(CBIR). However, the SVM-based CBIR always suffers
from the problem of the imbalance of image data. Specifically, the num-
ber of negative samples (irrelevant images) is far more than that of the
positive ones. To deal with this problem, we propose a new active learn-
ing approach to enhance the positive sample set in SVM-based Web
image retrieval. In our method, instead of using complex parsing meth-
ods to analyze Web pages, two kinds of “lightweight” image features:
the URL of the Web image and its visual features, which can be easily
obtained, are applied to estimate the probability of the image being a
potential positive sample. The experiments conducted on a test data set
with more than 10,000 images from about 50 different Web sites demon-
strate that compared with traditional methods, our approach improves
the retrieval performance significantly.

1 Introduction

Statistical learning methods based on the optimal classification hyperplane,
such as Support Vector Machine, are promising tools for learning complex,
subjective query concepts in CBIR. It is widely understood that the major
bottleneck of CBIR is the “semantic gap” between low-level visual feature rep-
resentations and high-level semantic concepts of images. To reduce the gap,
relevance feedback(RF) [1] was brought into CBIR to improve the retrieval
performance [11,12].

Relevance feedback is a human-computer interaction process, in which users
evaluate the search results. According to the evaluation, the retrieval system
adjusts the classification function and returns the improved results. This process
is repeated until users satisfy or abandon the search.

Traditional relevance feedback is a kind of passive learning, where the feed-
back samples are acquired randomly. However, randomly chosen samples often
contain rare information which will increase the iterative number of relevance
� This work was partially supported by the NSF of China Grant 60403018, 973-Plan
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feedback. Active learning [3,4,5] aims at actively choosing the most informa-
tive images in each feedback iteration. For example, a typical active learning
method—Angle-Diversity[3], actively selects a candidate sample set which is
close to the classification hyperplane as well as maintains the sample’s diversity.
In active learning, the performance of CBIR is suffered from the following two
problems[3]: 1.The imbalance of the positive and negative samples. In real ap-
plications, for a certain query concept, most of the images of the database are
irrelevant. Angle-diversity selects samples near hyperplane (the most uncertain)
for users’ feedback. However, due to the data imbalance, the probability of those
samples being negative ones is higher than that as positive ones, which makes
the feedback sample set containing inadequate positive samples. 2. Visual di-
versity. Due to the well-known “semantic gap”, the images relevant to a certain
query concept usually distribute loosely in a large scale feature space. It is often
difficult to find sufficient positive sample images close to the hyperplane.

Compared to the standard image data sets, Web images are more diverse in the
feature and concept space. Thus the traditional relevance feedback strategy often
fails to provide sufficient positive samples. The context of Web images such as
surrounding text, the Web page URLs, etc. have been exploited to improve Web
images retrieval in many previous work[13,14]. However, most of the known work
need to deal with the problem of “intelligently”parsing Web pages. To improve
the performance of relevance feedback in Web images retrieval, we propose a
new active learning approach using “lightweight”Web image features: the visual
feature and image’s URL, which can be obtained easily. The heuristic idea is:
images with similar URLs and visual features have higher probability of similar
semantics. For example, we have a positive image about concept “car” which is
located in the Web set “www.acar.com.cn”. Due to the “semantic gap”, searching
this image in the whole database will bring in a lot of negative samples. However,
if we know there are some images in the result set having similar URLs with
this positive sample, for instance, having the same domain name and directory
path, or a similar domain name such as “www.car.com”, we can “guess”such
images may have similar semantic with the positive sample. Distance measure
can be used to evaluate the similarity of the URLs between images. Therefore,
visual features of the image sample, URL and other information can be exploited
to estimate the possibility of sample as positive one. Images with the highest
probability will be provided as feedback samples for the users, which compensates
for the shortage of positive samples in traditional feedback strategy. In addition,
in light of the returned results of SVM[2], we also propose a new ranking method.
The framework of our Web image retrieval system is given in Fig.1.

2 Related Work

SVM based image retrieval and relevance feedback had been studied for decades.
Chen and Huang propose one-class SVM[6] to solving the imbalance of positive
and negative samples. They construct a tight hyper-sphere in the feature space
to include most positive training samples. However, for some widely distributed
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Fig. 1. The Web Image Retrieval System Framework

“concept ”, how to select a proper Kernel to map those positive samples in a
tight hyper-sphere is still an unsolved problem.

Gosselin and Cord [7] proposed a method to shift the hyperplane dynamically
according to the ratio of the number of positive samples to negative samples
learned in the last-round feedback. Due to the diversity of images in the visual
space, this method results in marginal improvement especially for Web image
data. Goh and Chang[9] proposed a new active learning strategy for solving the
problem of scarce positive samples in feedback set.

There are a lot of work dealing with content-based Web images retrieval.
Cai et al.[8] proposed a retrieval method combining visual feature, text and
Web page links. It was shown that their method can improve the performance.
Their Web pages preprocessing needs some “intelligent”parsing tools and suffers
from parameter tuning. Quack et al.[11] proposed a Web image retrieval system
Cortina, which combines visual feature and keywords to find relevant images.
The correlations between image and keywords are estimated by data mining
approach.

3 Positive Enhanced Feedback Strategy

Angle-diversity algorithm is the most commonly used active learning approach,
which selects a candidate sample set close to the classification hyperplane as well
as maintain the samples’ diversity. It is believed that samples close to hyperplane
are the most uncertain ones[3], in other words, the possibility of those samples
being positive ones is near 0.5. However, compared with standard image data
sets, Web image data set has more kinds of categories which means the imbalance
of image data is more serious and the isolation[9] is worse. When applying angle-
diversity to Web image retrieval, the improvement of retrieval performance is not
significant due to lacking positive samples in feedback result set.

To deal with this problem, we propose an active learning approach based
on angle-diversity by adding some potential possible positive samples to the
feedback set returned to the users.
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3.1 Finding High Possible Positive Sample(HPPS)

In this section, we will first give some definitions. Let X = {x1, x2, . . . , xn}
denote the set of Web images, | X |= n, where n is the number of instances,
Y = {y1, y2, . . . , yn} denote the set of the corresponding labels of X . yi repre-
sents the class label of instance xi, namely, yi = +1 means xi being a positive
sample, otherwise, yi = −1. W = {w1, w2, . . . , wm} denotes the set of Web sites,
| W |= m, where m is the number of Web sites. We assume each xi ∈ X is
corresponded to only one element of W , and pk denotes the number of instances
in wk. P (xi, +1) corresponds to the joint probability of xi being positive sam-
ple. The aim of HPPS is to find the sample xi with higher P (xi, +1) and less
P (xi, −1). Let ŷi denote the estimated class label of xi, the probability P (xi, ŷi)
can be given as follows:

p(xi, ŷi) =
m∑

k=1

P (ŷi|xi, wk) × P (wk|xi) × P (xi)

=
m∑

k=1

P (ŷi|wk) × P (wk|xi) × P (xi)

=
m∑

k=1

P (ŷi|wk) × P (xi|wk) × P (wk)

=
m∑

k=1

(
pk∑

j=1

P (ŷi|xj) × P (xj |wk)) × P (xi|wk) × P (wk)

=
m∑

k=1

(
pk∑

j=1

P (xi, ŷi|xj , ŷj) × P (xi|xj) × P (ŷj|xj) × P (xj |wk))

× P (xi|wk) × P (wk) (1)

The followings are the details of the computation of the above formula:

1. The probability P (wk) is related to two factors: the first is the ratio of the
number of samples in Web site wk to the total sample number n, the second is
the confidence of wk. We define the confidence Wk denoting the ability of the
classification of the Web site wk, and will discuss it in the next section. P (wk)
can be calculated as follow:

P (wk) = Wk × | wk |
n

(2)

2. For P (xi|xj), sample x is drawn from a probability distribution, thus, for
a new sample xi, a non-parametric Gaussian Kernel density estimation is used
to estimate the probability density P (xi|xj), which is given by:

P (xi|xj) = (2π)−d/2σ−dexp−
1

2σ2 ‖xi−xj‖2
, (3)
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where σ is the standard deviation, σ and d are the same for each xi, so we ignore
them in the following calculation.

3. We employ an approximate method to calculate the probability of xj with
estimated label ŷj , P (ŷj |xj). Given an training instance xj , if ŷj equals to the
label yj of xj , P (ŷj |xj) = 1, otherwise P (ŷj |xj) = 0. In the following calculation
we simply only use those instances in the training set with yj equaling to ŷi to
calculate p(xi, ŷi). In this case, P (xj |wk) corresponds to the reciprocal of the
number of training data xj with yj equaling to ŷi in wk, which is P (xj |wk) =

1
|{xj |xj∈trainingset, xj∈wk, yj=ŷi}| .

4. We employ the factor αij to represent the value of P (xi, ŷi|xj , ŷj)(ŷj = ŷi).
αij can be calculated by the URLs’ similarity between the instance xi and xj . In
fact, the similarity between instances’ URLs is used to measure the probability
that these two instances have the same label.

5. The probability P (xi|wk) is calculated as follows:
IF xi ∈ wk P (xi|wk) = 1/ | wk |
ELSE P (xi|wk) = 1/ | n |

Therefore, Eqn.1 can be rewritten as follows:

P (xi, ŷi) =
m∑

k=1

(Wk
| wk |

n
P (xi | wk)

1
pk

pk∑

j=1,xj∈wk,yj=ŷi

αije
−‖xi−xj‖2

) (4)

where

P (xi|wk) =

{
1

|wk| , xi ∈ wk
1
|n| , xi �∈ wk

For each xi, f(xi) = P (xi, +1)−P (xi, −1) is applied to estimate the probability
of xi being positive sample. Eqn.4 indicates that for a given instance xi and
a positive training data xj , the possibility of xi being positive sample depend
on the following two factors: 1.The distance between xi and xj , the smaller the
distance, the more possibility; 2. The URL similarity between xi and xj , higher
similarity(leading to a large αij , higher possibility. Finally, f(xi) implies that the
instance which is near positive sample set and far away from negative sample
set is more possible to be a positive instance. At next section, we will discuss
how to calculate αij and Wk in Eqn.4.

3.2 Web Site Weight Calculation Based on URL Similar
Sample(USS)

Our method calculates Wk based on USS and users’ relevance feedback. The
system returns some instances which have the same Web site’s URL and small
distance to a positive training sample(USS), then users are prompt to label these
instances. Web site weight Wk is calculated based on the feedback results. Let
rk denote the number of historic positive feedback about Web site wk, where
ck is the number of historic negative feedback about Web site wk. If user labels
one of USS sample in wk positive, rk = rk + 1. Otherwise, ck = ck + 1. Thus,
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Algorithm 1. URL Similar Sample(USS)
Input: n,ri,ci {the number of feedback sample provided by USS,the number of
historic positive feedback in wi,the number of historic negative feedback in wi}
Output: Wi,ri,ci{weight of Web site i}
Initialization: wi = ri/(ri + ci)
BEGIN
xp ←− Random(Spositivetrainset){randomly select a sample from positive training
set}
U ←− SomeURL(xp, S−Strainset){select all instances with same URL with xp from
non-training set}
R ←− min(U, xp, n){select n instances from U with smallest distance with xp}
for i = 0; i < n; i + + do

if Ri is positive by users’feedback then
ri++;

else
ci++

end if
end for
Wi = ri/(ri + ci)
return and save Wi,ri,ci

END

we have the formula of Web site weight, Wk = rk

(rk+ck) . The process is listed in
algorithm 1:

Wi reflects the confidence weight of Web site wi, the large value of Wi implies
that Web site wi has strong classification ability. In the practical application,
some kind of Web set with great classification ability should be assigned a high
confidence weight. For example, the instances in Web set “www.acar.com.cn”
are almost cars, the confidence weight of this Web site is high. On the contrary,
images in “www.image.taobao.com” almost belong to different categories, so this
kind of Web sites should be assigned lower weight.

3.3 αij Calculation

For some Web images, their URLs can be divided into multiply layers. For exam-
ple, the image “http://sina/data/cartoon/1328.jpg” has 3 layers. The image file
name “1328.jpg” is not considered because it is unique in the same sub-directory.
If the URLs between two images are more similar, they are more likely to be
related with the same concept. We propose a method to calculate αij as follows.

We assume that αij = la(0 < la < 1), when xi and xj have not common part
in their m-layer URLs, where xj is a training instance. If the URLs of xi and xj

are the same from the root layer to the kth-layer, and from (k + 1)th-layer they
are different, then we calculate αij according to Eqn.5:
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αij = la + (1 − la) ∗

k∑
n=0

n

m∑
n=0

n
(5)

where m is the number of directory layers. We can see that when the URL
of xi’s and xj ’s are completely different, αij is la. The value la has important
influence on the results. If la is too large, αij will have little effect on f(xi), thus
it is not confident to find positive samples in the same URL. Otherwise, if la is
too small, the effect on f(xi) is too great, then the samples are likely to come
from the same URL. To deal with it, we propose a method based on statistics to
adjust la dynamically. The basic idea is to record the number of images provided
in HPPS. If the number of instances coming from the same URL excesses a given
threshold, la increases; otherwise la decreases. The algorithm 2 is given in the
followings.

Algorithm 2. la adjusting algorithm
Input: a,l,h {the initial la,the low boundary of the ratio of same URL instances num-
ber to total instance number,the high boundary of the ratio of same URL instances
number to total instance number}
Output: la
Procedures:
maxurlnum(SHPPS){the maximal instance number coming from same URL provided
by HPPS in a query}
total(SHPPS){the total number provided by HPPS in a query}
BEGIN
if la not exist then

la=a
end if
if maxurlnum(SHPPS) > total(SHPPS)*h then

la = 1 − (1 − (maxurlnum(SHPP S)
total(SHPP S) − l+h

2 )) ∗ (1 − la)
end if
if maxurlnum(SHPPS) < total(SHPPS)*l then

la = (1 − ( l+h
2 − maxurlnum(SHPP S)

total(SHPP S) )) ∗ la
end if
return la
END

4 The New Ranking Method for SVM

According to the theory of SVM, the higher the value returned by SVM classi-
fication function, the more possibility the instance is positive. However, in the
content-based Web image retrieval, the performance by ranking the score from
high to low is not very significative. One reason is that the positive and negative
samples are not sufficient in the previous rounds of feedback, so the classification
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hyperplane is not good enough to describe the characteristics of such “concept”.
In this case, many negative samples will obtain high SVM scores which would
exclude the positive samples from the result set. Second, in content-based im-
age retrieval, an image often contains hundreds of dimensional features, but the
user can not label hundreds of instances, so the number of training data is far
less than the dimension number. Thus the number of non-support vector in the
training result is less than that of support vector, which is especially true for
positive support vector due to the imbalance of image data. In our experiments,
we found that the number of positive support vector is far more than that of
positive non-support vector, which means that it is more reasonable to obtain
positive samples in the local area of the positive support vector.

According to the above discussion, this paper presents a re-ranking method
for the results returned by SVM. The details are given as follows:

First, we choose the samples whose SVM score value f(x) is between [1-
β,1+β](β > 0) and rank them according to | f(x)−1 | in ascending order. These
samples have higher possibility to be positive support vector. Second, we choose
samples with f(x) > 1+β, and rank them according to f(x) in increasing order.
Finally, we select the sample with f(x) < 1−β, and sort them according to f(x)
in descending order. In the experiments, we set β = 0.01.

5 Experimental Results

Our experiment data set is obtained from 57 Web sites. It contains more than
11,000 images. Each image is characterized as a 528-dimension feature vector
based on the color and texture features according to MPEG7. We select 23
categories as initial query categories. Because the instances are labeled manually,
which is label-intensive, only 47 image queries are provided. Each initial query
contains two instance, one positive and one negative. The positive instance is
obtained from Google query results which is not contained in image database,
while the negative one is selected by the system randomly. Six rounds feedback
for each query is performed and 100 images will be returned by the system at
each round.

Three experiments are conducted: the first experiment is to compare our feed-
back method with the traditional method(NFM) and the Angle-diversity. For the
traditional method, in each feedback session, five positive images and five neg-
ative images on the top100 results are selected and returned to the retrieval
system. If the number of positive images is less than 5, we increase the number
of negative images until the total feedback number becomes 10. Our method is
based on Angle-Diversity and HPPS+USS feedback model. The initial value of la
is set to 0.6. l and h is set to 0.4, 0.6 respectively. The top 90 result images and 10
images obtained from Angle-Diversity+HPPS+USS are provided for users’ feed-
back, where Angle-Diversity will provide three images, HPPS provides five, and
USS provides two, respectively. Finally, five negative and five positive images are
selected and return to retrieval system. In the second experiment, we compare
the performance of Angle-Diversity+HPPS+USS and NFM in two different SVM
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ranking methods, feedback methods are the same as the previous experiment.
The third experiment evaluates the contributions of α and w to the retrieval per-
formance based on the relevance feedback of Angle-diveristy+HPPS+USS. We
compare the retrieval performance of using parameter α, W and setting these
parameters as constants, α = 1 or W = 1. In each of the three experiments,
47 images as provided as initial queries, 6 rounds of relevance feedback are per-
formed. The experimental results are shown in the following figures.

From Fig.2, Fig.3, we can observe that compared with NFM and angle-
diversity, our new feedback method with new SVM ranking approach can im-
prove the precision in both top 20 and top 50 search results.

Fig.4 shows that the new ranking method in both of our new feedback method
and the NFM can improve the retrieval performance significantly compared with
the theory SVM ranking method.

Fig.5 shows that when we set the parameter α and W being constant, the re-
trieval precision is decreased, which proves that the introducing of the parameter
α and W can improve the retrieval performance.
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6 Conclusion

This paper presents a new active learning method and a new ranking approach
for SVM based image retrieval to deal with the imbalance problem of the Web
image retrieval. The experimental results show that the proposed methods im-
prove the image retrieval performance significantly compared with the traditional
methods. In the future work, the theory of our new ranking approach for SVM
based Web image retrieval will be studied further.
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Abstract. The AVS video coding standard is established by China. However it 
is not limited to be a national standard but an open standard. In September 
2006, AVS was adopted as a candidate for IPTV standards by the ITU. AVS is 
becoming more and more well known by the world. Many related products and 
systems have been released in the past years. This paper will introduce an end-
to-end application system of AVS in China—AVS-IPTV. The AVS-IPTV 
system is built by CNC (China Netcom Group), which is a leading broadband 
communications and fixed-line telecommunications operator in China. The 
AVS-IPTV system proves AVS can meet the application requirements well.   

Keywords: AVS, IPTV, H.264. 

1   Introduction 

The AVS video coding standard is a standard established by the China Audio Video 
Coding Standard (AVS) Working Group. Although it is established by a national 
working group of China instead of an international standard organization, e.g. MPEG, 
VCEG, it is not limited to be a national standard but is an open international standard. 
In September 2006, AVS was adopted as a candidate for IPTV standards by the ITU. 
Compared with other state-of-the-art video coding standards, AVS achieves a good 
trade-off solution between coding complexity and coding efficiency. The testing 
results show that AVS can achieve similar performance with H.264 with much lower 
complexity. Now AVS becomes more and more well known by the world. Many 
related products and systems have been released in the past few years. This paper will 
introduce an end-to-end application system of AVS in China—AVS-IPTV. The AVS-
IPTV system is built by CNC (China Netcom Group), which is a leading broadband 
communications and fixed-line telecommunications operator in China. The AVS-
IPTV system proves that AVS can meet the application requirements well.  

The rest of this paper is organized as follows: section 2 gives an overview and 
feasibility analysis of the AVS standard; section 3 describes the end-to-end system—
AVS-IPTV built by CNC and gives some testing results of the AVS-IPTV system; 
section 4 concludes the paper.  
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2   AVS Video Coding Standard 

As with MPEG standards, the AVS standard is also composed of several parts, such as 
system, video, and audio plus conformance testing, software etc. For video, the AVS 
video coding standard includes two parts. One part is Part 2, called AVS1-P2, which is 
targeted to high resolution, high bit rate coding applications, such as broadcasting; the 
other is Part 7, called AVS1-P7, which is for low resolution, low bit rate coding 
applications, such as streaming, and wireless multimedia communication. So far, 
AVS1-P2 has been released as a national standard, and AVS1-P7 is still under 
revision. As shown in Figure 1, the AVS video encoder has the same architecture as 
H.264. In the coding process, each input macroblock is predicted with intra prediction 
or inter prediction. After prediction, the predicted residual is transformed and 
quantized. Then the quantized coefficients are coded with an entropy coder. At the  
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Fig. 1. The block diagram of AVS video encoder 

Table 1. Test conditions for comparison between AVS1-P2 and H.264/AVC main Profile 

Coding Tools H.264 Main Profile AVS1-P2 Jizhun Profile 
Intra prediction Intra 16x16 (4 modes), Intra 

4x4 modes (9 modes) 
Intra8x8 modes (5 modes) 

Multi-reference 
frames 

2 reference frames 
(3 reference frames for B 

frame) 

2 reference frames 
 

Variable block-
size MC 

16x16-4x4 16x16-8x8 

Entropy coding  CABAC VLC 
RDO  On On  

Loop filter On On 
Interlace Coding MBAFF PAFF 
Hierarchical B 

frames  
Off None 
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Fig. 2. Experimental results for comparison between H.264/AVC and AVS1-P2 Baseline 
Profile 

same time, the quantized coefficients are processed with inverse quantization and 
inverse transform to produce reconstructed prediction error, and the reconstructed 
prediction error and prediction sample are added together to get the reconstructed 
picture. The reconstructed picture is filtered and sent to the frame buffer.  
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Although AVS has the same framework as H.264, the complexity of AVS is 
reduced compared with H.264. So far, several optimized AVS1-P2 software decoders 
and decoder chips have been released [1][2][3]. In the software and hardware 
implementation, the coarse complexity estimation for AVS1-P2 is that H.264 main 
profile encoder/decoder is about 1.5 times more complex than AVS1-P2. The 
complexity reduction for AVS mainly comes from inter prediction, interpolation, 
loop-filter and entropy coding. 

According to the statistical data in [4][5], the two most complex operations in a 
decoder are interpolation and loop filtering. For interpolation in AVS1-P2, the spatial 
complexity and computation complexity comparison with H.264 is analyzed in [6]. 
Memory bandwidth is reduced nearly 11%, which is very important for high 
definition coding. For loopfitlering, the most important factor is boundary strength 
computation and the number of edges to be filtered. In AVS1-P2, the number of edges 
to be filtered is reduced significantly, as the filter is 8x8 block based while H.264 is 
4x4 block based. Except for interpolation and loopfiltering, intra prediction and 
entropy coding complexity is also reduced significantly in AVS1-P2. For intra 
prediction, the number of prediction modes is reduced. For entropy coding, 2D VLC 
coding in AVS is much simpler than CABAC, especially for hardware design. 
Moreover, the inter prediction complexity of AVS is also reduced significantly. The 
block size smaller than 8x8 block is not used in AVS.  

In AVS1-P2, only one profile is defined now, named Jizhun profile, and an 
enhancement profile (X-Profile) of AVS1-P2 is still in development. There are five 
levels in Jizhun profile. Each level specifies upper limits for the picture size, the 
maximal video bit-rate, the BBV buffer size etc.  

The performance of AVS1-P2 and H.264 is tested. The JM6.1e and RM5.0 
reference software developed by the standards committees is used as the test platform 
for H.264, and AVS respectively. Table 1 shows the test conditions for the 
performance comparison of AVS1-P2 Jizhun Profile and H.264 Main Profile. From 
the curves in Figure 2, it can be seen that the AVS1-P2 Jizhun Profile shows 
comparable performance with H.264, but the complexity of AVS is much lower than 
H.264. 

3   An End-to-End Application System: AVS-IPTV 

IPTV is a very promising application, which can provide an integration of multimedia 
services such as television, video, audio, text, graphics, data etc. delivered over IP 
based networks. From July 2006, an AVS-IPTV group has been founded in CNC to 
push AVS applications in IPTV. Now CNC has built up an end-to-end system, 
including an AVS encoder, transport system and set-top box receiver. In the system, 
the encoder is provided by NSCC. The transport system providers include ZTE, 
Huawei, Bell, UT and PCCW. The set-top box providers include Chaoge, ZTE, Bell, 
Huawei, UT and Changhong.  

Before building up the application network, the image quality of H.264 and AVS 
were tested by the AVS-IPTV group. The testing environment is shown in Figure 3. 
PQR (Picture Quality Rating) is used to measure the performance. The testing results 
from the AVS-IPTV laboratory of CNC’s Research Institute show that the Huawei 
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AVS set-top box achieves better performance than the Huawei H.264 set-top box. The 
PQR of H.264 AVS set-top box is 17.17 and that of H.264 set-top box is 18.8. Detail 
testing results are listed in Table 1 and Table 2. In the RTNet Lab of the 
Telecommunication Research Institute of Department of Information, both Huawei’s 
set-top box and ZTE’s set-top box were tested. The testing results also show that both 
 

Table 2. AVS set-top box testing results under 3 kinds of bitrate 

1M 1.5M 2M

13.10 12.79 12.59

22.21 22.23 22.21

17.32 17.14 17.04

17.17

1M 1.5M 2M1M 1.5M 2M1M1M1M 1.5M1.5M1.5M 2M2M2M

 

Table 3. H.264 set-top box testing results under 3 kinds of bitrate 

1M 1.5M 2M

15.24 14.59 14.43

23.28 22.91 22.89

19.18 18.67 18.55

18.80
 

 
Fig. 3. AVS/H.264 image quality testing environment 
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Fig. 4. Three-level AVS-IPTV system 

 

Fig. 5. AVS-IPTV Trial network architecture in Dalian 

the Huawei AVS set-top box and the ZTE AVS set-tops have better image quality 
than H.264 set-top boxes.   

Based on the CNC business network, a three-level AVS-IPTV system has been 
constructed. As shown in Figure 4, the national level is composed of four modules: 
AVS Headend and media storage, CMS (Content Management System), SMS 
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(Service Management System) and VSS (Value-added Service System). The 
provincial level includes an additional service/portal navigation system (PNS), in 
addition to the four modules included in national level. The urban level is composed 
of a media service system and PNS. The national level is responsible for national 
management, which is the content/application center in IPTV service. 
Correspondingly, the provincial level is responsible for provincial service 
management and includes a provincial content/application center. The urban level 
provides EPG functionality with PNS and streaming media service to the customers. 

Figure 5 shows the architecture of the AVS-IPTV trial network in Dalian. VOD 
content or live content coded with a real time AVS encoder are transported from 
SMG (Shanghai Media Group) to the Shenyang AVS-IPTV center node with 
continued transport to the Dalian CNC network. In the Dalian CNC network, the 
program is distributed with multicast broadcasting.  

The trial network has been tested and Figure 6 shows the Average MDI (Media 
Delivery Index): DF (Delay Factor) curve of the AVS-IPTV network testing results at 
a 1.65Mbps bitrate, and no packet was lost in the 24 hours monitoring period, which 
means the system is stable and can be developed for further commercial applications. 
The curve also shows that the jitter parameter is less than 1 second for all three 
vendors (A, B, C) tested system 

 

Fig. 6. Average MDI: DF jitter for three systems in 25 channels 

4   Conclusion 

This paper describes an end-to-end system application of AVS in China—AVS-IPTV. 
The testing results show that AVS can achieve good image quality and the system 
status is also robust. The AVS-IPTV system proves AVS can meet the application 
requirements well.   
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Abstract. This paper unveils the solution of an AVS1-P2 based IPTV (AVS-
IPTV) system network trial, which is architected with the common three levels 
such as national, provincial and urban level, and each system function of each 
level is described. In order to verify the solution, the AVS-IPTV testing and 
verification environment has been setup in the China Netcom Group labs, 
which promoted STB (Set-top box) to support AVS. An AVS-IPTV system 
network commercial trial has been successfully deployed to test and verify the 
performance of the AVS-IPTV system function, EPG (Electronic Program 
Guide), AVS streaming service, and the quality of experience. The trial makes 
AVS standard and AVS-IPTV system commercially applicable in the real 
world.  

Keywords: AVS standard, AVS-IPTV, network trial. 

1   Introduction 

With the continuous broadband network technology development, the broadband 
application service such as IPTV has been paid extensive attention in industry chain 
from every aspect, in which the telecom operators, various service providers and 
content providers hope to gain some new revenue from it. In ITU-T Focus Group 
IPTV study, IPTV is defined as multimedia services such as television /video /audio 
/text/ graphics/ data delivered over IP based networks managed to provide the 
required level of QoS/QoE, security, interactivity and reliability. Sometimes IPTV is 
also called triple-play or multi-play.  

IPTV is a prospective and novel potential service to customers. The video codec is 
one of the keys for IPTV’s future success. Currently, MPEG-2 Video, MPEG-4 
Visual and H.264, etc. have been adopted in some IPTV systems worldwide. In 
comparison with those video codecs, AVS1-P2 (GB/T20090.2-2006) is among a 
handful of domestic standards that China is promoting in order to lessen its reliance 
on foreign intellectual property, with low patent fee and implementation complexity, 
which won the booster of China Netcom for its commercial verification and industrial 
development.  

                                                           
* This work was supported by National Key Technology R&D Program under contract No. 

2006BAH02A10. 



 An AVS Based IPTV System Network Trial 59 

In this paper, we first present a complete system design solution for lab testing and 
commercial trial. Through the test and the particular trial, the technology and quality 
of experience results about the AVS-IPTV system have been investigated. Finally the 
conclusion about AVS-IPTV system trial was given. 

2   System Solution Design 

Currently many standard organizations such as ITU-T and ATIS are actively working 
on high level IPTV architecture and requirements standardization [1, 2, 3]. In ITU-T, 
IPTV architecture and requirements obtain lots of benefits from NGN (Next 
generation network) study [4]. However, IPTV standards haven’t been stable until 
now, and most of them are in high level from logical and functional meaning, which 
allows people to implement them by their reasonable reality. Under this situation, we 
designed and deployed the AVS-IPTV system solution in terms of implementation 
and trial purpose. 

Based on the current China telecom operators’ network situation and their provincial 
and urban network conditions, usually IPTV system may adopt two-level architectures 
such as national and provincial center platform, also it can take three-level 
architectures with another new urban center level platform added. How to choose and 
build the system depends on the requirements. One essential requirement in our design 
is to meet the current management system for ease service development. Each province 
can be divided into several areas, and each area may include one or several cities in the 
IPTV system deployment. In the AVS-IPTV system solution design, China Netcom 
adopts the three-level architecture with national center platform, provincial center 
platform and urban level platform, as shown in Figure 1. Note that the urban level 
platform hasn’t been equipped with service management system. 
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Fig. 1. AVS-IPTV system trial solution 
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The Content Operation Platform (COP) and the Service Operation Platform (SOP) 
are two key parts in a complete AVS-IPTV platform system. COP usually consists of 
content monitoring and control, coding/decoding, content management, and content 
security functional entities. In the design, AVS headend, media storage and content 
management system (CMS), etc. play the COP roles. However, for the current China 
strict media management policy, telecom operator can not handle many COP issues 
without media owner support such as SMG (Shanghai Media Group) which is in 
charge of content supply and management. Thus, our design focuses on the SOP with 
telecom operator key features. The conventional SOP consists of service management 
system (SMS), service/portal navigation system (PNS), value-added service system 
(VSS), media delivery system or content delivery network (CDN) functional entities, 
etc. SMS consists of user management, product management, billing management, 
system management, statistic analysis, portal management and service provider/ 
content provider (SP/CP) management functions, etc. PNS consists of service 
navigation server and WEB server. VSS contains SP gateway and service capability 
system. CDN system includes media scheduling control, delivery, streaming service 
and storage, etc. In order to provide service, the Operational Support Systems (OSS) 
and Business Support systems (BSS) are also necessary. OSS contains an integrated 
customer management system called 97 system in China telecom operators, prepaid, 
integrated billing, customer service and access authentication system functions, etc. 
BSS mainly includes IPTV terminal maintenance and network management system. 

In order to understand the solution well, the three-level architecture is described 
separately in functions.  

National level is responsible for national management and content/application 
center in IPTV service. Its platform contains AVS headend and content broadcast and 
monitoring system, content management system, service management system and 
value-added service system. The service management system is in charge of national 
level fulfillment of SP/CP management, service management, settlement, statistic 
analysis and platform system management, etc. The content management system is 
responsible for program management, channel management, program source 
management, program check and publish, advertisement management, scheduling 
management and planning arrangement, etc. Headend and monitoring system takes 
charge of various media source storage, content encryption and key management, 
media receiving, media sampling, media integrating and code converting functions, 
etc.. Currently, parts of those functions have been implemented by SMG mainly. 
National level system doesn’t provide service to end customer directly, provincial and 
urban level system can do this instead.   

Provincial level is responsible for provincial service management and content/ 
application center in the solution. Its platform includes AVS headend and content 
broadcast and monitoring system, content management system, service management 
system and value-added service system, service/portal navigation system. The service 
management system is in charge of provincial level fulfillment of SP/CP 
management, user management, service management, billing and settlement, statistic 
analysis, STB management and the platform system management, etc. The content 
management system, headend, and content broadcast monitoring system have the 
similar function with national level system. The portal navigation system provides a 
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uniform IPTV service interactive communication portal to STB users, for handling 
various users’ requests and indicating results to users. 

Urban level mainly focuses on customers and provides EPG function with PNS and 
streaming media service to them. The PNS provides an IPTV service interactive 
communication portal to the local STB users, for handling various users’ requests and 
indicating results to local users. The streaming media service system is responsible for 
storing various media content for VOD/Broadcast/TSTV(Time-shift TV)/PVR 
(Personal video recorder) service, etc. 

3   AVS-IPTV Commercial Trial  

3.1   AVS-IPTV Lab Verification 

In order to verify the system solution depicted in Figure 1, a complete AVS-IPTV 
system testing network and platform environment has been setup in the national 
engineering labs of CNC group. The environment simulates all level real situation of 
the system solution, and different AVS-IPTV service system has been placed in 
different carrier network level. National level platform includes satellite systems, 
AVS real-time coding system and national service operation platform. Provincial 
level platform includes AVS real-time coding system and provincial service operation 
platform. Urban level includes user access authentication system and access 
equipments such as DSL and PON; and the user access adopts the fixed IP and PPPoE 
authentication method. User terminals are AVS-IPTV STB and TV. The general 
platform tests and enhances four independent vendors’ IPTV system successfully in 
labs environment, which makes the first successful step to commercial system trial. 

3.2   AVS-IPTV Commercial Trial System 

In the commercial trial, the national level role has been played in SMG with 60 
channel AVS coding content and storage, etc., which supports real-time broadcast 
service from satellite. The VoD server provides VOD service. All of the service 
systems connects to Ethernet switch and have been sent to Shenyang of CNC by 
optical transport network such as MSTP (Multiple service transport platform) and 
SDH equipments. The provincial and urban levels are keys to our system solution 
described in greater detail later. 

The provincial level node has been put in Shenyang of CNC, and the urban level 
node has been settled in Dalian of CNC. The design and construction aim is to set up 
a complete end-to-end AVS-IPTV service commercial trial platform, which includes 
streaming visual and listening, video communication and various value-added 
services. This may bring great experience to the successful AVS-IPTV service 
operation. In this trial, we used three independent IPTV systems come from Alcatel 
Shanghai Bell, Huawei and ZTE, respectively, and the real network system is as 
depicted in Figure 2. 

Some features of AVS-IPTV system trial in Shenyang of CNC node are below: 

1) There are three independent systems in this node, which are running 
independently. 
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2) The AVS-IPTV central node (1, 2, 3) is only responsible for account numbering, 
user management, CP/SP management, billing, content injection, and content 
delivery to edge node, etc., which doesn’t manage users directly. 

3) It outputs bill data to BOSS (Business Operation Supporting System). 
4) VOD program is from SMG by transport, which enters into IPTV system 

platform center node in Shenyang of CNC. Three independent AVS-IPTV 
system platform center nodes connect to two IDC entrance routers through 
firewall by using GE (Gigabit Ethernet port or equipment), respectively. It then 
enters into Dalian metro network by provincial IP network.  

5) Broadcast program originates from Shanghai SMG by transport line, which 
enters into Shenyang of CNC and has been multicast relayed to Dalian metro 
network of CNC. The uplink adopts POS port to connect to the line from 
Shanghai, and the downlink has two GEs to connect to three independent AVS-
IPTV systems, respectively. 

6) The multicast relay routers in three systems obtain the corresponding multicast 
data from their independent AVS-IPTV system platform, and connect them to 
Cisco router 12816 by GE in Dalian of CNC. 

7) Three independent IPTV service platforms connect to DCN (Data 
Communication Network) through firewall by FE (Fast Ethernet port or 
equipment) connection. 

 

Fig. 2. AVS-IPTV Dalian of CNC commercial trial system 

Some features of AVS-IPTV system trial in Dalian of CNC node are below: 

1) There are three AVS-IPTV edge nodes (1, 2, 3) in metro core network, which 
can provide service independently with direct user management, etc. 

2) The broadcast program has been multicast relayed into BAS (Broadband Access 
Server). 

3) The user connects to DSLAM and BAS for service by the AVS-IPTV STB. 
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4   AVS-IPTV Commercial Trial Testing  

4.1   AVS-IPTV Commercial Network Technology Test 

The commercial network technology test aims to evaluate the maturity of Dalian 
AVS-IPTV system and provide a complete assessment to vendors system. The test is 
to verify independent vendor AVS-IPTV system function, to test performance of 
EPG, streaming service system (VOD) and multicast system, etc. The test adopts 
IQMediaMonitor video tester, and there are a certain number of real users in the 
whole test duration. 

All tested systems fulfill the essential AVS-IPTV functions in terms of account 
acceptance, authentication and billing, information inquiry, user service application, 
system redundancy and load balance, content management, content distribution, 
network management, system user management, statistic analysis, VCDN, time-shift 
service and value-added service, etc., which are proved to provide service normally. 
The EPG system respond time is less than 0.5s in fast forward, backward and pause 
action switch, less than 2s in broadcast channel switch, and less than 5s in VOD for 
all tested system. After the burst carrier ability test in N : 1 and N : N model, and 8 
hours full load stability test, the VOD system is proved to be stable and meet the 
service operation requirements. Under 1.65 Mbps reference rate, all three vendors (A, 
B, C) tested system MDI (Media Delivery Index) : DF (Delay Factor) jitter parameter 
is within 1s in Figure 3, and no packet loss during a 24 hours real IPTV operation test. 
In the complete test duration, AVS broadcast and VOD program picture quality is 
clear and stable. Those test results show that three tested AVS-IPTV systems 
including system equipments and terminals have the scalable commercial application 
capability.  

 

Fig. 3. Average MDI : DF jitter for three systems in 25 channels 

4.2   AVS-IPTV Trial Quality of Experience Test 

The average quality of experience result is drawn from CNC employee and customers 
by their subjective experience in terms of broadcast program, VOD, STB applicable, 
picture quality, etc. Around 120 persons involve the test and score the AVS-IPTV 
system for the three systems in accordance with ITU-R BT.500-11. The test score 
average results are showed in Table 1 for three systems (A, B, C).  
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Table 1. The average quality of experience score 

78.0676.2279.33Picture quality

89.3391.2290Self-service

87.4186.4189.22STB applicable

87.788.9687.93VOD

87.6986.8787.84Broadcast

CBAItems

Average quality of experience score

78.0676.2279.33Picture quality

89.3391.2290Self-service

87.4186.4189.22STB applicable

87.788.9687.93VOD

87.6986.8787.84Broadcast

CBAItems

Average quality of experience score

 

From those results, all of the three systems have a good average quality of 
experience score with satisfied picture quality and all smooth service application 
processes. Notes the score 100 is full mark. 

5   Conclusions and Achievements 

By Dalian network trial construction, test and half year of operation, we can extract a 
conclusion that the three tested AVS-IPTV systems have had the commercial 
development ability. The trial verifies AVS standard and the AVS based IPTV system 
includes signal source, carrier network, access network, service process, etc. to reach 
commercial development level in good performance and quality of experience. The 
network trial boosts AVS and AVS-IPTV application to a new development stage. 

Acknowledgements 

Appreciation of the test data provided by Mr. Lunyong Zhang, Mr. Zaixiong Ke and 
Mrs. Shaohong Ma in the China Netcom Group Labs. 

References 

1. ITU-T FG IPTV working document [083]: IPTV service requirements (2007) 
2. ITU-T FG IPTV working document [084]: IPTV Architecture (2007) 
3. ATIS-0800002: IPTV Architecture Requirements (2006) 
4. ITU-T Recommendation Y.2012: Architecture and Requirement of the NGN (2006) 



H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 65–70, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Usage of MPEG-2 to AVS Transcoder in IPTV System 

GuoZhong Wang, HaiWu Zhao, and Guowei Teng 

Central Research Academy  SVA  Group CO., LTD  ShangHai 200233 
{wang_gz, zhao_hw, teng_gw}@sva.com.cn 

Abstract. AVS Standard is the abbreviation of Advanced Audio Video Coding 
Standard made by China with the main purpose to efficiently compress digital 
audio and video data. The standard may be applied in the field of information 
industry, such as high-resolution digital broadcast, high-density laser-digital 
storage media, wireless broadband multimedia communication and broadband 
stream media. MPEG-2 is the most popular international video compression 
standard, and has existed in different systems and networks for a long time. At 
present, most of video programs are made in MPEG-2 format. AVS is expected 
to become popular in the coming decade. There is a requirement to convert the 
MPEG-2 programs into AVS ones. This paper presents the usage of MPEG-2 to 
AVS transcoders in IPTV systems. 

Keywords: MPEG-2, AVS, Transcode, IPTV. 

1   Introduction 

At present, the popular source code standard is MPEG-2, which is generally adopted in 
digital television and other domain broadcast programs, DVD/HD-DVD, IPTV and 
personal video recorder (PVR), through satellites, cable and terrestrial channel. But 
MPEG-2 is a standard that was established 10 years ago. Its establishment was based on 
the compression technology level and the integrated circuit (IC) technology level at that 
time. Today, a lot of breakthroughs have been achieved in the field of the audio and 
video compression technology. The compression efficiency has at least been doubled 
by these technologies. 

In recent years, a number of new digital audio and video coding standards have been 
established, including international standards such as MPEG-4 and AVC/H.264, while 
China has also independently developed the AVS standard, in which the majority of the 
intellectual property rights are China’s own patents. In addition, since AVS has 
established One-Stop Licensing and a new Patent Pool Management Strategy, the 
patent issues of AVS have been better resolved. Furthermore, AVS has obvious 
performance advantages compared with MPEG-4 and MPEG-2. The compression 
efficiency of AVS has increased 2-3 times of MPEG-2, and is equivalent to that of 
H.264, but AVS has lower implementation complexity than H.264. 
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The diversification of coding standards makes transcoding more and more 
important, especially from MPEG-2 to AVS for us. In order to promote the 
industrialization of AVS standard, we have devoted a lot of effort on the transcoding 
from MPEG-2 to AVS, and achieved a complete real-time transcoding device at the 
server platform, which not only realizes transcoding from the MPEG-2 video data to 
AVS ones, but also the multiplex and de-multiplex of video stream and MPEG Audio 
stream or AC-3 audio stream as well. The device can be widely used in various 
broadcasting and streaming media business. This paper introduces that the transcoder 
from MPEG-2 to AVS is applied in IPTV system.  

2   Introduction of MPEG2-to-AVS Transcoding Technologies and 
Products  

Video transcoding technology provides an end-to-end process for video compression, 
that is, the data flow of input and output in the device are both compressed. The 
compressed bit stream by transcoding can adapt to the requirements of transmission 
bandwidth and the receiver. There are two kinds of transcoding: one is for similar 
standards and the other is for heterogeneous standards. According to the principal of 
transcoding for similar standards, the decoder and the encoder can be designed together 
to simplify transcoding, for instance MPEG-2 to MPEG-2, H.263 to H.263, etc.. There 
are two ways to translate heterogeneous standards: one is the direct mapping of the bit 
stream, for instance the translation between MPEG-4 and H.263, which requires that 
the two standards are reasonably similar; the other is to make a grammatical change, for 
which the process of decoding and re-coding becomes necessary, such as 
MPEG2-to-AVS. [1]  

In response to the different types of conversion, there are two main methods to 
realize the transcoding. The most straightforward method is to decode the stream fully 
at first into the pixel domain, then re-encode the picture, which is called Cascade Pixel 
Domain Transcoding (CPDT). Since this method needs to re-calculate the motion 
vectors of the code-block data and re-calculate the coding mode in the process of 
recoding, the quality of the output images can be very high. However, the 
implementation of CPDT is rather inefficient, which cannot meet the requirements of 
real-time broadcasting.  

Another way is called Compressed Domain Transcoding (CDT), the basic idea of 
which is to take the advantage of information in the compressed stream from the input 
code as much as possible, such as the information of video sequence header, 
macroblock coding mode, motion vectors, quantized DCT coefficient, etc., to generate 
the translated code stream directly. The method is more intricate, but it can be used to 
greatly reduce computation of the conversion process, which is now widely used in 
such fields as non-linear editing, etc. The algorithm at the present condition can be 
realized by software, and the efficiency of transcoding is very high with low delay. This 
method of translation can be used only when the video processing algorithms are 
similar. [2]  
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This paper will give an enhanced solution, which combines CPDT and CDT to 
produce an optimum way of transcoding: At first, the input bit stream is decoded 
completely, and is then re-coded. However, in the encoding process, the input bitstream 
of the information of the video sequence header, macroblock coding mode and motion 
vector encoding from the input bitstream is used as much as possible to speed up the 
coding, which as shown in Figure-1. In this way, the transcoding will be guaranteed to 
realize by high speed.  

Completely 
decoding

Re-encoding
Sequence header, 
MB coding mode 

and MVs, etc.

YUVMPEP-2 Bitstream AVS Bitstream

 

Fig. 1. Enhanced Pixel Domain Transcoding 

Currently, SVA is providing an AVS Real-time transcoder for business applications. 
The main functions and features are shown as in Table1. 

Table 1. Features of AVS Real-time Transcoder 

Coding Standard for 
Input Stream 

ISO/IEC13818 (MPEG-2) (MPEG-2 Class MP@ML 
Grade); ISO/IEC11172 (MPEG-1) 

Coding Standard for 
Output Stream 

GB/T 20090.2 JZ profile @ level 4.0 

Video Format QVGA,CIF,SIF@30fps,SDTV,ITU-R601,ITU-R 656 
Input Interface ASI(Asynchronous Serial Interface)、RJ-45 Ethernet 

interfaces, etc.. 
Output Interface ASI(Asynchronous Serial Interface)、RJ-45 Ethernet 

interfaces, etc.. 
Pretreatment Adaptive de-interlacing filter 
Mode of Bitrate CBR(Constant BitRate)and VBR(Variable Bitrate) 
Bitrate 200kbps–1.5Mbps（ ） ）CIF/SIF/ QVGA  

800kbps-4Mbps(SDTV) 
(The fluctuation should range from -3% to 3%, at 
CBR mode.) 

GOP Structure Adjustable or the same as the input 

Video 

Configurability Configuration for the length of GOP, number of 
BP、Elementary Stream PID, etc.. 

Coding Standard MPEG-1 LayerⅠ、Ⅱ Ⅲ） 、and AC3 AVS Part3 
Coding Bitrate 32Kbps – 384Kbps 

Audio 

Audio Mode Stereo or double track 
Output 
format 

Encapsulation 
Format 

TS、 、PS ISMA and TS over UDP/IP 

Delay Delay Time Not more than two seconds 
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It can be seen from the above table that the device can be used to achieve real-time 
transcoding between MPEG-2 and AVS for SD TV programs, working at a stable 
bitrate, which supports the mainstream audio standards. The output bit stream can be 
multiplexed into TS, PS or RTP format and transmitted through ASI and IP ports which 
can be widely used in digital television broadcasting and streaming media, such as 
IPTV. The applications of MPEG2-to-AVS transcoder in IPTV system will be 
introduced in the next section. 

3   IPTV System Based on MPEG-2-to-AVS Transcoder 

Most of contents of IPTV system are from DVD films, VCD films, and live 
broadcasting that is telecasted by satellite broadcast or by cable television. The data of 
these programs are mainly compressed by MPEG-2 standard. Therefore, the 
transcoding from MPEG-2 to AVS in AVS IPTV system is an efficient way to enrich 
the supply of AVS programs, which are relatively scarce at present. So it is important to 
redesign the structure of IPTV system and integrate AVS transcoders with the existing 
IPTV system, which is shown in Figure-2.  

 

Fig. 2. IPTV System Based on MPEG-to-AVS Transcoder 

In Figure-2, the MPEG-to-AVS transcoder plays two roles: one is used as 
broadcasting server, another is used as the codec for storage server. As broadcast 
server, the transcoder supports IP outport and can provide multicast. As a codec for the 
storage server, it can store the converted AVS bit stream into the VOD storage server to 
be accessed by the streaming media server. In addition, two terminal access modes are 
provided: IPTV STB and media player, which can meet the requirements of different 
users. 
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4   Advantages of the Application of MPEG-to-AVS Transcoder in 
IPTV System 

There are two methods to achieve AVS end-to-end transmission system of the existing 
television system: encoder and transcoder, as shown in figure 3.  
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(b) End-to-End Transmission System: by Transcoder 

Fig. 3. AVS end-to-end Transmission System 

Actually, there are two ways to use an AVS codec as the front-end device: One is 
direct to upgrade the entire front-end system, by which the former MPEG-2 modules 
are replaced by AVS modules. Since coding efficiency of AVS is quite high, this AVS 
system can save a lot of transmission bandwidths. But the shortcoming of the solution 
is obvious: on the one hand, all the MPEG-2 equipment will be eliminated, which 
means a waste for the operators; on the other hand, the cost of replacement for AVS 
programs is rather high, especially the cost of programming is very expensive, which 
brings the producer a great pressure. Another way is to decode the stream at the first 
step, and then encode to AVS flows, the structure of which is depicted in Fig-3(a). 
However, the method involves the conversion of D/A and A/D, which would decrease 
the quality of image significantly.  

To solve these problems, the third method comes, which is designed on the basis of 
the MPEG-2- to-AVS transcoders, as shown in Figure-3(b). The solution, which can be 
implemented easily, avoids the loss of conversion of D/A and A/D. In addition, the 
transcoder will be compatible with the terminal equipment, that is, the former MPEG-2 
equipments will still be made use of in this low-delay solution. Compared with the 
system shown in Figure-3(a) the system of the third method can save 0.5 second delay; 
which enables the former MPEG-2 equipments to continue to function, for example the 
MPEG-2 encoder, multiplexer, user management system, charge system and CA 
system, etc.. 

From the above, we can conclude that it is wiser to choose MPEG2-to-AVS 
transcoder to solve the problem of the shortage of AVS programs under current 
conditions, and this scheme can save the cost for upgrading of MPEG-2 equipments as 
well, which is more significant.  
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Abstract. Audio and video synchronization is an important technique for many 
video applications. This paper introduced a new synchronization method used 
in the emerging AVS system. The decoder system clock is recovered from 
transport rate info. The audio and video are synchronized according to relative 
display time info. Some error concealment strategies are also discussed. 

1   Introduction 

Audio and video synchronization is an important technique for many video 
applications. The objective of the audio video synchronization mainly includes three 
folds. The first objective is to synchronize the decoding and display of the audio, 
video and auxiliary data; the second is to avoid the buffer underflow and overflow; 
the third is to generate a clock accurate enough to drive the display. The third is 
optional since in some system design the display uses a separate clock [1]. 

MPEG-2 Transport Stream (TS) has been widely used in digital video 
broadcasting.  Audio and video synchronization in MPEG-2 TS requires time-stamps, 
system clock and digital phase-lock loop (D-PLL). Three kinds of timestamps are 
created by a single, common system clock in the encoder and carried in the transport 
stream. Presentation Time Stamps (PTS) indicate the correct presentation time of 
audio and video. Decoding Time Stamps (DTS) indicates the correct decoding time of 
audio and video. Program Clock References (PCR) indicates the instantaneous value 
of the system clock itself at the sampled intervals. In the decoder, these time stamps 
are extracted. PCRs are used to reconstruct the system clock together with D-PLL, 
DTS and PTS are used to control the timing of decoding and presentation of audio 
and video [2]. 

In this paper, a new audio and video synchronization method, which is adopted by 
the emerging AVS system [3], is introduced. This method can synchronize the audio 
and video presentation without using PCR/DTS/PTS. Detailedly, section 2 introduces 
the clock recovery method. Section 3.1 and 3.2 introduce the video and audio 
synchronization method respectively. Several error concealment strategies are also 
discussed there. Finally, section 4 concludes the paper. 
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2   System Clock Recovery with Transport Rate Reference 

A practical clock may have jitter, frequency error, slewing and other non-idealities. 
For a video sequence sampled at 30 frames per second, if the encoder and decoder use 
their own clocks, a 60 ppm difference will underflow or overflow the compressed 
video buffer of 20 frames in just over three hours. 

On the other hand, the display may use the decoder system clock to derive the 
needed synchronization signal. Hence inaccuracy in system clock will impair the 
picture quality. The most common way to fix this issue is to use a PLL. In the 
traditional MPEG-2 transport system, a PLL in the decoder side can lock to the 
encoder clock by using the difference between the PCR timestamp and its current 
STC. The PCR is required to be sent at least every 100ms to guarantee the clock 
accuracy. 

In our method, three items are carried in the TS stream for system clock recovery, 
i.e. the relative_display_time, transport_rate and packet_count.  Relative_display_time 
is a 32 bit timestamp to indicate the relative presentation time of the first access unit 
starting in the current TS packet. Relative_display_time is based on a 90K Hz clock 
and are required to be sent at least at every random access point. Transport_rate is a 32 
bit field to indicate the TS stream transport rate in the unit of bit per second. The 
duration of the transport_ rate is between the current TS packet and the next TS packet 
containing the transport_rate field, either forward or backward. In the rest of this paper, 
forward transport rate is assumed. All discussion can be easily extended to the 
backward case. Transport_rate is required to be sent at least at every random access 
point. Packet_count is 32 bit field to indicate the packet number of the current TS 
packet. The packet number may be accumulated at the decoder side. It is transmitted 
explicitly here for error resilience.  

Detailedly, at the encoder side, the transport rate is calculated as follows: 
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where m and n are the packet count encoded in the packet_count fields, t(m) and t(n) 
are the encoding time of the first bit of the carrying packet, which is based on a 
nominal 27M Hz clock. Here we assume t(m) < t(n). System_clock_frequency is the 
encoder system clock frequency measured in Hz and shall meet the following 
constraints: 

81027000000__81027000000 +≤≤− frequencyclocksystem  (1) 

At the decoder side, when the first random access point arrives, the STC is reset to 0 
or any other values. Packet_count m and arrival time of the first bit based on local 
clock t(m) is kept for decoder side transport rate calculation. When the following 
transport rate arrives, packet_count n is extracted and t’(n) is sampled. The actual 
transport rate at the decoder side can be calculated as  
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where system_clock_frequency’ is the decoder system clock frequency, which also 
satisfies the constraint (1).  

Fig. 1 is an example of system clock recovery PLL based on the above method. 
Transport_rate and packet_count is parsed by data interpreter. Packet_count is 
buffered in jitter calculator together with a sample of STC. Let total data bit between 
packet number m and packet number n be b. R is transport_rate carried by packet 
number m. R’ is the transport_rate derived by local counter. Difference between b/R 
and b/R’ is low pass filtered and used to control VCXO for system clock recovery. 

 

Fig. 1. A diagram of STC recovery using PLL 

A tolerance is specified for transport_rate values. The transport_rate tolerance is 
defined as the maximum relative inaccuracy allowed in received transport_rate. The 
inaccuracy may be due to the clock drift or to the transport_rate modification during 
remultiplexing. It does not include errors in packet arrival time due to network jitter 
or other causes. The relative transport_rate tolerance is 6105 −×  according to [3].  

In fact, the jitter of transport rate is directly related to the PCR jitter. Consider a 
transport stream with the nominal transport rate of 12.5Mbps. The PCR value is 
carried as follows 

Table 1. Jitter relation between PCR and transport rate 

Packet PCR 
PCR 

Jitter (ns) 
Transport_rate 

(bps) 

113 
14695 
 

  

430 
1044514 
 

-4.421 12499998.54 

747 
2074333 
 

-4.421 12499998.54 

1064 
3104152 
 

-4.421 12499998.54 

1381 
4133971 
 

-4.421 12499998.54 

1698 
5163790 
 

-4.421 12499998.54 

2015 
6193608 
 

32.616 12500010.68 

2332 
7223427 
 

-4.421 12499998.54 



74 Z. Yang et al. 

In Table 1, the first column contains the packet numbers of packets where pcr_flag 
= 1. The second column shows the PCR value carried in the corresponding packet. 
The third column is PCR jitter calculated based on the traditional MPEG-2 algorithm. 
The fourth column is the calculated transport rate based on packet number and tΔ , 
where tΔ equals the difference between two consecutive PCR values. Thus if we 
transfer transport_rate(m) explicitly, the decoder can use transport rate as well as the 
packet_count info to recover the system time clock.  

Since the parameters we send are needed for decoder initialization, the above three 
fields shall be transferred within the packet containing random access unit which is 
labeled by random_access_indicator. In AVS system, the data is carried in the 
transport_private_data of the adaptation_field. Refer to [2] for detailed description of 
random_access_indicator and transport_private_data. 

Normally the distance between each random access unit can be as large as one to 
five seconds depending on infrastructure. However, to guarantee successfully system 
clock recovery, transport_rate and packet_count have to be sent at least every 100ms. 
In other words, Time recovery private field might be carried in TS packet even if 
random_access_indicator equals 0. 

If the infrastructure does not use PES packetization, all PIDs shall carry time 
recovery private field containing relative_display_time to synchronize to each other. 
But only one PID is required to carry transport_rate and packet_count for system 
clock recovery.  

In case of time base discontinuity, if discontinuity_indicator is set, the 
packet_count and sampled STC value in the buffer of jitter calculator should be reset. 

3   Audio and Video Synchronization 

3.1   Video Presentation 

Fig. 2 shows a diagram of the video presentation process. Detailedly, when stream 
comes, relative_display_time field is extracted. The display_time is calculated based 
on the relative_display_time as follows:  

display_timen(k) = relative_display_time(k)+STC_base(r) (2) 

where r represents the byte that contains the last bit of relative_display_time(k), and 
STC_base(r) represents the STC value when r arrives at the decoder. 

The derived display_time is then buffered together with the picture data; for a 
picture without relative_display_time field, its display_time value is extrapolated 
based on the previous display_time and frame rate. A picture is decoded when it 
arrives and there is available display buffer, which is indicated by signal rdy. The 
decoded picture is then sent for presentation when the corresponding display_time 
mature. 

It is required that the picture at the random access unit should contain the 
relative_display_time field. It is permitted that some pictures contains no  
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Fig. 2. A diagram of the video presentation process 

relative_display_time fields. The display_time extrapolator in Fig. 2 is to address this 
problem. The extrapolation algorithm is described as follows: 
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When the display_time does not match the video STC, five cases are distinguished by 
three thresholds and addressed separately: 

1) If display_time – STC < threshold2, the picture is displayed immediately. 
2) If threshold2 < display_time – STC < threshold3, the display_time for this picture 

has not matured. The picture is not displayed until the display_time and STC 
match. 

3) If display_time – STC ≥ threshold3, the display_time for this picture is very far in 
the future. This picture is not displayed until the display_time and STC match. To 
allow the host to correct this by reloading the STC, a display_time error signal is 
generated to notify the host of this situation. 
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4) If STC - display_time < threshold4, the current picture is slightly old. The picture 
is display immediately. 

5) If STC - display_time ≥ threshold4, the current picture is extremely old. The 
picture is discarded without being displayed. A display_time error signal is 
generated to notify the host of this situation. 

The decoder buffer may be underflow or overflow. In case of underflow, the decoder 
will wait certain amount of time till the current coded picture completely entering the 
buffer for decoding. In case of overflow, a simple method is just to drop the incoming 
data till there is available buffer. This strategy is fast but not efficient, since the 
dropped picture may be used as the reference for the following pictures, and then the 
referring pictures will be un-decodable. A more efficient strategy is to drop the 
pictures according to the frame dependency. In this strategy, it is needed to pre-read 
the picture type of each picture in the buffer and drop pictures according to the 
following rules: 

1) Drop the last B frame in the buffer. If there is no B frame in the buffer, go to 2). 
2) If there is I frames in the buffer, drop the last P frame before the last I frame. 

Otherwise, drop the last P frame. If there is no P frame in the buffer, go to 3). 
3) Drop the last I frame in the buffer. 

3.2   Audio Presentation 

Fig. 3 shows the diagram of the proposed transport method. When stream comes, 
relative_display_time field is extracted, and display_time is derived from 
relative_display_time according to the formula (2). For a frame without 
relative_display_time field, its display_time value is extrapolated based on the 
previous display_time, frame_size and sampling frequency. A frame is decoded when 
it arrives and there is available display buffer, which is indicated by signal rdy. The 
decoded audio frame is then sent for presentation when the corresponding 
display_time matures.  

It is permitted that some audio frames have no corresponding relative_display_time 
fields. The audio display_time extrapolator in Fig. 3 is to address this problem. 
 

 
Fig. 3. A diagram of the audio presentation process 
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Display_time is derived from the previous running display_time, frame_size and 
sampling frequency. If the very first frame does not have the relative_display_time 
field, the running display_time is initialized to zero.  Therefore, the display_time 
extrapolation algorithm can be summarized as follows: 
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In case that display_time - STC > threshold5, the display_time for this frame has 
not matured. This frame will not be displayed until the display_time and STC match. 
In case STC - display_time > threshold6, the current frame is old and hence is 
discarded without being played. 

When the decoder buffer overflows, the decoder always discard the incoming data. 
When the decoder buffer underflows, the decoder waits a certain amount of time for 
the current coded audio frame to completely enter the buffer for decoding. 

4   Conclusion 

In this paper, a new audio and video synchronization method without using 
PCR/DTS/PTS is systematically introduced. In this method, transport rate is 
calculated at the encoder and inserted in the transport private data of the transport 
packet adaptation field. The transport rate can mathematically closely track the 
variation of the encoder STC. At the decoder, the transport rate info is extracted 
together with the packet_count to recover the system clock. In addition, audio and 
video are synchronized according to relative_display_time. Several error concealment 
strategies when there is timing error or buffer underflow and overflow are also given. 
This method has been adopted by the emerging AVS system.  
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Abstract. Face recognition is one of the most intensively studied topics in 
computer vision and pattern recognition, but few are focused on how to robustly 
recognize expressional faces with one single training sample per class. In this 
paper, we modify the regularization-based optical flow algorithm by imposing 
constraints on some given point correspondences to obtain precise pixel 
displacements and intensity variations. By using the optical flow computed for 
the input expressional face with respect to a referenced neutral face, we remove 
the expression from the face image by elastic image warping to recognize the 
subject with facial expression. Numerical validations of the proposed method 
are given, and experimental results show that the proposed method improves 
the recognition rate significantly. 

Keywords: Face recognition, expression invariant, accurate optical flow. 

1   Introduction 

Face recognition has been studied for the past few decades. A comprehensive review 
of the related works can be found in [1]. Pose, illumination, and expression variations 
are three essential issues to be dealt with in the research of face recognition. In this 
paper, we focus on the issue of facial expression on face recognition performance.  

For expression-invariant face recognition, the algorithms can be roughly divided 
into three categories: the subspace model based [2], morphable model based, and 
optical flow based approaches. In the first category, Tsai and Jan [2] applied subspace 
model analysis to develop a face recognition system that is tolerant to facial 
deformations. Note that multiple training images in each class were needed for this 
method.  

Some other approaches were proposed to warp images to be the same shape as the 
ones used for training. Ramachandran et al. [3] presented pre-processing steps for 
converting a smiling face to a neutral face. Li et al. [4] applied a face mask for face 
geometry normalization and further calculated the eigenspaces for geometry and 
texture separately, but not all images can be well warped to a neutral image because 
of the lack of texture in certain regions, like closed eyes. Moreover, linear warping 
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was usually applied, which was not consistent to the non-linear characteristic of 
human expression movements.   

Another approach is to use optical flow to compute the face warping 
transformation. However, it is difficult to learn the local motion within feature space 
to determine the expression changes of each face, since different persons have 
expressions with different ways. Martinez [5] proposed a weighting method that 
weights independently those local areas which are less sensitive to expressional 
changes. The intensity variations due to expression may mislead the calculation of 
optical flow. A more considerable drawback is that the optical flow field to every 
reference image is calculated, which may require huge computational cost. 

Our aim in this paper is to solve the expression-invariant face recognition under the 
circumstance that there is only one neutral training sample per class. Under such 
condition, subspace approach is not appropriate for insufficient training data. In order 
to avoid inconsistent linear warping in model-based algorithm, our previous accurate 
optical flow algorithm [6] is applied for expression normalization. Not only pixel 
deformations but also intensity variations are computed in this algorithm. In our 
proposed system, the recognition accuracy was significantly improved and the optical 
flow computation for each input face is required only once with reference to a given 
universal neutral face. We show our experimental results on the Binghamton 
University 3D Face Expression (BU-3DFE) Database [8]. 

The remaining parts of this paper are organized as follows. We will introduce our 
proposed system in section 2, including the constrained optical flow estimation and 
the expression-invariant face recognition system. Section 3 presents the experimental 
results on applying the proposed optical flow estimation and the expression-invariant 
face recognition algorithm. Section 4 concludes this paper. 

2   Proposed Face Recognition System 

In this section, an expression-invariant face recognition system based on the 
constrained optical flow estimation is proposed.  

2.1   Feature Selection and Face Alignment  

The main purpose of this work is to apply expression normalization on frontal faces 
for face recognition. We labeled 15 feature points manually (as shown in Fig. 1(b) 
and Fig. 1(c)) to achieve approximate face alignment, though there exist some 
automatic feature extraction methods [7]. With the labeled points, the distance 
between the outer corners of both eyes was used as the reference to scale the face 
images, as shown in Fig. 1(a). 

2.2   Accurate Optical Flow Computation  

The original formulation of the gradient-based regularization method proposed by 
Horn and Schunck involved minimizing an energy function of the following form:  

( ) ( ) ( )2 2 2 2 2, x y t x y x yE u v I u I v I u u v v dλ
Ω

⎡ ⎤= + + + + + +⎢ ⎥⎣ ⎦∫ x  
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(a) (b) (C) 

Fig. 1. (a) Face region selection; (b) 14 feature points on surprising face; (c) 14 feature points 
on neutral face 

where I is the image intensity function, ( ) ( ), , ,
T

u t v t⎡ ⎤⎣ ⎦x x  is the motion vector to be 

estimated, subscripts x, y, and t denote the direction in the partial derivatives, Ω 
represents the image domain and λ is a parameter controlling the degree of 
smoothness. With the generalized dynamic image model, the optical flow constraint 
can be extended to [6]:  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0x y tI u I v I m I c+ + + + =r r r r r r r r  (1)

where ( )m r  and ( )c r  are the multiplier and offset fields of the scene brightness 

variation field and [ ], ,
T

x y t=r  is a point in a spatiotemporal domain. Thus, the energy 

function to be minimized in our algorithm can be written in a discrete form as 
follows: 
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where the subscript i denotes the ith location, vector u is the concatenation of all the 
flow components ui and vi and all the brightness variation multiplier and offset fields 
mi and ci, λ and μ are the parameters controlling the degree of smoothness in the 
motion and brightness fields, and D is the set of all the discretized locations in the 
image domain. 

We further developed a dynamic smoothness adjustment scheme to effectively 
suppress the smoothness of constraint at motion boundaries and brightness variation 
boundaries in the multiplier and offset fields, thus yielding the following energy 
function:  
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where 
,x iα , 

,y iα , 
,x iβ , 

,y iβ , 
,x iγ , 

,y iγ , 
,x iδ , 

,y iδ , are the weights for the corresponding 

components of the ith smooth constant along x- and y- directions. 
Equation (3) can be rewritten in a matrix-vector form as ( ) 2T Tf K= − +u u u u b c , 

thus minimizing this quadratic and convex function is equivalent to solving a large 
linear system 0− =u bK , where 4TT T T T wh
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The matrix 4 4wh whR ×∈K  is a symmetric positive-definite matrix, where Exx, Exy, 
ExI, Ex, Eyy, EyI, Ey, EII, EI, and E arise from the optical flow constraints and they are 
all wh wh×  diagonal matrices with diagonal entries 2

, /i x i iw I N , 
, , /i x i y i iw I I N , 

, /i x i i iw I I N , 
, /i x i iw I N , 2

, /i y i iw I N , 
, /i y i i iw I I N , 

, /i y i iw I N , 2 /i i iw I N , /i i iw I N , and 

/i iw N , respectively. We approximate the partial derivative of the flow field using 

forward difference, thus the matrix 
,s αK , which comes from the smoothness 

constraint, takes the following form:  
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where the submatrices Gi and Hi are all of size h h× . The other matrices 
,s βK , 

,s γK , 

and 
,s δK  are obtained with α  replaced by β , γ , and δ , respectively. The detailed 

definitions of these submatrices can be found in [6]. 
We apply the preconditioned conjugate gradient algorithm to solve this linear 

system efficiently. To accelerate the convergence speed of the conjugate gradient 
algorithm, the preconditioner P must be carefully designed. It must be a good 
approximation to K and a fast numerical method is required to solve the linear system 
Pz = r in each iteration of the preconditioned conjugate gradient algorithm. The 
incomplete Cholesky factorization is a good choice with the preconditioner P is given 
in the following form T= ≈P LL K . The detailed steps of this algorithm (ICPCG) are 
summarized as follows:  

 

(a) Initialize u0; compute 
0 0b= −r uK ; k = 0. 

(b) Solve ; 1k k k k= = +z rP . 
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(c) If 
1 01,k = =p z ; else compute 

1 1 2 2
T T

k k k k kβ − − − −= r z r z , and update  

1 1k k k kβ− −= +p z p  

(d) Compute 
1 1

T T
k k k k kα = −= r z p pK . 

(e) Update 
1k k k kα−= −r r pK , 

1k k k kα−= +u u p .  

(f) If 
k ≈r 0 , stop; else go to step (b). 

In our application, the initial value of u0 is calculated using RBF interpolation from 
all the feature points. This optical flow algorithm has been proven superior to others. 
However, the proposed ICPCG algorithm cannot guarantee the computed optical flow 
is consistent to the motion at the corresponding feature points. Therefore, we modify 
the optimization problem to be  

( )
( ) ( ) ( ), ,

2 ,

, , ,
i i i i

T T

i i i ix y x y

minimize f K

subject to u u and v v x y S

= − +

= = ∀ ∈

u u u u b c  (4)

where S is the set of feature points and ( ),i iu v  is the specified optical flow vector at 

the i-th feature point. Instead of using the Lagrange multiplier, we modify the original 
procedure of ICPCG to satisfy these specified data constraints. After initializing the 
first guess of u0 in step (a), we reset the motion vectors at the feature points to be the 
specified flow vectors. After solving zk in step (b), the z values for the facial feature 
pixels in S is then set to 0. By doing so, the motion vector value of the feature points 
will not be changed in the decision step (c) of the next gradient direction. 

2.3   Face Recognition Flowchart 

Fig. 2 shows the flowchart of our proposed face recognition system (lower part) and 
the benchmark system using PCA dimension reduction (upper part).  

In our proposed system, only the optical flow field for the input face image with 
respect to the universal neutral face image NE1 is required to compute for each 
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Fig. 2. Flowchart of the proposed face recognition system 
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training and testing image. In the image synthesis block, we discard the intensity part 
of optical flow, mi and ci, and take the motion part only, ui and vi, for neutral face 
warping. A mask is then put on the synthesized image to remove some border regions. 
Such procedure is applied on both training phase and testing phase as the pre-
processing step. It can unify the geometry coordinate of training neutral images in the 
training phase and neutralize the input expressional image in the testing phase. A 
simple direct subtraction and the nearest-neighbor classification was employed in the 
face recognition.  

3   Experimental Results 

Our experiments were performed on the Binghamton University 3D Face Expression 
(BU-3DFE) Database [8].  

 

 

Fig. 3. Sample images in BU-3DFEDB. The left-top most is the neutral face. The others are 
sad, fear, disgust, happy, sad, and surprise expressions in columns; level1 to level 4 in rows. 

The BU-3DFE database contains the face images and 3D face models of 100 
subjects (56 females and 44 males) with neutral face and 6 different expressions 
(happy, disgust, fear, happy, sad, and surprised) at different levels (from level 1-weak 
to 4-strong), but only 2D face images were used in our experiments. Fig. 3 shows the 
25 normalized face images of one subject with the proposed method.  

3.1   De-expression with Accurate Optical Flow  

We try to verify the effectiveness of expression normalization with accurate optical 
flow by checking the face recognition rates. In the training phase for original data, we 
first use PCA to calculate the reduced vector for all the 100 neutral images of each 
subject. In the testing phase, the input image is projected to the PCA subspace and 
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classified by the nearest neighbor as shown in Fig. 2. The average recognition rate is 
56.88%, and the recognition results are shown in Fig. 4 for all expressions and levels  
separately. The surprising and disgust expressions had the worst results, and the 
recognition rate is decreased while the degree of facial expression gets stronger. 
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Fig. 4. Recognition rates of original images under different expressions and levels (with 
average recognition rate 56.88%) 

   

   
(a) (b) (c) 

Fig. 5. Illustrations of expression normalization using accurate optical flow, (a) original neutral 
faces; (b) expression normalized faces from (c) to (a); (c) surprising face at level 4 

0

20

40

60

80

100

AN DI FE HA SA SU Expression

R
ec

og
ni

ti
on

 r
at

e

level 1

level 2

level 3

level 4

 

Fig. 6. Recognition rates of reconstructed face with original optical flow to known subject. 
(average recognition rate: 94.5%) 
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With the accurate optical flow between the expression and neutral faces of the 
same subject, we can generate a synthesized neutral face image as shown in Fig. 5. 
The recognition rates by using the synthesized neutral face images with the optical 
flow warping are shown in Fig. 6, which can achieve an average value of 94.5%. 

The recognizing process is basically same as that in the benchmark test, except that 
regions in the training neutral faces corresponding to the black and white parts are 
unified to white. As shown in the result, the constrained optical flow estimation is 
excellent for removing expression deformation even with exaggerative facial motions. 
For example, the recognition rate for surprising level 4 is improved from 26% to 99%.  

3.2   Face Recognition with Synthesized Neutral Face  

In the face recognition experiment, the constrained optical flow estimation algorithm 
is employed to find the warping transformation for the facial expression image and 
synthesize the corresponding neutral face image for classification. Since intensity 
variation is also involved in the optical flow computation, the synthesized image 
looks just like the person with neutral face even if the reference neutral face belongs 
to someone else, like Fig. 7. In the experiments, the universal neutral face image NE1 
was arbitrarily selected as the neutral face of #1 subject, and the comparison was 
based on the average recognition rates. 

    
(a) (b) (c) (d) 

Fig. 7. Illustrations of accurate optical flow from one person to another, (a) referenced neutral 
face; (b) synthesized face from (d) to (a) with full optical flow; (c) synthesized face from (d) to 
(a) with motion optical flow only; (d) input image of surprising face at level 4 

    
(a) (b) (c) (d) 

Fig. 8. Illustrations of accurate optical flow from one person to another, (a) referenced neutral 
face; (b) mask image; (c) bilinear warped face to from (a) NE1; (d) synthesized face with only 
motion vector from (a) to NE1 

Therefore, as mentioned in section 2.3, only motion information in the optical flow 
estimation was used for neutral face image synthesis. As shown in Fig. 7(c), there will 
be some missing area in the synthesized image due to large motion, and a mask is 
employed to reduce the area of image comparison.  
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Fig. 9 and Fig. 10 depict the recognition results with partially masked synthesized 
image using different methods, PCA and direct subtraction. Obviously, the direct 
subtract algorithm outperforms the PCA method, which means that the synthesized 
images are very similar to each other due to the same reference neutral image.  
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Fig. 9. Recognition rate from the synthesized neural face image by using the estimated optical 
flow only, compared to synthesized neutral face by using the same method, by using PCA 
dimensional reduction with 95% energy preservation. The average recognition rate is 57.19%. 
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Fig. 10. Recognition rate from the synthesized neural face image by using the estimated optical 
flow only, compared to synthesized neutral face by using the same method, by using direct 
difference and nearest neighbor method. The average recognition rate is 73.48%. 
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Fig. 11. Recognition rate from the synthesized face image by using the estimated optical flow 
only, compared to bilinearly warped neutral face, by using direct difference and the nearest 
neighbor classification. The average recognition rate is 39.02%. 
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Therefore, direct subtraction is more suitable in this application. Our proposed 
method (Fig. 10) is better than the benchmark result (Fig. 4) by 17% in average. 

Different pre-processing procedures are performed in our experiments for 
comparison: one is bilinear warping from neutral faces (Fig 8(a)) to the universal 
neutral image NE1, like Fig. 8(c); the other is by using the same procedure for the 
testing image, e.g. Fig. 8(d). The experimental results are shown in Fig. 11 and Fig. 
10, respectively. We can see that the second way is better than the first one, since the 
face geometry is more uniform in the processed testing image.  

4   Conclusion and Future Works 

In this paper, we apply the constrained optical flow estimation for removing the facial 
expression for expression-invariant face recognition. With some modification in the 
optical flow computation, we can guarantee that the motion vector of the feature 
points to be consistent during the ICPCG iterations. The proposed method can 
improve the recognition rate about 17% under the circumstance that only one training 
neutral image of each subject is available, and the optical flow computation is 
performed only once for each testing image.  

The lighting condition is restricted in our experiments. It is apparent that accurate 
optical flow varies dramatically when the illumination variation is large, which may 
influence the expression-normalized face image. In the future works, we plan to 
compensate the global lighting effect by using the spherical harmonics technique. 
After removing the illumination variations, the optical flow can be subsequently used 
to estimate the warping transformation due to facial expression.  
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Abstract. Localization of facial feature points is an important step for
many subsequent facial image analysis tasks. In this paper, we proposed
a new coarse-to-fine method for extracting 20 facial feature points from
image sequences. In particular, the Viola-Jones face detection method is
extended to detect small-scale facial components with wide shape vari-
ations, and linear Kalman filters are used to smoothly track the feature
points by handling detection errors and head rotations. The proposed
method achieved higher than 90% detection rate when tested on the
BioID face database and the FG-NET facial expression database. More-
over, our method shows robust performance against the variation of face
resolutions and facial expressions.

1 Introduction

Localization of facial feature points is often a critical step in many multimedia
applications including face recognition, face tracking, facial expression recog-
nition, gaze detection and face animation [1,2,3,4]. The fiducial facial feature
points needed to be detected are usually the salient points on the face, such
as eye corners, mouth corners, eyebrow corners and nostril corners. Various ap-
proaches have been proposed in the literature to extract these facial points from
images or video sequences of faces. In general, these approaches can be catego-
rized either as appearance-based or geometric-based. Appearance-based methods
use feature vectors to model local texture around the facial feature points. To
obtain the feature vectors, several methods such as Gabor wavelets [5], princi-
pal components analysis (PCA) [6] and Gaussian derivative filters [7] are often
used to transform the local textures. The transformed features are then selected
and processed by machine learning techniques such as multi-layer perceptrons
(MLP) [8] and support vector machines (SVMs) [9]. In geometric-based methods,
the prior knowledge of the face structure is used to constrain the facial feature
point search, and the search is based on certain rules which can be learned from
a set of labeled faces and often involve distance and angles [10,11].

It is interesting to note that most of the existing methods attempt to locate fa-
cial feature points from images/video captured in a highly controlled laboratory
environment and with high spatial resolution. Furthermore, the face regions are
always larger than 160×160 pixels. This resolution is equivalent to a person sit-
ting only 30cm away from a webcam with focal length of 3cm and image capture
resolution at 320×240 (see Table 1). It is obvious that many applications require
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a much wider range of working distances than this, especially when wireless in-
put devices and lower resolution cameras are used. In addition, most existing
methods extract facial landmarks from expressionless face images which are un-
suitable for facial expression recognition, in particular, when the recognition is
based on local features. Finally, computational cost of the methods involving
multiple classifications cannot be afforded by most real-time applications with
limited computing resources.

To overcome the above mentioned problems, this paper proposes a new
method for extracting 20 facial feature points. The method employs a number
of modifications to the conventional Viola-Jones AdaBoost detection method
and is relatively insensitive to the resolution of face images. It performs well
within a practical range of working distances. With the goal of reducing the
computational load, a coarse-to-fine strategy is adopted.

The rest of this paper is organized as follows: Section 2 describes the proposed
method. Section 3 presents the experimental results obtained on a number of face
databases. Conclusions are given in Section 4.

Fig. 1. The coarse-to-fine facial feature point extraction process

2 The Proposed Method

The proposed coarse-to-fine method consists of four stages, as shown in Figure 1:
Face Detection, Key Facial Component Detection, Feature Point Detection and
Feature Point Tracking.

2.1 Face Detection

The face region is detected and localized by the conventional Viola-Jones Ad-
aBoost method. For details on the method, readers are referred to [12,13].

2.2 Key Facial Component Detection

The second stage of the coarse-to-fine process is to locate key facial components
(nose, mouth and eyes) within the detected face area. To take advantage of
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the low computation overhead associated with Haar-like features and highly
efficient cascade structure used in Viola-Jones AdaBoost face detection method,
“AdaBoost” detection principle is adopted. However, low detection rate was
observed when the conventional Viola-Jones method was trained with the facial
components and employed in the detection process. This is probably due to the
lack of significant structure information of the facial components (compared to
the entire face). In general, the structure of the facial components become less
detectable when the detected face is at low resolution. Table 1 shows approximate
size of facial components at different distances for a webcam with focal length
of 3cm and resolution of 320 × 240. Another cause of the low detection rate is
probably the substantial variations in the shape of the components, especially
mouth, among the different expressions conveyed by the same or different people.
This is also true for high resolution face images. To solve these problems, we
improve the “AdaBoost” detection method by employing: extended Haar-like
features, modified training criteria, regional scanning and probabilistic selection
of candidate sub-window.

Table 1. The approximate relationship between distance of user to camera and facial
component resolution

30cm 50cm 80cm 130cm

Face 165 × 165 100 × 100 65 × 65 45 × 45

Mouth 56 × 28 30 × 15 20 × 10 12 × 6

Eyes 36 × 18 22 × 11 14 × 7 8 × 4

Nose 42 × 42 26 × 26 16 × 16 9 × 9

Extended Haar-like Feature Set. An extended feature set with 14 Haar-like
features (Figure 2) based on [14] is used in the facial component detection.
Besides the basic upright rectangle features employed in face detection, 45◦

rotated rectangle features and center-surround features are added to the fea-
ture pool. The additional features are more representative for different shapes
than the original Haar-feature set, and would therefore improve the detection
performance.

High Hit Rate Cascade Training. In the conventional Viola-Jones method,
the cascade classifier is trained based on the desirable hit rate and false positive
rate. Additional stage is added to the cascade classifier if the false positive is
higher. However, when the false positive rate decreases, the hit rate also de-
creases. In the case of facial components detection, hit rate will dramatically fall

Fig. 2. The extended Haar-like feature set
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for low resolution face images if the cascade classifier is training with low false
positive rate.

To ensure that low resolution facial components could be detected, a minimum
overall hit rate is set before training. For each stage in the training, the training
goal is set to achieve a high hit rate and an acceptable false positive rate. The
number of features used is then increased until the target hit rate and false
positive rate are met for the stage. If the overall hit rate is still greater than the
minimum value, another stage is added to the cascade to reduce the overall false
positive rate. In this way, the trained detectors will detect the facial components
at a guaranteed hit rate though some false positives will occur, which can be
reduced or removed by the modifications introduced below.

Regional Scanning With a Fixed Classifier. Rather than rescaling the
classifier as proposed by Viola and Jones, to achieve multiscale searching, input
face images are resized to a range of predicted sizes and a fixed classifier is used
for facial component detection. Due to the structure of face, we predict the face
size according to the size of facial component used for training. In this way, the
computation of the whole image pyramid is avoided. If the facial component size
is bigger than the training size, fewer false positives would be produced due to
down sampling; when the component is smaller than the training sample, the
input image is scaled up to match the training size.

In addition, prior knowledge of the face structure is used to partition the
region of scanning. The top region of the face image is used for eye detection;
the central region of the face area is used for nose detection; and mouth is
searched in the lower region of the face. The regional scanning not only reduces
the false positives, but also lowers the computation.

Candidate sub-window selection. To select the true sub-window which con-
tain the facial component, it is assumed that the central position of the facial
components among different persons follows a normal distribution. Thus, the
probability that a candidate component at k =

[
x y

]T is the true position can
be calculated as:

P (k) =
1

(2π) |sΣ|1/2 exp
(

−1
2

(k − sm)T sΣ−1 (k − sm)
)

where the mean vector m and the covariance matrix Σ is estimated from normal-
ized face image data set. The scale coefficient, s, can be computed as s = wd/wn,
where wd is the width of detected face and wn is the width of normalized
training faces. The candidate with maximum probability is selected as the true
component.

Specialized classifiers. Two cascade classifiers are trained for mouth. One is
for detecting closed mouths, and the other is for open mouths. During scanning,
if the closed mouth detector failed to find a mouth, the open mouth detector is
triggered. In addition, the left and right eye classifiers are trained separately.
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2.3 Facial Feature Point Detection

The facial feature point detection process entails estimation, localization and
refinement. First, positions of the 20 facial feature points are approximated based
on the boundary box of the detected facial components, as shown in Figure 3. It is
assumed that the actual landmark is localized within a D×D neighborhood of the
approximated landmark, where D is determined by the size of facial components.
For instance, 4 neighbourhoods of the mouth landmarks are indicated in Figure 3.

The localization is achieved by finding the position within the neighbourhood
that maximizes eigenvalues of local structure matrix C,

C = wG (r; σ) ∗
[

f2
x fxfy

fxfy f2
y

]

where wG (r; σ) is the Gaussian filter for smoothing the matrix entries and f(x, y)
is the intensity function. The classic Harris [15] corner finder is applied to refine
the detected landmark positions so as to achieve sub-pixel accuracy.

Fig. 3. Facial feature points estimation

2.4 Facial Feature Point Tracking

Occasionally, key facial components may not be reliably detected due to head
rotations. There are also cases where the true facial feature points are not lo-
cated in the D × D neighborhood of the estimated landmarks. With the goal
of obtaining more accurate and smooth feature point positions, linear Kalman
filters are employed to track the detected landmarks. In the linear Kalman filter
the state vector consists of position, velocity and acceleration.

The Kalman filter predicts facial landmark positions in the next frame and
corrects the localization results in the current frame. The prediction makes the
feature points extraction process more stable when previous processing stages
failed or some error occurred. At the same time, the correction enhances the
accuracy.

3 Experimental Results

3.1 Facial Component Detection

As introduced in Section 2.2, five cascade classifiers were trained to detect the key
facial components, one each, for left eye, right eye and nose, and two for mouth.
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Positive training samples of eyes, mouths, noses and negative samples (non-facial
components) were cropped from AR database [16] and AT&T database [17].
To accommodate low resolution facial components, the training samples were
rescaled to small sizes: 10 × 6 for eyes, 16 × 8 for mouth and 15 × 15 for nose.
For each detector about 1200 positive samples and 5000 negative samples were
used for training. The trained detectors were first tested on BioID database [18].
The BioID database consists of 1521 images of frontal faces captured in uncon-
trolled conditions using a web camera in an office environment. For each image in
the database, the ground truth of 20 facial feature points were obtained through
manual annotation and supplied with the database. To evaluate the performance
on low resolution input, the test images were downsized to different resolutions
to simulate low resolution faces which are not included in the database. In this
way, 300 images were tested at each face resolution. In the testing phase, a de-
tection was regarded as SUCCESS if and only if the distance between the center
of a detected and actual facial component was less than 30% of the width of the
actual facial component as well as the width of the detected facial component
was within ±50% of the actual width. To show the improvement obtained in
comparison with the original detection method proposed by Viola and Jones,
mouth detection results at different face resolutions are presented in Figure 4.
The average detection rate for nose, left eye, right eye and mouth at different
face resolutions is 91.3%, 95.7%, 97.2% and 95.6% respectively. A few detec-
tion examples are shown in Figure 5. The detectors were also tested on facial
expression database FG-NET [19]. The database contains 399 video sequences
of 6 basic emotions and a neutral expression from 18 individuals. The overall
detection rate for all the detectors is 93.8%. Figure 6 shows typical detection
examples of FG-NET. Figure 7 shows snap shots from a real-time example.

a. Original “AdaBoost” b. Improved “AdaBoost”

Fig. 4. Mouth detection result. Both detectors are trained using same dataset.

3.2 Facial Feature Point Extraction

The feature point extraction method were also tested on BioID database. In the
testing phase, images from the same individual were reordered and treated as an
image sequence. A detection is regarded as SUCCESS when the distance between
the located facial point and the annotated true point was less than 10% of the
inter-ocular distance (distance between left and right eye pupils). Unfortunately,
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a. Face resolution: 160 × 160 b. Face resolution: 100 × 100 c. Face resolution: 50 × 50

Fig. 5. Facial component detection results from BioID database

Fig. 6. Facial component detection results from FG-NET database

Fig. 7. Real-time facial component detection results

only 14 of the facial points we detected are annotated in the BioID database.
The testing result is presented in Table 2; the average detection rate for all of the
14 points is 93%. The same method was used as Section 3.1, to test the feature
extraction approach on different resolution faces, the results is shown in Figure 8,
and test examples are presented in Figure 9. When testing the proposed method
on FG-NET database, each of the 20 automatically detected facial landmarks
was compared to manually labeled facial point. The average detection rate for all
of the points is 91%, and some examples are shown in Figure 10. During the real-
time test, the proposed facial feature points extraction method exhibited robust
performances against variations in face resolutions and facial expressions. The
tracking module also enabled the proposed method to handle some degree of
in-plane and out-of-plane rotations. Figure 11 are a few test examples.
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Table 2. Facial feature point extraction results based on BioID database

Feature Point Rate Feature Point Rate
1: Right mouth corner 96% 2: Left mouth corner 91%

3: Outer end of right eye brow 92% 4: Inner end of right eye brow 94%

5: Inner end of left eye brow 97% 6: Outer end of left eye brow 91%

7: Outer corner of right eye 90% 8: Inner corner of right eye 96%

9: Inner corner of left eye 97% 10: Outer corner of left eye 88%

11: Right nostril 95% 12: Left nostril 94%

13: Center point on outer edge of
upper lip

87% 14: Center point on outer edge of
lower lip

85%

Fig. 8. Average feature point detection rates for different face resolutions

a. Face resolution: 160 × 160 b. Face resolution: 100 × 100 c. Face resolution: 50 × 50

Fig. 9. Facial feature point detection results from BioID database

Fig. 10. Feature point extraction results from FG-NET database
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Fig. 11. Real-time facial point extraction results

4 Conclusions

Various approaches have been proposed in the past to extract facial feature
points from face images or video sequences. Most of the previous methods at-
tempt to locate facial feature points from data collected in a highly controlled
laboratory environment and characterized by high resolution and expression-
less faces. This paper proposes a new method, based on previous research, for
extracting 20 facial feature points from expressional face images at in varying
resolutions. The proposed method can handle a certain degree of head rotations
and achieved higher than 90% detection rate when tested on BioID face database
and FG-NET facial expression databases.
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Abstract. This paper presents a new Bayesian face tracking method
under particle filter framework. First, two adaptive feature models are
proposed to extract face features from image sequences. Then the ro-
bustness of face tracking is reinforced via building a local dual closed
loop model (LDCLM). Meanwhile, trajectory analysis, which helps to
avoid unnecessary restarting of detection module, is introduced to keep
tracked faces’ identity as consistent as possible. Experimental results
demonstrate the efficacy of our method.

1 Introduction

Face tracking has become a hot research topic in recent years when more and
more important applications in digital video, surveillance and human-computer
interaction appear. Normally, tracking task is meaningful only when being ap-
plied within one video shot or continuous surveillance situation, and makes no
sense in most cross-shots cases where the targets are often different. The most
important two purposes of face tracking are accurate face detection and identity
association of faces located at different time instants.

1.1 Related Work

Different tracking methods have been proposed in the literature. As the matching
mode considered, these methods can be classified into three categories: template-
based methods [1, 2, 3] deal with complex situations; feature-based methods
[4, 5, 6, 7, 8] build corresponding relationship between candidates and the tar-
gets by extracting features like color, contour, Gabor, etc.; while learning-based
methods [9, 10] are based on recognition algorithms or subspace analysis.

However, several problems still need further research.
First, matching modes have more strength on representation other than dis-

crimination. Many researchers developed adaptive matching modes which can
model appearance variability well but lack of discrimination power. It is hard to
distinguish the target and some other similar objects, unless recognition algo-
rithms are applied.

Secondly, wrong information is accumulated without correction. In considera-
tion of computation cost, many algorithms select candidates somehow at random
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in spite of obeying some distribution rules or from a limited small area. Thereby,
it is very often to lead to a local optimal value. And with such inaccurate tracking
results passing to next frames, the wrong information will usually be accumu-
lated without being corrected.

Thirdly, detection module is restarted unnecessarily. If the output of match-
ing function keeps decreasing due to temporal occlusion, rotation, noise, etc.,
conventional tracking systems will simply stop current tracking and restart the
detection module to search the following whole frames until a face is detected.
Then this face will be treated as a new target to continue tracking, and the
identity association with the prior corresponding faces is lost.

1.2 Overview of Our Method

To address the above mentioned problems, a new particle filter based Bayesian
face tracking system is proposed. The whole framework is shown in Fig.1.

Fig. 1. System framework

The tracking process begins with a seed which specifies the target object. The
seed is located by the detection algorithm with high confidence in the first frame
of the video shot.

To improve the discrimination power of features, the adaptive feature models,
which include a special face color model (FC) and a simple color layout distribu-
tion model, are built. The FC is adaptive to different tracked objects and used
to locate target face area; and the CLD acts as an auxiliary measure to help the
extraction of color layout features. The feature information with time stamps
will be recorded for trajectory analysis.

After feature extraction, a local dual closed loop model (LDCLM) is con-
structed by using self feedback technique. In different steps of the model, FC
feature or CLD feature is extracted accordingly. The feedback technique, which
has been widely used in control theory, is applied to correct possible tracking
errors to avoid wrong information being accumulated.

During the tracking process, trajectory analysis is used to determine whether
the object has moved out of the image vision and determine the necessity to
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restarting the detection module. In many cases that the matching confidence of
the tracked object keeps decreasing, the object still stays in the current image
vision, we do not have to restart detection which will bring a new seed and a new
tracking process. We avoid unnecessary restarting of detection though trajectory
analysis, which is very simple, however, is very useful, especially in some long
shots with the object rotating his/her head or walking behind others very slowly.

This paper is organized as follows. Section 2 introduces the Bayesian face
tracking framework, the adaptive feature models, the LDCLM algorithm, and
the trajectory analysis; experimental results are given in section 3 and the paper
is concluded in section 4.

2 Bayesian Face Tracking

In this method, at time instant t, the state vector is defined as st = (xt, yt, wt, ht),
where (xt, yt, wt, ht) represents the central position, width and height of a face
candidate respectively; the observations from the two feature models are denoted
as: zfc

t for FC model and zcld
t for CLD model .

Initially, at time instant t = 0, a frontal face, which is detected by the
AdaBoost face detector [13], is denoted as the seed s0. Around s0, a zero-
mean multivariate Gaussian model is built to generate N initial candidates
with corresponding prior probability p(si

0)N
i=1. Prior weights are normalized by

πi
0 = p(si

0)/
∑N

i=1 p(si
0).

During the tracking iterations, we have the prediction-update rule of particle
filter based on Bayesian rules used in [11] for propagation of state density over
time as Eq.(1):

p(st | Zt) ∝ p(zt | st)p(st | Zt−1)
p(st | Zt−1) =

∫
st−1

p(st | st−1)p(st−1 | Zt−1)
(1)

where zt = zfc
t or zt = zcld

t according to the corresponding steps in LDCLM.
Zt = (z1, z2, ..., zt). With weighted samples {si

t−1, π
i
t−1}N

i=1, the dynamic model
p(st | st−1) is realized by factor sampling [11] and multivariate zero-mean Gaus-
sian random sampling techniques.

After sample selection and prediction, for each candidate si
t, the weight is

updated as πi
t = p(zi

t | si
t) using observation zfc

t from FC model or zcld
t from

CLD model, which will be explained later.

2.1 Adaptive Feature Models

The two feature models, FC model and CLD model, are built to extract face
color feature zfc

t and color layout distribution feature zcld
t . The final optimal

target soptimal
t in time instant t is selected from the candidate set {si

t}N
i=1 by

Eq.(2):
optimal = max

i
(p(zt | si

t))
N
i=1 (2)
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Adaptive face color model (FC). Generic skin color model like [12] is not
sufficient to effectively distinguish the face color features of persons with different
skin color. So we design a three-layer FC model.

The first layer of the model uses a general model by the method in [12], and
only detect skin pixels of the seed in the initial phase of tracking process.

The second layer of the model builds a specific Gaussian model using these
detected skin pixels from seed s0 in YUV color space. We only use the U and V
components (u, v). The Gaussian face color likelihood of pixel ν is defined as:

p(zfc | ν) =
1
2π

exp (−1
2
(r − μ)T C−1(r − μ)) (3)

Where r = (u, v), μ = E{r} and C = E{(r − μ)(r − μ)T }. For different seeds,
we have different Gaussian models. The Gaussian model is then used in the
whole tracking process to give the confidence of each pixel in every candidate.
An adaptive threshold δ is used to judge if the pixel ν = (x, y) in a candidate is
a skin pixel or not. δ is set as Eq.(4):

δ = p(zfc | νopt) (4)

opt = max
m

(
∑m

i=1 p(zfc | νi)∑M
j=1 p(zfc | νj)

) < ζ (5)

where p(zfc | ν) is sorted in descending order; M is the pixel number of current
candidate; the skin color likelihood of the mth pixel will be taken as optimal
threshold δ; ζ denotes the skin color energy proportion which is set based on
empirical study. Thereby, δ is changing with the tracking process. In each time
instant, δ finds a proper value to segment skin pixels from the background adap-
tively.

The face color likelihood of candidate si
t is set by Eq.(6):

p(zfc
t | si

t) = N2
ps/(Npc ∗ κ) (6)

where Nps is the skin pixel number, Npc is the total pixel number in candidate
si

t, and κ denotes the normalization factor.
The third layer of the model is a post processing to filter small noise properly

and finely for the results from the second layer. The filter threshold ηt, which
varies with FC likelihood and adaptively adjusts the filter criterion, is set as:

ηt = τ ∗ (p(zfc
t−1 | soptimal

t−1 )/p(zfc
0 | s0)) (7)

where τ is a constrained factor.
This Gaussian face color model will be updated in each time instant by those

new face skin pixels with very high confidence ξ times larger than δ to alleviate
possible pollution by background pixels, and it has more discrimination to dis-
tinguish faces with different skin color. An example is shown in Fig.2. Fig.2(b)
and Fig.2(c) show the skin color confidence outputs of Fig.2(a) by two different
Gaussian skin color models, which are trained respectively by the face skin pixels
of the woman and the man. The skin color responses in Fig.2(b) and Fig.2(c)
are apparently different in the confidence and the size of skin color area.
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(a) (b) (c)

Fig. 2. Face Color Model. (a) is the raw image. Two different Gaussian skin color
models are trained respectively by the face pixels of the woman and the man. (b) uses
the Gaussian model of the woman and (c) uses the Gaussian model of the man. The
skin color confidence outputs of (b) and (c) is apparently different.

Color layout distribution model(CLD). FC model can help to locate face
area fast and easily, however, the FC likelihood drops in the cases of rotation,
occlusion, etc. and can’t distinguish faces with very similar skin color even when
these faces’ appearance are very different. Thereby a simpler adaptive color
layout distribution model based on [5] is built to find the optimal layout matching
result and to compensate the loss of FC model.

In this model, each candidate is divided equally into 16 blocks. Eq.(8) denotes
the model likelihood of candidate si

t:

p(zcld
t | si

t) =
1
16

16∑

k=1

(

√
|Σk

i | 1
2 |Σk

ref | 1
2

|Σ̄k| exp(
μ̂k

T
Σ̄k

−1
μ̂k

8
)) (8)

where, μk
i , Σk

i means the mean vector and covariance matrix of the kth block
in candidate si

t, μ̂k = μk
i − μk

ref , Σ̄k = (Σk
i + Σk

ref )/2. The reference pair
(Σk

ref , μk
ref ) is updated from the target in time instant t − 1.

2.2 Local Dual Closed Loop Model (LDCLM)

In the tracking process, FC and CLD models are used in different steps of LD-
CLM according to their characteristics. FC model locates the rough face areas,
and CLD model can help to correct and refine the results of FC. In all the
tracking iterations, trajectory analysis is combined into LDCLM.

The instability of observation often leads to inaccurate detection results is
corrected by integrating self feedback technique into LDCLM. An illustration
in illumination case about self feedback is shown in Fig.3. And the LDCLM is
sketched in Fig.4.

1. First Closed Loop
Step 1, Step 2 and Step 3 in Fig.4 construct the first closed loop. The target
in time instant t − 1, noted as targett−1, is regarded as reliable. Step1 is
carried by FC model as Eq.(9):

p(target1t ) = p(zfc
t | soptimal

t ) (9)
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Fig. 3. Self Feedback Illustration. Object on left is regarded as a reliable target in time
instant t − 1, the state of which is described by solid box a, and in time instant t, it
is affected by illumination. After forward tracking using face color features from FC
model, we get the inaccurate target, the state of which is described by dot box b. Using
features from CLD model of this inaccurate target in backward tracking, we get state
dot box c. Compare the sizes and center positions of a and c, the state box b in time
instant t is corrected to state solid box d.

Since the appearance difference between faces in consecutive frames is limited
and can be characterized by CLD, Step2 is:

p(target∗t−1) = p(zcld
t−1 | soptimal

t−1 ) (10)

Comparing the state vector of target1t−1 and target∗t−1, the possible tracking
error can be found in Step 1. By feeding back the center coordination and
size difference, the result of Step 1 can be corrected into target2t .

2. Second Closed Loop
The Step 4 and Step 5 construct the second closed loop. Using the candidates
generated by the results of Step 1, second forward tracking in Step 4 is also
carried by FC model as Eq.(11) :

p(targett+1) = p(zfc
t+1 | soptimal

t+1 ) (11)

In Step 5, second backward tracking takes CLD model as Eq.(12)

p(target3t ) = p(zcld
t | soptimal

t ) (12)

3. Interpolation
To avoid sudden big noise due to stochastic sampling and to restrict the
tracking error, we take the interpolation result from targett−1 and targett+1
as target4t .

4. Optimal target strategy
In the whole tracking process, only the seed is highly reliable, and in every
time instant, due to the stochastic nature in particle filter, the above four
results (targetit, i = 1, .., 4) in time t may be not accurate enough. Thus we
propose an optimal target strategy as Eq.(13) and show one sample in Fig.4.

(Xt, Yt, Wt, Ht) = sort(targetit.(x, y, w, h))4i=1,

targetoptimal
t .(x, y, w, h) = mean(X i

t , Y
i
t , W i

t , H
i
t)

3
i=2,

(13)
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t+1

Step1:  First
forward tracking

t-1 t

Step4: Second
Forward tracking

Step2:  First
backward tracking

Step5:  Second
backward tracking

Step3:
Feedback

Step6:  interpolation

t-1 t

Fig. 4. Local Dual Closed Loop Model

In this model, the closed loop tracking is implemented only in three adjacent
time instants. The reasons are given below: a) if involving more time instants,
the uncertainty will increase heavily especially in rapid motion; b)such model
can be applied in both video clips and real time surveillance by cache techniques.

2.3 Trajectory Analysis

During the whole tracking process, we keep paying attention to the trajectory
state of the tracked object. A trajectory container (TC) is built to record the
state vector and the FC likelihood of the target in time instant t:

TCt = (soptimal
t , p(zfc

t | soptimal
t )) (14)

As soon as the tracking process begins, taken the seed state as a reference,
in each time instant, we compute the movement direction tendency and the
movement velocity of the target.

The trajectory container is checked in each time instant. If the FC likelihood
drops to below a pre-set threshold γ and keeps decreasing, and meanwhile the
state vector analysis shows that the object might have moved out of the image
vision, we will restart the detection module, otherwise, keep tracking.

3 Experimental Results

This method is implemented on various video clips from TV programs including
out-door (11 clips, 4021 frames) and in-door (14 clips, 6532 frames). For detec-
tion ratio, it is compared with frame-based method [13] and tabulated the results
in Table 1. For tracking performance, it is compared with two particle framework
based tracking algorithms [8] and [10] (source codes are downloaded from the
homepages of the authors). [8] is appearance-adaptive model based. [10] is in-
cremental subspace based. We also compare with another version of our method
using the same feature models and trajectory analysis but without LDCLM.
The results are shown in Table 2. In these comparisons, the criterion of suc-
cessful tracking in [5] is considered. Specifically, the target center must be in
the ground truth rectangle and the size of the bounding rectangle on the target
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Table 1. Performance comparison of detection

Method Detection Rate (%)

Frame-based detector [13] 54.3
Our method 89.5

Table 2. Performance comparison of tracking

Method In-door (%) out-door (%)

Appearance-adaptive model [8] 77.11 81.04
Incremental subspace [10] 79.56 80.43

Without LDCLM 64.1 75.05
Our method 89.1 90.4

(a) Appearance-adaptive model based method [8]

(b) Incremental subspace based method [10]

(c) Our feature models and trajectory analysis based, and without LDCLM

(d) our method

Fig. 5. Face tracking results under significant occlusion, zoom and moderate illumina-
tion. From left to right are image frames 2587th, 2608th, 2642th, 2707th.
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Fig. 6. Tracking results using our method. From left to right are frames 3th, 42th,
57th, 109th.

(a) Face color (FC) confidence trajectory.
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(b) Target state trajectory

Fig. 7. Trajectory analysis. Fig.6 is the raw frame sequence. Although the FC likelihood
keeps low confidence for a longer time in (a), we can find that the target stably stays in
the image vision from (b). Thereby, it is unnecessary to restart a new detection process
during the period of low face color confidence outputs.

should be within [0.5,1.5] times of the size of the bounding rectangle of ground
truth. Furthermore, some tracking results are presented in Fig.5.

Our method excels mainly because it can handle occlusion and rotation cases
better. [13], [8] and [10] tend to lose faces in many occlusion and drastic rotation
cases. For the occlusion case such as Fig.5, [8] and [10] both lose the targets in
the frame 2642th and 2707th. In Fig.5(a), [8] updates the appearance model in-
appropriately. In Fig.5(b), [10] updates the eigenbase by incorrect results during
occlusion, consequently it fails to catch up targets finely after occlusion. Espe-
cially, both [8] and [10] couldn’t recover from tracking errors. Once they lose the
target, they will give wrong state information for all the rest frames.

Using the feature models, the recovering from errors is possible and we illus-
trate in Fig.5(c). FC and CLD models are used to locate face areas, and note
that the third frame 2642th gives wrong response because the woman’s shadow is
just projected on the face of the man and affects his face color. In this example,
since the Gaussian model is built by the skin pixels of the man, the skin pixels
of the woman will usually have lower confidence and won’t be use to update the
Gaussian model. Once the shadow disappear, the Gaussian feature model will
give correct respondence. Thus in the forth frame 2707th, the target is recovered.
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However, Without LDCLM to correct the errors, these outputs are inaccurate.
Adding LDCLM into the method, the results shown in Fig.5(d) presents that
such errors are corrected by LDCLM and are more accurate.

With the help of trajectory analysis, it is easily to judge the target state and
avoid unnecessary restarting of detection module. Specifically, the raw frame
sequence in Fig.6 gives the recorded trajectory as in Fig.7. Although the FC
likelihood keeps low confidence for a longer time in Fig.7(a), from the trajectory
states in Fig.7(b) we can find that the target stably stays in the image vision.

4 Conclusion

We have presented a new Bayesian face tracking system to improve the per-
formance. With adaptive feature models, a LDCLM is constructed to enhance
the robustness of tracking. Then, trajectory analysis helps to avoid unnecessary
restarting of detection module. Our method can be easily extended to multi-faces
tracking, and new feature models can also be integrated conveniently. Future
work will focus on further improving the discrimination of feature models and
analyzing the motion trajectory.
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Abstract. Though recognizing human action from video is important to 
applications like visual surveillance, some hurdles still slower the progress of 
action recognition. One of the main difficulties is view dependency, and this 
causes the degeneration of many recognition algorithms. In this paper, we 
propose a template-based view-independent human action recognition 
approach. The action template comprises a series of “action hyperspheres” in a 
nonlinear subspace and encodes multi-view information of several typical 
human actions to facilitate the view-independent recognition. Given an input 
action from video, we first compute the Motion History Image (MHI) and 
corresponding polar feature according to the extracted human silhouettes; 
recognition is achieved by evaluating the distances between the embedding of 
the polar feature and the virtual centers of the hyperspheres. Experiments show 
that our approach maintains high recognition accuracy in free viewpoints, and is 
more computationally efficient compared with classical kNN approach.  

Keywords: action recognition, action hypersphere, manifold embedding. 

1   Introduction 

Human action recognition from video is an open issue in computer vision with the 
important applications in visual surveillance, social security and human-computer-
interaction. In recent years, some representative works have been done to recognize 
human actions from video. Some researchers considered action recognition as a 
problem of 3D reconstruction [1][2]. The human pose at each time instance was 
recovered by fitting pre-defined models based on the 2D body silhouette. However, 
acquiring 3D information from image sequences is currently a complicated process 
with poor robustness. Ekinci [3] presented a real-time people tracking and posture 
estimation technique for visual surveillance system. The human motion was 
segmented by background modeling technique, and then posture estimation was 
performed based on a skeleton structure of human silhouette. This work considered 

                                                           
* This work is supported by National Natural Science Foundation of China (No.60533090, 

No.60525108), 973 Program (No.2002CB312101), Science and Technology Project of 
Zhejiang Province (No.2005C13032, No.2006C13097), and Program for Changjiang 
Scholars and Innovative Research Team in University (IRT0652). 



 View-Independent Human Action Recognition by Action Hypersphere 109 

only scattered human silhouettes without temporal representation or modeling of 
human actions. Hidden Markov Model (HMM) has been widely used in human action 
recognition [4][5][6] which aimed to model the temporal pattern of a moving object. 
The rationale of these works was to extract a set of features from image frames of a 
sequence and use those features to train HMMs for recognition. Since HMMs rely on 
probabilities, they require extensive training to ensure the reliability. Therefore, one 
needs to have a large number of training sequences for each activity to be recognized, 
this is sometimes unavailable. Optical flow is an important cue for human motion, in 
[7], the author combined optical flow with HMMs to perform action recognition, but 
the computational complexity of optical flow was high, thus this approach was 
unsuitable for some real-time applications. 2D motion templates proposed by Davis 
and Bobick [8] was an effective way to describe temporal actions. They introduced 
Motion Energy Image (MEI) and Motion History Image (MHI) to capture motion 
information in image sequences. MEI and MHI contain temporal information of an 
action inherently, thus help to avoid the complex visual tracking problem. In this way, 
action recognition can be elegantly simplified as an image classification problem. 
Nevertheless, the representation described in [8] was view dependent, thus the 
recognition result was fine only in some specific views. In [9], the authors combined 
MHI and k-Nearest-Neighbor (kNN) algorithm to recognize the motion of facial 
action units, but the recognition efficiency heavily depended on the amount of sample 
data. Much time was needed to perform kNN classification on a large dataset. 
Weinland [10] introduced Motion History Volume (MHV) as an extension of MHI, 
though MHV is a free-viewpoint representation of human action, it is constructed in 
the case of multiple strictly calibrated video cameras. Therefore it is incompetent for 
recognizing actions in monocular video. 

In this paper, we propose a view-independent human action recognition approach 
which is based on template matching. The action template includes multiple human 
actions, and recognition is performed by evaluating the distances between an input 
and the actions contained in the template. To achieve view-independent recognition, 
for each action to be enclosed into the template, we first construct a “hypersphere” in 
low-dimensional subspace based on the manifold embeddings [11] of polar features of 
the action’s multi-view MHIs. Thus the action template is composed of multiple 
hyperspheres with known centers and radiuses. The recognition is then performed by 
computing the distances between the low-dimensional embedding of the input polar 
feature and the centers of the hyperspheres, and comparing the distances with the 
known radiuses, when the error is below some threshold, the input can be labeled as 
the “closest” action in the template. Compared with existing works, the motion 
template can be conveniently obtained from some uncalibrated camera views; 
moreover, the proposed action hypersphere encodes multi-view information and 
contributes to view-independent action recognition. Also, the hypersphere recognition 
beats kNN classification in terms of time efficiency. Since general human action and 
behavior recognition is still a difficult task, our approach aims at recognizing several 
classes of typical human actions, and this is reasonable to specific visual surveillance 
applications. 

The rest part of this paper is organized as follows. In Section 2, we introduce the 
construction of action hypersphere in detail and the action template is described in 
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Section 3. We present the action recognition approach in Section 4. Experimental 
results are given in Section 5 and Section 6 concludes this paper. 

2   Action Hypersphere: View-Independent Action Representation 

The action hypersphere is constructed based on the low-dimensional embeddings of 
polar features of the action’s multi-view MHIs. To do this, we first perform motion 
capture using our Mocap system by Motion Analysis Corporation, and then the 3D 
motion data is rendered in multiple views by the Poser software to get the multi-view 
2D human motion silhouettes. Thus, we can compute the multi-view MHI of this 
action. By further extracting polar features of the multi-view MHIs and computing the 
low-dimensional embeddings of these polar features, we can construct the action 
hypersphere. Detailed method will be introduced as below. 

2.1   Polar Feature of MHI 

Motion History Image (MHI) was firstly introduced by Davis and Bobick [8] to 
capture motion information in image sequences. Let I(x,y,t) be an image sequence and 
let D(x,y,t) be a binary image sequence indicating regions of motion which can be 

easily obtained through background modeling. In an MHI Hτ , pixel intensity is a 

function of the temporal history of motion at that point which can be defined as 
formula (1) whereτ is the maximum duration an action is stored. 

                                    , ,
, ,

0,   

 ( )
( )

( ( , , ) )

if 1
max 1 1 otherwise

D x y t
H x y t

H x y tτ
τ

τ =
=

− −

⎧
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⎩

 

max min max max min( , , ) ( , , ) /( )t tH x y t H x y t t tτ = −= −  

 

(1) 
 

 

(2) 

Formula (2) describes the normalized MHI with respect to the duration of an action. 
The result is a scalar-valued image where more recently moving pixels are brighter. 
The example MHIs of six actions are presented in Figure 1. Note that for the sake of 
visualization, the pixel value has been scaled within the range between 0 and 255. 

 

          (1)           (2)                  (3)                   (4)                  (5)                   (6) 

Fig. 1. MHIs of six actions. (1) Crouch. (2) Punch. (3) Smash. (4) Knock. (5) Walk. (6) Kick. 

For action recognition, it is important for a representation of action to be scale 
invariant, i.e., independent of body size and camera zoom. Consequently, we further 
extract polar feature from MHI as the action representation. Firstly, the centroid of a 
MHI CMHI is computed by averaging the nonzero-value pixel locations along x and y 
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directions, then we make a minimum circle that covers the motion region centered on 
CMHI. The minimum circle is further partitioned into 36 sectors with an interval 
of /18π , and the angle ranges from 0 to 2π . Moreover, each sector is evenly divided 
into 6 zones along radial direction. In this way, the motion region of MHI is covered 
by 216 zones distribute in a polar coordinate system. Thus, a MHI can be represented 
by a 216-dimensional vector, and each entry is assigned the average pixel value of 
specific zone in the MHI. This vector is the polar feature of the MHI. 

The MHI pixels falling between the angle range pθ and qθ and having magnitude 

within the range ir and jr can be expressed as: 

{ }MHI( , ) | | |  and x y i j p qpm m m r m r mθ θθ θ= ≤ ≤ ≤∠ ≤ (1 ≤ i<j ≤ 6, 0 ≤ θp<θq ≤ 2π) (3) 

where mθ is the MHI pixel location in polar coordinates 

with 2 2| | x ym m mθ = + and 1tan ( / )y xm m mθ
−∠ = . 

The extraction of MHI’s polar feature can be described by Figure 2. 

2.2   Action Hypersphere 

For view-independent action recognition, the action template should incorporate 
multi-view information, thus how to find a view-independent action representation is 
the primary problem to be solved.  

Suppose each action is captured simultaneously by multiple cameras distribute on 
the upper hemisphere centered on the actor with certain rotational angle interval, we 
can obtain the multi-view MHIs of this action. The distribution of these cameras can 
be roughly described by Figure 3 where the red dots are surrounding cameras. Since 
the same action appears differently in different views mainly due to various camera 
positions on the hemisphere, it is possible to assume that the polar features of these 
multi-view MHIs also distribute on a “hypersphere” surface. Moreover, we believe 
that it is a 4-dimensional hypersphere because the view difference is mainly caused by 
left pan, right pan, up tilt and zoom of the cameras. The 4-DOF (degree-of-freedom) 
camera pose is indicated by blue arrows in Figure 3. Our assumption stems from the 
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                        (1)                                    (2)                                      (3) 

Fig. 2. (1) The partition of the minimum circle. (2) Sampling the MHI using 216-zone 
minimum circle. (3) 216-dimensional polar feature of a MHI. 
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theory of nonlinear dimensionality reduction [12] which interpreted face images with 
pose and illumination changes as 3-dimensional embeddings. 

 

Fig. 3. The distribution of multiple cameras. The blue arrows indicate 4-DOF camera pose. 

To testify our assumption, we capture 3D human action and use Poser software to 
simulate 24 cameras around the actor. Twelve cameras distribute evenly on the 
horizontal plane with pan angle interval of 30 degree, and the other twelve cameras 
are on the plane with tilt angle 45 degree. The setup can also be approximately 
described by Figure 3. Thus, for a specific action, 24 MHI with different views can be 
obtained. We select three actions (walk, punch, knock), compute the polar features of 
their MHIs and project the polar features into a nonlinear manifold subspace [11] 
respectively. The residual error against dimensionality variation is shown as Figure 4 
(1). Observe that when the dimensionality surpasses 4, the residual error remains 
stable at a low level. This indicates that the intrinsic dimensionality of the 24 polar 
features is 4. Furthermore, we present 2D manifold embeddings of the 24 polar 
features (for the sake of visualization) as well as part of the MHIs in Figure 4 (2), and 
the manifold embeddings do form a circle in 2D nonlinear subspace approximately 
according to the pan angles of the cameras. Therefore we speculate that the multi-
view polar features of an action form a hypersphere in 4-dimensional nonlinear 
subspace. The 4th dimension feature about camera zoom is implicitly hidden behind 
the scale-invariant action representation. 
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Fig. 4. (1) The residual error against dimensionality variation in manifold projection. (2) The 
2D manifold embeddings of 24 polar features. 
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We name the hypersphere in 4-dimensional subspace as “action hypersphere”, 
whose virtual center represents the intrinsic essence of this action hidden behind the 
multi-view appearances that distribute on the hypersphere surface with approximately 
equal distances to the center. Therefore, given a set of multi-view polar features, we 
can construct the action hypersphere by computing the virtual center and radius based 
on these features. Suppose we have m polar features xi (i = 1,…,m) of a given action, 
the virtual center O and radius R of this action hypersphere can be approximately 
obtained by solving equation (4) via least square method. 

We obtain similar hyperspheres by adjusting the camera positions along the 
hemisphere described in Figure 3, and this indicates that calibration is unnecessary in 
this stage. The hypersphere can be well constructed when the number of virtual 
cameras surpasses 20. We will not report relative experiments here for lack of space. 
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Fig. 5. 3D visualization of action template 

3   Action Template 

The action template includes several typical human actions. For each action, 24 MHIs 
as well as the polar features are computed as we did in Section 2. We project the polar 
features of all the typical actions into a 4-dimensional nonlinear subspace, the 4-
dimensional embeddings of same action congregate together and the discrimination 
between action classes is relatively clear. In this 4-dimensional subspace, we 
construct action hypersphere and compute the virtual center and radius of the 
hypersphere for each action using the method introduced in Section 2. Thus, the 
action template composed of three parts, i.e., multi-view polar features of the sample 
actions, the virtual centers of the action hyperspheres, and the radiuses of the action 
hyperspheres. Figure 5 is the visualization of action template, where the multi-view 
polar features of six actions are projected into a 3D nonlinear subspace, and the 
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dashed circles with different colors denote six action hyperspheres with respective 
center O and radius R. 

4   Action Recognition 

Since for each action, the multi-view polar features distribute on the hypersphere 
surface with approximately equal distances to the center, the recognition can be done 
by finding the closest hypersphere surface to the input. Given an input action, we first 
extract a sequence of 2D human silhouettes, and compute the MHI as well as the 
corresponding polar feature. Then we obtain 4-dimensional embedding of the polar 
feature by projecting the polar feature into a 4-dimensional subspace covered by the 
sample actions in the action template. The projection is done based on incremental 
manifold algorithm [11] efficiently. Then we just need to compute the distance 
between the 4-dimensional embedding of the input and the centers of the 
hyperspheres, and compare the distances with the known radiuses, when the error is 
below some threshold, the input can be labeled as the “closest” action in the template. 
The threshold is adaptively determined. 

Suppose the action template contains n actions, each action is represented by an 
action hypersphere with the center Oi and radius Ri (i = 1,…, n), F is the input polar 
feature. The detailed action recognition algorithm is listed as below: 

Step1: Compute F’s 4-dimensional embedding P via the algorithm provided in [11]; 

Step2: Compute
1,..., 2min |  || || |

i nk i id P O R
=

= − − . This is to find the closest hypersphere 

surface to P in the action template; the hypersphere is a representation of 
certain action Ak, with center Ok and radius Rk. 

Step3: Let Tj (j = 1,…, m) be the 4-dimensional embeddings of action Ak in the action 
template, 

    If 
1,..., 2max |  || || |

j mk j k kd T O R
=

≤ − −  

the input action can be recognized as action Ak; 
    else 

         return; 

The first step aims to select the relatively similar action in the template, and the 
second step provides a threshold to evaluate the absolute similarity. The threshold is 
automatically determined as the maximum distance between the embeddings and the 
hypersphere surface of specific sample action in the action template. 

5   Experimental Results 

We evaluate our action recognition approach using a 6-class action template. We first 
capture 6 classes of typical human actions (i.e., a circle of walk, punch, kick, crouch, 
knock, and smash) using our Mocap system with a frame rate 30fps, each action 
instance lasts for about 1 second. Then we render these 3D motion data in 24 different 
views using Poser software. The 24 virtual cameras are set up as introduced in Section 
2.2. Thus, 24-view MHIs of each action instance are obtained, and we extract polar 
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features of these MHIs to construct the action template. The 6 actions are performed 
each 3 times by 6 persons of our lab; therefore there are multiple choices on selecting 
an action for each class to construct the action template. Fortunately, we find that 
various combinations of these actions impose little influence on recognition accuracy, 
and table 1 shows the standard deviation of each action’s recognition accuracy under 
18 different template combinations. So we freely choose the actions to construct the 
action template for the following two experiments. 

Table 1. Standard deviation of recognition accuracy (STD) under 18 different template 
combinations 

 Crouch(%) Walk(%) Punch(%) Kick(%) Knock(%) Smash(%) 
STD 1.58 1.26 1.39 1.42 1.28 1.53 

Table 2. Recognition accuracy and execution time of three approaches 

Accuracy (%) Execution time (ms) 

Action kNN 
approach 

Bobick’s 
approach 

Our 
approach 

kNN 
approach 

Bobick’s 
approach 

Our 
approach 

Crouch 73 86 85 350 116 107 
Walk 72 89 91 420 108 109 
Punch 83 87 87 380 110 104 
Kick 86 92 90 470 96 92 
Knock 78 85 84 320 95 82 
Smash 80 83 86 510 120 115 

For the synthesized dataset, there are 18 instances for each action. Since one 
instance has been chosen as template, the rest 17 can be used as test data. Though 
Weinland reported fine result in their work [10], it heavily depended on 3D 
reconstruction of input action in volume space, and we cannot expect this approach to 
be applied on monocular videos, like in visual surveillance. So, we only compare our 
approach with the other two, i.e., the original temporal template approach proposed 
by Bobick [8], and the kNN approach. In this kNN approach, we preserve the multi-
view polar feature extraction and manifold projection, and just substitute kNN 
classification for the proposed action hypersphere method. Since the approach 
proposed by Bobick is view-dependent, for this approach, we construct 24 temporal 
templates using the same action instances as we have used to construct our action 
template according to the same 24 virtual camera views. The input is the polar feature 
of MHI whose viewpoint is within the 24 known camera views, thus the possible case 
of input is 17× 24 = 408. We repeat the recognition 100 times with different input, 
and the recognition accuracy as well as execution time of three approaches is shown 
in Table 2. In this test, our approach performs better than kNN approach in either 
accuracy or efficiency, because kNN approach is to classify the input data according 
to the labels of its k nearest neighbors. In kNN classification, data from different 
classes may interlap and searching for kNN is a time consuming job. The proposed 
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approach is especially efficient on a relatively large dataset because we just need to 
compare the distances between the input and the hypersphere centers. The execution 
time is linear to the number of action classes. So our approach will be competent for 
some real-time applications, e.g., visual surveillance. 

We can see from Table 2 that Bobick’s approach has similar performance to our 
approach, and this is because the viewpoint of input action is carefully selected so as 
to meet the temporal template. To test the generalization capability of our approach 
and Bobick’s approach, we execute two approaches on the IXMAS dataset which is 
publicly available on the INRIA PERCEPTION research group’s website [13]. The 
dataset contains 13 daily motions, each performed 3 times by 11 actors. The actors 
freely change their orientations to demonstrate view-independency. Thus, for one 
motion, 33 action instances can be used as test data. We choose walk, punch, kick and 
crouch from the dataset, and compute the MHIs as well as corresponding polar 
features as input of recognition algorithm. The recognition accuracy of these actions 
from 5 free viewpoints by two approaches is shown in Figure 6. 

 
Fig. 6. Recognition accuracy of crouch, walk, punch and kick from 5 free views respectively by 
two approaches 

The accuracy of Bobick’s approach drops significantly with freely changing 
viewpoint, whereas our approach still maintains higher recognition rate. This testifies 
the view-independency of the proposed approach. For real-time visual surveillance, 
the silhouettes can be extracted by a standard background subtraction method, and 
segmented into latent actions in each short time interval. The MHI and polar feature 
are then computed as input of recognition algorithm. The segmentation can be 
automatically done by the algorithm proposed by Elgammal [14]. 
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6   Conclusion 

A view-independent approach is proposed in this paper to recognize specific human 
actions from video. The recognition is performed in a way of template matching. We 
proved that the polar features of an action’s multi-view MHIs approximately form a 
hypersphere in a 4-dimensional nonlinear subspace, thus the action template 
containing specific actions is composed of multiple hyperspheres with known centers 
and radiuses. The recognition is achieved by evaluating the distances between the 
manifold embedding of input action’s polar feature and the centers of the 
hyperspheres. Compared with existing template matching approach, the proposed 
approach maintains higher recognition rate under various camera viewpoints. 
Moreover, the hypersphere classification is much faster than classical kNN 
classification. Thus, the proposed approach is suitable for some real-time applications. 
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Abstract. Adaptive background subtraction (ABS) is a fundamental
step for foreground object detection in many real-time video surveillance
systems. In many ABS methods, a pixel-based statistical model is used
for the background and each pixel is updated online to adapt to vari-
ous background changes. As a result, heavy computation and memory
consumption are required. In this paper, we propose an efficient method-
ology for implementation of ABS algorithms based on multi-resolution
background modelling and sequential sampling for updating background.
Experiments and quantitative evaluation are conducted on two open data
sets (PETS2001 and PETS2006) and scenarios captured in some public
places, and some results are included. Our results have shown that the
proposed method requires a significant reduction in memory and CPU
usage, meanwhile maintaining a similar foreground segmentation perfor-
mance as compared with the corresponding single resolution methods.

Keywords: Adaptive background subtraction, multi-resolution mod-
elling, principal feature representation, statistical modelling.

1 Introduction

Adaptive background subtraction (ABS) is a fundamental step in video surveil-
lance [1,2,3,4]. A video surveillance system often employs a stationary camera
directing at the scene of interest. A background model is then generated and
dynamically maintained to follow the background changes.

Much work has been done on adaptive background subtraction (ABS) using
pixel-based statistical modelling. Wren [3] employed a single Gaussian model to
describe the color distribution of each pixel. In [4], a model of mixture of Gaus-
sians (MoG) is proposed to handle more complicated situations, e.g., moving
bush under windy conditions. Many enhanced variants of MoG have been pro-
posed. Some integrated the gradients [5], depth [6], or local features [7] into the
Gaussians. Others employed the non-parametric models, e.g. kernels, to replace
the Gaussians [8,9]. In [10], a model of principal feature representation (PFR)

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 118–127, 2007.
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was proposed to characterize each background pixel. Using PFR, multiple fea-
tures from the background, such as color, gradient, and color co-occurrence, can
be learned online and used for classification of background and foreground.

By employing various statistical models and multiple features for background
modelling, adaptive background subtraction (ABS) methods become robust with
respect to a variety of complex backgrounds. The price, however, is the require-
ment of large memory space and heavy computation [11]. This makes the meth-
ods difficult to be applied to real time surveillance on high-resolution images.

It is observed that for images captured by surveillance cameras in public
places, most pixels belong to some objects or patches, e.g., road surfaces, veg-
etation and sky. Such pixels only contain small local feature variations. It indi-
cates that a single statistical model can be employed to monitor a local patch in
such smooth image regions. For those small percentage of image pixels that are
associated with neighborhoods containing high local visual feature variations,
e.g. edges between smooth regions, individual statistics is required to accurately
characterize each pixel. Motivated by the above, we propose a novel method of
multi-resolution adaptive background subtraction (MRABS) for efficient fore-
ground detection. Compared to the region-based method in [12], ours uses gra-
dient statistics to select smooth patches with a fixed memory consumption for
background modelling, which is more robust for long-term running and easier
for hardware implementation. Meanwhile, a sequential sampling is proposed to
improve the efficiency of model updating.

The proposed method is implemented on both PFR-based and MoG-based
algorithms. Our analysis shows that using the proposed method, only around
1/8 of memory and 1/6.4 of CPU resource are needed. In real implementation,
some extra memory and computations are required. Overall, for a similar back-
ground subtraction performance, it is found that the multi-resolution PFR-based
algorithm requires about 20.7% memory space and 29.4% CPU consumption as
compared with the single-resolution version of the algorithm, while the required
memory space and CPU usage for the multi-resolution MoG-based algorithm are
reduced to 36.5% and 57.5% as compared with its single-resolution version.

The rest of the paper is organized as follows. Section 2 describes the multi-
resolution modelling method, including the analysis of computational efficiency.
Section 3 describes the experiments with some results and performance evalua-
tion included. Finally, conclusions are given in Section 4.

2 Multi-resolution Adaptive Background Subtraction

The proposed method contains four parts: Multi-Resolution (MR) Management,
MR Background Modelling, MR Background Subtraction, and MR Model Up-
dating, as shown in Fig.1. To make it easy to understand, we use PFR-based
algorithm as the example. However, the proposed multi-resolution background
maintenance method can also be applied to other algorithms in a similar manner,
e.g. we have applied the method to the MoG-based algorithm.
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Fig. 1. Block diagram of the multi-resolution adaptive background subtraction method

2.1 Multi-resolution Management

To achieve multi-resolution background modelling, a high resolution image is
first divided into small blocks of fixed size (WB×HB pixels). A block is classified
as either low or high resolution based on the statistics of local variations.

Since image gradient is a good feature to indicate local variations, we use
an accumulated gradient feature, variance of the gradient power, for resolution
management. Let (gx,gy) be the gradient vector generated by a Sobel operator
at the pixel x=(x,y) in frame It. The power of gradient, Gt

H(x) = g2
x + g2

y, is
then accumulated along time using

G̃t
H(x) = α · Gt

H(x) + (1 − α)G̃t−1
H (x) (1)

where α is a constant used as a smooth factor (α=0.01 in our tests). The variance
of the gradient power for the i-th block is computed over all pixels in the block,

σ2
t,i = E(G̃t

H − E(G̃t
H))2 (2)

where E(·) is the expectation. Since most blocks have smooth local neighbor-
hoods, the corresponding variances σ2

t,i are small. From the histogram of σ2
t,i over

all blocks in the image, a small threshold value Th can be found such that the
histogram area below this threshold covers γm% of image blocks. These blocks
are set as the low resolution blocks. The 1− γm% blocks that exceed the thresh-
old (i.e., having high local variations) are assigned as high resolution blocks.
Examples of multi-resolution block representation on several scenes are shown
in Fig.2. With a fixed γm, the memory usage is also fixed.

All blocks are initially set as low resolution when the system starts. The
resolution of each block is then updated every ttrain seconds by the resolution
management module: For the i-th block, if σ2

t,i≥Th is satisfied at time t and
block was in low-resolution at t − 1, it is changed to a high resolution block.
Conversely, if the i-th block was in high resolution and σ2

t,i < Th is satisfied at
time t, the block is switched to low resolution block.
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Fig. 2. Images contain high/low resolution blocks and their variance of gradient power
values. Row-1: images where small red rectangles denote high-resolution blocks, γm =
90. Row-2: the corresponding sorted histograms of σ2

t,i (showing the top 16%)

2.2 Multi-resolution Background Modelling

Since the low-resolution blocks represent areas with low local variations, it im-
plies that pixels within these blocks have similar colors and gradients. For PFR-
based method, the features of co-occurrences (Mcc), which are employed as the
feature for dynamic background, can be deleted. For a high-resolution block, all
three types of the principal features (Mc, Me, Mcc) are maintained at each pixel
in the block. The number of these principal features is described in Table 1.

Table 1. Values of parameters

Parameter Value
Mc: number of principle colors 30
Me: number of principle gradients 30
Mcc: number of color co-occurrence 60
(WB , HB): width and height of each block (4, 4)

Let Bi be a high-resolution block, and NB = WB×HB be the size of the block
(4×4 in our tests). The tables for the PFR algorithm can be expressed as

Tv(Bi) = {T i
v(xj)}NB

j=1 (3)

for the j-th pixel xj ∈ Bi, its feature vector contains 3 component vectors: color,
gradient and color co-occurrence (v = c, e and cc). For each component feature
vector, the table can be expressed by

Tv(xi) = {pi,t
v (b), {Si,t

v (l) = (pt
vl

, pt
vl|b, vl)}Mv

l=1} (4)

All together, 3×NB tables are used for each block. We use unsigned char (1 byte)
for color vector c and color co-occurrence vector cc, short integer (2 bytes) for
gradient vector e and floating point (4 bytes) for all the possibilities p. The size
of the features are shown in Table 1. We can estimate the memory space required
for the three principal features at a pixel in a high resolution block by:

me = (2Si + 2Sf )×Me + Sf = 364 bytes
mc = (3Sc + 2Sf)×Mc + Sf = 334 bytes
mcc = (6Sc + 2Sf )×Mcc + Sf = 844 bytes

(5)
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If the block Bi is assigned as a low-resolution block, then there is one table
for principal colors and one table for principal gradients in the block:

Tc(Bi) = {pi,t
c (b), {Si,t

c (l) = (pt
cl

, pt
cl|b, cl)}Mc

l=1}
Te(Bi) = {pi,t

e (b), {Si,t
e (l) = (pt

el
, pt

el|b, el)}Me

l=1}
(6)

Based on this, we can compute the storage space for different types of block,
which is mlb = me + mc = 698 bytes for a low resolution block and mhb =
(WB×HB)×(me + mc + mcc) = 24672 bytes for a high resolution block.

Let NI = M×N be the image size, γm% be proportion of the low-resolution
blocks, Nhb and Nlb be the number of high-resolution and low-resolution blocks,
respectively, where

Nhb = NI

WB×HB
×(1 − γm%),

Nlb = NI

WB×HB
×γm%

(7)

Set γm% = 90%, from Table 1 one can obtain Nhb = 0.00625NI and Nlb =
0.05625NI. Hence, the total memory consumption for the background in the
multi-resolution PFR-based models is memMR = mlb×Nlb+mhb×Nhb ∼ 193NI .
Original single resolution PFR method equivalents to treating all blocks as in
high resolution, the required memory space is memnormal = 1542NI. Hence, the
required memory space of the multi-resolution PFR-based method is reduced to

memMR ∼ 193NI

1542NI
∼ 1

8
memnormal (8)

2.3 Multi-resolution Background Subtraction

Under multi-resolution background modelling, the background model of the
block is used for background and foreground classification if a pixel is in a low-
resolution block. If a pixel is in a high-resolution block, the background model
of that pixel is used. Since the computational in feature matching is high for the
PFR-based method, the following coarse to fine process is proposed.

First, background differencing (BD) between input frame and the maintained
background image, and temporal differencing (TD) between two consecutive in-
put frames are performed at a lower resolution. The results are then zoomed-in
to the original resolution to yield an initial coarse foreground mask. In most
scenarios captured by a surveillance camera, a large portion of the image does
not contain foreground objects. As a result, much CPU power can be saved. To
keep small objects of interest in scene, a quarter-sized image is used for the BD
and TD operations (i.e., WL = (1/2)W , HL = (1/2)H).

Next, Bayesian classification is performed pixel by pixel on the obtained fore-
ground mask to refine the segmentation. For a pixel in a low-resolution block,
only color and gradient are used. For a pixel in a high-resolution block, all three
features, color, gradient, and color co-occurrence, are taken into consideration.
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2.4 Multi-resolution Background Maintenance

Different updating strategies are applied to the blocks of different resolutions. For
a high-resolution block, pixel by pixel updating operation is applied. However,
for a low-resolution block, the following sequential sampling method is proposed
since the visual features from different pixels inside the block are similar and
stable through the time: at each time step, the background model of the block
is updated by the features from one pixel sequentially sampled from the block,
as indicated by Fig.3.

…

t_16n t_16n+1 t_16n+15 …

Fig. 3. Updating the background model for a 4×4 block using the sequential sampling

Using 4×4 blocks, a pixel in a low-resolution block is sampled once every
16 frames to update the block background model. Similarly, we can obtain the
computational cost for the updating with respective to conventional method,

UpdateMR = Nlb+(WB×HB×Nhb)
NI

Updatenormal = 1
6.4×Updatenormal (9)

That implies that only 15.6% of the updating time is needed as compared to
conventional single resolution updating routine.

3 Experimental Results

The proposed method has been tested on image sequences from several open data
sets, including PETS 2001 and 2006 data sets, and some sequences captured in
the public places at Santosa (Singapore). In our tests, 10% of the blocks are
set as high resolution (i.e., γm% = 90%). Our tests were conducted using both
multi-resolution PFR-based method and multi-resolution MoG-based method.

3.1 Evaluation: Computational Cost and Memory Usage

The text results in Table 2 shows the average memory consumption and frame
rate of PFR-based and MoG-based background subtraction operations on the
PETS data set with the conventional single resolution and the proposed multi-
resolution technique. The results were obtained using a 3.0GHz Dell Desktop
with 1GB memory. In the real implementation, some extra memories are needed
to save temporal results. Therefore, the obtained memory usage is higher than
the theoretical analysis.
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Table 2. Average memory consumption for the PETS dataset (image size 768×576):
the conventional single resolution (SR) technique vs. the proposed multi-resolution
(MR) technique

Method Using SR Using MR
Principal Feature Representation (PFR) 870MB, 1.62fps 180MB, 5.5fps

Mixture of Gaussians (MoG) 63MB, 6.3fps 23MB, 11.0fps

One can observe that by employing multi-resolution strategy, the processing
speed of the PFR-based algorithm is increased by 3.4 times, with only about
20.7% of the memory space consumption as compared with the conventional
single resolution method. That is, to reach real-time processing (≥8fps) using
PFR-based algorithm, previously one system can only process one input color
stream at a small resolution of 176×144. With the proposed multi-resolution
technique, the same system can now process two input color streams of 352×288
resolution at 11fps each without any hardware upgrading. For some cases where
a lower frame rate is acceptable, the reduced memory requirement enables one
system to process even more inputs at same time.

For the multi-resolution MoG-based method, we achieved less significant im-
provements, with nearly doubling the processing speed, and requiring only 36.5%
of memory as compared with conventional single resolution alternative. It is be-
cause the feature matching in MoG algorithm is really simple. It actually takes
less time to perform direct feature matching for foreground and background
classification on image in original resolution than the coarse to fine operations
(image zooming down, “TD”, “BD”, and zooming back to its original size). But
for mass deployment, this 50% resource saving could be rather significant.

Table 3. Detailed processing time for modules: SR technique vs. MR technique

TD BD GD Classification Updating Others
PFR 4.55 7.82 0.54 5.79 37.25 4.36

MR-PFR 1.08 2.07 0.33 3.20 9.19 2.24
MoG - - - 6.87 9.33 -

MR-MoG - - 0.39 4.80 2.94 0.94

Table 3 shows some details on how much time each module takes in PFR-
based and MoG-based background subtraction operations with and without the
proposed multi-resolution technique. Each item is average time consumed (in sec-
onds) for processing 100 input frames of 768×576 resolution. “TD” and “BD”
represent temporal differencing and background differencing, respectively. “GD”
means gradient detection using Sobel algorithm, “Classification” is foreground
and background classification, “Updating” means background model updating,
and “Others” is for all other processing, such as memory copying to save tempo-
rary results, etc. For original PFR-based method, the “TD” and “BD” operations
are performed on the input resolution images, while those in MR-PFR method
are performed on quarter-size inputs. It clearly shows the proposed MR tech-
nique can well improve the efficiency of both complicated (e.g. PFR) and simple
(e.g. MoG) background subtraction algorithms.
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Input image SR-MoG MR-MoG

Ground truth SR-PFR MR-PFR

Input image SR-MoG MR-MoG

Ground truth SR-PFR MR-PFR

Input image SR-MoG MR-MoG

Ground truth SR-PFR MR-PFR

Fig. 4. Background subtraction: conventional single resolution (SR) method vs. the
proposed multi-resolution (MR) technique. Rows 1 to 2: PETS2001 Dataset-1 Camera-
1; Rows 3 to 4: PETS2006 Scene-3 Clip-1; and Rows 5 to 6: Santosa Dataset-1
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3.2 Evaluation: Effectiveness of the Method

The performance of the foreground segmentation by adaptive background sub-
traction is evaluated and compared for algorithms using the conventional single
resolution and the proposed multi-resolution technique . The quantitative eval-
uation is performed on three blindly picked sequences from the testing data set,
they are: PETS2001 Dataset-1 Camera-1, PETS2006 Scene-3 Clip-1 and Santosa
Dataset-1.

For each sequence, processing results are sampled on every 100-frame intervals.
The segmentation results of these sample frames are then compared with the
manually generated “ground truths”. The example of the segmented results from
the PFR-based and MoG-based methods with single and multi- resolution, and
the ground truth are shown in Fig.4.

To further evaluate the method, we use the metric defined as the ratio between
the intersection and the union of the ground truth and the segmented regions,
as used in [10],

S(A, B) =
A

⋂
B

A
⋃

B
(10)

Table 4 includes the resulting metric values for the two methods, PFR and
MoG, with and without applying multi-resolution technique. According to [10],
the performance is rather good if S > 0.5 and is nearly perfect if S > 0.8.
Since the regional information from all pixels is used to update its background
model along the time in the low-resolution blocks, and most blocks belong to
low-resolution, from Table 4, it is observed that one can significantly improve the
system efficiency with very little sacrifice of the effectiveness by using the pro-
posed multi-resolution technique. For most cases on the PETS dataset, where the
images have higher quality, the system performance are even slightly improved.

Table 4. The resulting metric values S (defined in Eq.(10)) for quantitative evaluation
and comparison of the effectiveness of adaptive background subtraction methods: single
resolution (SR) technique vs. multi-resolut (MR) technique

Name of dataset SR-PFR MR-PFR SR-MoG MR-MoG
PETS01 Dataset-1 Camera-1 0.7 0.8 0.6 0.65
PETS06 Scene-3 Clip-1 0.74 0.76 0.51 0.6
Santosa 0.75 0.73 0.5 0.47
Average 0.73 0.763 0.537 0.573

4 Conclusion

The proposed multi-resolution background maintenance method, aimed at im-
proving the efficiency on memory usage and computational cost in adaptive
background subtraction, has been applied and tested to the principal feature
representation (PFR)- and the mixture of Gaussians (MoG)-based methods. By
dividing each input image into fix-size high and low resolution blocks using a
gradient-based analysis, and using a sequential sampling method for updating
the background model, we have achieved 3.4 times faster speed in computation,
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with only 20.7% memory consumption as compared with the conventional pixel-
based PFR algorithm. For MoG-based method, the proposed multi-resolution
approach has resulted in 1.74 times faster speed, and requires 36.5% of memory
space as compared with its pixel-based correspondence.
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Abstract. This paper presents a novel frame-layer rate control technique that 
adaptively determines the frame complexity for bit allocation in order to satisfy 
the target bit-rate constraints without degrading the decoded video significantly. 
To do this, we first obtain the edge energy of each frame to measure the frame 
complexity as well as to determine the weighting of a frame for bit allocation. 
We then present a new bit-rate traffic model for bit allocation to achieve a 
better conformance to the target bit-rate. Finally, we integrate the edge energy 
complexity measure into the rate-quantization (R-Q) model. Our results shows 
robust improvements over the current rate control methods adopted in 
H.264/AVC in terms of meeting the target bit-rate as well as determining the 
quality of the decoded video. 

Keywords: bit allocation, complexity measure, frame-layer, H.264/AVC, linear 
R-Q model, rate control. 

1   Introduction 

The rate control component regulates the coded video bit-stream in order to meet the 
network bandwidth and buffer constraints as well as to enhance the video quality as 
much as possible. This makes rate control one of the key components of a video coder 
especially in video streaming applications. A typical rate controller first allocates a 
target number of bits for each frame based on a bit budget. Then for each frame a 
quantization parameter (QP) is selected either for the whole frame (frame-layer) or for 
each macroblock (MB layer) based on some rate-quantization (R-Q) model in order to 
meet the specified target bits. 

One of the main issue with rate control in H.264/AVC is that the the bit allocation 
and QP selection are conducted before the selection of INTER and INTRA modes. 
This means that various vital information about a frame, such as the mean absolute 
difference (MAD), is not readily available to the rate controller. As a consequence, 
many current rate control techniques make use of different kinds of estimates to 
obtain information about the frame. 
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The original rate control scheme that was adopted by the H.264/AVC standard and 
proposed by Li et al [1] solves this issue by performing a linear prediction of a P-
frame’s MAD value based on the MAD of the previous P-frame. However, this 
approach has problems handling scene changes within a video [5]. And the rate 
control algorithm is only performed on P-frames, while I-frames and B-frames have 
their QPs estimated based on the QPs calculated for P-frames without consideration 
of the actual characteristics of the I-frames and B-frames [2]. This makes it only ideal 
for videos with IPPP group-of-pictures (GOP) format. 

Recently, Leontaris and Tourapis [2] have attempted to fix this problem by 
introducing a complexity measure for P-frames and made use of complexity ratio 
parameters to determine the complexity of I-frames and B-frames. This technique 
made the adopted rate control algorithm much more compliant to the bit-rate 
constraints. However, sudden complexity changes such as scene changes are not 
handled implicitly.  Furthermore, the performance of the improved algorithm is 
strongly correlated to the fixed parameters introduced, which has to be tuned for 
various videos. Their approach also assumed the total size of the sequence is available 
at the start, which may not always be the case (e.g. for real-time video 
communication). 

Liu et al [5] and Yu et al [9] proposed a technique that uses preanalyzed 
information from the video. This approach is ideal for the transmission of stored 
videos like video-on-demand, but is normally not suitable for applications such video-
conferencing. Other approaches made use of complexity measures that are predicted 
[8,10] or by using some image processing techniques [4,6] or histogram difference 
techniques [7]. All these approaches have shown that scene change can be detected 
reasonably well, however, none of them account for the differences between I-frames, 
P-frames and B-frames in their complexity measures. Normally, I-frames uses more 
bits than P-frames which in turn uses more bits than B-frames, but this relationship 
might change in a high motion video sequence due to the increased intra-coded 
macroblocks (MB) being introduced into the frame. A proper complexity 
measurement scheme should take into account of all these. 

Additionally, current approaches made use of the fluid flow traffic model with 
each frame assumed to take up RB/RF bits, where RB is the channel bit-rate and RF is 
the frame rate. Some approaches set a fixed upper bound on target bits [7,8], this is 
not a proper approach as the bit-rates may vary dramatically in high-motion videos. 
Other approaches [1,2,6,9,12] made use of the number of remaining bits in a GOP as 
an upper bound. The problem with making use remaining GOP bits is that it may 
cause the allocated bits to exceed the target bit-rate. 

To illustrate this problem, we define a bit-rate period to be the amount of bits 
available for the bit allocation of RF frames in one second (time needed for encoding 
is assumed to be negligible here for simplification), in this case it would be RB bits. 
Let us assume the GOP structure is defined as a I-B-P-B format, Fig. 1 then illustrates 
this setup. 

Suppose a scene change occurs on 6th frame of the second GOP (unshaded section) 
resulting in a high complexity value for that frame. Since the second GOP only has an 
I-frame (5th frame) coded, the 6th frame could potentially use up a large fraction of the 
remaining GOP bits. This will cause the rate controller to allocate more bits than 
allowed within a bit-rate period, thus exceeding the bit-rate constraint. 
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1 2 3 4 5 6 7 8 9 10 11 12

Bit-rate period 1 (RB bits)

Frame numbers

Bit-rate period 2 (RB bits)

 

Fig. 1. An illustration of a bit-rate period imposed on the IBPB GOP structure 

In this paper, we address these issues by firstly, calculating the edge energy of each 
frame as a form of perceptual complexity measure and make use of this to handle bit-
rate variations due to scene change as well as to allocate bits to a frame with respect 
to the complexities of other frames within a bit period. Then, we define a bit-rate 
traffic model based on a bit-rate period to ensure that the bit allocations by the rate 
controller meet the target bit-rate. Finally, we modify the linear quadratic R-Q model 
[3] to account for the different bit allocations for different frames. 

The rest of this paper is organized as follows. Section 2 describes how the 
complexity measure of a frame is calculated and weighted with other frames. Section 
3 introduces the bit-rate traffic model and shows how frame bit allocation is 
performed. Section 4 describes our modification to the R-Q model to account for the 
different frame complexity. Section 5 discusses the experiments we performed. 
Finally, Section 6 concludes this paper. 

2   Frame Complexity Measure 

2.1   Edge Energy 

In our proposed method, we made use of the edge energy extracted from a frame to 
calculate the frame complexity. This is because the AC coefficients represent edge 
information, so a frame with higher edge energy would tend to imply containing more 
AC coefficients which typically means that the I-frame would end up using more bits. 
Furthermore, motion information can be represented by the localized differences of 
edge energy between frames, as edge energy tends to change more when there is high 
motion. 

To calculate the edge energy of a frame, we made use of the edge filters by Won et 
al [11]. Our modified algorithm starts by linearly quantizing the Y component of the 
frame into 128 levels as a way of noise removal. We then set an image block to be of 
size 8x8. Given mv(i,j,k), mh(i,j,k), md-45(i,j,k), md-135(i,j,k) and mnd(i,j,k) represents the 

vertical, horizontal, 45
o
 diagonal and 135

o
 diagonal edge magnitudes respectively for 

the (i,j)th image block on frame k. The edge energy can be calculated by: 
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Given a frame with MxN image blocks, the edge energy of an I-frame is: 
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Let ρ be the previous anchor frame, then the edge energy of a P-frame is: 
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Let η be the next anchor frame, then the edge energy of a B-frame is: 
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Finally, the complexity measure of frame K is calculated by: 
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3   Bit Allocation 

3.1   Bit-Rate Traffic Model 

We proposed a traffic model based on the actual bit-rate of the system as illustrated in 
Fig. 2. 

st+RF … k st

The t’th bit-rate period (RF frames total)

b(st+1) b(st)  

Fig. 2. Illustration of the bit-rate traffic model for one bit-rate period 

Given a frame rate RF, frame st as the frame at the start of the t’th bit-rate period 
and the instant available bit-rate RB(k) for the current frame k where k ≥ 0. The 
available bits for frame s0 in the first bit-rate period are: 

)()( 000 sRsA B=  , (6) 

If the actual bits used by an encoded frame k is b(k) then the bits left for frame 
allocation for frame k in the t’th bit-rate period are: 

))1()(()1()1()( −−+−−−= kRkRkbkAkA BBtt  , (7) 

Subsequently, frame st+1 on the t+1’th bit-rate period has its bit allocation updated 
as: 

)()()()( 111 FtFtttBtt RsbRsAsRsA +−++= +++  . (8) 
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3.2   Frame-Layer Bit Allocation 

To determine the bits allocated to a frame, we first calculate the frame complexity 
value as described in section 2. As the complexity of the remaining frames to be 
encoded in the bit period is not known beforehand, we estimate it by using the mean 
complexity value of each I/P/B-frame.  

To do this, a complexity value sliding window for each I/P/B-frame is maintained. 
The mean complexity value for each I/P/B frame is then calculated by averaging the 
values in the sliding windows. In our experiments, the sliding window sizes were set 
to 2 for I-frame complexity and 3 for both P and B frame complexity. This sliding 
window technique is used to make the system more responsive to bit allocation 
changes due to scene change. 

The target bits for frame k on the t’th bit-rate period is then calculated by: 
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Where AvgCI/P/B is the mean complexity for I/P/B-frame and NRI/P/B are the remaining 
number of I/P/B-frames left to code in the bit-rate period. 

4   QP Selection 

QP selection is conducted using the quadratic R-Q model [3]. Three quadratic models 
are used for each I-frame, P-frame and B-frame respectively as the linear prediction 
model is different for each frame type. For I-frames, the model is: 
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While the model for P-frames as well as the model for B-frames is: 
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Where h(k) is the header bits, a1 and a2 are the first and second order coefficients 
respectively, QP(k) is the quantization level for frame k, PMAD(k) is the linearly 
predicted mean absolute value (MAD) for frame k as defined in [1] and α is a 
weighting factor (set to 0.5 in our experiments). 

5   Experimental Results 

5.1   Setup 

We tested our proposed method on seven different video sequences of CIF size, 
comprising of both high and low motion contents. The H.264/AVC reference software 
JM12.2 was used to conduct our simulations. RD optimizations were turned off in the 
software and the GOP structure was specified as I-B-B-P-B-B-P-B-B (GOP size of 9). 
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We ran our simulations with a frame rate of 15Hz with no frame skipping and at a 
constant bit-rate. We then compared our proposed method, named here as RC4, with 
the original adopted H.264/AVC rate control scheme [1], called RC0 here, as well as 
the modified H.264/AVC rate control scheme by Leontaris and Tourapis [2], called 
RC3 here. The frame-layer rate control was enabled for RC0 and RC3. The 
parameters for RC3 were fixed with RCISliceBitRatio set to 1, RCBSliceBitRatio0 
set to 0.5, RCBoverPRatio set to 0.45 and RCIoverPRatio set to 3.8. Hierarchial 
coding was disabled. 

5.2   Satisfying the Bit-Rate Constraint 

To check if the method meets the bit-rate constraint at the given frame rate, we 
summed up all the actual bits used by the frames in a bit-rate period (the actual bits 
used by every set of 15 frames in this experiment). Note that the assumption made 
here is that the coding time is negligible. This assumption is made purely for an easier 
comparison between the different methods. The actual mean bit-rate is computed 
along with the bit-rate deviation (error) for each method as shown in Table 1. The 
breakdown of the actual bits used for each bit-rate period for Foreman is shown in 
Fig. 3. 

Discussion. RC0 shows a large deviation (almost 4 times) from the target bit-rate, this 
highlights the inability of RC0 to do a proper rate control on I-frames and B-frames. 
In contrast, RC3 shows a much better conformance to the bit-rate and frame rate 
constraints compared to RC0. However, RC4 still outperforms RC3 by a fair amount. 
The main reason for this is the problem of using the number of remaining bits in a 
GOP as an upper bound as discussed previously. Also the larger bit-rate variation of 
RC3 due to frequent scene changes is evident in the results for high motion sequences 
(i.e. Football and Stefan), while our proposed method shows a much smaller bit-rate 
variation in the same high-motion sequences. 
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Fig. 3. The actual bits used for each bit-rate period for Foreman. RC0 is not shown here as the 
excessive bit-rates it generates skew the graph. 
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Table 1. Results showing the actual mean bit-rates and error of the proposed method (RC4), the 
original H.264/AVC method (RC0) and the modified H.264/AVC method (RC3) 

Sequence Target 
Rate 

(kbps) 

RC0 RC3 RC4 

  Actual 
Rate 

(kbps) 

Error Actual 
Rate 

(kbps) 

Error Actual 
Rate 

(kbps) 

Error 

500 3460 5.920 513 0.026 497 0.006 
700 3987 4.696 704 0.006 696 0.006 
900 4149 3.610 903 0.003 897 0.003 

1200 4682 2.902 1208 0.007 1193 0.006 

Container 

1500 4823 2.215 1524 0.016 1493 0.005 
500 1122 1.244 528 0.056 493 0.014 
700 1122 0.603 730 0.043 693 0.010 
900 1122 0.247 947 0.052 891 0.010 

1200 1963 0.636 1284 0.070 1195 0.004 

Football 

1500 1963 0.309 1603 0.069 1497 0.002 
500 4551 8.102 515 0.030 501 0.002 
700 4771 5.816 722 0.031 700 0.000 
900 5182 4.758 928 0.031 900 0.000 

1200 5618 3.682 1238 0.032 1198 0.002 

Foreman 

1500 5998 2.999 1545 0.030 1498 0.001 
500 7249 13.498 515 0.030 499 0.002 
700 7249 9.356 718 0.026 700 0.000 
900 7249 7.054 927 0.030 900 0.000 

1200 8945 6.454 1234 0.028 1198 0.002 

Mobile 

1500 8945 4.963 1538 0.025 1499 0.001 
500 2720 4.440 508 0.016 497 0.006 
700 2925 3.179 711 0.016 697 0.004 
900 3015 2.350 914 0.016 896 0.004 

1200 3415 1.846 1226 0.022 1193 0.006 

News 

1500 3474 1.316 1536 0.024 1491 0.006 
500 4178 7.356 512 0.024 500 0.000 
700 4636 5.623 717 0.024 699 0.001 
900 4742 4.269 917 0.019 899 0.001 

1200 5088 3.240 1227 0.023 1197 0.002 

Salesman 

1500 5180 2.453 1524 0.016 1497 0.002 
500 1834 2.668 547 0.094 503 0.006 
700 1834 1.620 764 0.091 696 0.006 
900 1834 1.038 980 0.089 895 0.006 

1200 2922 1.435 1304 0.087 1195 0.004 

Stefan 

1500 2922 0.948 1584 0.056 1491 0.006 
Mean Overall Error: 3.795  0.036  0.004 
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Table 2. Results showing the mean Y PSNR of the proposed method (RC4) and the modified 
H.264/AVC method (RC3) 

Sequence Target 
Rate 

(kbps) 

RC3  
Mean Y PSNR 

(dB) 

RC4  
Mean Y PSNR 

(dB) 

PSNR 
Gain 
(dB) 

500 38.84 38.38 -0.46 
700 40.27 40.98 0.71 
900 41.36 42.29 0.93 

1200 43.04 43.99 0.95 

Container 

1500 44.38 45.21 0.83 
500 35.59 35.67 0.08 
700 37.15 37.33 0.18 
900 38.43 38.77 0.34 

1200 39.89 40.34 0.45 

Football 

1500 41.25 41.68 0.43 
500 35.41 36.5 1.09 
700 36.74 37.78 1.04 
900 37.82 39.17 1.35 

1200 39.2 40.7 1.5 

Foreman 

1500 40.5 41.92 1.42 
500 25.39 26.44 1.05 
700 26.8 27.75 0.95 
900 28.25 29.35 1.1 

1200 30.1 31.68 1.58 

Mobile 

1500 31.69 33.08 1.39 
500 41.34 42.13 0.79 
700 43.16 44.1 0.94 
900 44.59 45.56 0.97 

1200 46.11 47.77 1.66 

News 

1500 47.89 49.28 1.39 
500 38.78 39.22 0.44 
700 40.09 41.3 1.21 
900 41.36 42.76 1.4 

1200 42.87 44.96 2.09 

Salesman 

1500 43.82 46.15 2.33 
500 29.32 29.7 0.38 
700 31.02 32 0.98 
900 32.44 33.37 0.93 

1200 34.41 35.23 0.82 

Stefan 

1500 36.19 37.28 1.09 
Mean Overall Gain: 0.98 
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5.3   Video Quality Test 

We did a comparison on the decoded video quality output to show that our proposed 
method do not compromise heavily on the quality in order to meet the bit-rate and 
frame rate. We chose not to include RC0 in this test due to the fact that it deviates far 
too much from the target bit rate to make a fair comparison on the decoded video 
quality. We calculate the mean output PSNR of the Y-component of the frames and 
the PSNR gain of our proposed method compared to RC3 as shown in Table 2. The 
breakdown of the Y PSNR for each frame for Foreman is shown in Fig. 4. 
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Fig. 4. The Y PSNR of each frame for Foreman 

Discussion. The results show that our proposed method not only did not perform 
worse than RC3, but in general performed better by a fair amount in almost all cases 
with a mean PSNR gain of 0.98dB. RC3 requires its parameters to be tuned for each 
sequence and this is difficult to do in general. Using fixed parameter values causes 
RC3 to perform badly as shown in the results. Moreover, RC3 tends to allocate a 
smaller amount of bits for the I-frames, doing this may sometimes degrade the quality 
on subsequent P-frames and B-frames. Our proposed method, on the other hand, 
allocates bits purely based on the derived complexity measure of the frame, avoiding 
the issue of choosing parameters by providing an accurate estimated weighting to I-
frames, P-frames and B-frames. 

6   Conclusion 

In this paper, we proposed a novel rate control scheme by using the edge energy of a 
frame to estimate the frame complexity and integrated it into the R-Q model. We also 
proposed a new bit-rate traffic model to replace the fluid flow traffic model. Results 
showed that our proposed method has a more stringent adherence to the target bit-
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rates without significantly sacrificing the quality of the video output. Additionally, 
our proposed method does not assume that any information on the whole video 
sequence is available, making it suitable for real-time video applications. 
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Abstract. The brand-new SP-frame in H.264 facilitates drift-free bitstream 
switching. Notwithstanding the guarantee of seamless switching, the cost is the 
bulky size of secondary SP-frames.  This induces a significant amount of 
additional space or bandwidth for storage or transmission.  For this reason, a 
new motion estimation and compensation technique, which is operated in the 
quantized transform (QDCT) domain, is designed for coding secondary SP-
frames in this paper.  So far, much investigation has been conducted to evaluate 
the trade off between the relative sizes of primary and secondary SP-frames by 
adjusting the quantization parameters.  But, our proposed work aims at keeping 
the secondary SP-frames as small as possible without affecting the size of 
primary SP-frames by incorporating QDCT-domain motion estimation and 
compensation in the secondary SP-frame coding. Simulation results 
demonstrate that the size of secondary SP-frames can be reduced remarkably.  

Keywords: Video coding, SP-frame, H.264, QDCT-domain, motion estimation, 
motion compensation. 

1   Introduction 

H.264 is the latest video coding standard [1], which was jointly developed by the ISO 
Moving Picture Experts Group (MPEG) and the ITU Video Coding Experts Group 
(VCEG).  It is shown to achieve gains in coding efficiency of up to 50% over a wide 
range of bit rates as compared with previous video coding standards [2].  In addition 
to achieving superior coding efficiency, this new standard includes a number of new 
features to provide more flexibility for applications to a wide variety of network 
environments.   

The new SP-frame is one of these features.  The motivation of introducing SP-
frames is to facilitate error resilience, bitstream switching, splicing, random access, 
fast forward, and fast backward [1]. It is now part of the Extended Profile in the 
H.264 standard. This special SP-frame is composed of primary and secondary SP-
frames.  They both exploit temporal redundancy with predictive coding, but use 
different reference frames. Although different reference frames are used, it still allows 
identical reconstruction.   
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This property can be applied to drift-free switching between compressed bitstreams 
of different bit rates to accommodate the bandwidth variation, as illustrated in Figure 1.  
This figure depicts a video sequence encoded into two bitstreams (B1 and B2) with 
different bit rates.  B1 is a sequence encoded in high bitrate while B2 is a low bitrate 
bitstream. Within each bitstream, two primary SP-frames –SP1,t and SP2,t are placed at 
frame t (switching point). To allow seamless switching, a secondary SP-frame(SP12,t) is 
produced, which has the same reconstructed values as SP2,t even different reference 
frames are used.  When switching from B1 to B2 is needed at frame t, SP12,t instead of 
SP2,t is transmitted.  After decoding SP12,t, the decoder can obtain exactly the same 
reconstructed values as normally SP2,t decoded at frame t. Therefore it can continually 
decode B2 at frame t+1 seamlessly. 

Nevertheless, there is a trade-off between the coding performance of primary SP-
frames and the storage cost for secondary SP-frames [3].  For example, a primary SP-
frame with high quality results in a significantly high storage requirement for the 
secondary SP-frame.  It is unfeasible to store such huge size of the secondary SP-
frame.  In this paper, we propose a novel coding arrangement to reduce the size of 
secondary SP-frames. 

 

Fig. 1. Switching bitstream from B1 to B2 using SP-frames 

The rest of this paper is organized as follows. In Section 2, a brief introduction of 
H.264 SP/SI-frame coding is given.  Section 3 presents an in-depth study of the 
problem on applying the traditional pixel-domain motion estimation technique into the 
secondary SP-frame encoder.  Analysis of using QDCT-domain motion estimation is 
also covered here.  After the detailed analysis, a novel secondary SP-frame encoded is 
proposed. In Section 4, we present some experimental results to show the performance 
of the proposed scheme. We also compare its performance with the conventional 
secondary SP-frame encoder. Concluding remarks are provided in Section 5. 

2   Background of Coding SP-Frames 

The way of encoding primary SP-frames is similar to that of encoding P-frames 
except additional quantization/dequantization steps with the quantization level Qs are 
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applied to the transform coefficients of the primary SP-frame (SP2,t in Figure 1), as 
shown in Figure 2. Interested readers are encouraged to read the references [4-6].  
These extra steps ensure that the quantized transform coefficients of SP2,t (denoted as 

sQ
tSP ,2 ) can be quantized and de-quantized without loss at Qs, which is used in the 

encoding process of the secondary SP-frame, SP12,t.   

1,1
ˆ

−tP

Qs
tSP ,2

 

Fig. 2. Simplified encoding block diagram of primary and secondary SP-frames [5] 

For coding SP12,t, the reconstructed P1,t-1( 1,1̂ −tP ) acts as the reference and its target 

is to reconstruct sQ
tSP ,2  perfectly.  By using the reference frame 1,1̂ −tP , its prediction 

is first transformed and quantized using Qs before generating the residue with sQ
tSP ,2 . 

Both the prediction and sQ
tSP ,2  are thus synchronized to Qs and there is no further 

quantization from this point, meaning that the decoder, with 1,1̂ −tP , Qs, and the 

residue available, can perfectly reconstruct sQ
tSP ,2 . 
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3   Size Reduction of Secondary SP-Frames in QDCT Domain 

3.1   Motion-Compensated Prediction in Secondary SP-Frames 

Producing secondary SP-frames involves the processes of motion estimation and 
motion compensation.  In H.264, it supports motion estimation using different block 
sizes such as 16×16, 16×8, 8×16, 8×8, 8×4, 4×8, and 4×4 [7].  To compute the coding 
modes and motion vectors for the secondary SP-frame, motion estimation is firstly 
performed for all modes and submodes independently by minimizing the Lagrangian 
cost function Jmotion. 

      )(),(),( 121212 pmvmvRrsSADmvJ motionmotionmotionmotion −⋅+= λλ         (1) 

where mv12 is the motion vector used for prediction, λmotion is the Lagrangian 
multiplier for motion estimation, Rmotion(mv12 - pv12) is the estimated number of bits for 
coding mv12, and SAD is sum of absolute differences between the original block s and 
its reference block r [7].    

After motion estimation for each mode, a rate-distortion (RD) optimization 
technique is used to get the best mode and its general equation is given by 

),,(),,(),,,( 121212 modecsRmodecsSSDmodecsJ modemodemodemode ⋅+= λλ       (2) 

where λmode is the Lagrangian multiplier for mode decision, mode12 is one of the 
candidate modes during motion estimation, SSD is sum of the squared differences 
between s and its reconstruction block c, and Rmode(s,c,mode12) represents the number 
of coding bits associated with the chosen mode. To compute Jmode, forward and 
inverse integer transforms, and variable length coding are performed.   In the 
implementation of H.264 codec such as JM11.0[8], the motion estimation of the 

secondary SP-frame uses 1,1̂ −tP  and the original SP1,t as the reference and current 

frames respectively.  This arrangement allows the reuse of coding modes (mode1, t in 
Figure 1) and motion vectors (mv1, t in Figure 1) during secondary SP-frame encoding.  
It means that 

tt mvmv ,1,12 =                                                          (3) 

and 
     

tt modemode ,1,12 =                                                        (4) 

However, the reuse of coding modes and motion vectors reduces the coding 
efficiency of a secondary SP-frame since the purpose of the secondary SP-frame is to 
reconstruct SP2,t instead of SP1,t.  In [9], a secondary SP-frame is encoded to match 

the exact target frame (reconstructed SP2,t, tSP ,2

∧
) based on the exact reference (

1,1̂ −tP ), 

as depicted in Figure 3. By using the correct target and reference frames, better 
compression performance of secondary SP-frames can be achieved.  Note that the 
computational complexity evidently increases without reusing coding modes and 
motion vectors. Nevertheless, secondary SP-frames are always generated in off-line 
for bitstream switching applications. Thus, complexity is not the major concern for 
coding secondary SP-frames.    
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1,1
ˆ

−tP

Qs
tSP ,2

tSP ,2

∧

 

Fig. 3. Motion estimation and compensation of a secondary SP-frame encoder [9] 

3.2   Motivation of Using QDCT-Domain Motion-Compensation Prediction 

Nevertheless, the improvement in [9] is not so significant.  In this section, we explain 
the deficiency in using the conventional motion estimation and compensation 
processes, which are operated in the pixel domain, for secondary SP-frames.  Figure 4 
illustrates the step of encoding a block in a P-frame using pixel-domain motion 
estimation.  In this case, most of the transform coefficients become zero after 
transformation and quantization.  This property benefits entropy coding.  However, in 
Figure 3, the encoding of a secondary SP-frame involves carrying out transformation 

and quantization of original SP2,t and 1,1̂ −tP  first. Then, quantized coefficients of the 

secondary SP-frame at t, Qs[T (SP12,t )], can be obtained as, 

Qs[T[SP12,t ]] = Qs[T[SP2,t]] – Qs[T[MC(
1,1̂ −tP )]]                            (5) 

where MC() is the motion-compensation operator.  Figure 5 uses the same example in 
Figure 4 again to show the residue of a secondary SP-frame in which a block is 
transformed and quantized before calculating the residue.  In this case, their quantized 
coefficients are only near, but not equal, resulting in generating many non-zero 
residue, especially for a small Qs. Since there is no further quantization from this 
point, these coefficients should be encoded completely.  In entropy coding, even only 
one high-frequency coefficient exists, significant demanding of bits is required. 
Therefore, size of secondary SP-frames becomes large, and this also explains why the 
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pixel-domain motion estimation is not suitable for coding secondary SP-frames. In 
this paper, we propose performing motion estimation and compensation in the 
quantized transform (QDCT) domain rather than the pixel domain to improve the 
coding efficiency of secondary SP-frames. 
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Fig. 4. Motion-compensated prediction using pixel-domain motion estimation in encoding a  
P-frame 
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Fig. 5. Motion-compensated prediction using pixel-domain motion estimation in encoding a 
secondary SP-frame 

3.3   The Proposed Scheme for Secondary SP-Frame Encoding 

In this section, we propose a quantized transform-domain motion estimation (TME) 
technique that minimizes Qs[T[SP2,t]] – Qs[T[MC(P1,t-1)]] (quantized transform 
domain) instead of SP2,t – MC(P1,t-1) (pixel domain).  From (1), SAD between pixels 
of the original block s and its reference block r is used to compute the distortion of 
Jmotion.  The aforementioned investigation reveals that pixel-domain distortion measure 
is not appropriate for coding secondary SP-frames. In the proposed TME, the 
Lagrangian cost function Jmotion in (1) needs to be rewritten as      

)(),(),(' 121212 pmvmvRrsSATDmvJ motionmotionmotionmotion −⋅+= λλ          (6) 
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where SATD(s,r) is now the sum of absolute differences between the quantized 
transform coefficients of the original block s and the quantized transform coefficients 
of its reference block r, and it can be defined as   

∑ −= )]([)]([),( rTQssTQsrsSATD                                      (7) 

For coding a secondary SP-frame, this distortion measure can find a better motion 
vector and mode for minimizing the residue, Qs[T[SP12,t ]], in (5). Note that SATD is 
computationally intensive since all the pixel blocks are necessary to be transformed 
and quantized to QDCT domain.  However, the complexity is not the major concern 
for secondary SP-frame encoding since this frame type is always encoded off-line for 
bitstream switching applications.  On the other hand, the accuracy of distortion 
measure increases the coding efficiency of secondary SP-frames which results in the 
significant reduction of the storage requirement in the video server. 

Figure 6 shows the block diagram of applying our new QDCT-domain motion 
estimation technique in the secondary SP-frame encoder.  The reference and target 
frames in the QDCT domain are the inputs of TME.  After the motion vectors for each 
block are obtained, a corresponding QDCT-domain motion compensation (TMC) is 
used to compute the motion-compensated frame, Qs[T[MC(

1,1̂ −tP )]].  With 

Qs[T[MC(
1,1̂ −tP )]] and Qs[T[SP2,t]], as depicted in Figure 6, the residue Qs[T[SP12,t ]] 

can then be calculated.       

1,1
ˆ

−tP

Qs
tSP ,2

 

Fig. 6. The proposed secondary SP-frame encoder in the QDCT domain 
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(a) 

 
(b) 

 
(c) 

Fig. 7. Size reduction of secondary SP-frames in percentage difference achieved by the pro-
posed scheme over the scheme in [9], (a) Foreman, (b) Salesman, and (c) Table Tennis 
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4   Simulation Results 

In order to evaluate the performances of the proposed scheme and the scheme in [9], 
three test sequences, “Foreman” (CIF), “Salesman” (CIF) and “Table Tennis” (SIF) 
were used in our experiments. The H.264 reference codec (JM11.0 [8]) was employed 
to encode primary SP-frames and secondary SP-frames with a frame rate of 30 fps. 
All test sequences have a length of 200 frames. For simplicity but without loss of 
generality, we used two different bitrate bitstreams encoded with two different sets of 
QP and QS, and only the switching from a low bitrate bitstream to a high bitrate 
bitstream is shown. For the low bitrate bitstream, QP and QS were both fixed to 41, 
whereas QP and QS were both set to 21 for the high bitrate bitstream. To have 
comprehensive and impartial comparisons between both schemes, every frame was 
encoded in turn as an SP-frame while non-switching frames were encoded as P-
frames.  

Figures 7(a), 7(b) and 7(c) show the frame-by-frame comparisons of size 
reduction of secondary SP-frames.  In these figures, the positive values of the Y-axis 
mean the size reduction of a secondary SP-frame in percentage difference of our 
proposed scheme over the scheme in [9] whereas the negative values mean the 
proposed scheme generates more bit-count as compare to [9]. From Figures 7(a), 7(b) 
and 7(c), it is observed that the proposed scheme can substantially reduce the size of 
secondary SP-frames, up to 30%, 12% and 10% in “Foreman”, “Table Tennis” and 
“Salesman”, respectively. The significant improvement of the proposed scheme is due 
to the benefit of performing motion estimation and compensation in the QDCT 
domain.  In [9], even though a proper target frame is selected for motion estimation, 
the performance is still not significant. It is due to the reason that only the 
conventional pixel-domain motion estimation technique is employed for coding 
secondary SP-frames. In this situation, most of transformed coefficients become non-
zero after transformation and quantization, as shown in Figure 4, which unfavour the 
use of entropy coding.  Consequently, more bits are required to encode secondary SP-
frames. On the other hand, our proposed scheme produces secondary SP-frames using 
motion estimation in the QDCT domain.  The quantized and transformed coefficients 
are used to calculate the distortion in the Lagrangian cost function. The new SATD 
really finds the motion vector with more cofficients to be zero that benefits the 
entropy coding of secondary SP-frames.  This provides the remarkable size reduction 
of our proposed scheme as shown in Figures 7(a), 7(b) and 7(c). 

5   Conclusion 

In this paper, an efficient scheme for coding H.264 secondary SP-frames has been 
proposed.  We found that the use of conventional pixel-domain motion estimation is 
not appropriate for a secondary SP-frame encoder, which incurs considerable size of 
secondary SP-frames.  To alleviate this, we have incorporated the QDCT-domain 
motion estimation technique in the encoding process of secondary SP-frames. 
Experimental results show that the proposed scheme can significantly reduce the size 
of H.264 secondary SP-frames.  Besides, the proposed technique does not affect the 
coding efficiency of primary SP-frames. 
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Abstract. Intra mode selection and motion estimation for spatial and temporal 
prediction play important roles for achieving high video compression ratio in 
the latest video coding standards, such as H.264/AVC. However, both 
components take most of the computational cost in the video encoding process. 
In this paper, we propose an efficient intra mode prediction algorithm based on 
using the mode conditional probability learned from a large amount of training 
video sequences with the ground truth modes of each block to be encoded and 
its neighboring block modes as well as its associated image content features. By 
applying the proposed intra-mode selection algorithm into the H.264 reference 
code, we show significant reduction of the computation time with negligible 
video quality degradation for H.264 video encoding. 

Keywords: Image coding, image analysis, video coding, video compression, 
intra prediction, video codec. 

1   Introduction 

To improve the computational efficiency of the intra-mode decision in H.264 video 
coding [1], there have been many different algorithms proposed recently. The 
traditional method is to run all intra modes, as listed in Table 1, for Luma and Chroma 
blocks, but it takes too much encoding time. Later, Cheng and Chang [2] used the 
block content characteristics, such as the block RD-cost correlation between the mode 
and its neighboring modes, to reduce the search of nine Luma 4x4 modes to no more 
than six modes. In addition, the block gradient information in the local block was 
used to determine a rough edge direction in some previous works [3-5]. Based on this 
direction, they used the corresponding directional mode and its two neighboring 
modes plus the DC mode to determine the mode with the lowest cost. In addition, Pan 
et al. [4] proposed a different way to predict the direction in a block. They collected 
statistics by computing the gradient of every pixel in a block and then chose the most 
possible direction from the statistics as their primary prediction mode. Sim and Kim 
[6] presented an efficient mode decision algorithm based on the conditional 
probability of the best mode with respect to the best modes of the adjacent blocks. 
Furthermore, Huang et al. [7] developed a fast intra frame coding system by 
combining several improved components, including context-based decimation of 
unlikely candidates, subsampling of matching operations, bit-width truncation, and 
interleaved full-search/partial-search strategy. 
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In this paper, we propose a new and efficient intra mode decision algorithm based on 
the mode conditional probability with respect to its neighboring encoded modes and 
its image features. This mode conditional probability is learned from a collection of 
video sequences with the ground truth modes determined by the H.264 reference 
program. We demonstrate the superior performance of the proposed algorithm over 
previous mode decision methods through experiments. 

2   Intra Prediction in H.264/AVC 

The H.264/AVC standard [1] provides variable block size on motion estimation and 
more different directional modes for intra prediction than previous MPEG standards. 
For the Luma 16x16 component and Chroma 8x8 component, they support four 
modes, including three directional modes and one DC mode. These different modes 
are listed in Table.1. 

Table 1. (a) Luma 16x16  prediction modes  and (b) Chroma 8x8 prediction modes 

(a) (b)
Mode Mode description

0 Vertical
1 Horizontal
2 DC
3 Plane

Mode Mode description

0 DC
1 Vertical
2 Horizontal
3 Plane

 

The modes for Luma 16x16 and Chroma 8x8 are different only with their orders. 
For Luma 4x4 sub-blocks, there are nine modes, including eight directional modes 
and one DC mode. The Luma 4x4 modes are listed in Figure 1. 

Mode Mode description
0 Vertical
1 Horizontal
2 DC
3 Diagonal_Down_Left
4 Diagonal_Down_Right
5 Vertical_Right
6 Horizontal_Down
7 Vertical_Left
8 Horizontal_Up

 

Fig. 1. The nine Luma 4x4 intra prediction modes and their corresponding directions 
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In H.264, to achieve better video quality and optimal bitrate compression, the RDO 
(Rate Distortion Optimization) is employed but with more computational cost. It 
compares the RD costs for different modes to determine which mode is optimal for 
the macroblock. The H.264 encoding process is illustrated in Figure.2. 

encoding DCT/
Quantization

Entropy
encoder

Distortion

Compute
RD cost

Rate

Mode
selection

Inverse DCT
and

Inverse
Quantization

Input video

Residual
data

 

Fig. 2. H.264 encoding flowchart 

The RD cost is computed with the following formula. 

( , , | , ) 

( , , | ) ( , , | )
MODE

MODE

J s c MODE QP

SSD s c MODE QP R s c MODE QP

λ
λ= + ⋅

 (1) 

Where s and c are the source video signal and the reconstructed video signal, 
respectively, QP is the quantization parameter, λMODE is the Lagrange multiplier, 
MODE indicates a macroblock mode, such as P16x16, P16x8, P8x16, P8x8, I16x16, 
I4x4, etc., SSD is the sum of the square differences between s and c, 
R(s,c,MODE|QP) is the number of bits associated with the chosen macroblock 
MODE and QP. 

When it starts to encode a macroblock, as shown in the above flow chart, it needs 
to check all the mode combinations to choose the one with the minimal RD cost in the 
mode selection procedure. In I-frame, it only needs to do intra coding to decide the 
intra mode, and the total number of intra mode combinations is C8*(L4*16+L16), 
where C8, L4, and L16 denote the numbers of the Chroma8x8 modes, Luma4x4 
modes and Luma16x16 modes, respectively. Thus, the total number of mode 
combinations is 4*(9*16+4)=592. This will take a considerable amount of time to 
compute the RD costs for all mode combinations, hence we need to reduce the total 
number of mode combinations in the mode decision process to speed up the 
computation. 

3   Neighboring Block Mode and Image Features 

3.1   Neighboring Block Mode 

Now, let us illustrate why the encoding block is related to its neighboring block 
modes in intra mode decision. The intra 4x4 mode for each macroblock is collected 
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when JM 10.2 [8] encodes the sequence. Figure 3 and 4 depict examples of intra 4x4 
mode maps from two video sequences. As we see from these two examples, the 
encoded block mode is closely related to its neighboring block modes and its own 
image content gradient features. So if we can utilize this characteristic to predict the 
mode of a block, we can estimate which mode may achieve lower bitrate and better 
video quality. This can also be applied to intra 16x16 mode and Chroma 8x8 mode.  

  

Fig. 3. image and 4x4 intra mode map (the fiftieth frame of Forman CIF sequence) 

   

Fig. 4. image and 4x4 intra mode map (the fiftieth frame of CarPhone QCIF sequence) 

3.2   Image Gradient Feature 

Feature based algorithms [2-5] have been commonly used for intra mode decision. It 
is critical to extract representative image features very fast. Several previous 
algorithms compute edge features to reduce modes in the search, but they usually lead 
to higher bitrates and larger distortion. 
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In this work, we extract very simple image features for intra mode decision. These 
image gradient features are the convolutions with the gradient mask shown in Figure 
5. Wang et al. [5] also used similar gradient masks for extracting features for intra 
mode prediction. 

(a) (b)

11
11

,
11
11

11
11

,
11

11
,

11
11

 

Fig. 5. Gradient masks for image feature extraction, (a) two and (b) three masks 

We apply the above masks for convolution with a 4x4, 8x8, or 16x16 block. Let us 
take an NxN block for example: 

 

Fig. 6. 2x2 matrix for applying the mask 

In our implementation, we quantize the computed gradient features for computing 
the conditional probability by using the following two different schemes: 
Scheme (a): 

1. Compute the correlation between the 2x2 matrix and the two masks in 
Figure 5(a) to obtain the two values Sv and Sh, respectively. 

2. Normalize Sv and Sh to obtain the normalized coefficients Q1 and Q2 as 
follows: 

Sum=abs(Sv) + abs(Sh) 

Q1=Sv/Sum, Q2=Sh/Sum 

(2) 

(3) 

3. Quantize Q1 and Q2 to the levels inx1 and inx2, respectively.  
 

Scheme (b): 

1. Compute the correlation between the 2x2 matrix and the three masks in 
Figure 5(b) to obtain the three values Sv, Sh and Sdiag, respectively. 

2. Normalize Sv, Sh and Sdiag to obtain the normalized coefficients Q1, Q2, 
and Q3,, respectively, as follows:. 

Sum=(abs(Sv) + abs(Sh))+abs(Sdiag) 

Q1=abs(Sv)/Sum, Q2=abs(Sh)/Sum, Q3=abs(Sdiag)/Sum 

(4) 

(5) 

3. Quantize Q1, Q2 and Q3 to inx1, inx2 and inx3, respectively.  
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Note that we quantize the gradient features in scheme (a) and (b) into 8 and 4 levels, 
respectively. Figure 7 shows the uniform quantization used in our implementation. 

 

Fig. 7. Uniform quantization for (a) 8 and (b) 4 levels 

4   Proposed Intra Mode Decision Algorithm 

The proposed algorithm consists of the training and execution phases. We first 
describe the procedure for training in the following. 

Step 1. Apply the exhaustive search to determine the optimal intra modes and extract 
the image gradient features for each macroblock in some training video 
sequences to obtain the training data. 

Step 2.  From the training data, we count the occurrence of joint event for the optimal 
modes for the current block and its neighboring blocks and the associated 
image features, Let the count of joint event be denoted by C(mc, mp, g), 
where mc is the optimal intra mode for the current block, mp is the vector 
containing the optimal modes in the left and upper blocks, and g is gradient 
feature vector computed from section 3.2. 

Step 3.  Compute and store the conditional mode probability distribution p(mc | mp, g) 
by normalizing the counts of occurrences of joint events as follows: 

∑
∈

=

Mm
pc

pc
pc

c

mC

mC
mp

),,(

),,(
),(

gm

gm
gm    (6) 

where M is the set of all possible modes. For Luma 4x4, it contains mode 0 
to 8. For Luma 16x16 and Chroma 8x8, the set M only contains mode 0 to 3. 

 
After we have the above mode conditional probability learned from the training data 
set, we can use it to determine the most probable candidate modes from the encoded 
neighboring modes and the associated gradient features. Then, the search for the 
optimal mode is reduced to only these candidate modes, thus the computational cost 
for the intra mode decision is significantly reduced. To be more specific, we compute 
the gradient features and quantize them for each block as described in section 3.2. 
Then, the mode conditional probability distribution given these gradient features as 
well as the intra modes of the left and upper neighboring blocks is used to decide the 
most probable modes as the candidates in the refined search for the optimal intra 
modes from their RD cost values. In our implementation, we select four candidate 
modes in the refined search for the case of 4x4 blocks, and only two candidate modes 
are selected for 16x16 blocks and 8x8 blocks. 
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The flowchart of the proposed algorithm is depicted in Figure 8. We give the process 
flowcharts the training and encoding process.  

Sequences for training

full search for intra mode

Compute gradient features

Compute the conditional
mode prob. distribution

Training process

a macroblock in an input video

Compute gradient features

Determine candidate modes from its
associated conditional probabilities

Encoding process

RD cost comparison
 

Fig. 8. The flowchart of the proposed algorithm 

5   Experimental Results 

We implement our algorithm in JM 10.2. The option for transform 8x8 is off, and the 
new intra 8x8 for luma component is also off. Based on the same experimental 
setting, we compare the efficiency and compression performance of the proposed 
intra mode decision algorithm with other methods [4-5]. 

Table 2-5 summarize the experimental results of these different intra mode 
decision methods for some benchmarking CIF and QCIF video sequences. The 
numbers in parentheses denotes the number of frames in the sequences. The sequence 
name with gray background means this sequence was included in our training dataset. 
In our experiments, we encode all video sequences in all I-frames. From the 
 

Table 2. Experimental comparison on QCIF (176x144) sequences 

Note. QP=28 
Akiyo 
(300) 

Carphone
(96) 

Claire 
(494) 

Foreman
(300) 

Grandma
(870) 

Hall_monitor 
(300) 

PSNR 39.6648 38.7239 41.0825 37.8954 37.991 38.8264 
BITRATE(KB/s

) 
544.46 325.228 355.115 729.723 634.201 674.943 JM 10.2 

TIME(ms) 138655 46959 210396 152354 414618 150699 
PSNR↓ -0.0988 -0.0959 -0.141 -0.1006 -0.1569 -0.0983 

BITRATE↑ 17.34% 14.40% 25.75% 10.58% 8.09% 11.86% Pan et al.[4]
TIME SAVING 52.46% 52.60% 53.87% 53.44% 54.48% 52.50% 

PSNR↓ -0.0563 -0.0464 -0.1165 -0.1012 -0.0625 -0.0634 
BITRATE↑ 8.79% 6.87% 9.86% 10.26% 4.74% 6.14% 

Wang et al. 
[5] 

TIME SAVING 60.96% 59.96% 61.36% 59.88% 61.17% 59.59% 
PSNR↓ -0.029 -0.0464 -0.0728 -0.0613 -0.0667 -0.0691 

BITRATE↑ 2.68% 2.38% 3.70% 2.08% 2.20% 1.97% Proposed 
algorithm 

TIME SAVING 64.50% 64.49% 64.37% 64.35% 64.67% 64.72% 
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Table 3. Experimental comparison on QCIF (176x144) sequences (cont.) 

Note. QP=28 
mother-daughter

(300) 
News 
(300) 

Salesman
(449) 

Silent 
(300) 

Suzie 
(150) 

PSNR 39.1073 38.5508 37.248 
37.256

2 
39.4939 

BITRATE(KB/s
) 

467.291 791.906 843.803 
791.27

4 
442.549 JM 10.2 

TIME(ms) 136670 157224 241274 157249 67846 
PSNR↓ -0.1432 -0.0569 -0.1467 -0.1383 -0.145 

BITRATE↑ 14.33% 12.85% 10.90% 10.89% 10.55% Pan et al.[4]
TIME SAVING 54.08% 53.99% 54.46% 55.71% 54.68% 

PSNR↓ -0.0667 -0.0158 -0.0625 -0.052 -0.0506 
BITRATE↑ 7.87% 6.37% 4.51% 5.94% 5.80% Wang et al. 

[5] 
TIME SAVING 61.11% 61.90% 61.00% 60.27% 59.79% 

PSNR↓ -0.0609 -0.0651 -0.0883 -0.0621 -0.0596 
BITRATE↑ 3.55% 2.49% 2.07% 2.46% 3.15% Proposed 

algorithm 
TIME SAVING 64.39% 65.41% 65.35% 65.17% 65.09% 

Table 4. Experimental comparison on CIF (352x288) sequences 

Note. QP=28 
Coastguard

(300) 
Container

(300) 
Foreman

(300) 
Highway 
(2000) 

Stefan 
(90) 

Tempete 
(260) 

PSNR 37.2135 38.1535 38.393 39.1406 37.4565 36.9332 
BITRATE(KB/s

) 
3155.139 2466.599

2310.82
1 

1062.933 4287.33 4447.909 JM 10.2 

TIME(ms) 703916 639519 613121 3621431 218673 645080 
PSNR↓ -0.1649 -0.1138 -0.1022 -0.0558 -0.1399 -0.1656 

BITRATE↑ 10.76% 11.13% 10.58% 16.83% 10.13% 8.72% Pan et al.[4]
TIME SAVING 56.96% 56.99% 54.54% 52.14% 56.53% 56.34% 

PSNR↓ -0.0749 -0.0639 -0.0811 -0.0288 -0.1012 -0.0827 
BITRATE↑ 4.68% 5.37% 8.56% 10.75% 4.85% 4.15% 

Wang et al. 
[5] 

TIME SAVING 64.36% 64.44% 62.11% 63.08% 63.44% 63.54% 
PSNR↓ -0.0541 -0.0516 -0.0559 -0.0118 -0.1053 -0.1045 

BITRATE↑ 0.85% 1.26% 1.87% 2.25% 1.85% 1.42% 
Proposed 
algorithm 

TIME SAVING 67.55% 67.05% 66.23% 66.51% 66.55% 66.96% 

Table 5. Experimental comparison on SIF (352x240) sequences 

  
Football 

(125) 
Garden 
(115) 

Mobile 
(140) 

Tennis 
(112) 

PSNR 35.6657 35.6175 35.2449 36.2946 
BITRATE(KB/s

) 
4395.85 6826.50 7547.33 3251.02 JM 10.2 

TIME(ms) 280307 301705 373034 222486 
PSNR↓ -0.1476 -0.2412 -0.1916 -0.0838 

BITRATE↑ 4.90% 2.38% 4.80% 4.72% Pan et al.[4] 
TIME SAVING 57.97% 59.87% 58.81% 55.65% 

PSNR↓ -0.0829 -0.13 -0.1185 -0.0554 
BITRATE↑ 2.77% 1.74% 2.49% 2.19% Wang et al. [5] 

TIME SAVING 63.60% 63.98% 64.21% 63.21% 
PSNR↓ -0.0814 -0.1505 -0.1271 -0.0601 

BITRATE↑ 1.25% 0.69% 1.24% 0.38% 
Proposed 
algorithm 

TIME SAVING 67.55% 67.43% 66.80% 66.68% 
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experimental results, it is obvious that the proposed algorithm can achieve slightly 
higher bitrate with significant computational reduction. Our algorithm provides much 
better bitrate reduction compared to the previous methods. Note that all of the 
experimental results are obtained by using scheme (a) in the gradient feature 
extraction. We show the performance of both scheme (a) and (b) in our algorithm 
from the RD curves for four different sequences in Figure 9. 

 

Fig. 9. RD-Curve comparison of the two schemes in the proposed algorithm with the JM refer-
ence program on four different video sequences. These RD curves are obtained with QP set to 
28, 32, 36, and 40. 

6   Conclusion 

In this paper, we proposed a learning based algorithm for efficient intra mode 
decision. The conditional probability distribution of the optimal mode given the 
neighboring encoded modes and the image gradient features is learned from a 
collection of video sequences encoded with H.264. In the proposed fast mode 
decision algorithm, a small number of candidate modes are selected based on the 
associated mode conditional probability distribution to reduce the search for the 
optimal RD cost. Our experimental results show the proposed algorithm significantly 
reduces the computational cost with negligible bitrate increase. Compared with other 
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previous methods, the proposed algorithm consistently outperforms the other methods 
on different video sequences.  
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Abstract. In this paper, we propose fast mode decision algorithms for both intra 
prediction and inter prediction in H.264. In order to select the candidate modes 
for intra4x4 and intra16x16 prediction efficiently, we have used the spatial 
correlation and directional information. We have also applied an early block 
size selection method to reduce the searching time further. The fast inter mode 
decision is achieved by an early SKIP mode decision method, and a fast mode 
decision method for 16x16 and P8x8 modes. Extensive simulations on different 
test sequences demonstrate a considerable speed up by saving the encoding time 
up to 82% for intra prediction and 77% for inter prediction on average, 
compared to the H.264 standard, respectively. This is achieved at the cost of 
negligible loss in PSNR values and small increase in bit rates.  

Keywords: H.264/AVC, video coding, fast mode decision. 

1   Introduction 

H.264 is the latest international video coding standard. Compared to previous video 
coding standards, it can achieve considerably higher coding efficiency. This is 
accomplished by a number of advanced features incorporated in H.264 [1]. One of the 
new features is multi-mode selection for intra-frames and inter-frames. In H.264, 
intra-frame mode selection dramatically reduces spatial redundancy in I-frames, while 
inter-frame mode selection significantly affects the output quality of P-/B-frames by 
selecting an optimal block size with motion vectors or a mode for each macroblock 
(MB). In H.264, the coding block size is not fixed. It supports variable block sizes to 
minimize the overall error. 

H.264 provides a rate distortion optimization (RDO) technique to select the best 
coding mode among all the possible modes [2]. With this technique, we can maximize 
image quality and minimize coding bits by checking all the mode combinations for 
each MB exhaustively. However, the RDO technique increases the coding complexity 
drastically, which makes H.264 not suitable for real-time applications. Thus, fast 
mode decision methods are needed to reduce the encoding time. 

Recently various efforts have been made to reduce coding complexity of H.264. 
Pan et al. [3] proposed a fast intra mode decision algorithm based on the edge 
direction information. However, they needed additional operations in calculating the 
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edge direction information. In other approach based on the idea of reducing possible 
candidate directions [4], RD costs of 6 to 7 out of 9 modes need to be computed in 
Intra4x4 prediction. This approach cannot select the best candidate mode efficiently 
because it examines unnecessary modes all the time. Recently, various fast inter mode 
decision algorithms have been proposed. Jeon et al. [5] proposed four conditions for 
the early SKIP mode decision. Another approach [6] not only considered the early 
SKIP mode, but also developed the early 16x16 mode decision using motion vectors 
of 16x16 and SKIP modes, reference frame, and the sub-optimal best mode. Although 
these methods provide fast and accurate mode decision for the SKIP mode and 16x16 
mode, they still need to calculate Jmode (16x16) for the early SKIP mode decision. 
Furthermore, they do not include any fast mode decision algorithm for the P8x8 mode 
which consumes a large part of the encoding time.  

In our work, we propose fast mode decision algorithms for both intra prediction 
and inter prediction. This paper is organized as follows. Section 2 describes the mode 
decision in H.264. Section 3 and Section4 describe fast mode decision algorithms for 
intra and inter prediction, respectively. Section 5 shows the simulation results, and we 
draw conclusions in Section 6. 

2   Mode Decision in H.264 

H.264 uses three different types of intra prediction for the luminance component Y. 
They are Intra4x4 (I4_MB), Intra8x8 (I8_MB, only for High profile) and Intra16x16 
(I16_MB). In I4_MB, the prediction unit is a block of 4x4 pixels. The samples above 
and to the left (labeled A-M in Fig. 1(a)) have been coded and reconstructed 
previously and are therefore available both at the encoder and decoder to form a 
prediction reference. The pixels in the prediction unit are calculated based on the 
samples A-M by using one of the nine prediction modes. Fig. 1(b) shows the eight 
specific prediction directions for each mode. Mode 2 (DC mode) is not a directional 
mode, and all pixels are predicted by the mean of samples A-M. In I16_MB, only four 
prediction modes are applied to the whole macroblock. They are vertical prediction, 
horizontal prediction, DC prediction and plane prediction. The prediction method is 
similar to the I4_MB case. The only difference is that they are applied to the whole 
macroblock, instead of the 4x4 unit. The four chroma prediction modes are very 
similar to those of the I16_MB prediction, except that the order of modes is different. 

  
8x16 16x8 8x8

8x8

16x16

4x8 8x4 4x4  
      (a)                       (b)                        (c) 

Fig. 1. (a) 4x4 intra block and neighboring pixels  (b) Eight prediction directions for intra 4x4 
prediction  (c) Inter macroblock partitions and P8x8 sub-partitions 
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H.264 also supports inter prediction to reduce the temporal redundancy. H.264 uses 
seven different block sizes (16x16, 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4) for interframe 
motion estimation/compensation. These different block size actually form a two-level 
hierarchy tree structure inside each MB. The first level includes the block size of 
16x16, 16x8, and 8x16. In the second level, specified as the P8x8 type, each 8x8 
block can be sub-divided into a smaller block size, such as 8x8, 8x4, 4x8 or 4x4. The 
relationship between these different block sizes is shown in Fig. 1(c). There is also a 
SKIP mode in P slice referring to the block size of 16x16, where no motion and 
residual information is encoded. In general, a homogeneous region of similar motions 
is more likely to be coded using a large block size, such as the SKIP or 16x16 mode. 
The area containing the boundaries of a moving object is more likely to be coded 
using a smaller block size. In order to decide the best motion vector (MV), the 
reference frame and the mode, H.264 uses the RDO method based on the Lagrangian 
function [2] to minimize the motion cost Jmotion and the mode cost Jmode. 

3   Fast Intra Mode Decision Algorithm 

3.1   Intra Mode Decision for 8x8 Chroma Blocks 

Since the choice of the prediction modes for chroma components is independent to the 
luma component, we can optimize chroma and luma components separately. Because 
the transformed coefficients are ultimately coded, we can achieve a better estimation 
of the mode cost using the Hadamard transform, instead of the DCT transform. SATD 
(the sum of absolute Hadamard transform differences) in H.264 is defined by:  

∑∑=
N

i

N

j
ijcSATD  (1) 

where cij denotes the (i, j)th element of C, which is the Hadamard transform of the 
residual block. The performance of SATD is close to the Lagrangian function, while 
the computational load is much lower [7]. In our work, we determine the best chroma 
mode by choosing the mode of the minimum SATD. Then, the following mode 
decision processes are performed with the best chroma mode. 

3.2   Early Block Type Selection 

We have observed that the block size depends mainly on the smoothness of a region. 
A large block size is likely to be used in homogeneous regions, while a small block 
size works well for complex texture regions. The main idea behind our approach is 
that the smooth filter does not affect the homogeneous area but will blur the details in 
the complex region. In our approach, we apply 1x5 and 5x1 mean-value filters to the 
top and left boundary of each macroblock separately. The filtered pixel value can be 
obtained by  
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Then we calculate the sum of absolute differences between the original pixel value 
and the filtered pixel value (SADOF). Two thresholding operations, with the bottom 
threshold Th1 and up threshold Th2 are applied. If SADOF<Th1, the 16x16 intra 
prediction is further explored. If SADOF>Th2, the 4x4 intra prediction is adopted for 
the following mode decision. If SADOF is located between the two thresholds, both 
block sizes need to be checked. Since a large block size is preferred for higher QP, the 
threshold value should vary according to QP to reflect the quantization effect. Linear 
equations of QP in Eq. (3) and Eq. (4) are found to give a good performance, and a1, 
b1, a2, b2 are decided by extensive experiments.  

Th1=a1*QP+b1 (3) 

Th2=a2*QP+b2 (4) 

3.3   Intra Mode Decision for 4x4 and 16x16 Luma Blocks 

We have also observed that the pixels along the direction of the local edge normally 
have a similar value. This provides a clue for obtaining the directional information 
from the pixel values along the edge direction. Therefore, we can predict the best 
candidate mode roughly by checking NSAD (the normalized sum of absolute 
differences) for some selected pixel positions in the original block. Table 1 shows 
equations for calculating NSAD. In those equations, the pixel positions of “a” to “p” 
can refer to Fig.1 (a). 

Table 1. NSAD for each intra prediction direction 

Mode Direction NSAD 
0 vertical (|a-m|+|b-n|+|c-o|+|d-p|)/4 
1 horizontal (|a-d|+|e-h|+|i-l|+|m-p|)/4 
3 diagonal down-left (|b-e|+|d-m|+|l-o|)/3 
4 diagonal down-right (|a-p|+|i-n|+|c-h|)/3 
5 vertical- right (|a-j|+|b-k|+|c-l|)/3 
6 horizontal- down (|a-g|+|e-k|+|i-o|)/3 
7 vertical-left (|b-i|+|c-j|+|d-k|)/3 
8 horizontal-up (|e-c|+|i-g|+|m-k|)/3 

 
Since Mode2 (DC mode) has no direction and are predicted by the mean of sample A-
M, we apply Eq. (5) to deal with DC mode. 

∑∑
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−++=
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3
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i j

meanjyixpDDC  (5) 

In Eq.(5), mean is the mean value of the samples A-M. If DDC (difference of the DC 
mode) is less than a threshold, the DC mode is selected as the best candidate mode for  
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the current block and the mode with the smallest NSAD among the other eight modes 
is chosen as the second best mode. Otherwise, the mode with the smallest NSAD and 
the second smallest NSAD are selected as the best candidate mode and the second 
best candidate mode, respectively. Here we denote the best candidate mode by Mode 
C, and the second best candidate mode by Mode S. 

Using NSAD and DDC, we can roughly predict the best mode. Further 
consideration of the spatial correlation information helps to evaluate the reliability of 
the best candidate. Observations show the best mode of the current block is highly 
correlated to its neighboring blocks. The most probable mode can be obtained from 
the left and above blocks. Fig. 2(a) shows the neighboring modes of the current block.  

Through extensive experiments on various video sequences with different textures, 
we find the average probability of the current mode =L or the current mode=U is 
80.86%. Under the condition of U=L, the probability of the current mode=U=L is up 
to 87.5%, which means that when U=L, the current mode has a very high probability 
to choose the same mode as U and L. Therefore, Mode U and L can be used to check 
the reliability of pre-predicted best candidate mode C. According to the reliability test 
we decide the number of candidate modes using Table 2.  

Table 2. Candidate mode decision table 

Condition Reliability of mode C Candidate modes 
U=L=C reliable C 
C=U&&C! =L unreliable C, S, L 
C=L&&C! =U unreliable C, S, U 
L=U&&C! =L unreliable C, S, L 
C=!U&&C!=L&& L!=U totally unreliable C, S, L, U 
U not available&& C=L unreliable C, S 
U not available&& C! =L totally unreliable C, S, L 
L not available&& C=U unreliable C, S 
L not available&& C!=U totally unreliable C, S,U 

 
The same idea is applied to the Intra16x16 luma block, except the different block 

size and the plane mode prediction. The plane prediction estimates a bilinear function 
from the neighboring pixels to the 16x16 block. It is not mathematically correct to 
associate the plane prediction to any directional edge. According to the plane 
prediction method used in the reference software [8], we use Eq. (6) to calculate the 
NSAD for plane prediction. In Eq. (6), Org (Adiff) and Org (Bdiff) indicate the SAD of 
the original pixel values whose positions are pointed out by arrow A and arrow B 
(Fig. 2(b)), respectively. Est (Adiff) and Est (Bdiff) indicate the SAD of estimated pixel 
values whose positions are pointed out by arrow A and arrow B (Fig. 2(b)), 
respectively. 
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NSAD= (A+B)/2 

A= (Org (Adiff) – Est (Adiff))/7        B= (Org (Bdiff) – Est (Bdiff))/7 
(6) 

Mode 
U

Current 

block 

Mode 
L

(a)                        (b)                    

Fig. 2. (a) Neighboring blocks of the current block  (b) NSAD for plane mode 

3.4   Procedure of the Proposed Algorithm 

Fig. 3 shows the overall structure of the proposed fast intra mode decision algorithm.  

start

Generate 8x8 predictied chroma 
mode using fast algorithm

Early selection of I4_MB
 and I16_MB

Determine the best I16_MB 
using fast method. Compute 

RDCost16x16

Determine 16 best I4_MB in 
one MB using fast method. 

Compute RDCost4x4

RDCost16x16>
RDCost4x4

Select 
I4_MB

Select 
I16_MB

Best mode

Determine the best I16_MB 
using fast method. Compute 

RDCost16x16

Determine 16 best I4_MB in 
one MB using fast method. 

Compute RDCost4x4

Need to check 
I4_MB?

Need to check 
I16_MB?

YES

YES

YES NO

NO

NO

 

Fig. 3. Flowchart for the fast intra mode decision algorithm  
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4   Fast Inter Mode Decision Algorithm 

In natural video sequences, we have lots of homogenous regions and when objects 
move, most parts of the object move in the similar direction. As we mentioned before, 
these areas are suitable for larger size inter mode coding. If we can detect these areas 
in the early stage, a significant time could be saved for the motion estimation and 
RDO computations of small size modes. 

In our algorithm, we differentiate the SKIP mode from other block types and give 
it the highest priority. As mentioned before, SATD is close to the Lagrangian function 
while the computational load is much lower. Firstly, we calculate the SATD cost for 
the SKIP mode. The only information we need is the motion vector of the SKIP 
mode. Then, we compare the SKIP cost to the threshold value Th. If the SKIP cost is 
less than Th, we choose the SKIP mode as the best mode and terminate the following 
mode decision procedure. Since the SKIP mode is preferred for larger QP, the 
threshold value should vary with QP to reflect the quantization effect. 

Th=a*QP+b (7) 

We also borrow the early 16x16 mode decision scheme from Ref. [6]. After 
performing motion estimation of the 16x16 block, calculating Jmode (16x16) and 
finding the SKIP motion vector (MV), we determine the best mode as the 16x16 
mode when the following conditions are satisfied: (1) Jmotion (16x16) is the smallest 
among Jmotion (16x16), Jmotion (16x8) and Jmotion (8x16). (2) CBP (16x16) is zero. (3) 
SKIP MV is the same as 16x16 MV. Even though MB is not determined as the 16x16 
mode, if both Condition (1) and Condition (2) are satisfied, we exclude the P8x8 
mode for the best mode decision process. 

Since the P8x8 mode is the most complex mode among all the modes and the 
frequency of the P8x8 mode increases at small QPs, it is necessary to consider fast 
decision for the P8x8 mode. We observe that the best prediction mode of a block is 
most likely to have the minimum SATD value. We simply select the P8x8 mode with 
the smallest SATD and inactivate the other P8x8 modes. Fig. 4 shows the flowchart 
of the fast inter mode decision algorithm. 
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Fig. 4. Flowchart of fast inter mode decision algorithm 
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5   Simulation Results  

The proposed algorithms are implemented on JM 11.0. We have tested several CIF 
(352x288) video sequences: Foreman, Bus, Coastguard, Mobile, City, Crew, Akiyo 
and Soccer. For each sequence, 100 frames are encoded. The frame rate is 30fps. 
Other simulation conditions [9] for fast intra mode decision algorithm and fast inter 
mode decision algorithm are shown in Table 3 and Table 4, respectively. For 
performance comparison, we have used the Bjonteggard delta PSNR values and 
Bjonteggard delta bit rates [10]. 

Table 3. Encoding parameters for fast intra mode decision algorithm 

GOP Structure IIII… CABAC Enable 
Hadamard Transform Used QP 28, 32, 36, 40 

Table 4. Encoding parameters for fast inter mode decision algorithm 

GOP Structure IPPP… Reference Frames 5 
Hadamard Transform Used QP 28, 32, 36, 40 

Search Range ±16 FME Algorithms UMHexagonS, CBFPS 

 
Table 5 and Table 6 show the performance comparison of the fast mode decision 

algorithm for intra and inter prediction, respectively. They are relative to results by 
the H.264 standard. From Table 5 and Table 6, we observe that the proposed methods 
provide significant timesaving at the cost of negligible loss in PSNR values and a 
small increment in bit rates. 

Fig. 5 and Fig. 6 display rate-distortion curves of “Foreman” and “Coastguard” 
sequences for the fast intra mode decision method and fast inter mode decision 
method separately. From Fig. 5 and Fig. 6, we note that the proposed methods provide 
a similar RD performance to the H.264 standard. 

Table 5. Performance comparison for fast intra mode decision algorithm 

Sequence △PSNR_Y 
(dB) 

△PSNR_UV 
(dB) 

△Bits 
(%) 

△Time 
(%) 

Foreman -0.03 0.18 3.645 -81.79 
Bus -0.08 0.15 2.93 -82.46 

Coastguard -0.05 0.30 2.055 -81.71 
Mobile -0.14 0.01 2.885 -83.31 

City -0.04 0.26 3.612 -80.91 
Crew -0.02 0.10 3.417 -81.57 

Average -0.06 0.17 3.091 -81.96 
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Table 6. Performance comparison for fast inter mode decision algorithm  

Sequence △PSNR_Y (dB) △Bits(%) △Time(%) 
Foreman -0.17 1.255 -80.95 

Akiyo -0.12 0.01 -91.86 
Mobile -0.12 0.397 -70.88 

City -0.08 0.456 -78.55 
Crew -0.12 0.838 -74.68 
Bus -0.11 1.256 -71.43 

Soccer -0.09 1.771 -78.40 
Coastguard -0.08 -0.68 -71.11 

Average -0.11 0.663 -77.23 
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Fig. 5. RD performance of “Foreman” and “Coastguard” for intra mode decision  
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Fig. 6. RD performance of “Foreman” and “Coastguard” for inter mode decision  
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6   Conclusion  

In this paper, we have proposed fast mode decision algorithms for both intra–frame 
and inter-frame to reduce the encoding complexity of the H.264 coding scheme. In the 
fast intra mode decision algorithm, we use the spatial correlation information and the 
directional information to reduce the candidate modes. We also apply an early block 
size selection method to reduce the computation complexity further. For the fast inter 
mode decision, an early SKIP mode decision method is applied in the first stage of 
mode decision by using SATD values. No additional information is required for the 
early selection. The early 16x16 mode decision and fast P8x8 mode decision methods 
are also developed to achieve further speedup. Results of extensive computer 
simulations demonstrate that the proposed algorithms can achieve time saving up to 
82% and 77% in intra-coding and inter-coding, respectively, compared to the H.264 
standard reference software. These considerable encoding time reductions are achieved 
at the cost of negligible loss in PSNR values and a small increase in bit rates. 
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Abstract. H.264 achieves considerable higher coding efficiency compared with 
previous video coding standards, whereas the complexity is increased 
significantly. This paper proposed a novel fast algorithm based on structural 
similarity (SSIM) in motion estimation (ME) process (FMEBSS), which can 
greatly reduced the complexity of ME by eliminating the unnecessary search 
positions and reducing complex prediction modes. Simulation results 
demonstrate that the proposed method can averagely reduce the coding time by 
about 50%, and compression ratio is improved at the same time, while the 
degradation in video quality is negligible.  

Keywords: Motion Estimation, H.264, Structural Similarity (SSIM). 

1   Introduction 

The complexity of H.264 is too high for real-time applications, and variable block size 
ME contributes most to the complexity of the encoder, it accounts for 60% (one 
reference frame) to 80 % (five reference frames) of the total encoding time of the 
encoder [1]. Thus, many fast algorithms have been proposed to reduce the complexity 
[1], [2], [3], [4], [5], [6]. [1] proposed an efficient prediction and early termination 
strategy based on the statistical characters of MV and SAD, which can decrease the 
computation complexity effectively. [2] proposed an early termination algorithm 
VBBMD, in which seven thresholds are defined respectively to the corresponding 
block-size. The thresholds are obtained by testing on a typical sequence and have to be 
adjusted according to the QP. In [3] a method was provided to reduce the complexity of 
ME by skipping the unnecessary SAD computations with adaptive threshold, the 
results seem promising. [4] also proposed a fast algorithm, it reduces the calculation by 
using partially computation to decide termination. [5] proposed to determine the early 
termination threshold adaptively according to the correlation between adjacent blocks, 
which is obtained from the block level motion intensity. The bound of the threshold is 
within a certain range, which is related to the block size. [6] takes advantage of the 
correlation between MVs in both spatial and temporal domains, controls to curb the 
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search, avoids of searching stationary regions, and uses variable shape search patterns 
to accelerate motion search. We can see that most fast algorithms are either based on 
skipping unnecessary calculations or shrinking searching region by a certain method in 
the ME process. Moreover, the early termination algorithm tries to reduce the 
complexity by setting thresholds in ME process to skip unnecessary computations and 
most thresholds are obtained by statistics. 

The novel algorithm proposed in this paper is based on SSIM [7], [8], which is a 
newly developed approach to assess image quality. We also utilize SSIM as the 
distortion metric in the ME and mode decision process, and a fixed threshold relative to 
SSIM is used to early terminate the ME process. The rate distortion (RD) functions 
used in these processes are modified accordingly, and SSIM is also used to assess the 
whole encoding video quality.  

The rest of this paper is organized as follows. Section 2 gives a brief introduction of 
SSIM and motion estimation process in H.264. The detail descriptions of the FMEBSS 
algorithm are specified in section 3. Simulation results and analysis are shown in 
section 4; Section 5 is the conclusion remarks. 

2   SSIM and Mode Estimation Process in H.264 

2.1   Structure Similarity (SSIM) 

SSIM exhibits much more consistency with subjective measures compared with other 
image assessment methods. It is defined as follows:  

( , ) ( , ) ( , )SSIM l x y c x y s x y= ⋅ ⋅  (1) 

Where ),( yxl is luma comparison, ),( yxc  is contrast comparison and )y,x(s  is 
structure comparison, which are defined as follows: 
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x, y are two nonnegative image signals. µx and µy are the mean of image x and y 
respectively, δx and δy are the corresponding standard deviation of image x and y, δxy is 
the covariance of image x and y. C1, C2 and C3 are small constants to avoid the 
denominator being zero, and taken the same values as in [7]. SSIM is a decimal fraction 
between 0 and 1. And the larger of this value, the more similar of the corresponding 
blocks. 
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2.2   Motion Estimation in H.264 

H.264 achieves higher coding efficiency by employing multiple inter-prediction modes 
and multiple reference frames. The inter mode decision process has two steps, the first 
step is to choose the best matching block of the current encoding MB for each inter 
prediction mode. Seven prediction modes are used in H.264 inter coding, including 
INTER16×16, INTER16×8, INTER8×16 and INTER8×8. If INTER 8×8 is selected as 
the best mode among these modes, it needs to further check the INTER8×4, INTER4×8 
or INTER4×4 sub-modes too. The best matching block is selected through the RD 
function below: 

( , ) ( ) ( , ) ( )MOTIONMCOST s c SA T D s c Bit MVλ= + Δ  (5) 

In the above formula, SA (T) D(s, c) is the sum of absolute differences between 
original block s and candidate matching block c. SAD is applied to integer pixel motion 
search, while SATD is for sub-pixel [9]. λMOTION is the Lagrange multiplier for motion 
estimation. ΔMV is the difference between the predicted motion vector (MV) and the 
actual MV. Bit (ΔMV) is the number of bits representing the ΔMV. The block(s) with 
the minimum MCOST will be selected as the best matching block(s) for the 
corresponding prediction mode. 

The second step is to select the best mode among the candidate modes by the RD 
function below: 

( , , | ) ( , , | ) ( , , | )MODEJ s c MODE QP D s c MODE QP R s c MODE QPλ= +  (6) 

Where MODE is the prediction mode, QP is the quantization parameter. 
D(s,c,MODE|QP) is the sum of square differences (SSD) between original block s and 
reconstructed block c. R(s,c,MODE|QP) is the bit number used to encode the residue. 
The mode with the minimum RD cost will be chose as the best prediction mode for the 
coding MB. 

3   FMEBSS 

ME is the most time consuming process and sub-modes prediction (INTER8×8, 
INTER8×4, INTER4×8 or INTER4×4) increases the complexity even more. So we try 
to reduce the calculation by avoiding unnecessary searching positions and sub-modes 
prediction. 

SSIM is a new image quality assessment method. The candidate block having larger 
SSIM implicates that it is more similar to the original one, and the residual block will be 
a lower frequency signal, which can be highly compressed. More over, the value of the 
SSIM just shows the similarity of the corresponding blocks, which is less correlated to 
the block size compared with SAD, this makes SSIM even more suitable to be used in 
early termination algorithm. So we propose a fast motion estimation based on SSIM 
(FMEBSS), which employs SSIM as the distortion metric in motion estimation 
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process, and select a fixed value as the early termination threshold T for all the modes 
and QP.  

Since we have changed the distortion metric, the related RD cost function has to be 
adjusted accordingly. The cost function of ME based on SSIM for each inter prediction 
mode is modified as: 

1( , ) (1 ( , )) ( )MOTIONMCOST s c K SSIM s c Bit MVλ= − + Δ  (7) 

And the RDcost function based on SSIM for mode(s) decision is defined as: 

2( , , | ) (1 ( , )) ( , , | )MODEJ s c MODE QP K SSIM s c R s c MODE QPλ= − +  (8) 

λmotion and λmode are the same as in formula (5) and (6).  K1 and K2 are multipliers 
(shown in Table 1) to enlarge (1-SSIM), which are obtained by intensive experiments. 
The new Lagrange multipliers in the above two formulas correspond to λmotion /K1 and 
λmode/K2. block_x and block_y in Table 1 are the size of the current encoding block. We 
can see K1 is an adaptive parameter and is correlated to the block size. 

Table 1. Parameters used in RD functions 

QP 
K 

10 20 30 

K1 block_x×block_y/4 
block_x× 

block_y×3 
block_x×block_y×4 

K2 85,000 260,000 490,000 

There are two new techniques in our proposed fast algorithm. The first one is early 
termination technique based on SSIM. If the SSIM between the searching block and the 
current encoding block is larger than the defined threshold T in the spiral full searching 
process, skip the other searching positions and choose the current searching block as 
the best matching block, because further searching contributes little to the quality 
improvements. 

The other technique is trying to avoid unnecessary sub-modes prediction by using 
adaptive parameter K1 in the motion estimation RD function. The parameter K1 (shown 
in Table 1) is changing according to the block size. In this way, it increases the accuracy 
of the ME for larger blocks, so larger block is more inclined to be selected as best mode, 
and the unnecessary INTER8×8 and its sub-modes can be avoided rationally. This 
technique is more effective for the MBs with little motion or no motion at all. Only the 
macro blocks with dense and complex motion are likely to be further partitioned. 

The major steps of the proposed FMEBSS are summarized as follows: 

 Step1: Select best matching block for each prediction mode in the searching 
region.      

Step1.1. Initialize the minimum MV cost with a large value. The prediction 
motion vector position is selected as the first searching position.  
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Step1.2. Calculate the cost of encoding current searching position’s MV 

( ( )MOTION Bit MVλ Δ ). If it is larger than the minimum MV cost, discard the 

current searching position, go to the next one and repeat step1.2. Otherwise, go 
to step1.3. 
Step1.3. Calculate SSIM between the candidate block and the current encoding 
block, calculate the MV cost using equation (7), if it is larger than the minimum 
MV cost, this position is discarded, continue to the next searching position and 
repeat step1.2. Otherwise renew the best matching position and minimum RD 
cost and go to step1.4. 
Step1.4. Compare the SSIM with the defined early termination threshold T. If it 
is smaller than T, go on to the next searching position and repeat 
step1.2-step1.4. Otherwise, terminate the searching process, the current 
searching position is selected as the best matching position and the minimum 
MV cost is renewed for later use. 

 Step2. Select the best prediction mode 
For the best matching block(s) of each prediction mode, RD cost is calculated 
using equation (8), the mode with minimum RD cost will be selected as the best 
prediction mode. If the INTER 8×8 mode is selected as the best mode, then the 
sub-modes including INTER8×4, INTER4×8, INTER 4×4 need to be checked in 
the same way. 

Simulation results demonstrate that the fixed SSIM threshold used in this algorithm 
creates desirable results, especially for the sequences with little motion. 

4   Simulations and Results Analysis 

4.1   Simulation Environment 

All the experiments are carried out under the following conditions: 

1. The proposed FMEBSS is implemented by modifying the H.264/AVC reference 
software JM11.0 [10]. Full search and spiral search pattern is selected. In order to 
compare the performance between the proposed FMEBSS and the original H.264 in 
inter coding, intra mode is forbidden in inter frame in both algorithms.  

2. Experiments were conducted with three quantization parameters QP = 10, 20 and 
30. 5 common test video sequences (QCIF 176×144) are selected to test our proposed 
algorithm, the first frame of the test sequences are shown in Fig 1. For each sequence, 
50 frames are encoded with the first frame as I-frame with QP=10, and the rest 49 
frames as P-frame. 
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akiyo  carphone   mobile  grandma   trevor 

Fig. 1. The first frame of the testing sequences 

3. The results are performed on PD/2.8GHz personal computer with a 512×2M 
RAM and Microsoft Windows XP as the operation system.  

4. Mean SSIM (MSSIM) is applied to assess the reconstructed video quality. It is 
measured frame by frame, and then average MSSIM of all frames as the whole 
sequence quality. The MSSIM of each frame is obtained by averaging all 8×8 sliding 
windows. The window starts from the top-left corner of the frame, moves pixel by pixel 
horizontally and vertically through all the rows and columns of the frame until the 
bottom-right corner is reached. We can assess the video quality even more strictly in 
this special way. The SSIM of the sliding 8×8 widow is calculated as follow:  

0.6 0.2 0.2y u vSSIM SSIM SSIM SSIM= × + × + × . (9) 

Where SSIMy, SSIMu, and SSIMv represent the SSIM of the component y, u and v of the 
current block respectively. 

5. The value of parameters K1 and K2 are listed in Table1 and the early termination 
threshold T is defined as 0.99 for all the prediction modes and all the QP value. 

4.2   Results Analysis 

The coding performances are compared in terms of output Bit/Pic and MSSIM of the 
reconstructed videos. The encoding time is used to compare the complexity of encoding 
algorithm. MSSIM and Time is the average of all the P-frames’ SSIM and Time 
correspondingly. The comparison results are tabulated in table 2, 3 and 4.  

As is clearly shown in the tables, the proposed FMEBSS has greatly reduced the 
coding time. Compared with the H.264 standard full search, the maximum reduction of 
coding time is 70.14%. The average time savings of the proposed method is up to 
62.62%, 50.11% and 27.45% for QP=10, 20 and 30 respectively. And the compression 
ratio is improved at the same time, the average reductions in Bit/Pic are 13.33%, 
9.89%, 5.74%, while the MSSIM degradations are negligible. In order to compare 
video perceptual quality between our FMEBSS and H.264, we show the fiftieth 
reconstructed frame of the sequence “mobile” in Figure 2, from which we can see that 
FMEBSS has the same visual quality with the H.264 full search although the MSSIM 
decrease is the largest among all the test sequences. 

We can also see that the proposed algorithm is even more efficient when applying to 
the sequences with little motion or large area of static background, such as “akiyo” and 
“grandma”. The coding result of “grandma” at QP =20 is even more desirable, in which  
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      H.264         FMEBSS 

Fig. 2. Coding result comparison of the 50th frame “Mobile” 

Table 2. Results comparison with parameter QP=10 

Sequence Algorithm Bit/Pic MSSIM Time 
(ms) 

△Bit/Pic 
(%) 

△MSSIM 
(%) 

△Time 
(%) 

H.264 10358 0.9965 3259
Akiyo 

FMEBSS 6991 0.9961 1182
-32.51 -0.05 -63.73 

H.264 39141 0.9951 5958
carphone

FMEBSS 36386 0.9947 2045
-7.04 -0.04 -65.67 

H.264 92689 0.9979 7687
mobile 

FMEBSS 85723 0.9973 3107
-7.52 -0.06 -59.58 

H.264 27013 0.9948 4982
grandma 

FMEBSS 24677 0.9941 1488
-8.65 -0.06 -70.14 

H.264 39077 0.9966 4831
trevor 

FMEBSS 34809 0.9959 2223
-10.92 -0.07 -53.99 

Average  -13.33 -0.06 -62.62 

Table 3. Results comparison with parapeter QP=20 

Sequence Algorithm Bit/Pic MSSIM Time 
(ms) 

△Bit/Pic 
(%) 

△MSSIM 
(%) 

△Time 
(%) 

H.264 2419  0.9942 2307 
Akiyo 

FMEBSS 1944  0.9939 1167 
-19.64 -0.03 -49.41 

H.264 8695  0.9848 5016 
carphone

FMEBSS 8232  0.9848 2184 
-5.32 -0.01 -56.46 

H.264 37485 0.9887 7405 
mobile 

FMEBSS 33340 0.9877 3969 
-11.06 -0.11 -46.40 

H.264 3166  0.9881 3305 
grandma 

FMEBSS 2948  0.9881 1379 
-6.90 0.01 -58.25 

H.264 12693 0.9879 4492 
trevor 

FMEBSS 11864 0.9873 2694 
-6.53 -0.06 -40.02 

Average  -9.89 -0.04 -50.11 
 



 A Novel Fast Motion Estimation Algorithm Based on SSIM for H.264 Video Coding 175 

Table 4. Rsults comparison with parameter QP=30 

Sequence Algorithm Bit/Pic MSSIM Time 
(ms) 

△Bit/Pic 
(%) 

△MSSIM 
(%) 

△Time 
(%) 

H.264 498  0.9902 1812 
Akiyo 

FMEBSS 447  0.9901 1198 
-10.39 -0.01 -33.90 

H.264 1932  0.9669 3781 
carphone

FMEBSS 1783  0.9684 2486 
-7.75 0.15 -34.26 

H.264 7800  0.9604 6730 
mobile 

FMEBSS 6693  0.9589 5519 
-14.19 -0.15 -17.99 

H.264 529  0.9818 2069 
grandma 

FMEBSS 567  0.9820 1381 
7.13 0.02 -33.24 

H.264 3440  0.9631 4020 
trevor 

FMEBSS 3319  0.9626 3301 
-3.53 -0.05 -17.89 

Average  -5.74 -0.01 -27.45 

FMEBSS can save coding time by 58.25%, save bit number by 6.9% and the image 
quality is improved a little at the same time. So we predict that there is still a lot of room 
to optimize, if choosing more reasonable parameters in the RD functions.   

And we also notice that the time saving decreases as QP increases. That is because 
the video quality declines as QP increases, fewer blocks can satisfy the threshold T. if 
adjusting the threshold lower, the time saving will be even more, but the reconstructed 
video quality may deteriorate. 

5   Conclusion 

In this paper, a fast algorithm FMEBSS was proposed to reduce the computation 
complexity of H.264. Compared with H.264 reference software, Simulation results 
show that the average time saving for all sequences is up to 46.73%. The proposed 
algorithm also averagely improve compression ratio by 9.65% at the same time, the 
coding quality MSSIM averagely declined only by 0.03%, which is negligible. 

The parameters used in the RD functions are obtained by extensive experiments, so 
further improvement can be achieved by optimizing the RD functions parameters. And 
the proposed method also can be applied to the fast searching algorithm of H.264 to 
save more encoding time. 

Acknowledgements 

The work described in this paper was substantially supported by research project from 
National Natural Science Foundation of China [Project No. 60402015], and research 
project from Guangdong Natural Science Foundation of China [project No. 
06025642]. 



176 C.-l. Yang, H.-x. Wang, and L.-M. Po 

References 

[1] Xu, J.F., Chen, Z.B., He, Y.: Efficient Fast ME predictions and early-termination strategy 
based on H.264 statistical characters. In: ICICS-PCM 2003, Singapore, vol. 1, pp. 218–222 
(2003) 

[2] Yang, L.B., Yu, K.M., Li, J., Li, S.P.: An Effective Variable Block-Size Early Termination 
Algorithm for H.264 Video Coding. IEEE Transactions on Circuits And Systems for Video 
Technology 15(6), 784–788 (2005) 

[3] Al Qaralleh, E.A., Chang, T.S.: Fast Motion Estimation by Adaptive Early Termination, 
Signal Processing Systems Design and Implementation, pp. 678–681 (2005) 

[4] Ivanov, Y.V., Bleakley, C.J.: Skip Prediction and Early Termination for Fast Mode 
Decision in H.264/AVC. In: ICDT 2006. International Conference on Digital 
Telecommunications, pp. 7–7 (2006) 

[5] Liang, Y.F., Ahmad, I., Luo, J.C., Sun, Y., Swaminathan, V.: On Using Hierarchical 
Motion History for Motion Estimation in H.264/AVC. IEEE Transactions on Circuits and 
Systems for Video Technology 15(12), 1594–1603 (2005) 

[6] Ahmad, I., Zheng, W.G., Luo, J.C., Liou, M.: A Fast Adaptive Motion Estimation 
Algorithm. IEEE Transactions on Circuits and Systems for Video Technology 16(3), 
439–446 (2006) 

[7] Wang, Z., Bovik, A.C., Sheikh, H.R., Simoncelli, E.P.: Image quality assessment: from 
error visibility to structural similarity. IEEE Trans. Image Processing 13(4), 600–612 
(2004) 

[8] Wang, Z., Lu, L., Bovik, A.C.: Video quality assessment using structural distortion 
measurement. In: Proceedings of the IEEE International Conference on Image Processing, 
pp. 65–68 (September 2002) 

[9] Wiegand, T., Sullivan, G.J., Bjontegaard, G., Luthra, A.: Overview of the H.264/AVC 
Video coding Standard. IEEE Trans. on CAS for video Technology 7(13), 560–576 (2003) 

[10] http://iphome.hhi.de/suehring/tml/download/ 



Shot Boundary Detection for H.264/AVC

Bitstreams with Frames Containing Multiple
Types of Slices

Sarah De Bruyne1, Wesley De Neve1, Davy De Schrijver1, Peter Lambert1,
Piet Verhoeve2, and Rik Van de Walle1

1 Ghent University - IBBT
Department of Electronics and Information Systems - Multimedia Lab

Gaston Crommenlaan 8, B-9050 Ledeberg-Ghent, Belgium
{sarah.debruyne,wesley.deneve,davy.deschrijver,

peter.lambert,rik.vandewalle}@ugent.be
http://www.multimedialab.elis.ugent.be/

2 Televic, Izegem, Belgium
p.verhoeve@televic.com

Abstract. In this paper, a novel shot boundary detection algorithm is
introduced for H.264/AVC bitstreams. This algorithm relies on features
present in a compressed video bitstream, i.e., macroblock types and ref-
erence directions. In contrast to existing algorithms, the proposed tech-
nique is able to analyze bitstreams with frames containing different types
of slices. To deal with such frames, formulas are presented that work on
inter- and intra-coded slices. The results obtained for the different types
of slices are combined by calculating a linear combination, taking into
account their size. This way, a metric is found that can be used for the
automatic detection of shot boundaries. Results show that the proposed
algorithm has a high accuracy in terms of recall and precision for video
sequences with frames containing multiple slice types.

1 Introduction

A prerequisite for video analysis is the automatic structuring of video content
into visually-coherent segments. Therefore, shot boundary detection has gener-
ally been accepted as the first step in high-level video analysis [1]. Algorithms
for shot boundary detection can typically be classified into two major groups,
depending on whether the operations are performed on uncompressed data or
whether they work with compressed domain features. Although algorithms in the
uncompressed domain generally obtain better results, they are computationally
demanding as a complete decompression step is required [2]. To avoid this com-
putational overhead, we focus on methods operating in the compressed domain.
Existing techniques in this domain mostly concentrate on previous MPEG stan-
dards like MPEG-2 and MPEG-4 Visual; they are based on the correlation of
DCT coefficients, prediction type information, or motion-prediction statistics [3].
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More and more video content is coded using the H.264/AVC video coding
standard [4]. As this specification possesses features like intra prediction and
multi-picture motion-compensation, shot boundary detection methods used for
previous video coding formats can no longer be applied [5,6]. An algorithm based
on the distribution of intra-coded macroblocks was discussed in [5], while the au-
thors of this paper described a method in [6] using the distribution of intra-coded
macroblocks and temporal macroblock prediction types. Liu et al. proposed a
similar technique using a Hidden Markov Model [7].

The H.264/AVC specification allows constructing coded pictures consisting of
a mixture of different types of slices. In [8], Undheim et al. use this feature to
minimize bit rate variations by inserting I slices at specific positions in inter-
coded frames, as an alternative to inserting fully intra-coded frames at a regular
time basis. In addition, H.264/AVC offers a new tool called Flexible Macroblock
Ordering (FMO) [9] which allows to encode slices with arbitrary shapes. Within
the scope of error resilience, this tool can for example be used to better protect
Regions Of Interest (ROIs) against transmission errors. This can be achieved by
inserting more intra-coded slices to represent important regions.

However, none of the above-mentioned shot boundary detection algorithms is
able to deal with multiple slice types in one frame as they work on completely
intra- or inter-coded frames. In this paper, formulas are presented to deal with a
mixture of inter- and intra-coded slices in a frame. First, formulas are introduced
for the different types of slices. Second, the results obtained for the different
slices are combined by making use of linear combinations, taking into account
the percentage of macroblocks belonging to the different types of slices.

The remainder of this paper is organized as follows. In Sect. 2, a shot bound-
ary detection algorithm is discussed that works on a frame basis, meaning that
each frame consists of only one type of slice. Based on this algorithm, Sect. 3
subsequently proposes an algorithm capable of dealing with frames consisting of
multiple types of slices. Next, the accuracy of our proposed method is discussed
in terms of recall and precision. Finally, Sect. 5 concludes this paper.

2 Shot Detection on a Frame Basis

Within a video sequence, a strong correlation exists between successive frames.
This results in specific characteristics of the motion prediction information and
the distribution of intra-coded macroblocks, since an encoder usually tries to
exploit temporal and spatial redundancy to a maximum extent. Based on these
characteristics, a metric can be defined that is able to automatically locate pos-
sible shot boundaries in the compressed domain.

2.1 Shot Boundaries Located at Inter-Coded Frames

P and B frames1 use temporal prediction to exploit similarities with previ-
ously coded frames. However, when the current frame is the starting frame of a
1 We refer to fully I, P, or B slice-coded pictures as I, P, and B frames, respectively.
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i-2 i-1 i i+1 i+2 i+4 i+5 i+6i+3

Fig. 1. Example of a video sequence consisting of three shots. In the figure, the frames
are depicted in display order. Fj and fj correspond to a reference and a non-reference
frame, while the arrows represent the avaible reference frames. Full arrows indicate
that the corresponding reference frame is frequently used.

new shot, this frame will hardly have any resemblance with previously depicted
frames. Therefore, an encoder will prefer to mainly use intra-coded macroblocks
or macroblocks referring to following frames (called backward prediction), as can
be seen in Fig. 1 for frames fi and Fi+5. The previous frame, in its turn, will
hardly have any correlation with frames belonging to the next shot; it will there-
fore mainly contain macroblocks referring to previously depicted frames (called
forward prediction) and intra-coded macroblocks (e.g., frames fi−1 and fi+4).

In prior standards, there was a strict dependency between the ordering of pic-
tures for motion compensation referencing purposes and the ordering of pictures
for display purposes. In H.264/AVC, these restrictions are mostly removed, al-
lowing the decoupling of referencing order from display order [4]. Therefore, in
order to determine the reference directions, it is not sufficient to only investigate
the macroblock types; the display numbers of the reference frames and the cur-
rent frame also need to be considered. In [6], a new concept was proposed, which
we called temporal prediction type of a macroblock; it represents the reference
direction of a macroblock. Based on a comparison between the display numbers
of the reference frames and the current frame, the temporal prediction types of
the macroblocks in the current frame can be determined. In case the display
numbers of all reference frames are prior (resp. next) to the current frame, we
speak of forward (resp. backward) temporal prediction. In case reference frames
are located before as well as after the current frame, a macroblock is coded using
bi-directional temporal prediction. Finally, a macroblock can also be intra-coded.

Based on the percentage of macroblocks coded with these four different tem-
poral prediction types, a metric can be defined for determining possible shot
boundaries located at a P or B frame. Let ι(i), ϕ(i), β(i), and δ(i) be the
number of macroblocks coded using intra, forward, backward, and bi-directional
temporal prediction, respectively, of the current frame fi; let fi−1 be the previ-
ous frame and let #MB denote the number of macroblocks in a frame. A shot
boundary is then declared at the current P or B frame when

1

#MB
(ι(i − 1) + ϕ(i − 1)) > T1 ∧ 1

#MB
(ι(i) + β(i)) > T1, (1)

where T1 represents a predefined threshold. In Sect. 4, we will elaborate on the
selection of the optimal value for this threshold.
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10 27 51

window of 3x3
macroblocks

Fig. 2. Distribution of Intra 4×4 and Intra 16×16 macroblocks in successive I frames

2.2 Shot Boundaries Located at Intra-coded Frames

In the H.264/AVC standard, spatial prediction is used to code I frames. The spec-
ification supports several types of intra macroblock types, of which Intra 4×4
and Intra 16×16 are the most commonly used. Intra 4×4 is generally preferred
by an encoder in case a part of a picture contains a significant amount of detail,
whereas Intra 16×16 is more suited for coding smooth areas.

In case the frame preceding the current I frame is inter-coded, this frame
contains hardly any spatial information. Therefore, it is not useful to compare
these two frames. Instead, the current frame is compared with the previous I
frame in the bitstream (e.g. frames f27 and f51 in Fig. 2).

When two successive I frames belong to different shots, the distribution of the
intra prediction modes in both frames will highly differ, as shown in Fig. 2. By
comparing the intra prediction modes in both frames at corresponding positions,
the dissimilarity between these frames can be calculated. However, due to the
movement of objects or the camera, this approach will lead to a high number
of false alarms. Therefore, instead of comparing corresponding macroblocks, a
window is selected for each macroblock. In this paper, we work with a window
of 3×3 macroblocks, but other dimensions could be used as well. This window
is compared with the corresponding window in the previous I frame by taking
into count the different amounts of Intra 4×4 and Intra 16×16 macroblocks.
Let fi and fj be the current and previous I frame, w(fi, m) the window belong-
ing to the mth macroblock in frame fi, and I4(w(fi, m)) and I16(w(fi, m)) the
amount of macroblocks in w(fi, m) coded using Intra 4×4 and Intra 16×16. The
dissimilarity metric Ω(i) for two I frames can then be defined as follows:

Ω(i) =
1

#MB

∑

∀m∈fi

W (fi, m) with (2)

W (fi, m) =

∣∣I4(w(fi, m)) − I4(w(fj , m))
∣∣ +

∣∣I16(w(fi, m)) − I16(w(fj , m))
∣∣

2 · size in macroblocks(w(fi, m))
. (3)

Based on this metric for the current frame fi and the percentage of macroblocks
coded using intra and forward temporal prediction in the previous frame fi−1, a
shot boundary is declared at an I frame when the following two conditions are met:

1

#MB
(ι(i − 1) + ϕ(i − 1)) > T1 ∧ Ω(i) > T2, (4)

where T2 represents a second predefined threshold (see Sect. 4).
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3 Shot Detection on Frames with Multiple Slice Types

In the previous section, two formulas are developed to locate shot boundaries
depending on the coding type of the current frame. However, as discussed in
Sect. 1, it is allowed in H.264/AVC to construct coded pictures consisting of a
mixture of different types of slices. As a result, the likelihood of a shot boundary
needs to be calculated for every slice type separately. Afterward, the computed
results for the different types of slices are then combined, taking into account
the size of each slice.

Depending on the application area, a slice can have a different size and shape.
In the following sections, we focus on slices with a limited number of macroblocks
in raster-scan order, as well as slices corresponding to ROIs. Note that these
algorithms can also be applied to other subdivisions of pictures into slices.

3.1 Shot Detection on a Slice Basis

Formulas for Inter-coded Slices. The formula for P and B slices can be
derived in a similar way as for P and B frames (Formula 1). Instead of computing
the percentage of macroblocks coded using intra, forward, backward, and bi-
directional temporal prediction in a frame, these percentages are calculated for
a slice.

Formulas for Intra-coded Slices. For I slices, on the other hand, a more
complex approach is needed as it is possible that I slices are not always located at
the exact same position or differ in size [8]. For example, in Fig. 3, ROIs are coded
as I slices more frequently, while the background remains inter-coded. Since an
object of interest may move, ROIs can change in terms of shape and position.
Another example is given in Fig. 4, where macroblocks are assigned to slices
in raster-scan order, after which the obtained slices are intra-coded alternately
across the different frames. In Sect. 2.2, the dissimilarity between two I frames
was calculated by comparing the intra prediction modes of macroblocks within
a window at corresponding positions. However, this method cannot directly be
applied to slices as the previous I slice is not necessarily located at the same
position or has the same size as the current I slice. This can for example be seen
in Fig. 3. Furthermore, comparing the windows of the current I slice with the
previous fully I slice-coded frame is not a good approach either as a lot of spatial
information originating from intermediate I slices is discarded. To overcome this
problem, an extended approach is needed.

Instead of only taking into account the macroblock modes of the previous I
slice, it is possible to compare the current macroblocks with the macroblocks
in all previous I slices. As the content of closely located pictures is typically
more similar than pictures located further away, the co-located macroblocks
are selected from the closest I slice covering this position. An example is given
in Fig. 3. Here, the bottom six macroblocks of the window in frame f18 are
compared with the co-located macroblocks in the previous I slice, which belongs
to f12. The upper three macroblocks, on the other hand, belong to an inter-coded
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f0 f6 f12 f18

I/P-slicesI/P-slicesI/P-slicesI-slices
P slice

I slice I slice I slice

I slice P slice P slice

Fig. 3. Part of a video coded using multiple types of slices. Every six frames, an I slice
is used for coding the ROI while the background is inter-coded. The nine macroblocks
in the selected window in f18 are compared with macroblocks in previous I slices.

f0 f2 f8 f16

I/P slicesI/P slicesI/P slices P slices

P slice

I slice

P slice

P slice

I slice P slice

I slice

Fig. 4. Video sequence where every eight frames, one of the slices is alternately coded
as an I slice. Although f2 does not contain I slices, it is depicted as well as it is the
first frame of a new shot. The full arrow points to the co-located macroblocks in case
f2 is not used, while the dotted arrow represents the new technique.

slice in frame f12. Therefore, we go back in the video sequence until we find an
I slice that covers this area, i.e., an I slice in frame f0.

At a first glance, it looks like all previous I slices need to be stored for the
successful execution of our algorithm. However, it is only necessary to know for
each macroblock what its prediction mode was in the last covering I slice. As a
result, this information can be stored in an intra prediction map Mi, having the
dimension of a frame. After processing an I slice, the map Mi is updated with
the information retrieved from this I slice.

To calculate the dissimilarity Ω(si) between the current slice si and the map
Mi, which contains information from the previous frames, Formulas 2 and 3 need
to be adjusted in order to be able to work on a slice basis. For this, we use the
same conventions as in Sect. 2.2.

Ω(si) =
1

#MB

∑

∀m∈si

W (si, m) with (5)

W (si, m) =

∣∣I4(w(si, m)) − I4(w(Mi, m))
∣∣ +

∣∣I16(w(si, m)) − I16(w(Mi, m))
∣∣

2 · size(w(si, m))
. (6)

In certain applications, video sequences are coded using fixed GOP structures.
This means that fully I slice-coded pictures are inserted on a regular time basis
independent of the content of the video. As a result, it can be expected that
the first encoded frame of a new shot will be coded using P or B slices mainly
containing intra-coded macroblocks, as can be seen in Fig. 4. This shot boundary
will normally be detected using the formulas for P and B slices. However, as the
content of the video highly changes due to the shot boundary, spatial information
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in following I slices will highly differ from the spatial information present in the
map. This is due to the fact that the map still contains information corresponding
to the previous shot. As a result, the dissimilarity metrics for following slices will
indicate that the probability of a shot boundary is high. This is incorrect because
the map still contains old information, although a new shot has already been
started. Therefore, when a new shot boundary is detected on a P or B slice
coded frame, the intra-coded macroblocks of this frame are inserted into the
map as well. The content of the map will then be updated with the new shot
information, resulting in less false positives.

Fig. 4 illustrates the update step for the intra prediction map Mi. When
processing the macroblocks in the I slice of f16, the map contains macroblock in-
formation from f8 and f0. However, the information from f0 is out-dated. When
comparing the macroblocks from f16 with the information from f0, it results in
a high dissimilarity. Therefore, one could falsely conclude that the possibility of
a shot boundary at f16 is high. Instead, a new shot will typically be declared
at f2 as this frame only contains intra-coded macroblocks. When inserting the
intra-coded macroblocks of a frame corresponding to a shot boundary into the
map, the number of false alarms is reduced.

3.2 Combining Different Types of Slices in One Frame

As a frame can consist of different types of slices, the formulas for inter- and
intra-coded slices need to be combined. Therefore, we propose to combine the
results obtained for the different types of slices, as explained in the previous
section, by calculating a linear combination. In this formula, the size of each
slice in terms of macroblocks is also taken into account. This means that the
result for relatively small slices has a minor impact on the final result compared
to relatively large slices. Let v(Intrai) and v(Interi) be the values obtained for
the intra- and inter-coded slices in the current frame i (i.e., the dissimilarity
metric Ω(si) for the I slices and the percentage of intra-coded and backward
referring macroblocks for the inter-coded slices). Let s(Intrai) and s(Interi)
denote the corresponding relative sizes. The current frame will then coincide
with a shot boundary in case:

s(Interi) · v(Interi) + s(Intrai) · v(Intrai) > s(Interi) · T1 + s(Intrai) · T2 (7)

As shown in the next section, the optimal threshold for inter-coded slices, T1,
is higher than the threshold for intra-coded slices, T2. As a result, large values for
v(Interi) could undermine the results for I slices. Therefore, we rescale the part
of Formula 7 corresponding to the I slices so that both parts are compared with
the same threshold, i.e., T1. This is done by multiplying the parts corresponding
to I slices with T1

T2
. After reducing this formula, we obtain the following formula:

s(Interi) · v(Interi) + s(Intrai) · v(Intrai) · T1

T2
> T1 (8)

As can be seen in Formulas 1 and 4, there are always two conditions that need
to be fulfilled in case a shot boundary is detected. The first condition considers
the previous frame, while the second condition corresponds to the current frame.
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As Formula 8 corresponds to the second condition, an extra formula needs to
be added for the previous frame. This can be done in a similar manner. In case
the formulas for both the current and previous frame exceed the thresholds,
a shot boundary is detected. Note that in case these formulas are applied to
sequences with frames containing only one type of slice, exactly the same results
are obtained as the formulas presented in Sect. 2.

For the detection of gradual transitions, a similar approach as described in
[6] is adopted. This technique compares the amount of intra-coded macroblocks
within a frame with the average amount of intra-coded macroblocks in a number
of previous frames. This technique can be used for frames containing different
types of slices as well.

4 Results

To evaluate the accuracy of our algorithm, experiments have been carried out
on three trailers with a resolution of 848×352 pixels, a frame rate of 25 fps,
about 9500 frames, and brimmed with all kinds of shot changes, variations in
light intensity, and motion. These sequences were coded a number of times with
slices corresponding to ROIs as well as with slices containing a fixed number of
macroblocks in raster-scan order. Furthermore, different fixed GOP structures
(IPP ∗ and I(BBP )∗) were used.

In the first case, different choices for the ROIs were used, as can be seen in
Table 1. As the center of a video sequence generally contains the most important
information, 25%, resp. 50%, of the macroblocks located in the middle were
indicated as ROI. In addition, the ROIs were also selected manually to evaluate
their influence on the algorithm. This way, ROIs can move around and change in
size, which was not possible in the previous configuration. I slices corresponding
to ROIs were inserted every three or fifteen frames (indicated by ΔROI I).

In the second case, the sequences were coded using regular slices each contain-
ing 250 macroblocks. As a result, each frame is divided in five slices. Every three,
resp. six, frames, an I slice was inserted alternately (indicated by ΔI slice). This
means that the distance between two frames containing an I slice at the same
position is 15, resp. 30, frames. This is similar as in Fig. 4, where ΔI slice is
equal to eight. Results for this configuration are shown in Table 2.

In the previous sections, the obtained results were compared to thresholds
in order to detect the shot boundaries. To optimize the performance of the
algorithm, these thresholds were selected by comparing the recall and precision of
the algorithm for different values. Preliminary work has shown that the optimal
values for T1 and T2 are equal to 80% and 22%. This technique is also used by
Kim et al. in [5] to calculate the optimal value of a threshold.

The results obtained with our proposed algorithm were compared with the
ground truth and are tabulated in Table 1 and Table 2. For this purpose, the
“recall” and “precision” ratios are applied, based on the number of correct de-
tections (Detects), missed detections (MDs), and false alarms (FAs):

Recall =
Detects

Detects + MDs
and Precision =

Detects

Detects + FAs
.
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Table 1. Performance of the algorithm using precision (Pr) and recall (Re) ratios (%)
on sequences coded with slices corresponding to ROIs

Test sequences # original 0% ROI 25% ROI 50% ROI moving ROI
shots Pr Re Pr Re Pr Re Pr Re

Little miss sunshine
IBBP (ΔROI I = 3) 106 93.3 99.0 91.4 99.0 91.4 100.0 96.2 99.0
IBBP (ΔROI I = 15) 106 93.3 99.0 91.4 99.0 95.2 100.0 97.1 97.1
IPPP (ΔROI I = 3) 106 97.1 93.6 96.2 96.2 94.3 100.0 99.0 95.4
IPPP (ΔROI I = 15) 106 97.1 93.6 96.2 96.2 95.2 96.2 97.1 93.6

Accepted
IBBP (ΔROI I = 3) 124 98.4 95.3 98.4 93.8 99.2 94.6 100.0 93.2
IBBP (ΔROI I = 15) 124 98.4 95.3 98.4 93.8 99.2 93.1 99.2 91.0
IPPP (ΔROI I = 3) 124 98.4 93.8 97.6 95.2 96.7 96.0 100.0 95.3
IPPP (ΔROI I = 15) 124 98.4 93.8 97.6 93.8 98.4 93.1 99.2 93.1

Friends with money
IBBP (ΔROI I = 3) 50 93.3 99.0 95.9 100.0 93.9 100.0 98.0 98.0
IBBP (ΔROI I = 15) 50 93.3 99.0 91.8 100.0 93.9 100.0 98.0 100.0
IPPP (ΔROI I = 3) 50 97.1 93.6 93.9 97.9 91.8 100.0 95.9 97.9
IPPP (ΔROI I = 15) 50 97.1 93.6 89.8 97.8 91.8 97.8 95.9 95.9

Table 2. Performance of the algorithm using precision (Pr) and recall (Re) ratios (%)
on sequences coded with slices each containing 250 of macroblocks in raster-scan order

Test sequences # original no extra I slices ΔI slice = 3 ΔI slice = 6
shots Pr Re Pr Re Pr Re

Little miss sunshine
IBBP 106 93.3 99.0 92.4 99.0 96.2 98.1
IPPP 106 97.1 93.6 97.1 100.0 97.1 96.2

Accepted
IBBP 124 98.4 95.3 99.2 96.1 99.2 95.3
IPPP 124 98.4 93.8 99.2 94.6 99.2 93.8

Friends with money
IBBP 50 93.3 99.0 100.0 100.0 100.0 98.0
IPPP 50 97.1 93.6 100.0 100.0 95.9 97.9

To compare the results with sequences with frames containing only one type of
slice, a column representing 0% ROI, resp. no extra I slices, was added as well.
Here, no I slices were inserted, resulting in traditional coding patterns.

The results show that the proposed algorithm is characterized by a high
accuracy for different encoder settings and different subdivisions of a picture
into slices. Nearly all cuts were correctly detected, whereas the gradual changes
caused more problems.

The major part of the missed detections is caused by long gradual changes,
which is a problem most algorithms cannot cope with [3]. As the difference
between successive frames is minimal, it is difficult to detect these transitions.

Falsely detected cuts are mostly caused by sudden changes in light intensity.
Furthermore, fast motion covering a major part of the scene results in falsely
detected gradual changes as the characteristics of the macroblocks are similar.

Note that the accuracy of the algorithm is encoder dependent as the algorithm
relies on the coding choices made by the encoder.
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5 Conclusions

This paper introduced an algorithm for shot boundary detection on H.264/AVC
compressed bitstreams. In contrast to existing algorithms, the approach is able
to deal with frames that consist of different types of slices. To deal with such
frames, formulas are presented for inter- and intra-coded slices that make use of
the distribution of the different macroblock types and the reference directions.
To combine the results of the different types of slices, a linear combination of
the obtained results is calculated, taking into account the size of each slice.
Experimental results show that our algorithm is characterized by a high accuracy
in terms of recall and precision for conventional video sequences, as well as for
sequences with frames that consist of different types of slices.
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Abstract. Many researchers try to utilize the semantic information extracted 
from visual feature to directly realize the semantic video retrieval or to 
supplement the automated speech recognition (ASR) text retrieval. But bridging 
the gap between the low-level visual feature and semantic content is still a 
challenging task. In this paper, we study how to effectively use Latent Semantic 
Indexing (LSI) to improve the semantic video retrieval through the ASR texts. 
The basic LSI method has been shown effective in the traditional text retrieval 
and the noisy ASR text retrieval.  In this paper, we further use the lexicon-
guided semantic clustering to effectively remove the noise introduced by news 
video’s additional contents, and use the cluster-based LSI to automatically mine 
the semantic structure underlying the terms expression. Tests on the TRECVID 
2005 dataset show that the above two enhancements achieve 21.3% and 6.9% 
improvements in performance over the traditional vector-space model(VSM) 
and the basic LSI separately. 

Keywords: ASR text, LSI, Semantic video retrieval. 

1   Introduction 

In video retrieval, the users’ need is not only the visually similar content, but the 
semantic similar content. So low-level features are now becoming insufficient to build 
efficient news video retrieval systems. Many works have done to bridge the gap 
between low-level features and semantic content, but this is still a challenging task in 
the future. In this paper, we try an alternative way to mine the video’s semantic 
information from its automatic speech recognition (ASR) text.  One reason is that 
ASR text is the direct semantic description about video content. The other is that the 
technologies of text retrieval are more mature than the ones of visual features process. 
But news video’s ASR texts have their own characteristics, and we should adopt the 
traditional information retrieval methods, LSI, for it.  
                                                           
* This paper is supported by National Basic Research Program of China (973 Program, 

2007CB311100), Beijing Science and Technology Planning Program of China (D01060-
08040291) and National High Technology and Research Development Program of China 
(863 Program, 2007AA01Z416). 
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Many works have done to prove the effectiveness of LSI in common text retrieval 
[5][9][13]. Moreover, L.Hollink et al. demonstrated the feasibility of the basic LSI 
method in the noisy ASR texts[1]. In TRECVID 2005 ASR texts, the word error 
rate(WER) is 33.8%[14], and the average length of shot document is about 14.5, 
while the counterpart in TREC collection is 84.6(after pre-processing) [13]. These 
data are a challenge to the basic LSI. By enhancing the basic LSI to fit ASR texts, we 
further affirmed the validity of the LSI approach in video’s ASR texts retrieval. 

1.1   Related Work 

In semantic video retrieval field, much of prior work focused on extracting semantic 
information from videos’ multi-modality resources to supplement the video’s ASR 
text. Neo[2] integrates event-related high-level features (HLFs) to provide the 
additional context and knowledge. The event-related HLFs are relevant visual features 
detected by a machine learning approach. The improvement of the performance is 
significant. But the HLF detectors’ training need a large scale annotated corpus, and 
the detection confidence is unstable when the test collection is inconsistent with the 
training collection. Many researchers try to use the data mining technology to 
automatically mine the semantic information directly from the video’s low-level 
visual features. In [3] and [4], authors perform LSI separately on the region-level and 
low-level visual features, and try to automatically bridge the gap from low-level 
visual features to the semantic content. But these approaches need a rigorous 
experimental environment: [3] assume that a video shot is well represented by its key 
frames. In [4]’s experiment, the corpus must be standard and contain limited semantic 
categories. However, all these assumptions are unpractical.  

1.2   Our Work 

We parse a corpus in three level hierarchical structures, initially keywords(term-
document matrix), topics(LSI semantic space) and semantic clustering, and retrieve 
under this structure. 

Generally, ASR texts include two main errors: one is the word error imported by 
speech recognition step, and the other is the matching error induced when mapping 
the ASR text to the video’s shot. To reduce the negative influence imported by errors, 
we retrieve the text by using LSI approach instead of using the common term-
matching algorithm. LSI can map the keywords space to a reduced-dimension 
semantic concept space and ignore the unimportant details. These features make the 
LSI very compelling and useful in semantic retrieval. 

Besides, the video’s shot ASR text is very short (in our experiment, the shot text’s 
average length is 14.5). Much important information may appear as rarely as the real 
noises do. Furthermore, news videos not only include the real-life events shots 
(valuable news content), but also include some additional shots (redundant content), 
such as led-in/out, advertisement, special graphic effects, etc. So we mine semantic 
structure in this impure corpus is unadvisable. We utilize lexicon–guided semantic 
clustering to remove the redundant contents in news video, and perform LSI in the 
semantic class instead of the whole document collection. As confirmed by our 
experiments, the introduction of lexicon can get an improvement of 6.9%.  
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The rest of this paper is organized as follows: In section 2, we give a brief review 
of LSI, and describe its importance to ASR texts retrieval. Next we present the 
lexicon-guided semantic clustering and the cluster-based LSI in the section 3. Then 
we set up the experimental framework to compare the adaptive LSI to traditional 
methods in section 4 and discuss two open questions in section 5. Finally, conclusion 
and future work are given in the last section. 

2   Latent Semantic Indexing 

2.1   LSI  

In natural langue analyzing field, a certain word can be interpreted in different ways 
within different contexts (polysemy); while the same concept can be described using 
different terms(synonymy). LSI was proposed to solve these problems. The key idea 
is clustering the co-occurring keywords, and mapping documents and queries into a 
lower dimensional space(latent semantic space)[5]. The advantage of retrieval in this 
space is that a query can be similar to a document even when they share no words. 

The LSI technique makes use of the singular value decomposition(SVD) to mine 
the total collection’s semantic structure. Firstly, we represent the document collection 
as a term-document matrix Mt×d, then the SVD decompose Mt×d into the product of 
three matrices: 

( )d r

T

t d t r r r
M T S D× × × ×=  (1) 

where t is the number of terms, d is the number of documents. r is the rank of M. T 
and D are the matrices with orthonormal columns. S is a diagonal matrix of M’s 
singular values sorted in decreasing. The singular value is larger, the corresponding 
dimension is more important. By restricting the matrixes T,S,D to their first k  rows , 
we can get a approximate matrix  M ′ : 

( )d

T

t d t k k k k
M T S D× × × ×

′ ′ ′ ′=  (2) 

Where k< r . 
Discarding the less important dimensions can remove much of the noise, and 

transform the term space to the reduced-dimension latent semantic space. 
In retrieval period, through the formula(3) we  transform the q to latent semantic 

space: 

1T

t k k kq q T S −
× ×

′ ′=  (3) 

We use the standard cosine measure(4) to compute the similarity between the 
query and document: 

( ) ( )
( )

, i

i

i

q D
LSI q doc

q D

′ ′•
=

′ ′
 (4) 

( )
i

D′  is the i-th column of  matrix D′ . 
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2.2   LSI in ASR Texts 

In the ASR text retrieval, the contribution of LSI is not limited in polysemy and 
synonymy problems, it can reduce the negative effect brought by speech recognition 
errors. LSI reduces the importance of the individual terms, and pays more attention to 
the latent structure underlying the whole document collection. So the individually 
term recognition error can not influence the retrieval precision in LSI.  

Furthermore, LSI is a completely automatic unsupervised statistical learning 
approach, and is free of hand-labeled training data. This factor overcomes the 
drawback that the confidence depends on the training collection. This problem lies in 
most of the traditional machine learning approaches used to extract HLFs from visual 
feature, and hinders the HLFs’ application in semantic video retrieval. 

The other problem in practical application is the efficiency. [5] shows that 
decomposing a matrix with 70,000 documents and 90,000 terms requires about 18 
hours of CPU time on a SUN SPARCstation 10 workstation. This cost is a too 
horrendous to bear. Note that the term-document matrix is quite sparse. In our 
experiment, the matrix contains only 0.17% non-zero entries. So we select the 
SVDPACK[6] to quickly compute the SVD. This software package implements 
Lanczos and subspace iteration-based methods for determining several of the largest 
singular triplets (singular values and corresponding left- and right-singular vectors) 
for large sparse matrices. For a matrix with the size of 20932×8410, only require 
about 1 minute of CPU time on a P4 PC.  Meanwhile our semantic clustering in next 
section will be used to reduce the dimension of the matrix, and to further increase the 
performance efficiency. 

3   Lexicon Guided Semantic Cluster 

Based on the characteristics of news videos, we predefined four semantic classes: 
politics, sports, finance, and general [10]. The general class is designed to remove the 
redundant shots described in the above section. The initial cluster centroids are pre-
constructed pseudo samples based on the HowNet’s relevance calculator[7][11]. Then 
we use the k-means approach to continually adjust the initial cluster centers to really 
reflect the current collection’s characteristics. The detail process is as follows: 

− In step1, we utilize the HowNet’s relevance calculator to separately produce three 
relevant word lists for politics, sports and finance. Then we transform these lists to 
term vector space of the Term-Document Matrix Mt×d.. These vectors are the initial 

cluster centers { }
0 1 2 3
, , ,Center C C C C= . Where 

0
C is the initial center of general 

class, and we set it’s values with zero.  
− In step2, we use the iterative computation to adjust the pseudo centers to the real 

corpus, and produce the final cluster centers : { }
0 1 2 3
, , ,Center C C C C′ ′ ′ ′ ′= . 

− In step3, we classify the corpus to four classes based on Center′ . 
− In step4, by measuring the distance between the query and the three new cluster 

centers 
1 2 3
, ,C C C′ ′ ′ , we get the scores of the query belonging to the corresponding 

semantic classes: 
1

α , 
2

α ,
3

α . 
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− In step5, we separately perform the LSI analysis in three semantic classes, and fuse 
the results based on the scores in step4:  

( )
1,2 ,3

, ( , )
k k k

k

Sim q D LSI q Dα
=

= ∑  (5) 

By deeply analyzing the original data and the classified results, we found that the 
general class can effectively remove the additional shots. In the 20932 documents, 
only 2228 shot documents are clustered into general class, and these snippets are very 
short, or their contents are irrelevant to any news classes.  

The comparison experiments tell us that classifying the document collection only 
based on the HowNet’s cluster centers or the k-means centers performs worse than the 
above approach. Because the HowNet’s cluster centroids are produced by its corpus 
and rules, and the terms’ distribution is somewhat different from the current 
collection. So the strategy of using lexicon to guide the k-means clustering is 
reasonable and hence effective.  

4   Empirical Validation 

We choose the TRECVID 2005’s English test collection as our experimental data. 
After pre-processing, the total number of the shot documents is 20932, the number of 
the unique terms is 8410, and 305529 non-zero entries in the term-document matrix. 

We select 12 topics from the 2005 search task to test our methods, and the choice 
criterion is the number of the relevant documents in the test collection bigger than 50. 
Table.1 is the topics’ information: 

149=”Find shots of Condoleeza Rice”; 
160="Find shots of something (e.g., vehicle, aircraft, building, etc) on fire with 

flames and smoke visible"; 
161="Find shots of people with banners or signs"; 
162"Find shots of one or more people entering or leaving a building"; 
163="Find shots of a meeting with a large table and more than two people"; 
164="Find shots of a ship or boat"; 
165="Find shots of basketball players on the court"; 
166="Find shots of one or more palm trees"; 
168="Find shots of a road with one or more cars"; 
169="Find shots of one or more tanks or other military vehicles"; 
170="Find shots of a tall building (with more than 5 floors above the ground)"; 
172="Find shots of an office setting, i.e., one or more desks/tables and one or more 

computers and one or more people";  

Table 1. Statistics of topics 

topic 149 160 161 162 163 164 165 166 168 169 170 172 

Rel-Num 72 90 255 162 95 64 130 159 548 286 135 487 

Pre-Rank 9 17 12 22 14 5 13 18 7 11 19 16 
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Where the Rel-Num is the topics’ relevant documents number in the test collection; 
and the Pre-Rank is the topics’ mean average precision ranking among the 24 topics, 
the average ranking is 13.5. 

The version of HowNet we used in our experiments includes 158849 words. 

4.1   Evaluation Method 

To determine the accuracy of the methods’ retrieval results, we use average precision, 

following the standard in TRECVID evaluations. Let kL  = { }1 2
, , ......, kl l l  be a 

ranked version of the retrieval results set S. At any given rank k let 
k

R  be the number 

of relevant shots in the top k of L, where R is the total number of relevant shots in a 
set of size S. Then average precision is defined as: 

Average Precision = ( )
1

1
k

k

k

S R
f l

R k=

∑  (6) 

Where function ( )
k

f l  = 1 if
k

l ∈R and 0 otherwise. The average precision favors 

highly ranked relevant shots. 
We use the truths provided by NIST to evaluate our methods. But we found that 

the truths are only subsets of the whole test collection, and many of the documents 
returned by our system were not judged for relevance. The same obstacle of 
evaluation is also encountered by[9]. So we only evaluate the performance of 
submitted results with relevance judgments. 

4.2   Pre-processing 

Firstly, we matched the ASR texts with the shots based on the shot temporal 
boundaries, and expanded the shot boundaries to include up to 3 immediate neighbors 
on either side to compensate for speech and visual misalignment. 

Then we remove the stopwords using the SMART’s English stoplist. Additionally, 
we computed all the terms’ document frequency (DF) occurred in the whole 
collection, and add the terms with highest DF to the user-defined stop word list.  

To decrease the matrix total size and to enhance the efficiency, we extract only 
nouns and verbs. This step can decrease the term dimension from 8410 to 7159. 

We also used the Porter’s well-established stemming algorithm [8] to unify terms, 
which allows several forms of a word to be considered as a unique term. 

4.3   Primary Results 

In our experiment, we realized three runs to compare our method’s effect. Where: 

Run1: the vector space model(VSM) 
Run2: LSI 
Run3: lexicon-guided cluster + LSI 
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The three methods have the same pre-processing. In Run2 the dimension of LSI is 
306, and in Run3 the dimensions of three LSI respectively are 206, 206 and 214.  

Fig. 1 displays the performance curves for the retrieval average precisions of three 
methods for 12 topics. 
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Fig. 1. Average precision of three methods 

Table.2 displays the mean average precision(MAP) of the three runs: 

Table 2. Evaluation Results in MAP 

Runs Run1 Run2 Run3 

MAP 0.141 0.160 0.171 

In Run2, we noted that applying LSI in semantic retrieval can increase the 
performance by about 13.5% than VSM, and Run3 shows that the lexicon-guided 
semantic cluster can increase the performance by about 6.9% than LSI.  

5   Discussion 

On the deeper analysis, we find that LSI is designed as a recall enhancing method by 
expanding the terms in retrieving process. The enhancement can easily find in the 
second row of Table.3. But the other result of expansion is that there are highly 
ranked but irrelevant documents in the LSI’s result list(Run2 in Top10 is 1.08, and 
Run1 in Top10 is 1.16). The lexicon-guided semantic cluster can partially alleviate 
this problem(the Run3 in Top10 is 1.75). But the hits in the top ranking is still too 
low, and we’ll seek some more effective approach to distinguish what should be 
expanded from what should not be expanded, such as the syntactic or statistically-
derived phrases, part of speech parsing, etc. 
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Table 3. The average hits at depths 10,50,100,300 and 500 

 Top10 Top50 Top100 Top300 Top500 

Run1    1.16    6.66   11.33   35.83    58.58 

Run2    1.08    7.33   15.75   42.91   69.91 

Run3 1.75 8.25 16 33.83 36.67 

Where the scores are the average hits of 12 topics at corresponding depths. 
Besides, choosing the appropriate number of dimensions for the LSI representation 

is an open research question. In our experiments, we set k with different values such 
as 100, 200, 300, 500, 800 and 1000. We find that the performance improves as k 
increases for a while, and then decreases, and reach the best results on from 200 to 
300. 

6   Conclusion 

In this paper, we proposed a method of using lexicon knowledge to guide the 
semantic clustering, and using semantic cluster to restrict the LSI’s expansion. The 
experiments show that the proposed approach can improve the retrieval performance 
significantly. Prior works have proved the validity of the basic LSI in common texts 
retrieval, and our works further affirmed the validity of the enhanced LSI approach in 
video’s ASR texts retrieval. In the future we’ll try to fuse multi-modality video 
features to a uniform representation space, and to learn the semantic in this space. 
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Abstract. We propose an adaptive method that can estimate 3D posi-
tion of a soccer ball by using two viewpoint videos. The 3D position of a
ball is essential to realize a 3D free viewpoint browsing system and to an-
alyze of soccer games. At an image processing step, our method detects
the ball by selecting the best algorithm based on the ball states so as
to minimize the chance to miss the ball and to reduce the computation
cost. The 3D position of the ball is then estimated by the estimated 2D
positions of the two camera images. When it is impossible to obtain the
3D position due to the loss of the ball in an image, we utilize the Kalman
Filter to compensate the missing position information and predict the
3D ball position. We implemented a preliminary system and succeeded
in tracking the ball in 3D at almost on-line speed.

1 Introduction

Live broadcasting of sports is considered as one of the promising applications in
multimedia literature. Among the various kinds of sports, soccer is one of the
most popular sports and it is worth broadcasting and making innovative multi-
media content for that. While traditional live broadcasting system is designed
to send a video stream that is just taken by cameras, new style of browsing the
sports, live 3D video browsing, is going to be in reality. In the 3D video brows-
ing, audience can virtually fly over the soccer field and see the game from any
preferred viewpoint.

Kanade et al. have developed a pioneering system for 3D sport browsing,
named Eye Vision System[1]. It can produce a video stream in which the camera
virtually revolves around a player in focus though viewers cannot choose the
player to see in the system. Some of the research works succeeded in providing
a true 3D browsing system for games held in a soccer stadium[2][3].

The 3D position of the soccer ball is very important to enjoy watching soc-
cer games, especially in 3D browsing system. This is because audience usually
watches the soccer games by chasing the ball. In addition, its 3D position in-
formation can contribute to analyze sport scenes and to improve strategies of
soccer team.

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 196–205, 2007.
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However, the 3D position estimation of a ball is not an easy task because it
is usually very small in an image and it could be easily lost due to the occlusion
caused by players. D’Orazio et al. have detected the ball by using the Circle
Hough Transform[4]. Shimawaki et al. have extracted the candidate balls by
using the size and color attributes and then selected the one as the true ball over
some frames[5]. Ren et al. have tracked a soccer ball using the Kalman Filter and
succeeded in obtaining the ball trajectory in a single camera image[6]. But, these
methods cannot estimate 3D position of a ball. Yan et al. and Misu et al. have
proposed a ball tracking algorithm by particle filter[7][8]. Choi et al. and Saito et
al. have used the template matching to detect a ball[9][10]. Unfortunately, these
methods need much calculation cost to realize the real time detection. Iizuka
et al. have developed the real time 3D position measurement system[11]. But
it needs the large object in a image. In this paper, we propose an efficient ball
tracking method that can estimate the 3D position of the soccer ball at almost
on-line speed. We use two video images captured simultaneously at two stable
cameras. In order to reach the real-time processing speed, the search area of a
ball in a video image is narrowed according to ball states and an appropriate
image processing method is selected to detect the ball. When the 3D position
cannot be estimated because of the lack of the two-view information of the ball,
we exploit the Kalman Filter to compensate the missing information and predict
the 3D position of the ball.

The rest of the paper is organized as follows. In section 2, we explain our ball
detection method at an image processing stage. Then, we discuss the algorithm to
narrow the search area of the ball that can contribute to reduce the computation
cost in section 3. We exploit the Kalman Filter to estimate the 3D position of the
ball even in the case where one of the cameras misses the ball in section 4. We
conducted an experiment and showed the efficiency of our proposed method in
section 5. Finally, we conclude our paper and discuss future works in section 6.

2 Ball Detection in an Image

Ball detection on a video image is essential to estimate the 3D position of a ball.
In this section, we propose a method that can extract a ball region effectively
for the most of the time of a soccer game.

2.1 Detection of Moving Objects

In soccer games, a ball is moving for the most of the time. Therefore, we first
extract moving objects by frame subtraction operation. Pixel-wise subtraction of
two successive images can extract moving object regions. However, the pairwise
subtraction of two successive frames (k − 1 and k) extracts not only moving
objects in a current frame but also the one in the previous frame. Hence, we
exploit the result of the next frame pair to eliminate the moving object region
that belongs to the previous frame. Only the moving object region at the current
frame k can survive when we conduct logical AND operation for the subtraction
frames of Ik−1,k and Ik,k+1.
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2.2 Elimination of Player Regions

The motion object regions detected by the method described in section 2.1 in-
cludes both the ball and players. Therefore, player regions must be removed from
the regions so as to extract the ball region.

One of the most significant differences between a ball and a player on an im-
age is their size. Therefore, we can eliminate the player regions by setting the
threshold of area size appropriately. Unfortunately, however, the motion object
regions may be split into small pieces because of the subtraction method. There-
fore, we exploit background subtraction method. The background subtraction
method can extract relatively large segments and we can obtain player segments
by selecting the segments that are larger than a threshold value. Then, the mo-
tion object regions that overlap the player segments are eliminated because they
are considered to be a part of player regions.

Note that the background subtraction method is useful only when we extract
relatively large objects because wide range of intensity threshold can be accepted
for that. Since the ball region is usually very small, it is hard to set the intensity
threshold appropriately to preserve the ball region in the extracted foreground
segments. Our hybrid method can extract the ball regions stably during the
soccer game.

Fig.2 shows the image processing steps to extract ball regions. Fig.1(a)is a
background image, (b) is an input image, and (c) is the foreground segments.
(d) shows the motion object regions obtained by the method of section 2.1. By

Fig. 1. Extraction of ball region

Fig. 2. Selection of Ball Extraction Methods
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referring (c), we can remove player regions and obtain ball-like regions shown in
(e). We call the extracted regions ball candidates.

2.3 Ball Detection

Since some of the ball candidates are false ball regions due to noise and/or
small objects that can be found around the soccer field, we need one more step
to remove those false candidates. We count for the speed of the soccer ball to
remove false candidates.

Suppose the maximum speed of soccer ball is 100km/h, the diameter of the
ball is 22cm, and the frame rate of our video system is 30fps. Then, the ball goes
for 90cm at one frame interval. That means the ball movement for one frame is
within the several times of the apparent size of the ball in an image. We denote
the maximum distance on an image as R.

The elimination algorithm is as follows. Suppose the current frame is k. First,
the ball candidates of frame k that have at least one ball candidate of frame k−1
within the maximum distance R are selected. If more than one ball candidates
are selected, we then examine whether the selected ball candidates of frame k−1
have at least one corresponding ball candidates at frame k − 2 or not within R.
We repeat this process until only one ball candidate remains. The remained ball
candidate is considered to be the true ball region.

3 Selection of Ball Extraction Methods

The disadvantage of the ball detection method described in section 2 is the
computation cost because it requires both the frame subtraction process and
background subtraction process. It also has the other disadvantage that it works
well only when the ball is moving though the ball is moving for the most of the
time in a game.

In order to diminish these two disadvantages, we propose to reduce the search
area as much as possible and to exploit a template matching method if the ball
is considered to move very slowly or stops. The selection algorithm of the ball
extraction methods is shown in Fig.2. Suppose the current frame is k. If the ball
is found at mk−1 = (uk−1, vk−1) at frame k − 1, it means the ball should be
observed within the distance R from mk−1. We choose the proposed method (A)
if the ball is moving, otherwise we use a template matching method (T).

If the ball has been already lost at frame k−1, we find all the possible players
who may hold the ball and set the search area around them (B). If there are
no players around the location where the ball is observed for the last time, we
conduct the whole image search (C) though it consumes computation cost.

(A) Ball-Centered Search

When the ball is detected in frame k − 1, the search area in frame k can be
narrowed within a circle the center of which is mk−1 and its radius is R.
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(T) Template Matching

When the ball speed is considered to be very slow, the method proposed in
section 2 may not succeed in finding the ball region because the frame subtraction
may not extract the ball region as motion object regions. Therefore, in this case,
the template matching is employed in the same search area of (A). The ball
region extracted at frame k − 1 is used as the template.

(B) Players-Centered Search

When the ball is detected in frame k − 2 (or before) and is lost in frame k − 1,
we can say that one of the players (at ps,k−1) who were close to mk−2 should
have the ball in frame k − 1, and then one of the players (at pt,k) who are close
to one of ps,k−1 probably hides or keeps the ball. In this case, the search area
in frame k can be narrowed to the area of multiple circles. The center of each
circle is the location of a player who stands within the distance R from ps,k−1
and the radius of the circle is R. As there may be several players within R from
ps,k−1, the search area should include all the corresponding circles. Fig.3 shows
the search area of players-centered search in frame k. Circle 1 is defined by the
player (not shown in the image) who stood within the distance R from mk−2.
The center of the circle 1 can be denoted as ps,k−1. Then the search area in
frame k is the circles 2I and 2J that are defined by the players Pi,k and Pj,k

because they are found within circle 1.

(C) Whole Image Search

When there are no players around the location where the ball is observed for the
last time, it means the ball has disappeared by some reasons. Hence the search
area is the whole image in this case.

4 3D Tracking by the Kalman Filter

When the ball positions for the both cameras are estimated, its 3D position can
be easily calculated by a wide baseline stereo method (Fig.4). Unfortunately, we

Fig. 3. Players-Centered Search Fig. 4. Estimation of ball position in 3D
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cannot expect to detect the ball regions for the both cameras for every frame
due to some occlusions or overlaps with players, and some noise also matters.

We model the ball motion model three dimensionally and exploit the Kalman
Filter to compensate the status of the ball-missing frame. Since our method
aims to build up on-line system that broadcasts the real soccer game in virtual
fashion[2], we need to exploit a deterministic method that can uniquely estimate
the ball position. Hence we use the Kalman-Filter which costs small calculation
and is deterministic, and we avoid the Particle-Filter[9][10] for that reason. Note
that we assume the cameras are calibrated in advance and they are synchronized.

4.1 The Prediction of 3D Ball Position

Let us denote the state vector Xk as the 3D position, the velocity, and the
acceleration of the ball at frame k and the measurement vector Yk as the 3D
position calculated according to the two ball regions on the two camera images.
Xk and Yk are defined by:

Xk = [xk, yk, zk, ẋk, ẏk, żk, ẍk, ÿk, z̈k]T (1)

Yk = [pk, qk, rk]T (2)

Where (xk, yk, zk) and (pk, qk, rk) are the 3D position vector in the soccer field.
The transition equation and the observation equation are:

Xk+1 = AXk + γ (3)

Yk = CXk + ω (4)

Where A is the state transition matrix, C is the measurement matrix, and γ and
ω are the process noise and measurement noise that are modeled by the Gaus-
sian distribution. We assume horizontal velocity and the vertical acceleration as
constant. Therefore, A and C are given by:

A =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 δt 0 0 0 0 0
0 1 0 0 δt 0 0 0 0
0 0 1 0 0 δt 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 δt

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

C =

⎡

⎣
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0

⎤

⎦ (5)

Where δ is the interval between two successive frames. When the 3D position
of the ball cannot be obtained because of the failure of ball detection in any of
the two cameras, we compensate it with the predicted vector by the Kalman
Filter. If the prediction of vertical position component is negative, it is regarded
as a bounce and the vertical component value is changed to satisfy the complete
elastic collision on the ground.
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5 Experiment

5.1 Image Acquisition

We set up video cameras for taking images of soccer scene in the national Ka-
sumigaoka stadium of Japan. As shown Fig.5, half of the field can be captured
by camera A and camera B. We use two NTSC cameras (SONY DXC-9000).
The cameras are synchronized by GPS signals. The size of the captured image
is 640x480 and the frame rate is 30 fps. We implement the proposed method
and run it on the PC that has Intel(R) Core(TM)2 CPU and 2,048 MB memory
with Vine Linux 4.1.

Fig. 5. Image Acquisition Fig. 6. Camera (SONY DXC-9000)

5.2 The Ball Detection Result

We took short videos in 4 scenes during the games of the inter-university cham-
pionship of Japan. Fig.7 shows the estimated trajectories of the ball. The result
of image processing step is shown in Table.1. ftotal indicates the total frames
in each scene. fvisible indicates frames in which the ball is visible. Our method
successfully detected the ball for fsuccess frames. The result shows our method
detects the ball for more than 80% of frames.

The method failed to detect the ball for some situations. The method missed
the ball for ffailure1 frames though it is visible, and it incorrectly estimated
the position of the ball in the images for ffailure2 frames. it also incorrectly
reported the detection of ball for ffailure3 frames in which the ball is invisible.
Our method can not detect the ball when a part of player is recognized as a ball.
It also fails if its speed is very slow when the ball comes to be visible.

When the ball was invisible or involved in player regions, the system tried to
detect the ball with the (C) players-centered search because several players were
often found around the ball. Note that the ball detection is impossible when the
ball visibility is no, if any of the cameras was in this status, we need the Kalman
Filter step to compensate the 3D position of the ball.
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Fig. 7. Trajectory of detected ball

Table 1. Ball detection result

Camera A Camera B

Scene Scene 1 Scene 2 Scene 3 Scene 4 Scene 1 Scene 2 Scene 3 Scene 4

ftotal 350 430 300 217 350 430 300 217

fvisible 74 195 79 101 67 253 79 116

fsuccess 73 171 76 101 54 224 71 116

ffailure1 0 24 3 0 13 29 7 0

ffailure2 1 0 0 0 0 0 1 0

ffailure3 0 1 2 0 0 1 1 0

The average time of the ball detection methods are shown in Table.2. Note
that we succeeded in speeding up the ball detection for 8.5 (A) and 2.1 (B) times
faster than the normal whole image search (C). As the frame interval for NTSC
video is 33.3 [m-sec], we can say that our method can sufficiently achieve the
real-time speed.

5.3 3D Position Estimation of the Ball

We calculated the 3D ball positon from the above results. The blue small squares
in Fig.8, Fig.9, and Fig.10 show the calculation result of the 3D position in

Table 2. Average time and frequencey of the ball detection methods

The method Average time [m-sec] Frequency [%]

(A) Ball-Centered Search 3.08 29.6

(T) Template Matching 10.49 2.1

(B) Players-Centered Search 12.49 35.1

(C) Whole Image Search 26.17 33.2
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Fig. 10. Z-axis Fig. 11. Plot of 3D position of the ball

scene 4. Each figure shows the result of 3D position in X, Y (horizontal), and
Z (vertical) axis respectively. We utilized the Kalman Filter to estimate the
3D position of the ball for the frames at which the ball position cannot be
directly calculated because of the failure of the ball detection in the two cameras.
The results are shown in red crosses in the same figures. The estimation was
acceptable for the most of the video sequence. However, in the sequence from
frame 200 to frame 230, the prediction was failed due to the insufficient number of
frames for observation. Fig.11 shows the 3D plot of the ball trajectory. The white
ball indicates the directly calculated positions and the red wire ball indicates the
estimated position given by the Kalman filter.

6 Conclusion

We propose an adaptive method that can estimate 3D position of a soccer ball
by using two viewpoint videos. At an image processing step, our method can
detect the ball by selecting the best algorithm based on the ball states so as
to minimize the chance to miss the ball. The 3D position of the ball is then
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calculated with the estimated 2D positions of the two camera images. We utilize
the Kalman Filter to estimate the 3D ball position even when the ball was lost
on the image processing step.

Since the ball cannot be detected when the ball is in front of the players in the
proposed method, the ball detection method could be improved. Experiments
for long video sequence are also needed to verify our proposed method.
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Abstract. Particle filtering provides a general framework for propagating 
probability density functions in non-linear and non-Gaussian systems. 
However, generic particle filter (GPF) is based on Monte Carlo approach and 
sampling is a problematic issue. This paper introduces a parzen particle filter 
(PPF) which uses a general kernel approach to better approximate the posterior 
distribution rather than Dirac delta kernel in GPF. Furthermore, we adopt 
multiple cues and combine texture described by directional energy from multi-
scale, multi-orientation steerable filtering with color to characterize our tracking 
targets. The advantages of tracking with multiple cues compared to individual 
ones are demonstrated over experiments on artificial and natural sequences.  

Keywords: object tracking, parzen particle filter, steerable pyramid. 

1   Introduction 

Object tracking is required in many vision applications such as human-computer 
interface, video communication, traffic control, security and surveillance systems, etc. 
Often the goal is to obtain a record of the trajectory of single or multiple moving 
targets over time and space. Object tracking in video sequences is a challenging task 
because of changing appearances, non-rigid motion, dynamic illumination, etc. 
Moreover, most of the models encountered in visual tracking are nonlinear, non-
Gaussian, multi-modal or any combination of these. Much work has been done in the 
object tracking area. Comaniciu in [1] modeled the object by a kernel density 
estimation of the target’s color region then the tracking problem is solved by mean 
shift procedure [2][3], this algorithm has an advantage due to its small computational 
cost and can handle some occlusions, however it generally cannot recover from a 
failure. Probabilistic trackers based on Kalman filtering are introduced to improve on 
this problem [4], but these methods can only model unimodal probability distribution. 
To address this weakness, Isard [5] develops an algorithm based on particle filter 
which can solve non-linear and non-Gaussian state estimation problems, but as 
sampling times increase, the algorithm fails to represent the posterior distributions of 
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interest adequately. Recently many variations of particle filter have been proposed. 
UPF [6] (Unscented Particle Filter) relies on UKF [7] (Unscented Kalman Filter) to 
produce the importance distribution. Rao-Blackwellis particle filter [8] which can be 
interpreted as an efficient stochastic mixture of Kalman filters effectively debases the 
dimension of sampling space. Under the assumption that the process noise 
distribution can be approximated by a mixture of Gaussians, the family of Gaussian 
sum particle filters [9] arises.  

In this paper, we introduce parzen density estimator into GPF and adopt a general 
kernel approach to replace Dirac delta kernel, through which the posterior distribution 
approximation can be improved without increasing the number of the particles. 
Furthermore, we adopt multiple cues to characterize our tracking targets. Traditional 
object tracking methods rely on a single cue, for example, color; and their greatest 
weakness is the ambiguity in scenes with objects or regions whose color features are 
similar to those of the object of interest. So far, texture cues have not been widely 
used for video based tracking. Based on steerable pyramid decomposition, we obtain 
the texture cue actually directional energy of the tracking targets. Combining the 
texture with the color cue, the tracking performance gets better than individual ones. 

The paper is organized as follows. Section 2 states the GPF and the PPF. Section 3 
introduces multiple cues to be used for tracking, color and texture. In Section 4 the 
filters' performance is investigated and validated over different scenarios. We will 
show the advantage of tracking using combined cues compared to single ones on 
artificial and natural video sequences. Our conclusions are briefly drawn in Section 5. 

2   Generic Particle Filter and Parzen Particle Filter 

2.1   Generic Particle Filter  

Generally the filtering problem can be simply formulated as: 

1 1( )k k kx f x v− −= +  (1) 

( )k k kz h x w= +  (2) 

where kx is state vector and kz is observation vector, kv , kw  are i.i.d  process noise 

and observation noise. Due to Bayesian formula we have: 

1: 1 1 1 1: 1 1( | ) ( | ) ( | )k k k k k k kp x z p x x p x z dx− − − − −= ∫  (3) 

1: 1: 1 1: 1( | ) ( | ) ( | ) ( | )k k k k k k k kp x z p z x p x z p z z− −=  (4) 

where 1: 1 1: 1( | ) ( | ) ( | )k k k k k k kp z z p z x p x z dx− −= ∫  (5) 

(3) and (4) constitute the Bayesian optimum solution, but the integral can not be 
calculated analytically, hence we need some way of estimating the distribution 
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1: 1( | )k kp x z − . Based on Monte Carlo methods, we can independently sample N 

samples: 0:{ ; 1,2 , }i
kx i N= " from the importance distribution function: 

0: 1 1:( | , )i i
k k kq x x z− , then the distribution can be estimated as:   

0: 1: 0: 0:1
( | ) ( )

N i i
k k k k ki

p x z x xω δ
=

= −∑ �  (6) 

where 
1 1 0: 1 1:1

,   ( | ) ( | ) ( | , )
Ni i i i i i i i i i

k k k k k k k k k k k ki
p z x p x x q x x zω ω ω ω ω − − −=

= =∑�  (7) 

Generally, the generic particle filtering is composed of three steps: sampling, 
weighting and re-sampling. The re-sampling step is crucial in the implementation of 
particle filtering because without it, the variance of the particle weights quickly 
increases, i.e., very few normalized weights are substantial. 

2.2   Parzen Particle Filter 

As described above in section 2.1, the re-sampling step in GPF is crucial and 
problematic. Yet it is a posterior distribution approximation and propagation problem 
essentially. In GPF Dirac delta kernel is utilized to estimate the probability density 
function. The basic concept to improve GPF is using a better density estimate. With a 
parzen density estimator [10] a distribution can be approximated arbitrarily close by a 
number of identical kernels centered on points chosen from the distribution. So we 
can replace Dirac delta kernels with general ones such as the Gaussian kernels [11].  

From (1) the state transition density 1( | )k kp x x −  is fully specified as:  

1 1( | ) ( ( ))k k v k kp x x p x f x− −= −  (8) 

Based on the kernel representation equation, (3) can be written as: 

1: 1 1 1 1 1 1 1( | ) ( ( )) ( ( ))
N i i i

k k k v k k k k k ki
p x z p x f x K A x x dxω− − − − − − −= − −∑ ∫  (9) 

where iA  is a transformation matrix used to keep track of distortions of the kernel. 

Each kernel can be propagated through the mapping 1( | )k kp x x −  by using a local 

linearization. All kernels in (9) are assumed that they are small compared to the 
dynamic in the non-linearity such that f  can be locally linearized. The Jacobian 

1 1
| |i i

k kx x

f
J

x− −

∂=
∂

is obtained by linearizing f  around 1
i
kx − , 

1

1
1 | i

k

i i
k k x

A A J
−

−
−= . Then the 

following change of variables can be employed:  

1
1 1 1 1ˆ ( ) | ( )i

k

i i
k k k k kx

x x f x J x x
−

− − − −= − − −  (10) 
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Inserting (10) in the integral from equation (9) yields: 

 
1 1

1 1
1 1 1 1 1ˆ ˆ ˆ| | | ( ) ( | ( ( ) ))i i

k k

i i
v k k k k k kx x

J p x K A J x f x x dx
− −

− −
− − − − −− −∫  (11) 

(11) is an expectation over vp , it can be approximated by a sample mean. In the 

extreme case a single sample drawn from vp can be used:  

1 1

1 1
1 1 1 1 1 1ˆ[ ( | ( ( ) ))] ( | ( ( ) ))i i

v k k

i i i i
p k k k k k k k kx x

E K A J x f x x K A J x f x v
− −

− −
− − − − − −− − ≈ − −  (12) 

So for a given particle set 1,2, ,{( , ) }i i
k k i Nx ω = " , we can get: 

1:( | ) ( ( ))
N i i i

k k k k k ki
p x z K A x xω= −∑  (13) 

Due to (3), (4), (9) and (11), the weights update can be obtained as follow: 

1

1
1 ( | ) | | |i

k

i i i
k k k k x

p z x Jω ω
−

−
−=  (14) 

For a Gaussian kernel, the transformation matrix can use the covariance matrix. So 

the update of the transformation matrix i
kA  can be replaced with an update of the 

covariance matrix as follows: 

1 1
1| |i i

k k

i i T
k kx x

J J
− −

−=∑ ∑  (15) 

The approximation of the stochastic integral based on Gaussian kernel using 
particles includes an inherent re-sampling step at each iteration, which allows the 
particle filter accuracy to survive longer than the standard version and a further 
advantage is that the density estimate becomes continuous and hence improves the 
particle posterior distribution without increasing the number of the particles. 

3   Target Representation Using Multiple Cues 

To characterize the target, first a feature space should be chosen. In this paper, we use 
both color and texture features to describe the target. Assuming the features being 
used as cues are independent, the overall likelihood is a product of the likelihoods of 
the separate cues, in our case color and texture, as shown below: 

, ,( | ) ( | ) ( | )k k color color k k texture texture k kw z x w z x w z x=  (16) 

where kz denotes the measurement vector, composed by ,color kz  from the color cue 

and ,texture kz from the texture cue. Sections 3.1 and 3.2 will give more details for the 

particular cues considered. 
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3.1   Color Cue 

The color likelihood model has to be defined in a way to favor candidate color 

histograms close to the reference histogram. The histogram 1, ,( , , )c c c
x x N xh h h= " , for 

a region xR  corresponding to state x  is given by: 

, ( ), 1, 2 ,
x

c c
i x N i uu R

h C b i Nδ
∈

= =∑ "  (17) 

where {1, 2 , }c
ub N∈ " is the histogram bin index associated with the intensity at 

pixel ( , )u x y= in channel c  of the color image and NC is a normalizing constant 

such that
,1

1
N c

i xi
h

=
=∑ .  

A distance metric which is appropriate to make decisions about the closeness of 

two histograms 1ĥ  and 2ĥ is the Bhattacharyya similarity distance [1]:  

1 2 1 2 1, 2,1
ˆ ˆ ˆ ˆ ˆ ˆ( , ) 1 ( , ) 1

m

i ii
d h h h h h hρ

=
= − = −∑  (18) 

where 1 2
ˆ ˆ( , )h hρ  is the Bhattacharyya coefficient. The larger the coefficient 1 2

ˆ ˆ( , )h hρ  

is, the more similar the distributions are. Based on this distance, the color likelihood 
model can be defined as:   

2 2

{ , , }
( | ) exp( ( , ) / 2 )c c

color color x ref cc r g b
w z x d h h σ

∈
∝ −∑  (19) 

where the standard deviation cσ specifies the Gaussian noise in the measurements, 
c
xh is the current histogram of the target, and c

refh is the reference histogram. Small 

Bhattacharyya distances correspond to large weights in particle filter. 

3.2   Texture Cue 

Texture is an appealing feature to be used as a basis for an observation model because 
of its intuitive definition. Although there is no unique definition of texture, it is 
generally agreed that texture describes the spatial arrangements of pixel levels in an 
image, which may be stochastic or periodic, or both. Wavelet transform has been 
widely used in texture analysis; however it is sensitive to both translation and rotation 
of the signal. Steerable pyramid is a multi-scale, multi-orientation image 
decomposition method and has a translation and rotation invariant property. In video 
sequences objects especially non-rigid objects often change their appearances or 
sometimes rotate, so we introduce the steerable pyramid for texture analysis and show 
how it improves the tracking performance in later experiments. 

The concept of steerable filter is first proposed by William T. Freeman [12]. It 
describes a class of filters in which a filter of arbitrary orientation can be synthesized  
 



 Object Tracking Based on Parzen Particle Filter Using Multiple Cues 211 

as a linear combination of a set of “basis filters” (Figure 1 displays the steerable filter 
architecture). Moreover, it may be designed in quadrature pairs to allow adaptive 
control over phase as well as orientation. 

 

Fig. 1. Steerable filter architecture 

1
( , ) ( ) ( , )i

M

ii
G x y k G x yθθ θ

=
=∑  (20) 

Figure 1 and (20) explain how to construct an oriented filter. ( , )iG x yθ is basis 

filter, ( )ik θ is interpolation function and ( , )G x yθ is the synthesized filter oriented 

along direction θ . For more details about the design of steerable filter, you can refer 
to [12]. Next we will describe the steerable filter used in our later experiments. 

 

Fig. 2. Steerable pyramid structure 

Figure 2 is the steerable pyramid’s structure, ( )H w , ( )L w and ( )kB w are respectively 

high-pass, low-pass and oriented band-pass filter; iS is the output image of ( )L w  and 

iS ′ is sub-band images obtained through oriented filtering. We construct a 3-layer 

steerable pyramid, there are 4 oriented band-pass filters along 0D , 45D , 90D  and135D  

each layer. Then for each iS  we calculate the energy along the above 4 directions:  

2 2

1 1

1
(| ( , )* ( , ) | | ( , )* ( , ) | )

i iM N

ij i j i j
x yi i

E S x y G x y S x y H x y
M N = =

= +
× ∑∑  (21) 
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where 1, 2,3; 1,2,3,4;i j= =  and 
jG represents the four oriented filters. 

jH is 
jG ’s 

Hilbert transform. The texture of the region using this scheme is represented by 

directional energy vector with 12 elements: 11 12 , 34{ , , , }ijE E E E E= " " . We notate the 

mean-shifted, normalized feature vector as E , a measure characterizing the distance 
between two normalized texture directional energy can also be defined using the 
Bhattacharyya coefficient, and the texture likelihood can then be defined as (22) in a 
similar way to the color likelihood introduced in Sect 3.1. Based on steerable filtering, 
our texture cue contains multi-scale, multi-orientation information which better 
describes the object and is expected to help improve the tracking performance. 

2 2( | ) exp( ( , ) / 2 )texture texture x ref tw z x d E E σ∝ −∑  (22) 

4   Experiments 

4.1   Simulation on One Dimensional Problem 

In this section, the performance of PPF is compared with that of GPF based upon a 
one dimensional problem:  

2
1 1 10.5 25 (1 ) 8cos(1.2 )k k k k kx x x x k v− − −= + + + +  (23) 

10arctan(0.1 )k k kz x w= +  (24) 

where kv and kw  are drawn from Gaussian distributions (0,1)G . 
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Fig. 3. Performance of PPF and GPF on one dimensional problem 

In figure 3 above, the root mean square error (RMSE) is plotted as a function of the 
number of particles. It can be seen that with few particles the two filters perform 
equally good (or bad), but as the number of particles increases the PPF show its 
advantage. Note that the RMSE of PPF with about 24 particles equals to that of GPF 



 Object Tracking Based on Parzen Particle Filter Using Multiple Cues 213 

with about 50 particles, PPF can drastically reduce the number of particles by 
improving the particle posterior distribution.  

4.2   Object Tracking Tests with Artificial and Natural Sequences 

To demonstrate the effectiveness of methods we proposed, experiments of PPF and 
GPF based object tracking will be carried out on artificial and natural sequences 
separately. In all these experiments, the target is initialized in a rectangular manually 
and a random walk is assumed for the object motion model. To tackle self-occlusion 
of the tracked objects, the feature vector representing the tracked object should be 
updated over time: (1 )next prev curF F Fα α= − + , where α ~ (0,1)  (we set 0.6) weighs 

the contribution of the current state feature vector 
curF , and prevF , 

nextF represent the 

target’s reference feature vector of previous and next frame ( F refers to histogram h  

and directional energy E  for color and texture cues respectively). 

4.2.1   Artificial Sequences 
To intuitively evaluate the performance of the color, texture and combined color and 
texture cues, the tests are carried out on artificial sequences with known object 
motion. 
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Fig. 4. (a) ‘disk’ for tracking (b) RMSE for color, texture and combined cues 

Figure 4(a) shows the ‘disk’ for tracking, a 10 pixels radius circle. The sequences 
are artificially synthesized that the target disk has its own special texture and is a little 
brighter compared with the background. As we know the correct location of the target 

object ( , )i ix y  in each frame and n  is the number of realizations, the RMSE at a 

given frame is:  

2 2

1

1
(( ) ( ) )

n

i i i i
i

RMSE x x y y
n =

= − + −∑ � �  (25) 

The results of tests with individual cue and combined cues are presented in  
figure 4(b) according to RMSE over 35 frames. It can be seen that the color (gray) cue 
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tracks the disk with a much lower degree of accuracy than texture or combined cues. 
Texture provides good tracking results, however tracking with combined cues is more 
accurate and robust. 

4.2.2   Natural Sequences 
Our natural sequences are video sequences from part of a basketball match. we 
construct our experiments as follows: i) GPF with color cue only, ii) GPF with 
combined cues and iii) PPF with combined cues.  

     
(a) Frame 1     (b) Frame 36  (c) Frame 51 

     
(d) Frame 1     (e) Frame 36  (f) Frame 51 

     
(g) Frame 1     (h) Frame 36  (i) Frame 51 

Fig. 5. Tracking a basketball player (in yellow rectangular): Figures (a)-(c) are based on GPF 
with color cue only, (d)-(f) GPF with combined cues and (g)-(i) PPF with combined cues 

There are mainly two difficulties for tracking in these sequences: little camera 
induced motion and confusion from teammates or audiences near the floor. The 
impact of camera induced motion is partially debased due to feature vector update 
model and motion model described at the beginning of section 4.2, while the 
confusion avoidance depends highly on the cues characterizing the target. 

Displayed in figure 5, a basketball player dressed in white (in yellow rectangular) 
is tracked on the floor. By GPF with only color cues we could not track the player 
accurately, as is demonstrated by figure 5(b), at 5(c) even the player is lost. At frame 
51, the color distribution nearby the target player is almost similar to that of itself, so 
color cue only could not handle it. With combined cues of both color and texture, the 
tracking results are generally good. From figure 5(d) to 5(i) we can see GPF nearly 
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performs as well as PPF except for a little drift away from the target at figure 5(f), 
however PPF uses fewer particles than GPF, according to our experiments, one would 
need to run the GPF using about 300 particles to obtain a comparable result with PPF 
using 100 samples. 

5   Conclusions 

This paper has presented a parzen particle filter using multiple cues for object 
tracking. The PPF is based on parzen density estimates and particle filter like 
propagation of the kernel through local linearization of the nonlinear function.  
Demonstrated though the experiments, PPF can drastically reduce the number of 
particles while get more robust results compared to GPF. The advantages of combined 
color and texture cues compared with individual ones are improved accuracy and 
robustness. Though only color and texture are the cues described here, other possible 
cues such as edges and illumination can be introduced too. In this paper only the 
Gaussian kernel is examined, however it is expected that other kernels would be well 
suited. Current and future areas for research include the comparison between different 
kernels, the investigation of other cues, different feature fusion schemes, automatic 
detection and multiple objects tracking.  
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Abstract. A novel method for creating diverse ensembles of image classifiers is 
proposed. The idea is that, for each base image classifier in the ensemble, a 
random image transformation is generated and applied to all of the images in 
the labeled training set. The base classifiers are then learned using features 
extracted from these randomly transformed versions of the training data, and 
the result is a highly diverse ensemble of image classifiers. This approach is 
evaluated on a benchmark pedestrian detection dataset and shown to be 
effective. 

Keywords: Image Classification; Random Convolution; Pedestrian Detection. 

1   Introduction 

Methods for the automatic classification of multi-dimensional data objects are one of 
the central themes in pattern recognition research. Although the most common class 
of such object is the two-dimensional array, or image, methods should ideally scale to 
data objects in any number of dimensions. 

In contrast to this, machine learning deals with techniques for classifying one-
dimensional objects, referred to variously as “instances”, “records”, or “feature 
vectors”. The most recent machine learning techniques to date, such as support vector 
machines [1], random forests [2], and instance-based methods (see, e.g. [3]), have 
proven to be extremely effective feature vector classifiers. The main difficulty that 
arises is usually deciding which of the techniques (along with its associated 
parameters) to actually use: currently, this is an empirical problem.  

When it comes to designing image classifiers, there is a second significant degree of 
freedom: how to map the high-dimensional objects in the dataset onto one-dimensional 
feature vectors, in order to use machine learning for classification. Typically a direct 
one-to-one mapping of pixels to features is not the best option. Numerous solutions 
have therefore been proposed in the past, from classical colour histograms (of which 
there are many variants, e.g. the colour coherence vector [4]), to spatial pyramids [5], 
to locally receptive fields [6,7]. However, like the problem of classifier selection, there 
are no hard and fast rules when it comes to a particular problem. 

For the remainder of this paper, the term “image classifier”, therefore, will be used 
to denote a system comprising these two main components: a feature extraction 
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function for transforming a multi-dimensional object into a one-dimensional feature 
vector, along with a machine learning classifier for making a prediction about the 
image’s class given the feature vector. 

The main contribution of this paper, then, is to propose a new ensemble method 
called Random Convolution Ensembles (RCEs) for enhancing the performance of a 
base image classifier. This method works with any machine learning classifier and 
feature mapping function. The basic idea is that each base image classifier is trained 
on a randomly (but consistently) transformed copy of the entire training image set. 
Each base classifier consequently “sees” a different set of feature vectors extracted 
from the same training images. When all of the base classifiers are trained, the result 
is a diverse set of image classifiers whose performance as an ensemble outperforms 
the performance of any one of the base classifiers individually. 

The basic details and motivation underlying RCEs are given in the next section. 
Section 3 discusses the benchmark pedestrian detection image dataset [7] used to 
evaluate this technique, and Section 4 describes an experiment on the benchmark 
dataset, showing that RCEs are effective image classifiers. In Section 5, we add an 
element of selection to the generation of random image transformations, and describe 
a second experiment showing that performance improves as a result. Section 6 
concludes the paper and discusses the way forward.  

2   Random Convolution Ensembles 

Ensemble methods are extremely popular in machine learning. The rationale behind 
them is to learn not a single classifier, but a group of them, where each member of the 
group is designed to solve the same classification problem. It is important to ensure 
somehow that each individual classifier is different from the others in the group, 
because the more similar their structure (and therefore their predictions), the less 
effective overall the ensemble will be. 

Methods for ensuring ensemble diversity include training each classifier with only 
a random subset of the feature vectors, a method known widely as bagging [8]; 
weighting the feature vectors in the training data differently for each classifier (e.g. 
boosting [9]); or even training completely different types of classifier and then 
combining their predictions in some way (e.g. voting [10] and stacking [11]). 

All of these methods work with one-dimensional data. While standard ensemble 
methods can be used with images (for example, images can be bagged), such 
approaches do not take advantage of the multi-dimensional nature of the data in its 
original form (because, for example, bagging images is the same as bagging the 
feature vectors derived from the images). 

The RCE approach proposed here overcomes this problem by generating diversity 
before the feature extraction step, by producing multiple randomly transformed copies 
of the training images. The basic idea is to take the complete set of training images 
and make n copies of them. N random image transformations are then generated, and 
all the images in the ith copy of the training set (where 1≤i≤n) are transformed by the 
corresponding ith transformation. The result is n copies of the original training set, 
each transformed in a random but consistent way. We then learn n base machine 
learning classifiers, one on each of the feature vector sets extracted from the 
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transformed copies of the training images. When a test image is to be classified, all of 
the n base image classifiers make a prediction, and the results are combined by a 
meta-classifier to produce a single, final prediction. 

Figure 1 depicts the architecture of an RCE, from the perspective of a test image I 
about to be classified. In the figure, the random image transformation is convolution 
[13] by a randomly generated kernel, and these kernels are specified by op1, ops2, … 
The Conv(..) function denotes the application of one of them to I to produce a new, 
distorted image. We also assume a uniform feature extraction function Features(.) for 
transforming images into feature vectors. The diversity in the ensemble derives from 
the fact that each of the base machine learning classifiers (Class1..Classn) in the figure 
is trained on a different but complete set of feature vectors. In the figure, there are n 
feature vectors F1…Fn derived from the test image I. A meta-classification step at the 
end combines all of the predictions for each feature vector. 

 

Fig. 1. Architecture of a Random Convolution Ensemble when presented with test image I 

3   Benchmark Dataset 

This new approach to image classification was evaluated against a benchmark image 
dataset developed by Munder & Gavrilla [7]. The dataset was proposed in order to 
compare different solutions to the problem of pedestrian detection in images captured 
from urban, outdoor environments. The classification problem is binary, in that images 
either depict a pedestrian (the positive class) or they do not (the negative class). 

The basic version of the benchmark data consists of three training sets and two test 
sets. Each of these sets comprises 800 positive pedestrian images and 5000 negative, 
non-pedestrian images. To equalize the classes, the positive images were copied, 
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mirrored and shifted by a few pixels in a random direction to produce five new, slightly 
different, positive examples for each of the original positive examples. This resulted in 
4800 positive images in total. Figure 2 gives examples of some of the images in the 
datasets. Note that the negative examples were deliberately chosen to be challenging, 
with many vertical lines similar to those in the positive class (as opposed to an easier 
negative class with many uniform textures, which would be straightforward to 
distinguish). The size of each image is a uniform 18x36 grey scale pixels. 

To perform an experiment using this dataset, a classifier should trained on the 
union of two of the three training datasets, and tested on one of the test datasets. Thus, 
there are six possible different train/test experiments. The results over all six runs 
should be averaged in order to obtain an overall more reliable and final estimate of 
any classifier’s performance. 

 

  

  

Fig. 2. Examples of positive (top row) and negative (bottom row) images in the pedestrian 
detection dataset proposed by [7] 

4   Random vs. Standard Convolution Operators in the Ensemble: 
A Comparison 

An RCE classifier as described in Section 2 was implemented in the Java 
programming language, within the WEKA (version 3.5.5) machine learning 
framework [12].  

The random image transformation implemented was convolution [13] using a 
randomly generated 3x3 convolution operator or kernel. For the random operators 
used in this paper, we set each element in the 3x3 kernel to a random number sampled 
uniformly in the range -2.5…2.5.  

The features used in this experiment (extracted by the Features(.) function in Fig. 
1) were determined by the following process. Firstly, the image was divided into 
square blocks of size s*s pixels. The blocks were allowed to overlap by 50% in both 
horizontal and vertical directions, thus ensuring that any important features would not 
be lost due to the boundary between two blocks. The block size parameter s was set to 
one of the values from the set {18, 9, 6}. 

For each block, the sum, mean, variance, skewness, and kurtosis of the pixel values 
were calculated. These statistics basically describe the intensity histogram for the 
block. A feature vector was then constructed for each image by concatenating the 
statistics for all of the blocks in the image. This results, for block size s=18, in 25 
features per image; for s=9 it results in 105 features; and for s=6, there are 275 
features. 
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In the experiments performed in this section and the next, the base classifier was 
set to bagged random forests. Random forests [2] are an ensemble classifier in which 
each individual classifier is a decision tree learned from a random subset of the 
features in the dataset. Individual decision trees in the forest average their predictions 
to give a final prediction for the entire ensemble. 

Bagging random forests considerably speeds up the training process, whilst (in our 
initial tests) only slightly impairing performance compared to a single random forest 
classifier trained on the entire dataset. In this experiment, each bag contained 5% of 
the training data, randomly selected. There were 30 bags, meaning that feature vectors 
could be selected for more than one bag. Each random forest classifier consisted of 
ten decision trees. 

The meta-classifier used to combine all of the individual image classifier’s 
predictions was voting [10], which is straightforward averaging. 

The question that the first experiment set out to answer was: does this new method 
work at all? In other words, does randomly convolving the training data in the way 
described actually produce sufficiently variable sets of feature vectors for the purpose 
of creating a diverse ensemble of image classifiers? Or would simply convolving the 
images with standard operators such as edge detectors do just as well? Indeed, does 
this new approach provide any gain at all over the simplest possible approach, that of 
extracting the features directly from the original image and learning only a single base 
image classifier, without any image convolution at all? (This latter approach is 
actually the most common taken in the literature.) 

 

ID =

0 0 0

0 1 0

0 0 0

PK=

1 1 1

1 8 1

1 1 1

Gx =

1 0 1

2 0 2

1 0 1

Gy =

1 2 1

0 0 0

1 2 1
 

Fig. 3. Common standard convolution operators: the null filter (ID), which does nothing; a 
Laplacian peak point detector (PK), which detects bright points; and the Sobel operators for 
edge detection (Gx and Gy) 

Table 1. Convolution operator sets used in Experiment 1 

OPS1 {ID} 
OPS2 {ID, Gx, Gy, PK} 
OPS3 {R1, R2, R3, R4} 
OPS4 {ID, Gx, Gy, PK, R1, R2, R3, R4} 
OPS5 {R1, R2, R3, R4, R5, R6, R7, R8} 

To set the experiment up, four different convolution operators as depicted in Figure 
3 were grouped, along with some randomly generated operators, into five sets as 
shown in Table 1. Each set in Table 1 effectively defines an RCE of size n, where n is 
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the size of the set. OPS1 is clearly the simplest, corresponding to an ensemble with a 
single base image classifier (i.e. n=1 in Figure 1) and no image convolution. OPS2 
corresponds to the set of standard image convolution kernels shown in Figure 3, and 
OPS3 is four randomly generated convolution kernels. OPS4 is the set of size n=8 
obtained by taking the union of OPS2 and OPS3, and this set is a mixture of both 
random and standard convolution operators. OPS5, the last of them, consists of eight 
randomly generated convolution operators. Note that only OPS3 and OPS5 define 
“true” RCEs as per the definition given in the Section 2; the other ensembles are the 
baselines for comparison. 
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Fig. 4. Results of Experiment 1. The set of convolution operators used to construct the 
ensemble is specified on the x-axis, and average AUC after six independent train/test 
experiments is given on the y-axis. The error bars on the columns depict the standard deviation. 
Results are shown for features extracted using blocks of size sxs where s ∈ {18, 9, 6}.  

For each experiment, the Area Under the ROC Curve (AUC) was calculated [14]. 
When using AUC, the worst possible classifier (i.e. a random classifier) should have 
an AUC of 0.5, while the best possible classifier (i.e. a 100% perfect classifier) should 
have an AUC of 1.0. Six train/test runs were performed for each combination of 
convolution operator set OPSi and block size s, and Figure 4 depicts the average 
results. 

First of all, the results clearly show that performance depends on the block size s. 
In every case, RCEs with a smaller block size for feature extraction have a higher 
final AUC. Interestingly, the ensemble with a single base image classifier without 
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convolution (as specified by OPS1) is the worst overall performer: AUC values for 
this classifier range from 0.69 to 0.84, and in every case, larger ensembles beat it. 

Most importantly, Figure 4 also shows that the “true” RCEs always outperform 
ensembles defined using standard convolution operators, or mixtures of random and 
standard operators. For example, using OPS3 as the set of convolution operators 
results in considerably better performance than using the set of standard operators, 
OPS2 (the difference is 0.89 AUC compared to 0.85 when the block size s=6). And 
when the ensemble size is n=8, the completely random set OPS5 consistently 
outperforms the set OPS4, a mixture of random and standard operators (compare 0.91 
AUC to 0.89 when s=6). 

A second way important way in which Figure 4 shows that RCEs are superior to 
the other methods is the variance. In Figure 4, each average AUC column is depicted 
with an error bar showing the standard deviation of the AUC over the six train/test 
runs. It turns out that whenever only random operators are used, the standard 
deviation is much smaller. For example, the OPS3 ensemble has a standard deviation 
of 0.06 compared to 0.10 for OPS2, and for the larger ensembles, the standard 
deviation is 0.04 for OPS5 compared to 0.07 for OPS4. This implies that OPS3 and 
OPS5 define ensembles that are not only more accurate than the others, but they are 
also less sensitive to the variations in the quality of the training and testing data. 

5   Random Convolution Ensembles with Selection 

The previous experiment established that RCEs outperform (i) a single base image 
classifier that extracts features directly from the original images, and (ii) similar 
ensembles, differing only in that they use standard convolution operators, or a mixture 
of standard and random operators, as opposed to purely random operators. 

In the next experiment, we wanted to determine if performance could be further 
improved by not only randomly generating image transformations, but also selecting 
them. Previously, if an RCE was of size n, then n random operators were generated. 
No consideration was given to the fact that one or more of the operators could 
potentially be useless, therefore impairing the entire ensemble. For example, a 
randomly generated convolution operator in which all the entries were nearly zero 
would effectively erase the images, making the learning task impossible for that 
particular member of the ensemble. 

To add selection to the generation process, therefore, we performed the following 
steps. For every base image classifier that was required, two base image classifiers 
were considered, each one with a different randomly generated convolution operator. 
Both of them were then evaluated in a stratified two-fold cross-validation experiment 
on the training data. The classifier with the least number of classification errors was 
then retained in the final ensemble, while the other classifier was discarded. In other 
words, if the ensemble size was n, then 2n base image classifiers were generated and 
trained, but only half of them were retained in the final ensemble. 

We considered RCEs of size n=4 and n=8 in order to compare the results of this 
second experiment to the first. Let OPS3* and OPS5* be the final set of convolution 
operators arrived at using generation with selection. The performance of ensembles 
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defined by these sets on the pedestrian dataset is depicted in Figure 5, alongside the 
performance of the corresponding ensembles created without selection from the 
previous experiment. 
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Fig. 5. Results of Experiment 2. The set of convolution operators used to construct the 
ensemble is specified on the x-axis, and average AUC after six independent train/test 
experiments is given on the y-axis. The error bars on the columns depict the standard deviation. 
Results are shown for features extracted using blocks of size sxs where s ∈ {18, 9, 6}. 

The results show that adding selection to the generation process does sometimes 
improve the final performance. For block size s=18, selection always leads to an 
improvement in average AUC, while for the smaller block sizes, selection only leads 
to slight improvements in AUC for the n=4 ensemble (i.e., OPS3* performs better 
than OPS3). 

Although the gain due to selection is only slight in this experiment, it is suggestive 
that more sophisticated selection methods would produce much greater gains. 

6   Concluding Remarks 

This main contribution of this paper is a new method for enhancing the performance 
of a base image classifier. RCEs were compared to a more traditional image classifier 
in which features are extracted directly from the original image without using 
convolution and classified, and also to the strategy of extracting features from 
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versions of the image convolved in standard ways (e.g. edge-detected versions of the 
training images). Furthermore, adding selection to the random operator generation 
process sometimes improves performance even more. 

We did not compare the results obtained here directly to those of Munder & 
Gavrilla [7], primarily because their focus was on searching for the best features and 
classifier for the sole purpose of pedestrian detection. In contrast, we used different, 
less computationally expensive features and classifier, so as to evaluate this new 
approach. However, the best result (0.91 AUC) is comparable to Munder & Gavrilla’s 
result for same version of the dataset, which they report as a 90% detection rate for a 
10% false positive rate. It would be interesting to implement the same features and 
classifier as Munder & Gavrilla to determine if RCEs can further enhance 
performance. 

Future work in this area will look at more intelligent methods of random 
convolution operator generation and selection. For example, a simple hill-climbing 
algorithm could be used to iteratively improve the quality of a single convolution 
operator after its initial random generation. If this hill-climbing-based classifier is 
then boosted, the result will be an RCE that uses both selection, and weighted voting 
rather than unweighted voting at the meta-classification stage. A more extreme idea in 
the same vein is to simultaneously evolve, from a random starting point, the n 
convolution operators using a genetic algorithm. 

To conclude, the results presented in this paper are a proof-of-concept that the idea 
of randomly transforming training images in order to construct a diverse ensemble of 
image classifiers works. Future work will continue to build on and evaluate this 
promising new approach. We are interested in applying this technique not only to 
pedestrian detection, but also to other standard datasets in the literature, in areas such 
as object detection and natural scene classification. 
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Abstract. In this paper, we propose a hybrid content-based image 
authentication scheme that integrates two complementary algorithms: Robust 
content-based authentication and semi-fragile crypto-hash based authentication. 
The former uses global features and is quite robust against various types of 
noise. The latter uses local features and therefore is able to identify the 
tempered area in case the image is attacked. The proposed scheme takes 
advantage from both algorithms and provides more information to guide the 
decision maker. In addition, we also propose two improved algorithms based on 
Fridrich’s content-based and Sun’s crypto-hash based authentication. 
Experiments show that the improved algorithms are more secure than the 
original algorithms. Another contribution of this paper is that, by concatenating 
the signatures generated with two different authentication algorithms, the fuzzy 
area in authentication decision can be further quantized, which provides more 
choices for authentication decision. 

Keywords: Image Authentication, Digital Signature, Watermarking, Content 
hash, ECC. 

1   Introduction 

Effective image authentication is an increasing important issue in networked 
environments. To exchange images between two parties on the network, it is very 
important to provide integrity protection and non-repudiation.  

Image authentication differs from the traditional data authentication in that the 
image content, rather than a specific representation of the image, is the authentication 
goal. Content-preserving manipulations like lossy compression should be able to pass 
the verification, while the malicious modification (which changes the image content) 
should fail the verification. However, content preserving is difficult to be specified 
precisely, thus it is hard to formalize the modification in the notions of the image 
content. As a result, there is no sharp boundary between the authentic and unauthentic 
images. Following the illustration in [2], the region of surely authentic images is 
separated from the region of surely unauthentic images by a fuzzy region, in which 
the authenticity of the modified image is difficult to judge. In Fig. 1, these regions are 
illustrated as circles to facilitate characterization, although they should have more 
complicated shapes. Thus there are three answers when authenticating an image: 
authentic, unauthentic or don't know.  
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Surely unauthentic images

Surely Unauthentic Images

Fuzzy Region

Surely Authentic
Images

Original Image

 

Fig. 1. Diagram illustrating the relationship between the original image, surely authentic 
images, surely unauthentic images and the fuzzy region inside which the authentication 
decision is uncertain. The dashed line represents the further quantization of the fuzzy region by 
proposed scheme. 

In this paper we propose a hybrid content-based image authentication scheme. The 
system consists of a robust content-based authentication component and a semi-
fragile crypto-based one, which are obtained by revising two existing content-based 
algorithms respectively. These algorithms are chosen because they are different in 
robustness and error locating properties. The revised algorithms overcome some 
weaknesses of the original work under certain attacks. The signature of these two 
components are concatenated together to form a new signature. By combining two 
different authentication algorithms, it is helpful to further reduce the fuzzy 
authentication region. In this paper, concatenating the two signatures quantizes the 
fuzzy authentication region as illustrated using dashed circle in Fig 1. How to choose 
the most appropriate authentication algorithms and how to fuse them to achieve 
maximal authentication benefits are beyond the scope of this paper and we leave them 
for future work. 

The paper is organized as follows. In Section 2, we survey related works and give 
special attention to two closely related authentication algorithms. The proposed 
scheme is presented in Section 3. Results and discussions are given in Section 4. 
Finally, Section 5 concludes the paper. 

2   Related Works  

Many algorithms have been proposed to deal with the content authentication problem. 
Depending on the applications, some operations on the image are considered to be 
acceptable such as JPEG compression, format converting and watermark embedding. 
The first two operations could be considered as re-quantization and watermarking 
could be modeled as adding white Gaussian noise. The goal of designing 
authentication algorithm is to be robust against the content-preserving operations and 
be sensitive to content modification to achieve security. Lin and Chang’s algorithm 
[3,4] is designed to survive JPEG compression up to a certain level. Lin-Podilchuk-
Delp [5] proposes a method which is robust against almost all non-malicious signal-
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processing operations, except for smoothing. Eggers-Girod [7] is very robust against 
JPEG compression. Queluz [8] is robust against many signal-processing operations. 
Fei and Kundur [1] propose a new approach, called MSB-LSB decomposition method 
which tolerates small amount of distortion, and is fragile to low quality JPEG 
compression. 

In the rest part of this section, two representative algorithms, which will be 
improved to be used in constructing the proposed scheme in Section 3, are described 
in details. One is a content-based global authentication scheme proposed by Fridrich 
[6] and another is a crypto-based local authentication scheme proposed by Sun 
[10,12]. Their limitations are presented by analyzing several attacks on these two 
algorithms.  

2.1   Fridrich’s Content-Based Hashing Algorithm 

Fridrich [6] proposes a content-based hash function, which is the most robust scheme 
to the best of our knowledge. The goal is to design a hash function to generate a bit 
sequence W that sensitively depends on a secret key K and robustly depends on the 
image I. With the same K, similar images should generate closely related Ws and 
dissimilar images should generate independent Ws. To make the procedure dependent 
on a key, N random matrices with entries uniformly distributed in the interval [0, 1] is 
generated. Then, a low-pass filter is repeatedly applied to each random matrix to 
obtain N random smooth patterns Pj, 1≤j≤N . All patterns are then made DC-free by 
subtracting the mean from each pattern. Considering the block and the pattern as 
vectors, the image block Bi is projected on each pattern Pj, 1≤j≤N and its absolute 
value is compared with a threshold T to obtain N bits bi,1,….,bi,N. The total length of 
the bit sequence is decided by the number of blocks and the number of patterns.  

Fridrich’s algorithm has high robustness but is weak in security. Specially, we 
show two possible attacks on Fridrich’s algorithm. 

 Smooth Block Attack 
Since feature projections only depend on the variations in the block itself. 
Experiments result demonstrates that this method is not suitable to detect those 
attacks which replace a smooth region of an image with another smooth region.  Thus, 
it is possible to modify the smooth region of an image which changes the visual 
appearance of the image. For example, Fig. 2 shows that the hash bits of the modified 
block (top-right corner of the image) could be same with that of the original block.  

 Boosting substitution attack 

 

Fig. 2. Smooth Block Attack 
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In [11], Radhakrishnan proposes boosting substitution attack. If an attacker knows the 
features from which the hash bits are generated along with the hash bits themselves 
for a single image, then with sufficient training data, the attacker can then use 
boosting method to learn the behavior of the random vector. Then the attacker 
probably can forge an attacked image, replacing original blocks in the image with 
others which has the same projection hash bit. An example is shown in Fig. 3. 

 

Fig. 3. Boosting Substitution Attack 

Fridirich’s algorithm is revised in Section 3.2 against the above two attacks. The 
improved version is used as the content-based component of the proposed scheme. 

2.2   Sun’s Crypto-Based Authentication Algorithm 

A semi-fragile image authentication scheme which survives the JPEG compression by 
integrating error correction code (ECC), watermarking and cryptographic hash is 
proposed by Sun et al [10,12]. The image authentication method is robust against 
JPEG compression using quality factor of 10% or higher and additive white Gaussian 
noise (AWGN) with standard variance less than 10. The basic idea is to apply ECC 
coding to content features such that the bit errors introduced by content-preserving 
manipulations can be recovered. One DC and seven AC components are selected from 
the zig-zag scan of the 8 x 8 DCT block as DCT feature. The selection of the AC 
coefficients is based on a random sequence generated from a secret key. The ECC 
code is embedded into the first 20 AC components in the range of low to middle 
frequency band. Crypto signature scheme is used to generate the signature with all 
block features. At the receiver side, the content features are extracted from the 
received image and corrected by ECC decoding. By comparing the original content 
features (decrypted from signature) and the content features recovered from the 
received image, the verification process makes verification decision and identifies 
possible attacked area. 

The above algorithm is not secure under counterfeit attack. Although the 
probability of guessing the 7 out of 20 coefficients using exhaustive attempt is small, 
DCT coefficients replacement attack can detect the correct locations of the 7 
coefficients without knowledge of the key. Using this attack, attackers can modify all 
or part of an image and the modified image still passes verification. An example is 
shown in Fig. 4. After finding out the position of the protected DCT coefficients, the 
unprotected DCT coefficients of each block of the image “Lena” shown in Fig. 4(a) 
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are replaced with the corresponding coefficients of the image “Flight” shown in  
Fig. 4(b), leaving the protected coefficients for feature extraction and watermark 
embedding unchanged. The attacked image shown in Fig. 4(c) can still pass the 
authentication verification system of [10,12], while the visual appearance of the 
image is obviously damaged.  

 

 
(a) 

 
(b) 

 
(c) 

Fig. 4. An counterfeit attack designed to survive semi-fragile authentication (a) image “Lena”; 
(b) image “Flight”; (c) tampered image by replacing unprotected DCT coefficient with 
corresponding coefficients from the image “Flight”     

Sun’s algorithm is revised in Section 3.3 to prevent the counterfeit attack. The 
improved version is used to construct the crypto-based component of the proposed 
scheme. 

3   Proposed Scheme 

3.1   Framework 

The system diagram of the proposed scheme is shown in Fig. 5. The authentication 
system composes of two components: a content-based authentication component and 
a crypto-based authentication component. The signatures generated from these two 
components are concatenated to form the final signature. The details of these two 
components will be given in the next two subsections.  

The verification process first splits the concatenated signature into two parts and 
then verifies them separately as in their respective verification process.  Since the two 
authentication algorithms have different robustness, the combination of their 
verification results gives a finer description of the position of the modified image in 
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Fig. 1. In other words, the fuzzy region is further quantized by combining verification 
results from different authentication algorithms. Such a finer quantization could be 
helpful in the decision of the authentication. Since the definition of content preserving 
is application dependent, we do no give a final judgment here. Instead, the proposed 
scheme provides more information to guide the decision maker. 
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Fig. 5. System diagram of the proposed content-based JPEG image authentication scheme (a) 
signature generating process (b) Image verification process 

3.2   Content-Based Authentication Component  

The content-based authentication component is shown in the right part of Fig. 5(a) 
and its verification process is shown in the right part of Fig. 5(b). To improve the 
security of Fridrich’s algorithm, we propose a simpler and straightforward solution. 
The basis of the smooth block attack is that feature projections only depend on the 
variations in the block itself. If the number of smooth blocks is reduced in the image, 
the attack can be prevented. The preliminary requirement of boosting substitution 
attack is the availability of the hashing code of each block of the image. Therefore, a 
pre-processing step, named random blocks mapping (RBM), is performed before 
feature projection. RBM divides an image into small blocks and randomizes their 
order by a key, which can be the same one used in pattern generation. Then the small 
blocks are grouped into larger hash blocks (64*64) and are further projected on to the 
low-passed random patterns to generate the robust signature. RBM greatly reduces the 
number of smooth blocks and makes the hash bits of each block unknown to the 
attackers. Thus the improved algorithm should be able to detect the aforementioned 
two attacks. 
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3.3   Crypto-Based Authentication Component  

The crypto-based authentication component is shown in the left part of Fig. 5(a) and 
its verification process is shown in the left part of Fig. 5(b). Besides the algorithm 
presented in Section 2.2, we employ the edge feature of the original image to improve 
the security. Taking image edges as the features for image authentication can be 
found in some publications such as [8]. Edges in a natural image have important 
effects on the subjective visual quality and they are always associated with the 
boundary of an object or with marks on the object, thus edges can characterize the 
local significances in image. However, edge feature along is not suitable to 
authenticate those attacks such as adding gradual changing part of the image. 
Combine the edge feature with the semi-fragile authentication algorithm [10,12] 
solves the problem. 

The input original image is firstly partitioned into non-overlapping 8x8 blocks. 
DCT coefficients are computed for each block and then quantized according to JPEG 
compression. With the fuzzy edge detector [13], which is robust to many image 
processing methods, edge features are extracted from the original image and further 
classified within each block. Thus each block is assigned an edge pattern. The 
selection of protected DCT coefficients is dependent on the secret key, edge pattern 
and block position. Thus if the modification on the block changes the edge pattern, 
the selected DCT coefficients from the received image will not be at the same 
position as the protected DCT coefficients from the original image. The Block-based 
invariant features are then extracted and the ECC code is embedded into the image as 
a watermark. Finally crypto hashing is used to generate the signature with all block 
features concatenated. 

4   System Performance Analysis and Discussion 

4.1   Performance of the Content-Based Component   

To test the robustness change by adding the RBM module into Fridrich’s algorithm, 
we randomly select 2000 images from Corel Gallery database. The authentication bits 
are generated as a robust visual hash of the 64x64 image blocks. Each block is 
projected onto N=30 Patterns. For each image, we apply a set of common image 
processing and calculate the similarity between the bit sequences generated with and 
without RBM module. Here the similarity is defined as the R = 1-D(S1, S2) where 
D(S1,S2) is the normalized hamming distance between bit sequences S1 and S2. The 
statistical result is shown in Table 1. 

From Table 1 we can see that after adding RBM module, the generated bit 
sequence does not change much, which means that the robustness of the original 
Fridrich’s algorithm is maintained.  

As we analyzed in Section 3.2, RBM module is introduced into the content-based 
component to protect the content against smooth block attack and boosting 
substitution attack, by eliminating the smooth blocks and conceal the hashing code of 
each blocks respectively. Thus the content-based component module achieves better 
security while maintaining the robustness. 
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Table 1. The average and Standard deviation of normalized similarity results  

Modification Average similarity Standard deviation (std) 

JPEG (Q=90%) 0.9991 0.0012 

JPEG(Q=80%) 0.9993 0.0012 

JPEG(Q=70%) 0.9959 0.0029 

JPEG(Q=60%) 0.9943 0.0039 

JPEG(Q=50%) 0.9934 0.0042 

JPEG(Q=40%) 0.9918 0.0050 

JPEG(Q=30%) 0.9892 0.0060 

AWGN5 0.9964 0.0028 
AWGN 10 0.9949 0.0036 
AWGN 20 0.9927 0.0046 
AWGN 30 0.9912 0.0052 
AWGN 40 0.9899 0.0058 
AWGN 50 0.9885 0.0066 

Increase Brightness 0.9990 0.0015 
Decrease Brightness 0.9989 0.0014 

Increase Contrast 0.9470 0.0326 
Decrease Contrast 0.9989 0.0014 

Low Pass Filter 0.9634 0.0187 
Median Filter 0.9846 0.0100 

Sharpen 0.9466 0.0301 

Histogram Equalization 0.8933 0.0676 

4.2   Performance of the Crypto-Based Component   

By introducing the edge information into the DCT coefficient selection process, the 
modified crypto-based algorithm is sensitive to counterfeit attack and thus the security 
is enhanced. The same attack shown in Fig. 4 does not pass the verification process 
using the improved semi-fragile authentication. Fig. 6 shows the detection results, 
where the marked blocks indicate the modified area. 

 ` 

Fig. 6. Modification locating result under counterfeit attack 

On the other hand, by considering the DCT coefficients, the crypto-based 
component successfully detects some gradual changes, which is unable to be detected 
using edge only features. An example is shown in Fig. 7. More clouds are added to  
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Fig. 7. Authentication test: (a) Original image; (b) Tampered image; (c) Tampering location 
image 

the image in Fig. 7(a) on the upper-right site to form the image in Fig. 7(b). Although 
the edges of Fig. 7(a) and Fig. 7(b) are almost the same, the crypto-based 
authentication algorithm still locates the modified blocks, as illustrated in Fig. 7(c).  

4.3   Discussions 

In this section we further discuss the benefits of combining the content-based 
authentication and crypto-based authentication.  

First, by employing the hybrid scheme, the fuzzy area between surely authentic 
area and surely unauthentic are is further divided into smaller areas, as illustrated in 
Fig. 1. For instance, if the image falls in the inner fuzzy area in Fig. 1, it is more 
likely to be authentic; on the other hand, if it falls in the outer fuzzy area, it is more 
likely to be unauthentic. Therefore, the proposed scheme further quantizes the fuzzy 
area to provide users with more information to facilitate decision making process. 

Second, the content-based authentication module exploits global features, which 
makes it sensitive to cropping attack. On the other hand, the crypto-based 
authentication module exploits local block-based features, and hence it is able to 
locate the tampered region of the image. Therefore, the proposed scheme is able to 
locate tampered region while being sensitive to copping attack. In case that the 
received image falls in fuzzy decision space, the tamper-locating capability can alarm 
users to further investigate the suspicious area of the image. 

5   Conclusion and Future Works 

A hybrid content based image authentication scheme is proposed. The proposed 
hybrid system integrates a robust content-based authentication component and a  
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semi-fragile crypto-based authentication component, which are obtained by revising 
two existing algorithms respectively. The revised algorithms achieve enhanced 
security over the original algorithms. By integrating two authentication algorithms, 
additional authentication benefits are obtained and it is helpful to further explore the 
fuzzy authentication region. For future work, we will examine the problem of how to 
fuse the verification results obtained from the two authentication components.  
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Abstract. P2P networks play a promotive role in distribution and transmission 
of digital multimedia content by providing high availability, fault tolerance, 
bandwidth efficiency and dynamic scalability. At the same time, however, it 
facilitates illegal pirate and unauthorized access towards copyright media 
content which may violate possessor ownership and result in economic loss. 
Conventional client/server model for DRM has difficulties coping with the 
challenge of secure communication in P2P environment. In this paper, we 
propose a strategy to incorporate DRM mechanism into P2P network 
architecture and construct a system which ensures efficient content sharing as 
well as reliable media protection. Our approach implements a revocable key 
management scheme based on broadcast encryption and enables cryptographic 
information for session key processing to be distributed among users within the 
same authorized domain in peer-to-peer mode. Mathematical analysis has 
demonstrated that the new strategy outperforms traditional solutions on 
alleviating communication overhead of License Server, minishing peer latency 
of authorization, and importing security modules without much modification to 
original peer-to-peer infrastructure. 

Keywords: P2P Networks, DRM, Broadcast Encryption, Authorized Domain. 

1    Introduction 

P2P network is a self-organizing decentralized system in which every participant 
contributes its upstream bandwidth, processing ability and storage capacity in a 
collaborative manner. It greatly helps to establish multimedia communication 
networks and enables efficient distribution of digital content at a large scale. In the 
absence of security mechanism, however, P2P networks lack the ability to maintain 
content protection and access control towards copyright material, hence leading to 
piracy commitment, copyright infringement, and even revenue damnification. 
Therefore, it’s of paramount importance to build an integrated platform which 
accomplishes both efficient delivery and legal consumption for digital content.  

DRM refers to a set of policies, techniques and tools that monitor appropriate use 
of digital content [1]. Pertinent research has brought forth many DRM applications for 
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commerce, such as Windows Media DRM of Microsoft, Helix DRM of 
RealNetworks, and iTunes of Apple. Although the technology has been sufficiently 
developed and matured, traditional client/server model for DRM does not satisfy the 
requirements of P2P network architecture. Reasons for incompatibility mainly rest 
with intrinsic property of P2P framework and consideration of performance 
maintenance. On the one hand, centralized control may result in system bottleneck 
while meeting rigorous security requirements. On the other hand, security scheme can 
potentially adapt to peer-to-peer configuration and probably benefit from the sharing 
features.  

In this paper we present a novel implementation of DRM for P2P networks. It 
takes full advantage of P2P architecture and exchanges information in a cooperative 
manner. The information flow traversing the entire system can be classified into two 
categories. One is the digital content, and the other is rights object which contains 
data for access control and session key processing. Our system organizes legal peers 
in form of authorized domain according to granted rights. Peers within the same 
cluster are able to exchange ciphertext in a peer-to-peer manner without disturbing 
License Server. The key scheme inherited from broadcast encryption [18] guarantees 
that privileged users can process session key successfully while illegal ones outside 
domain obtain nothing even if ciphertext was available. As a result we are able to 
accomplish several advancements beyond traditional solutions. First, authorization is 
achieved through decreasing communication between License Server and peer nodes. 
Second, licensing operations arouse shorter response delay for peer customer. Third, 
security modules can be conveniently integrated into existent peer-to-peer framework 
without intervening intrinsic configuration and performance of the entire system is 
improved compared with traditional combination. 

This paper is organized as follows. Section 2 introduces previous work on the 
security management for P2P networks and discusses the motivation of our study. 
Section 3 analyses essential nature of P2P framework and possible challenge to 
security incorporation. It also outlines general broadcast encryption scheme and 
prefigures its potential for peer-to-peer application. Section 4 outlines the architecture 
of P2P-based DRM system. After that, implementation of revocable key scheme and 
its integration with peer-to-peer platform are detailed. Section 5 evaluates system 
performance and illustrates application scenarios. Finally, section 6 makes some 
conclusion remarks. 

2   Related Work and Motivation 

So far security issue with P2P networks has received much attention and 
investigation. It covers a wide range of aspects, such as trust and reputation, 
anonymity and privacy, content protection and rights management.  

Malicious nodes and futile information pose a threat to the availability of P2P 
networks. [2-5] aim at building trust and reputation infrastructure so that querying 
peers can decide which candidate to interact with or whether suspectable information 
should be accepted.  

Anonymity and privacy have a bearing upon customer experience. [6] presents a 
secure underlying protocol for trust management and provides mutual anonymity for 
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both querist and respondent. [7] compares different realizations of mutual anonymity 
in the presence of trusted third party and otherwise. [8] implements anonymous 
lookup and information exchange with minimal modifications to most P2P substrate. 

[9-11] are dedicated to legitimate content distribution. [9] provides detection and 
tracing mechanism against copyright infringement by identifying characteristics of 
P2P traffic. [10] and [11] prevent illegal publication by maintaining protected content 
list and utilizing fingerprinting and cryptographic hash technologies, respectively.  

Conventional solutions for P2P security generally rely on Trusted Third Party 
(TTP) and Public Key Infrastructure (PKI) for fairness, integrity and confidentiality. 
Nevertheless, this may result in concentrated supervision and inapplicability to 
decentralized nature of P2P framework. Recent work has achieved certain innovation 
on dispensing with central administrator. [12] constructs a Ticket and Credit based 
Multimedia Commerce system for legal trading among peer customers and [13] 
proposes mutual authentication protocol for federated P2P environment. Both of them 
employ tamper-resistant hardware to enforce security strategies. [14] and [15] adopt 
Byzantine fault tolerant agreement and implement authentication without mediation 
of trusted third party. [16] and [17] implements security mechanisms for P2P home 
network by means of broadcast encryption. A collection of compliant devices makes 
up an authorized domain within which newcomer is authorized and content is shared. 
Content cryptography is bound to device cluster and authorization is carried out in a 
tree-based hierarchy. 

With regard to content protection and rights management, central administrator is 
yet a necessity. It takes charge of content capsulation, identity registration, and rights 
authorization. Since centralized monitoring may conflict with decentralized nature of 
P2P architecture, security mechanisms should be migrated in a cost-effective way. 
Thus the major concern of this paper is to supply P2P architecture with scalable and 
adaptive security management. Every participating node shall be able to partake and 
balance the server load so as to alleviate possible congestion due to licensing 
operations. In reciprocation participants will also gain quick response of authorization 
information. 

3   P2P Networks and Broadcast Encryption 

3.1   Features of P2P Networks 

P2P network is not only a collection of heterogeneous decentralized resources but 
also a congregation of active cooperation. While receiving service from system, peer 
node can propagate the information to other participants, sharing its link capacity, 
processing power and memory space likewise.  

Owing to complete utilization of network resources, P2P model fits well the 
multimedia dissemination which normally involves huge amount of data transfer. 
Meanwhile, participating nodes behave autonomously, leaving and joining 
dynamically. Thus embedding security functionalities into such framwork demands 
comprehensive consideration. Centralized configuration can consolidate loosly 
coupled control, but may also place heavy burden upon the system. Thereby making 
security modules adaptive to peer-to-peer distributed nature might be a wise choice.  
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3.2   Broadcast Encryption and Its Applicability for P2P Networks 

The technique of broadcast encryption was spawned by Amos Fiat and Moni Naor in 
[18] with a motivation of addressing key agreement via one-way communication. 
Broadcast encryption allows a central organization to broadcast secure transmissions 
to an arbitrary set of privileged recipients. The scheme guarantees that only legal 
users are able to process information correctly while unauthorized ones get nothing 
valuable. Broadcast encryption intends to minimize the communication overhead for 
key management while some PKI-based schemes require a two-way handshake to 
agree on a session key[19]. The one-way nature of broadcast encryption may also 
raise opportunities for peer-to-peer security framework.  

Firstly, broadcast encryption is able to enforce compliance without identification 
and authentication in certain scenarios. P2P networking is outstanding for its sharing 
and collaboration. If we uniform the authentication and authorization to a confined 
range, the scope of cooperation will be extended by a large margin.  

Secondly, broadcast encryption affords more robust and reliable key negotiation 
mechanism. Both License Server and normal peers can benefit from this robustness 
and reliability. 

Lastly, broadcast encryption enables resilient secrecy against coalition to a certain 
extent. It is desirable that cryptographic information can be distributed in similar way 
as content data under peer-to-peer circumstances. Due to the autonomous behavior of 
peer-to-peer nodes, such practice seems to be sort of risky. Fortunately, however, we 
can rely on the resilience provided by broadcast encryption scheme. It guarantees that 
authorization object is safely disseminated among the peers in the same authorized 
domain. 

4    P2P-Based DRM Implementation 

4.1   System Architecture  

The system architecture can be analyzed from two points of view. One is data transfer 
over peer-to-peer networks; the other is organization and collaboration of function 
modules. Figure 1 depicts data flow and interaction of function modules in our 
system. We only illustrate major components for clarity. The central server of the 
entire system consists of License Server and Content Provider which work 
cooperatively to provide rights management for content distribution.  

Content Encapsulation  
Content Classifier classifies multimedia content into categories in terms of intrinsic 
value and consumption rights. That is to say, each content category can be regarded as 
a binary tuple consisting of one content ID and certain rights. Then Content Packager 
chooses a content encryption key for each content category and encapsulates the 
content with symmetrical encryption.  

Authentication and Authorization 
License Server organizes peer nodes into authorized domain to which the same 
content and rights are endowed. Meanwhile, symmetrical key and authority license  
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Fig. 1. Organization and interaction of function modules for secure P2P system. Arrows 
indicate data flow and control flow. We assume that the customer on the right has completed 
registration and authentication, thereby receiving ciphertext and content from others. 

are also shared among peers within the same authorized domain. Register Manager 
deals with registration and assigns a private key to the customer, together with an 
identity. Any registered customer must request with its identity and verify to 
Authority Manager for any content category it intends to access. Such policy makes 
DRM implementation flexible and adaptable to various applications since verification 
can turn into payment, trading, or virtual cashing.  

Ciphertext denotes the cryptographic information for session key processing. For 
successful authentication, Authority Manager updates corresponding ciphertext by 
performing group operations on set difference, marking the result with timestamp, 
embedding supplementary information and disseminating the up-to-date information.  
So far authentication and authorization have been accomplished.  

Content Access Management 
Since publish of public key, domain membership and even ciphertext won’t pose any 
threat to system security, cryptographic information can be disseminated among users 
in a peer-to-peer manner. P2P Engine sees to the search and exchange of multimedia 
content as well as cryptographic information. Searching and tracking mechanisms for 
P2P networks are all available to achieve efficiency. We employ Distributed Hash 
Table (DHT) for data indexing and searching.  

4.2   Key Management 

Our key management scheme is derived from the collusion resistant broadcast 
encryption devised in [20]. We mainly accommodate the primary algorithm to peer-
to-peer applications. The modifications to primary notion merely consist of parameter 
initialization and process scheduling.  
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Table 1. Useful notations and descriptions for key management scheme 

Notation Description 

n  a value much larger than maximum number of users 
G  a bilinear group of prime order p  

g  a random generator of G , Gg ∈  

α, γ random of pZ  

ig  i
gα  

υ  γg  

PK  public key for system 

id  private key for user i which equals to γ
ig  

K  session key for symmetrical content encryption 

Hdr  broadcast ciphertext for processing session key 

S  set of members within the same authorized domain 

 
Useful notations of the scheme are described in Table 1. Then we can detail 

conformed key scheme for the secure peer-to-peer framework. n circumscribes the 
upper limit of users in the peer-to-peer networks and it should be assigned a 
reasonably large value in consideration of the dynamic growth. At the beginning, 
License Server will choose an n large enough for upper limit of customers.     
Then PK can be calculated once for all or gradually with renewal. At any one time, 

for j users registered with License Server, PK will be g , 1+− jng ,…, ng , 2+ng ,…, 

jng + ,υ . Whenever a new user joins the system we only append two more elements 

to PK . Optionally, License Server can calculate the whole PK in advance, 

g , 1g ,…, ng , 2+ng ,…, ng2 ,υ , sparing PK renewal during runtime. 

To create a new session key K , we choose a random pZt ∈ and perform the 

bilinear map t
n ggeK ),( 1+= . Multimedia content are classified into categories and  

we oblige each category to be symmetrically encrypted with one unique session key. 
Thus more than one K should be generated for multiple instances.  

Each registered customer holds a private key which is only known to License 
Server and the owner itself. As soon as License Server successfully authenticates a 
customer’s request for certain multimedia category, it will bind the customer to 
corresponding S and construct a Hdr based on generation of corresponding K and 
membership in authorized domain:  

2
1 )(, GggHdr

Sj

t
jn

t ∈⎟⎟
⎠

⎞
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It’s implicated that authorized domain S , multimedia category and symmetrical K  

form a mapping relationship. In other words, all the participants in S are authorized 

equally, thereby sharing the same instance of Hdr , S and K . When the querist 

receives from other participating nodes Hdr , as well as PK and S , it is able to 
process ciphertext and obtain K for rendering protected content: 

),( 10 CCHdr =  

),(),( 110 CgdeCgeK

ij
Sj

ijnii ∏
≠
∈

+−+⋅=  

Only authenticated customers bound to the cluster can process Hdr successfully.  

4.3   Management of Cryptographic Information 

On arrival of new customers, Hdr shall be updated and accommodated to variation 

of S . Optimization can be applied with previous computation. Since original Hdr is 

available, ∏ ′∈ −+=′
Sj

t
jngrHd 1 for S ′ can be computed from∏ ∈ −+Sj

t
jng 1 with just 

δ  group operations, whereδ  is the set difference between S and S ′ .  Decryption 

on client side can benefit from similar optimization in respect that∏
≠

′∈ +−+
ij
Sj ijng 1 can 

be computed from∏
≠
∈ +−+

ij
Sj ijng 1 easily if S and S ′ are similar. Furthermore, system 

performance can be optimized with precomputed ∏ = −+
n

j

t
jng

1 1 on condition that 

receiver sets tend to be large. 
Although cryptographic information can occupy corresponding entries in DHT as 

multimedia content, dynamic variations of PK , S and Hdr demand special 
management. Substantially, Authority Manager should maintain the mapping 
relationship between S and Hdr . On occurrence of update, set difference, 
partial PK and temporary Hdr are combined into a message marked with timestamp. 
P2P Engine searches for original messages as well as the up-to-date one, checks 
timestamps, and computes new Hdr with collected information. 

5   Performance Evaluation and Application Scenarios 

In virtue of our scheme, License Server doesn’t have to encapsulate and transmit 
session key for every verification separately. License Server 

computes ∏ Δ∈ −+Sj

t
jng 1 for set difference SΔ as temporary Hdr on update. The 

value can serve as many as SΔ customers while consuming License Server only one 
transmission. Since Hdr is of constant size, average overhead of communication shall 
be Hdr ’s division by SΔ . In a word, the more requests are submitted to License 
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Server at a time, the more customers can obtain expected ciphertext from one update.   
Obviously, too rare requests will degrade the system into client/server networking.  

We will make comparison between our system and traditional solutions. Typical 
DRM over P2P networks are centralized and based on PKI. Each registered customer 
keeps a private key while License Server maintains the public one. It sends to License 
Server a license request and goes through a verification routine optionally. If the 
authentication is successful, License Server will encrypt session key with customer’s 
public key and encapsulate it into a certificate with certain rights. In consideration of 
integrity, License Server normally appends to the certificate a signature with its 
private key and then sends back the licensing message to the customer.  

Table 2. Performance comparison between P2P DRM based on broadcast encryption and 
centralized DRM based on PKI. n  is the number of customers. The comparison mainly 
focuses on consumption of authorization for Lisence Server. 

 
P2P DRM Based on 

Broadcast Encryption 
Centralized DRM 

Based on PKI 

Storage 
Requirement 

)(nO  for domain membership, 

public key, and ciphertexts 
)(nO  for public keys 

Number of 
Transmissions 

Not more than One in average 
for each authorization 

One for each authorization 

Computation 
Cost 

One group operation for each 
new participant 

One public key operation for 
each new participant 

Communication 
Overhead 

One PK for the entire system; 
One S for an authorized 

domain; One Hdr and 
timestamp for each update 

n public keys for the entire 
system; One encapsulation 
of session key for each user 

Table 2 presents the performance comparison between P2P DRM based on 
broadcast encryption and typical centralized DRM based on PKI. Performance is 
evaluated in terms of storage requirement, number of transmissions, computation cost 
and communication overhead. P2P DRM based on broadcast encryption consumes 
more storage than typical one for cluster information management. Both schemes 
perform equally on computation complexity. Since cryptographic information is 
shared within authorized domain and disseminated in a peer-to-peer mode, S  for 

certain cluster is published gradually but just once in all and Hdr is only distributed 
on update which usually handles several authorizations. Consequently novel DRM 
outperforms the typical one on average transmission times and communication 
overhead. License Server can then be load-balanced, communication accelerated, 
response latency shortened and overall performance improved. 

Moreover, the novel scheme involves little modifications to original peer-to-peer 
infrastructure. It can be flexibly and efficiently adapted to various P2P applications, 
such as on-line business, virtual-cash trading, e-commerce and DRM for P2P streaming 
where users demanding the same channel natually fall into one authorized domain. 
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6   Conclusion and Future Work  

Large-scale distribution of digital content has benefited a lot from high availability 
and dynamic scalability of P2P networks. Since the decentralized nature facilitates 
pirate and illegality, DRM over P2P networks will be a necessity to satisfy both 
access control over valuable materials and efficient distribution of media content.  

In this paper we have proposed an efficient and flexible implementation of DRM 
over P2P networks. Our novel strategy takes full advantages of peer-to-peer features, 
derives the key scheme from broadcast encryption and allows the cryptographic 
information to be disseminated around in peer-to-peer mode, thereby reducing 
communication overhead and balancing work load for License Server. Mathematical 
analysis shows that novel DRM outperforms the traditional solution on alleviating 
server bottleneck, shortening response latency, and maintaining high scalability. In 
addition, our DRM places little impact on original peer-to-peer infrastructure and can 
be incorporated into various P2P applications, such as e-business, on-line trading, 
virtual cashing and DRM for P2P live streaming. 

Our future work consists of providing fast recovery from dynamic variation, 
abbreviating cryptographic messages for collecting up-to-date ciphertext, enhancing 
robustness against abrupt fluctuation and adapting the system to more general peer-to-
peer applications. 
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Abstract. With the increase of video applications, the security of video data 
becomes more and more important. In this paper, we propose a new video 
encryption scheme for H.264/AVC video coding standard. We define Unequal 
Secure Encryption (USE) as an approach that applies different cryptographic 
algorithms (with different security strength) to different partitions of video data. 
The USE scheme includes two parts: video data classification and unequal 
secure video data encryption. For data classification, we propose 3 data 
classification methods and define 5 security levels in our scheme. For 
encryption, we propose a new stream cipher algorithm FLEX and XOR method 
to reduce computational cost. In this way, our scheme can achieve both high 
security and low computational cost. The experimental results show that the 
computational cost of the USE scheme is very low. In security level 0, the 
computational cost is about 18% of naive encryption. The USE scheme is very 
suitable for high security and low cost video encryption systems.  

Keywords: Video, Encryption, H.264/AVC. 

1   Introduction 

With the increase of multimedia applications in communication, the data transmission 
and information security become more and more important. For video data 
compression, there are several important standards such as MPEG-1, MPEG-2/H.262, 
MPEG-4 and H.264/AVC. H.264/AVC video compression standard is the newest 
international video coding standard, which is jointly developed by ITU-T Video 
Coding Experts Group (VCEG) and the ISO/IEC Moving Picture Experts Group 
(MPEG) [1]. 

For information security, a common video encryption standard does not exist. To 
protect the video content, there are three major security technologies: (1) Encryption 
technology to provide end-to-end security when distributing video over internet or 
other public communication channel. (2) Watermarking technology to achieve 
copyright protection, ownership trace, and authentication. (3) Access control 
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technology to prevent unauthorized access. In this paper, we focus on video data 
encryption technology, especially for H.264/AVC video data encryption. 

Most of existing video encryption schemes is designed for previous video coding 
standards, and there are few video encryption schemes designed for H.264/AVC. 
According to these video encryption schemes, they can be classified into two major 
encryption types: whole video data encryption and selective video data encryption. 
The whole video data encryption method has two different approaches: (a) Video 
scrambling technology. Permuting the video in the time domain or the frequency 
domain, however, the security is low. (b) Encryption. Encrypting the entire video data 
using standard cryptographic algorithms, it is often referred to as “naive approach”. 
This method can provide substantial high security. However, it needs huge 
computational cost. 

Most of researches are about selective video data encryption, which can reduce 
computational cost as it just encrypts only a part of video data. However, the security 
becomes problem in many proposed schemes. Some schemes only achieved moderate 
to low security and only few of the proposed methods achieved substantial security. 

In this paper, an Unequal Secure Encryption (USE) scheme is proposed for video 
secure systems. There are three major targets in the USE scheme: security, feasibility, 
and low computational cost. In the USE scheme, we encrypt the total video data using 
standard cryptographic algorithms to make our scheme highly secure. In order to 
make the USE scheme can be used in most of the video security systems, we perform 
all of the encryption operations after entropy coding. In this way, the video coding 
system and the video encryption system can be separated with each other. The 
remaining problem is computational cost. As computational cost of “naive approach” 
is huge, we need to make some optimization to reduce the computational cost. Here 
we use two methods: (1) Data classification. We classify the total video data into two 
data partitions, important data partition and unimportant data partition. Many new 
features in H.264/AVC make this procedure easy to implement. Normally, important 
data partition has smaller size than unimportant one. (2) Unequal secure encryption. 
We use AES [13] to encrypt important data partition and proposed FLEX algorithm to 
encrypt unimportant data partition. The computational cost of FLEX is only 1/5 of 
AES. In this way, we can keep our scheme highly secure with low computational cost. 

The rest of this paper is organized as follows. The existing video encryption 
schemes are discussed in Section 2. The USE scheme is proposed in Section 3. Our 
experimental results are presented in Section 4. Finally, the conclusion is given in 
Section 5. 

2   Video Encryption Methods 

The most secure way of protecting video data is naive algorithm, which encrypts the 
entire video data by standard cryptosystem. However, larger computational overhead 
makes it inefficient or impossible in lots of applications. As a result, selective 
encryption becomes popular in most of the video encryption researches. 

Liu and Eskicioglu in [3], Furht, Socek and Eskicioglu in [6] have presented a 
comprehensive classification include most of the presented selective video encryption 
algorithms. According to their work, these encryption schemes can be further 
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classified into three types: frequency domain schemes, spatial domain schemes and 
entropy coding schemes. Frequency domain scheme selects frequency domain data in 
video such as motion vector, DCT coefficients, I blocks, I frames and so on. Most of 
the selective encryption methods are based on frequency domain. Spatial domain 
schemes make use of spatial information in video data. Entropy coding schemes use 
special entropy codec to do encryption. 

 

There are three main problems in these encryption schemes.  

A. Security Problem 

A lot of cryptanalysis work has been done in proposed video encryption schemes [5, 
7-11]. From the view points of these researches, the security of schemes which don’t 
use standard cryptographic algorithms is very low. For example, Permutation is 
highly risky shown in [5, 8-10]. Even using standard cryptographic algorithms such as 
DES or AES in video encryption scheme, there are also many security problems 
existing. The corresponding cryptanalysis can be found in [5, 7, 11].  

B. Computational Cost Problem 

Some methods can provide substantial security. However, computational overhead 
and data overhead become worse. For example, VEA scheme [12] is “very close to 
the security of encryption scheme E that is internally used” [6]. However, it needs to 
encrypt half of video data using internal encryption scheme E and transfer a large 
amount of additional keys to receiver. 

C. Feasibility Problem 

Feasibility is another problem existed in many schemes. A lot of existing schemes are 
so called “Integrated video compression and encryption system”. It means that the 
video encryption module must be integrated into video compression system. For 
example, permutation of AC, DC coefficients should be done before entropy coding. 
In this way, the encryption should break the procedure of video compression, and the 
encryption module must be integrated into video compression system. That is why the 
standard decoder can’t work when decoding encrypted video data. The corresponding 
decoder to this secure encoder should be “Integrated video decompression and 
decryption decoder”. This causes such kind of scheme very hard to be widely used in 
commercial applications. 

3   Unequal Secure Encryption (USE) Scheme 

3.1   USE Scheme Introduction 

The purpose of designing Unequal Secure Encryption scheme is to provide substantial 
security with low computational cost for video encryption. As discussed in Section 1, 
a lot of existing video encryption schemes target low computational cost while 
ignoring security problems, many proposed schemes are so called “Integrated video 
compression and encryption system” which is hard to be widely used in video 
security systems. Some proposed schemes can achieve high security level. However, 
the computational cost is bad.  
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Figure 1 shows the idea of the USE scheme. 

 

Fig. 1. Unequal Secure Encryption scheme 

The USE scheme includes two major steps: The first step is video data 
classification. The purpose of classification is to divide video data into two partitions: 
important video data partition and unimportant video data partition. The importance is 
evaluated by how difficult to reconstruct a picture. As shown in Figure 1, after data 
classification, H.264/AVC video data is parted into DPA (Data Partition A, 
important) and DPB (Data Partition B, unimportant).  

The second step in the USE scheme is unequal secure encryption. Unlike the 
existing selective encryption scheme, the USE scheme encrypts total video data, and 
different cryptographic algorithms are selected to encrypt different part of video data. 
As discussed in Section 1, from the view points of cryptanalysis, the best way to keep 
security is to encrypt the total video data by standard cryptographic algorithms, other 
than some other methods whose security can not be approved. As shown in Figure 1, 
two algorithms are used in the USE scheme. DPA is encrypted by cipher A, and DPB 
is encrypted by cipher B. Different algorithm has different security level and 
computational cost. In the USE scheme, we use AES as cipher A, and FLEX as cipher 
B. FLEX is based on AES, the hardware implementations of AES can also support 
FLEX, and the speed of FLEX is faster than AES. Besides AES and FLEX, some 
other cryptographic algorithms also can be used in the USE scheme. 

The computational cost for USE scheme depends on data classification and 
cryptographic algorithms.  

3.2   Data Classification Methods 

There are many data classification methods in the USE scheme. As the USE scheme 
is designed for H.264/AVC, some new features in H.264/AVC can be used in data 
classification. 
 

Data Partitioning (Extended Profile): This is a new feature in H.264/AVC Extended 
Profile, which can do data partition automatically. As shown in Figure 2, the coded 
data that makes up a slice is placed in three separate Data Partitions (A, B and C). 
Partition A contains the slice header and header data for MBs. Partition B contains 
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intra coding MBs’ residual data, Partition C contains inter coding MBs’ residual data. 
Obviously, the information in Partition A is more important than B and C. Normally, 
intra data (Partition B) is considered more important than inter data (Partition C). 

  

Fig. 2. Slice syntax of H.264/AVC Extended Profile 

FMO (Baseline Profile, Extended Profile): FMO is a new feature in H.264/AVC. It 
has ability to partition the picture into regions called slice groups. In H.264/AVC 
standard, FMO consists of seven different partition types. All of these types make it 
easy to partition pictures. In the USE scheme, there are two kinds of partition modes 
(shown in Figure 3). The first partition mode is Region Based FMO. In this mode, the 
picture is partitioned into two slice groups: Secret regions and Normal regions. The 
shape of secret regions can be decided by other pre-processing tools such as object 
recognition and extraction. This mode can support extraction of any interesting shapes 
in picture, so object based encryption can be realized. The second partition mode is 
Mode Based FMO. In this mode, the picture is partitioned into two slice groups: Intra 
MBs and Inter MBs. As Intra MBs is more important than Inter MBs to reconstruct 
picture, the Intra MBs should use highly secure encryption algorithms. 

Slice Group 0

Slice Group 1

Slice Group 1: Inter MBs

Slice Group 0: Secret Regions

Slice Group 1: Normal Regions 

Slice Group 0: Intra MBs

a. Region based FMO b. Mode based FMO

 

Fig. 3. Data Partitioned Slices by FMO 

Parameters Extraction (All Profiles): Since Data Partitioning method and FMO 
method are profile limited methods, a common method which can be used in any 
profiles is needed. The Parameter Extraction method which is shown in Figure 4 is 
such kind of method. The effect of this method is like Data Partitioning method.  The 
difference is that Data Partitioning method can be automatically done by codec.  
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Fig. 4. Data Partitioning by Parameters Extraction 

3.3   Security Levels 

There are 5 security levels in the USE scheme (Shown in Table 1). The definitions are 
listed as following:  

Level 0: Headers are encrypted by AES, and the remained data are encrypted by 
FLEX. In level 0, the computational cost is the lowest. The Parameters Extraction 
method can be used in this level. 

Level 1: Headers and MVDs (in H.264/AVC, MVD corresponds to motion vector) 
are encrypted by AES, and the remained data are encrypted by FLEX. The Data 
Partitioning method and Parameters Extraction method can be used in this level.  

Level 2: Headers, MVD and Intra MBs are encrypted by AES, and Inter MBs are 
encrypted by FLEX. All of three data classification methods can be used in this level.  

Level 3: The entire video is encrypted by AES. Level 3 has the highest 
computational cost and security.  

Level x: This is an extra security levels for the USE scheme. Only FMO methods 
can be used in this level. It can be used in object-based encryption applications.  

3.4   Encryption Methods 

A. FLEX Algorithm 

FLEX (which stands for Fast Leak EXtraction) is a stream cipher algorithm based on 
the round transformation of AES. FLEX provides the same key agility and short 
message block performance as AES while handling longer messages faster than AES. 
In addition, it has the same hardware and software flexibility as AES, and hardware 
implementations of FLEX can share resources with AES implementations. The FLEX 
algorithm is shown in Figure 5. 
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Table 1. Security levels in the USE scheme 

Secure Levels Algorithm Video content Data Classification Methods 

AES Headers  Level 0 

FLEX Inter, Intra, MVD 

Parameters Extraction 

 

AES Headers, MVD Level 1 

FLEX Inter, Intra 

Data Partitioning 

Parameters Extraction 

AES Headers, MVD, Intra Level 2 

FLEX Inter 

Data Partitioning 

Parameters Extraction 

FMO 

Level 3 AES All - 

AES Secret Region  Level x 

FLEX Normal Region 

FMO 

Firstly, the given IV is encrypted by AES invocation: S=AESKey(IV). The 128-bit 
result S together with encryption Key constitutes a 256-bit secret state of the stream 
cipher. Secondly, we use result S as a new input data to AES: S’=AESKey(S). The 
cipher stream will be generated as this process continues. The output of FLEX is not 
S or S’, it comes from internal states of AES. As shown in Figure 6, 4×4 array of 
bytes constitutes the internal state of AES. In every round function of AES, a part of 
AES States is output. In FLEX algorithm, b0, 0, b0, 2, b1, 1, b1, 3, b2, 0, b2, 2, b3, 1, b3, 3 are 
output in odd rounds, b0, 1, b0, 3, b1, 1, b1, 3, b2, 1, b2, 3, b3, 1, b3, 3 are output in even 
rounds. It totally outputs 80 States of AES (640 bits) in every AES encryption round. 
The speed of FLEX is exactly 5 times faster than AES. 

  

Fig. 5. FLEX encryption algorithm 
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Fig. 6. Leak position in the even and odd rounds                     Fig. 7. XOR Method 
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B. XOR Method 

In order to further reduce computational cost, we use XOR method to reduce 50% of 
computational cost. This method is shown in Figure 7. There are three steps of this 
method: 

Step 1: Divide total plaintext into two partitions A and B (with the same size), 
Step 2: Encrypt partition A while XOR partition A with partition B bits by bits, 
Step 3: Partition C and D are ciphertext.     
                                            

By using XOR method, we can just encrypt half of video data to achieve low 
computational cost. The security of total plaintext is equal to partition A. 

6   Experimental Results 

Table 2 shows the experimental results for several H.264/AVC QCIF sequences. It 
lists the header information size, MVD size, Intra MBs residue size and Inter MBs 
residue size in 10 QCIF test sequences. In every test sequence, it begin with I frame, 
followed by P or B frames. Totally 100 frames are included in each test sequence. 

From these 10 sequences, the average ratios of data size for Header is about 20%, 
MVD is about 20%, Intra residue is about 15%, and Inter residue is about 45%. 

Table 3 shows the computational cost and encrypted data percentage comparison 
of our USE scheme with other’s proposals. The comparison is under the experimental 
results listed in table 2. We use the average percentage of 10 sequences. The 
computational cost is measured by n@AES. We consider that the “naive encryption” 
by AES is 100%@AES. For example, the computational cost for SECMPEG level 1 
is 20%@AES. It means that the computational cost of SECMPEG level 1 is 20% of 
“naive encryption”. The encrypted data percentage reflects the security strength of  
 

Table 2. Video data partition size (QCIF@100 Frames, I Frame followed by P or B Frames) 

Header MVD Intra MBs Residue Inter MBs Residue Video 

Sequence 
Header 

(bits) 

Header/Total 

(bits) 

MVD 

(bits) 

MVD/Total  

(%) 

Intra 

(bits) 

Intra/Total  

(%) 

Inter 

(bits) 

Inter/Total  

(%) 

Total size 

(bits) 

Canoa 375761 14.41% 300816 11.58% 769777 29.62% 1152357 44.34% 2608088 

CarPhone 163807 26.56% 150868 24.85% 55551 9.15% 236802 39.01% 616672 

Claire 57026 32.47% 38300 23.18% 10801 6.54% 59111 35.77% 175640 

Container 63771 29.28% 32468 15.68% 23877 11.53% 86899 41.98% 217832 

Football 435313 15.84% 390128 14.25% 866291 31.64% 1046531 38.22% 2747592 

Foreman 180379 26.50% 195606 29.13% 43971 6.55% 251588 37.46% 680648 

Grandma 60164 30.29% 39218 20.86% 17903 9.52% 70763 37.63% 198600 

Mobile 247232 19.59% 207090 16.54% 54242 4.33% 743504 59.38% 1261768 

News 97174 21.37% 86012 19.35% 55332 12.45% 206017 46.34% 454736 

Table 147555 18.55% 165196 21.03% 78360 9.98% 394422 50.21% 795512 
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Table 3. Comparison with other symmetric cryptographic algorithms based video encryption 
schemes 

Encryption Schemes Content to be encrypted Computational overhead ( @ AES ) Encrypted Data 

Level 1 Header 20% @ AES 20% 
Level 3 Header and Intra 35% @ AES 35% 

SEC MPEG [15] 

Level 4 All 100% @ AES 100% 
Aegis [16,17] Header, I frame 35% @ AES 35% 
VEA [12] All 50% @ AES 100% 
RVEA [18, 19] Sign Bit of DCT and motion vectors 10% @ AES 10% 

Method 0 Header, Intra and MVD 55% @ AES 55% 
Method 1 Every nth I MB 1/n*15%@AES 1/n*15% 
Method 2 + Header (1/n*15 + 40)% @ AES (1/n*15 + 40)% 

Alattar
[20] 

Method 3 + nth Header (1/n*15 +1/n*40)%@ AES (1/n*15 +1/n*40)% 
Level 0 All 18% @ AES 100% 

Level 1  All 26% @ AES 100% 

Level 2  All 32% @ AES 100% 

Ours Level 3  All 50% @ AES 100% 
 

 
each video encryption schemes. As all of the schemes use AES to encrypt the selected 
important data, the security can be evaluated by the amount of encrypted data.  

From table 3, it can be seen that our scheme can achieve both high security and 
low computational cost compared to others’ work. For example, the computational 
cost of Level 0 in our USE scheme is just about 18% of naive encryption, and the 
encrypted data percentage is 100%. 

7   Conclusion 

In this paper, an unequal secure encryption scheme for H.264/AVC is proposed. This 
scheme mainly includes two parts: Data classification and Unequal secure 
encryption. Some new ideas are proposed in this scheme, such as Data classification 
methods, FLEX algorithm, XOR method and so on. The experimental results show 
that our scheme can achieve both high security and low computational cost. It is very 
suitable to be used in low power and high security video encryption systems. 
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Abstract. Tattoos are used by law enforcement agencies for identification of a 
victim or a suspect using a false identity. Current method for matching tattoos is 
based on human-assigned class labels that is time consuming, subjective and 
has limited performance. It is desirable to build a content-based image retrieval 
(CBIR) system for automatic matching and retrieval of tattoos. We examine 
several key design issues related to building a prototype CBIR system for tattoo 
image database. Our system computes the similarity between the query and 
stored tattoos based on image content to retrieve the most similar tattoos. The 
performance of the system is evaluated on a database of 2,157 tattoos 
representing 20 different classes. Effects of segmentation errors, image 
transformations (e.g., blurring, illumination), influence of semantic labels and 
relevance feedback are also studied. 

Keywords: Human Identification, Content-based Image Retrieval, Tattoos, 
Forensics. 

1   Introduction 

People have used tattoos in order to represent themselves and to be identified as 
distinct from others for over 5,000 years [1]. Until recently, practice of tattooing was 
limited to particular groups, such as motor bikers, sailors and members of criminal 
gangs. But, now, tattoos are no longer associated with such unsavory reputations, and 
as a result, the size of the tattooed population is rising rapidly. The rising popularity 
of tattoos among the younger section of the population is even more surprising. A 
study published in the Journal of the American Academy of Dermatology in 2006 
reported that about 36% of Americans in the age group 18 to 29 have at least one 
tattoo [2]. 

Tattoos are a useful tool for person identification in forensic applications. There 
has been an increased emphasis on the use of “soft biometric” traits [3] (e.g., tattoos) 
in identification tasks when primary biometric traits (e.g., fingerprints) are either no 
longer available, or corrupted. Tattoo pigments are embedded in the skin to such a 
depth that even severe skin burns often do not destroy a tattoo; tattoos were used to 
identify victims of 9/11 attacks [4] and Asian tsunami in 2004 [5]. Criminal 
identification using tattoos is another important application, because tattoos often 



 Tattoo-ID: Automatic Tattoo Image Retrieval for Suspect and Victim Identification 257 

contain useful information, such as gang membership, religious beliefs, previous 
convictions, years spent in jail, etc. [1] (Fig. 1). A study by Burma [6] suggested that 
delinquents are significantly more likely to have tattoos than non-delinquents. 

            
        (a)                          (b)                         (c)  

Fig. 1. Examples of Criminal Tattoos: (a) Teardrop tattoo (person has killed someone or had a 
friend killed in prison), (b) Texas Syndicate (TS) gang member tattoo, (c) Three dots tattoo 
found on the prisoner's back of the hand [7-8] 

   (a)               (b)              (c)               (d)              (e)               (f)                (g)              (h)  

Fig. 2. Sample tattoos from the eight major classes in ANSI/NIST-standard: (a) Human, (b) 
Animal, (c) Plant, (d) Flag, (e) Object, (f) Abstract, (g) Symbol, and (h) Other 

Law enforcement agencies routinely photograph and catalog tattoo patterns for the 
purpose of identifying victims and convicts (who often use aliases). The ANSI/NIST-
ITL 1-2007 standard [9] defines 8 major class labels, e.g., human face, animal, and 
symbols for tattoos (Fig. 2). Manual searches are performed by matching the class 
labels of query and database tattoos. The tattoo matching process based on human-
assigned class labels is subjective, has limited performance and time-consuming. 
Further, simple class description in textual query (“find a dragon tattoo”) does not 
include all the semantic information in tattoos [10] as evident by the large intra-class 
variability (Fig. 3). Finally, the classes in ANSI/NIST standard are not adequate to 
describe increasing variety of new tattoo designs. 

            

Fig. 3. Different images belonging to HUMAN category 

We describe the preliminary design and implementation of a CBIR system for tattoo 
images, called Tattoo-ID. While, successful CBIR systems for a variety of application 
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domains such as satellite, trademark, vacation, and medical images have been reported 
[12], [13], to our knowledge, this is the first attempt to build a system for tattoo 
images. Compared to the general CBIR systems, which retrieve images similar to the 
given query, the goal of our Tattoo-ID system is driven by the specific application 
requirements. Since tattoo images are used for human identification, the system is 
expected to retrieve all the images in the database that are some minor variations of the 
specific tattoo in the given query image. In this sense, each tattoo is unique. Any 
variation in its multiple images is caused by the imaging environment and the 
condition of the tattoo on the skin (e.g., fading over time). Therefore, the challenges of 
this application domain are not only the large intra-class variability, but also a large 
number of potential image variations. We currently limit ourselves to variations 
introduced by image transformation, such as blurring and illumination (Fig. 4). 

    (a)                             (b)                            (c)                           (d)  

Fig. 4. Examples of difficult tattoos: (a) and (b) same tattoo from two different viewpoints, (c) 
and (d) multi-object tattoos 

2   Tattoo Image Database 

We have downloaded 2,157 tattoo images from the Web [14] belonging to eight main 
classes and 20 subclasses based on ANSI/NIST standard [9]. Tattoo images are often 
captured under non-ideal conditions (e.g., by a surveillance video camera). We 
classify the resulting image transformations as: blurring, additive noise, changes in 
illumination, color, aspect ratio and rotation (Fig. 5). For each image transformation, 
we generate 20 different variations of a tattoo as follows: two different intensities of 
blurring, additive noise and illumination; six different aspect ratios, four different 
rotations, and four different color changes. This results in a total of 43,140 
transformed images of 2,157 original tattoo images. 

 (a)               (b)              (c)             (d)              (e)               (f)               (g)              (h)  

Fig. 5. Examples of tattoo image transformations: (a) original, variations due to (b) blurring, (c) 
illumination, (d) aspect ratio, (e) and (f) color, (g) additive noise, and (h) rotation 
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3   Tattoo-ID System 

In our design of a tattoo CBIR system (Fig. 6), we examine and evaluate the 
following issues: (i) types of transformations that mimic the reality in capturing tattoo 
images and their effects on image retrieval, (ii) choice of image features and 
similarity measure, and (iii) effect of user relevance feedback. 
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Fig. 6. Tattoo-ID system 

3.1   Preprocessing 

Since tattoos appear on uniform regions of skin, edge based operations generally 
perform well for foreground segmentation (region of interest). We used 3 × 3 Sobel 
operator to obtain the magnitude and direction of gradient at each pixel. By 
thresholding the gradient, followed by a morphological closing and opening 
operations, foreground is obtained (Fig. 7).  

           
            (a)                     (b)                                     (c)                      (d)  

Fig. 7. Examples of tattoo segmentation: (a) and (c) are input images, (b) and (d) are correspon-
ding segmented images 
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3.2   Image Features 

Our choice of features for capturing low-level image attributes (color, shape and 
texture) is based on the extensive literature on content-based image retrieval [11], 
[12], [13], [16], [19]. Specific features chosen depend on our application domain of 
tattoo images. 
 
Color. We used the RGB space to extract two color descriptors, namely color 
histogram and color correlogram [11], [15]. A color correlogram is a table indexed by 
a pair of colors, where the k-th entry for (i, j) specifies the probability of finding a 
pixel of color j at a distance k from a pixel of color i in the image. In our experiments, 
the color histogram and correlogram are calculated by dividing each color component 
into 20 and 63 bins, respectively, resulting in total of 60 and 189 total bins for the 
color histogram and correlogram, respectively. For computational efficiency, we 
compute color autocorrelogram between identical colors in a local neighborhood, i.e., 
i = j and k = 1, 3, 5. 
 
Shape. Classical 2D shape representation uses a set of moment invariants. Based on 
2nd and 3rd order moments, a set of seven features that are invariant to translation, 
rotation, and scale are obtained [16]. Two feature sets are extracted from the 
segmented grayscale and the gradient tattoo images, respectively [11].  
 
Texture. Edge Direction Coherence Vector that stores the ratio of coherent to non-
coherent edge pixels with the same quantized direction (within an interval of 10°) is 
used [12]. A threshold (0.1% of image size) on the edge-connected components in a 
given direction is used to decide the region coherency. This feature discriminates 
structured edges from randomly distributed edges.  

3.3   Matching 

To decide a match between two tattoo images, we first compute a similarity score for 
each attribute (color, shape and texture) separately. Since each of the features is in the 
form of a vector, we regarded the vectors as histograms and apply histogram 
intersection method [17] to compute the similarity. Given two normalized histograms 
H1 and H2, the similarity is defined as: 

1 2
1 2

,
min( ( ), ( ))

B

H H
i

S H i H i= ∑  (1) 

where B is the number of bins. When the two histograms are completely disjoint 
(overlapping), the similarity score equals 0 (1). For color histogram, the similarity 
scores are calculated by averaging the similarities in individual color components (R, 
G, B). We currently assign the same weight to all the features, so that the overall 
matching score between two images is calculated as the sum of similarity scores from 
individual attributes. 
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3.4   Relevance Feedback 

A simple relevance feedback approach is implemented to improve the retrieval 
accuracy. A straightforward approach for relevance feedback is to modify the query 
by the centroid of the images that are marked as relevant [18]. However, the problem 
with this approach is that it assumes a single mode for the set of images that the user 
considers relevant to the query. Given the large image variation, it is more likely for 
the relevant images to exhibit multi-modal distribution than uni-modal distribution. 
To address this problem, we first compute the similarity of every image in the 
database to each of the relevant images and then retrieve images based on this new 
similarity. The user can continue refining the retrieved images by running the 
feedback procedure iteratively until all the matched tattoo images are found. A 
graphical user interface is designed to allow a user to provide relevance judgments for 
the retrieved images. 

4    Experimental Results 

To evaluate the retrieval performance of the Tattoo-ID system, three sets of 
experiments are conducted with following scenarios: (I) high quality query images 
that are taken by police officers when booking suspects in prison, and (II) query 
images of victims/suspects that are captured at crime scenes. We simulate the second 
category of query images by applying the image transformations (see Fig. 5) to the 
high quality query images. In the third experiment, (III) we repeated experiments I 
and II by including semantic (class) labels associated with query and database to 
determine if retrieval performance can be improved. Table 1 summarizes the database 
and the query size for the experiments I and II. 

Table 1. Database and query size for Experiments I and II 

Experiment Number of queries Database size 
I 2,157 high quality tattoos 43,140 transformed images 
II 43,140 transformed images 2,157 high quality tattoos 

 
Experiment I aims to evaluate the Tattoo-ID system with high quality query images. 
A retrieved image is deemed to be relevant when it is a transformed version of the 
query image. Both precision and recall are used as the evaluation metrics. Fig. 8(a) 
shows the average precision and recall curve of this experiment; the precision at ranks 
1, 10 and 20 are 84.6%, 60.4%, and 51.2%, respectively. Among all the images in the 
database, the transformed images that are blurred and undergo changes in illumination 
and color component modification are the most difficult to retrieve (Fig. 8(b)). This is 
because both blurring and uneven illumination makes it difficult to correctly 
automatically segment a tattoo image from its background (Fig. 9). This issue can be 
partially addressed by the user relevance feedback. Overall, the average precision at 
rank 20 is improved from 51.2% to 64.7%, 68.7%, and 69.2% after the first three 
iterations of user relevance feedback. 
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                         (a)                                                                           (b)  

Fig. 8. Experiment I results: (a) Precision & recall curve, (b) precision of each transformation at 
rank 20 (transformations are labeled as follows. 1: blurring, 2: illumination, 3: additive noise, 4: 
color, 5: rotation, 6: aspect ratio, and 7: overall). 

          
         (a)                         (b)                        (c)                          (d)  

Fig. 9. Examples of segmentation errors: (a) blurred image, (b) segmentation, (c) uneven 
illuminated image and (d) its segmentation. For the blurred image in (a), the entire image is 
found as foreground. 

In addition to the synthetic transformation of the tattoo images, we also evaluated 
our approach on multiple images of a tattoo captured under different imaging 
environments. One such example is shown below (Fig. 10). Seven different images of 
the fish tattoo were captured and added to our tattoo database of 2,157 images; each 
image was then used as a query to find the other six images among the 2,163 images. 
Our system successfully found one similar image at rank 1 for five out of the seven 
queries; the average number of correctly retrieved images at rank 20 is three. Queries 
that posed problems are those that have severe distortions (Figs. 10(c) and (d)).  

  (a)                  (b)                   (c)                  (d)                  (e)                 (f)              (g)  

Fig. 10. Seven different images of the fish tattoo taken under different imaging conditions 

Experiment II aims to evaluate the retrieval accuracy of the Tattoo-ID system when 
the query images are noisy. Now a retrieved image is deemed to be relevant when the 
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query image is generated from the retrieved one by one of the image transformations 
shown in Fig. 5. Since there is only one truly “similar” image in the database for 
every transformed query image, we adopted the cumulative matching curve (CMC) 
[20] as the evaluation metric for this experiment. Fig. 11(a) shows the CMC curve. 
Overall, the chance of retrieving the correct image in the database is ~60% when we 
only look at the first retrieved image, and is increased to ~80% when we examine the 
top 20 retrieved images. Similar to the Experiment I, queries that are blurred, have 
uneven illumination and whose color components have been changed are the most 
difficult (Fig. 11(b)) for the system and we attribute the problem to the errors in 
automatic image segmentation. We confirm this hypothesis by manually segmenting 
the two images in Fig. 9 (that could not be segmented correctly by our algorithm) and 
running the retrieval experiment using the manually segmented images as queries. 
The rank of the correct database image is now increased from 83 to 21 for 9(a) and 
from 1,157 to 32 for 9(c) when using the manually segmented images. 

(iv)

(iii)

(ii) 
(i) 

                              (a)                                                                (b)  

Fig. 11. Experiment II results: (a) Cumulative Matching Curve, (b) CMC for each transforma-
tion types:  (i) noise and aspect ratio, (ii) rotation, (iii) color and blurring, (iv) illumination 

Experiment III. Tattoo-ID system can optionally accept the semantic class label(s) of 
a query image from users. By using the class label(s), if available, as a part of the 
query, we are able to narrow down the candidate tattoo images in the database and 
therefore enhance the retrieval performance. Fig. 12 compares the retrieval 
performances of our CBIR system with and without using class labels as a part of the 
query: Figures 12 (a) and (b) show the precision and recall curves of experiment I and 
CMC of experiment II with and without class labels. By including class labels in the 
query, we are able to improve the retrieval performance significantly for both 
experiment I and II. In particular, for experiment I, the average precision at rank 20 is 
improved from 51.2% to 90.8% by using class labels, and the cumulative match score 
at rank 20 in experiment II is improved from 79.4% to 94.5%. We thus conclude that 
the incorporation of class labels in the query can significantly improve the retrieval 
performance. However, it is important to note that query class label alone (without 
image attributes) is not enough to retrieve the correct match in the database since 
there are ~100 images/class in our database. Hence, a combination of image based 
features and class label is needed for good retrieval performance. 
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(i) 

(ii)

(i) 

(ii)

                              (a)                                                              (b)  

Fig. 12. Comparison between retrieval performance with and without class label: (a) Average 
Precision and Recall curve ((i) with class label and (ii) without class label), and (b) CMC ((i) 
with class label and (ii) without class label) 

5   Conclusions and Future Work 

We have presented the design and development of a prototype CBIR system for tattoo 
images. With the growing use of tattoos for person identification by forensics and law 
enforcement agencies, such a system will be of great societal value. While tattoo 
matching alone may not be sufficient to uniquely identify a person, it can provide 
useful information about the person's identity such as the group (religious, criminal, 
etc.) to which he belongs. Our preliminary experimental results based on a set of 
relatively simple image features are promising. However, the complex nature of the 
tattoo images requires that we develop robust image segmentation and feature 
extraction algorithms to further improve the retrieval performance. We have also 
shown that including the tattoo class information in the query improves the retrieval 
performance. Our ongoing work addresses (i) expanding the database (to 10,000 
tattoos), (ii) capturing multiple images of a tattoo under different imaging conditions, 
(iii) finding additional salient features and designing a robust matcher, (iv) building a 
complete user interface, and (v) developing a more sophisticated user relevance 
feedback mechanism. 
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Abstract. Knowledge of paintings domain includes a variety of sources such as 
essays, visual examples, ontologies of artistic concepts and user- provided 
annotations. This knowledge serves several purposes. First, it defines a wide 
range of concepts for annotation and flexible retrieval of paintings. Second, it 
serves to bootstrap auto-annotation and disambiguate the generated candidate 
labels. Third, the user-provided annotations serve to discover folksonomies of 
concepts and vernacular terms. In this paper, we propose a framework for 
paintings auto-annotation that incorporates user provided images and 
annotations, domain ontology and external knowledge sources. We utilize these 
sources of information to bootstrap and support the auto-annotation task, which 
is based on transductive inference mechanism that combines probabilistic 
clustering and multi-expert approach to generate labels. We further combine 
user-provided annotations with generated labels and domain ontology to 
disambiguate the concepts. In our experiments, we focus on the auto-annotation 
of painting and demonstrate that the user-provided annotations significantly 
increase annotation accuracy.  

Keywords: Transductive Inference, Multi-expert Approach, Probabilistic 
Clustering, Domain Ontology, Paintings, Annotation, Concept Disambiguation, 
Learning, Social Network. 

1   Introduction 

Extensive digitization of the paintings domain facilitates such applications as digital 
libraries and authoring of resources for learning and appreciating arts. Various studies 
proposed systems for the annotation and retrieval of paintings. Early paintings 
retrieval systems such as QBIC and ARTISTE facilitate example-based retrieval of 
paintings. Corridoni et al. [2] focused on the limited set of artistic color concepts, 
where the authors back-projected image colors onto the artistic sphere and extracted 
color temperature and color contrast concepts. Herik et al. [4] and Li et al. [6] 
performed annotation of artist names based on low-level features using Neural 
networks and 2D-HMM. Such approaches have several disadvantages. First, they 
yield limited accuracy since they do not incorporate domain knowledge about 
concepts [15]. Second, they require large manually prepared datasets. Existing studies 
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propose various solutions to these problems. To incorporate concept relationships, 
Schreiber et al. [12] employed concept ontologies such as AAT [10]. To reduce the 
need for labeled data, various studies proposed semi-supervised classification and 
clustering techniques [3]. In our previous work [9], we combined these approaches to 
perform annotation of paintings. However, such framework is still limited: 1) it still 
requires sufficient number of manually labeled samples; b) it does not incorporate any 
feedback information about quality of annotation; and c) it currently relies on the pre-
defined range of concepts and does not incorporate any external information to 
improve the annotation performance. These limitations can be minimized by utilizing 
additional information in form of social annotations and artistic essays. Such essays 
are available online, while Web 2.0-like systems offer a wide range of tools to 
implicitly gather such social annotations as training samples and manually assigned 
concepts.  

To incorporate such information, we propose a novel framework that includes three 
major parts: social annotations, domain knowledge and auto-annotation framework. 
Using this framework, we aim to: a) gather additional training samples; b) facilitate 
feedback from large scale user annotations to discover new concepts/relationships and 
evaluate annotation quality; and c) bootstrap and disambiguate auto-annotation. In 
this paper we first propose the overall layout of this annotation framework and then 
propose a transductive inference mechanism that incorporates social annotations and 
domain knowledge to annotate samples.  

The rest of the paper is organized as follows. Sections 2 and 3 present the proposed 
framework for annotation of paintings. In Section 4 we discuss how the proposed 
framework combines the user input and domain ontology to perform concept 
disambiguation. Section 5 focuses on the prototype for learning and appreciating of 
arts. Section 6 presents the experiment results and Section 7 outlines the conclusions 
and future work.  

2   Auto-Annotation of Paintings Using Web 2.0 

In this section, we propose a framework for auto-annotation of paintings that relies on 
domain knowledge, social annotations and external information to support auto-
annotation task. To gather social annotations, it utilizes Web 2.0 site, where the user 
contributes annotations in two ways: 1) visually by uploading new image and 
providing spatial annotations; and 2) textually by providing tagging and comments to 
uploaded images. Domain ontology represents the hierarchical organization of 
concepts; it combines AAT and ULAN [10] arts-oriented ontologies. In our system 
social annotations and online essays serve to discover new visual examples, new 
concepts and concept relationships, while ontology serves as a platform to relate this 
newly discovered information to the existing knowledge. Our framework exploits 
these types of information to: 1) discover new concepts and relationships; and 2) 
bootstrap and disambiguate auto-annotation task. Figure 1 demonstrates the overall 
framework.  

To discover new concepts and relationships, our framework exploits social 
annotations and external knowledge. It runs the keyword extractor pipeline to process 
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textual information. For this task, it: a) applies morphological analysis to extract such 
constructs as [adj+] noun.; and b) it checks whether these constructs are already 
present in domain ontology and stores information about their co-occurrence and 
proximity-based distance [7]. The concepts with high co-occurrence count and low 
proximity-based distance are further used within a feedback mechanism to update the 
concept relationships within the domain ontology and add new concepts. 

Concept 
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Knowledge

Domain 

Ontology

Social 
Annotations 

Keyword 

Extractor

Concept 
Propagation 

Output 
result 

Feedback 
unit 
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Fig. 1. High-level scheme of ArtSpectator 

To bootstrap and disambiguate auto-annotation, the system relies on social 
annotations and domain ontology. Social annotations serve to gather additional 
training samples and disambiguate generated candidate labels. The system performs 
auto-annotation that leverages on training samples and domain ontology, which 
includes visual and high-level concepts. Visual level concepts include brushwork, 
colour temperatures, palettes and contrasts. High-level concepts include semantics 
used by both expert and novice users such as the artist names, painting style and 
various abstract concepts. Visual-level concepts serve as cues to annotation of high-
level concepts. Our system utilizes this fact and performs hierarchical concept 
annotation, where it first utilizes low-level features to annotate visual-level concepts 
and then combines the low-level features with visual-level concepts to infer high-level 
concepts. To disambiguate the annotated visual and high-level concepts, the 
framework performs a two-step procedure, in which it exploits social annotations and 
concept relationships from domain ontology. First, it ensures that the auto-annotation 
results correlate well with user provided annotations. Second, it ensures that auto-
annotated concepts are in line with existing formal knowledge available from domain 
ontology. We discuss auto-annotation and concept disambiguation methods in 
Sections 3 and 4 respectively. Based on the annotated concepts, the system performs 
concept propagation through domain ontology to extract more related terms. For 
example, the propagation of concept Cezanne results in Impressionism, European, 
French, Modern, Fine Art terms.  

To re-use the user-provided information, the framework incorporates a feedback 
mechanism to update the knowledge base with newly discovered information. Our 
framework performs update of the base classifiers with newly added training samples. 
To update domain ontology, it adds newly discovered concepts and relationships. 
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lastly, it updates the collection of already generated indexes based on the 
modifications of ontology. 

Overall, the proposed framework performs annotation of paintings with a wide 
range of concepts. It relies on extensive domain knowledge that incorporates 
knowledge from expert and layman users. These annotations facilitate both spatial 
and image-level indexing of paintings collections.  

In this paper we focus on the auto-annotation and disambiguation component of 
this framework. We will work on the discovery of new knowledge, concept 
propagation and feedback components in our future work.  

3   Auto-Annotation of Artistic Concepts  

3.1   Auto-Annotation of Paintings 

The majority of paintings in WWW are annotated manually with partial information 
such as artist name, painting title, date and/or medium. Such information offers a 
limited basis for navigation. Also, it does not facilitate spatial retrieval and querying 
by various visual and high-level concepts. While artistic essays discuss such detailed 
information, they are mostly cover only a small fraction of well-known paintings. In 
our work we aim to perform annotation with various artistic concepts for large-scale 
painting collections. Our system utilizes several strategies to handle large-scale 
collections: 1) it gathers additional training samples and bootstraps classifiers by 
adopting on-line mode of learning; 2) it relies on social annotations and arts-oriented 
ontologies to perform annotation and disambiguation; and 3) it iteratively extends 
ontology and improves the set of base classifiers using the newly acquired data. To 
generate labels, we employ our earlier proposed transductive inference method that 
aims to minimize the required training datasets. It performs probabilistic soft 
clustering [3] over the combined labeled and unlabelled data samples. This enables us 
to benefit from the distribution of feature values from unlabelled samples and 
generate more accurate clusters. This transductive inference procedure results in a 
large number of clusters that include a mixture of labeled and unlabelled samples. 
Some clusters are pure in a sense that we are able to use the labeled samples within 
the cluster to make classification decision of the unlabelled samples within this 
cluster. However, many clusters are impure or have no labeled samples. To perform 
disambiguation of such clusters, we perform iterative clustering based on the 
manually pre-defined decision hierarchy.  

3.2   Tansductive Inference of Concepts Using Multi-Expert Approach 

Figure 2 demonstrates the overall view of the transductive inference method. The 
decision process iteratively splits the whole dataset into the most dissimilar subsets of 
classes until it reaches the individual classes. The similarity information is manually 
pre-defined within the decision hierarchy. Figure 3 shows the decision hierarchy for 
artist name and brushwork concepts.  
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Fig. 2. Transductive Inference Method 

In Figure 2, each node of the decision hierarchy is associated with an individual 
classifier or expert. Individual experts implement transductive inference of the labels 
using soft probabilistic clustering based on GMM models. An expert evaluates the 
resulting clusters using the cluster purity measure. We define pure cluster of class X 
as the cluster in which more than 75% of the labeled patterns are of class X. The 
cluster purity measure represents the degree to which the generated cluster contains 
labels of class X and is defined as p(c)=NX/Nall, where NX and Nall denote the number 
of labeled patterns of class X and the overall number of patterns in cluster c 
respectively.  

 

Fig. 3. Decision hierarchy for brushwork  and artist name concepts 

Unlabelled patterns that fall in the pure clusters will receive the candidate class 
labels of these clusters. The unlabelled patterns in impure or rejected clusters are 
reevaluated in the subsequent levels of the decision hierarchy. If such patterns reach 
the leaf nodes, the system assigns the final concepts to such patterns using the highest 
posterior probability generated by the individual experts. To achieve the least 
erroneous clustering model, each individual expert performs the model selection step. 
During this step, it trains several cluster models using a varying number of parameters 
and subsets of features and selects the least erroneous model using Vapnik’s 
combined bound [3]. 
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Each individual expert uses the feature relevance information, which is calculated 
prior to the overall inference process. To calculate feature relevance scores we 
employ Chi-square statistics [16]. Intuitively, if the distributions are similar, then the 
analyzed feature is not representative of the cluster and its Chi-square statistics is 
comparatively low. We represent the feature distributions using the normalized 
histograms of each feature in the cluster and the whole dataset. To measure the 
similarity of distributions, we employ Pearson’s Chi-Square test: X2=Σ(Oi- Ei)

2/Ei, 
where we treat the i-th histogram bin of the feature distribution in a cluster and the 
overall dataset as the observed counts Oi and expected counts Ei respectively. Using 
the Chi-square statistics we obtain the relevance score of each individual class, which 
is further utilized by individual experts.  

3.3   Annotation of Visual and High-Level Concepts 

The auto-annotation framework performs two major steps. First, we perform 
annotation of image blocks with visual color and brushwork concepts. For annotation 
of color concepts, we utilize Itten’s theory [5] that proposes the mapping between 
colors and artistic color concepts such as color temperature concepts (warm, cold and 
neutral), color palette concepts (primary, complimentary and tertiary) and color 
contrasts (complimentary, light-dark and temperature). To annotate image with visual 
color concepts, we employ our earlier proposed method [8] that: 1) back-projects the 
image colors and extracts the domain-specific features such as the distribution of 
various color temperature and palettes; and 2) employs probabilistic SVM method 
[14] to perform annotation. For brushwork analysis, we employ eight brushwork 
classes often used in Medieval and Modern periods of art [1] such as divisionism, 
pointillism, grattage, mezzapasta, scumbling impasto, glazing and shading. We 
extract a wide range of texture features such as gradient, edge and intensity statistics, 
energy-based features from multi-scale Gabor transform and wavelet transforms, 
fractal based features and Zernike moments. To annotate brushwork concepts, we rely 
on transductive inference method discussed above.  

Second, we perform the annotation of image blocks with high-level concepts. For 
this we combine color and brushwork concepts with low-level features and again 
utilize the transductive inference method. To disambiguate visual-level and high-level 
concepts, we rely on the concept disambiguation method  to be discussed in Section 4.  

4   Concept Disambiguation Using Social Annotations 

The proposed concept disambiguation method performs disambiguation of both 
visual-level and high-level concepts. It uses social annotations and, second, combines 
social annotations and concept relationship information to disambiguate concepts. 
The system first uses social annotations to propagate the annotated terms via domain 
ontology and extract the list of related concepts. Useful social annotations for 
paintings usually include year of painting, artist name, brushwork and color 
techniques etc. Thus, knowing the year of painting, the system will be able to infer art 
period. Using this information, it in turn is able to generate a list of most likely 
brushwork concepts, which includes shading, glazing and mezzapasta. The proposed 
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method then performs weighting of the posterior probabilities of the concepts 
generated by the base classifiers. Since visual-level concepts within an image are 
defined spatially, this step: a) ensures that these concepts are well correlated with 
user-provided social annotations; and b) serves as an intermediate step to generate 
final set of image-level labels.  

Next, the system integrates block-level annotations to generate the final set of 
image-level labels. To resolve conflicts among block-level labels, we design a 
disambiguation method that generates the most likely concepts, which satisfy both 
domain knowledge constraints and social annotations for this image. Domain 
knowledge constraints arise from ontological relationships among the high-level 
concepts. For example, domain ontology associates van Gogh with Modern art period 
and Post-Impressionism painting style, but not with Medieval art period and 
Renaissance or Rococo painting styles. To incorporate social annotations, the system 
utilizes posterior probabilities of annotated high-level concepts that are weighted 
based on the social annotations during the previous step. To disambiguate concepts, 
the system first back-projects the block-level labels onto their respective images and 
calculates the distribution of annotated high-level concepts. We currently perform the  
annotation of artist name, painting style and art period concepts; however this list can 
be extended depending on the base classifiers currently available within the system. 
Based on these distributions we form all possible concept combinations, in this case 
<artist name–painting style–art period>. This gives rise to a constraint satisfaction 
problem, which can be solved using the integer linear programming approach [11, 
13]. The constraint satisfaction problem includes three classification tasks CT =  
{CT1, ….CT3} that correspond to artist name, painting style and art period 
classification. Each task CTi assigns a label from the set Li = {li1, …,limi} to an image, 
where each label is associated with weighted posterior probability.  We model the 
assignments as the variables of linear cost function and aim to optimize each of the 
auto-annotated concept combinations <artist name-painting style-art period> with 
respect to the weighted posterior probabilities and domain constraints. The 
formulation of the cost function and constraints is presented in our previous work [9].  

5   ArtSpectator: Learning Arts in Web 2.0  

The proposed framework serves as a platform for interactive learning of arts. Such 
platform facilitates various modes of interaction such as collaborative authoring and 
sharing of resources, goal-setting, result discussions etc. Large-scale annotated 
collection paired with multimodal taxonomies support various user activities. First, it 
offers rich context for navigation and browsing of the collection. Second, it facilitates 
reports for in-depth learning of painting styles, art periods, cultures and artists. For 
example, a report about painting technique includes the definition of this technique, 
visual examples from various known paintings and curatorial essays about it. Third, a 
wide range of annotated visual-level concepts serves to perform comparative analysis 
of paintings. Fourth, the combination of the concept definitions from domain ontology 
and auto-annotation results serves to compose textual summaries of paintings. We 
aim to further develop this system into a fully functional learning portal to help 
teachers to compose lessons, set and track learning goals, create collaborative 
exhibitions and curatorial essays.  
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6   Experiments 

For our experiments we utilize dataset of 1050 paintings from WebMuseum [15], 
which includes paintings by 11 artists in 7 painting styles from both Modern and 
Medieval art periods. Five expert users provided visual-level concepts for the 
randomly sampled subset of this collection. The users marked regions within 
paintings and entered their annotations in form of free text. We gathered high-level 
concept annotations, which are usually supplied by the expert users, from the WWW. 
This information was extracted from the semi-structured text that accompanied 
gathered images.  

We resize the painting images by preserving the aspect ratio of each painting with 
the smallest side fixed at 580 pixels. We employ the fixed-size blocks of size 32x32 
for the concept analysis. To measure the accuracy of labeling with visual-level 
concepts, we employ 5,000 randomly sampled blocks from painting regions annotated 
by the expert users. The earlier provided annotations of visual-level concepts served 
as the ground truth for this experiment. To annotate color temperature and palette 
concepts, we utilize 75% of the blocks to train probabilistic SVM classifiers and 
achieve the accuracy 91.2% and 93.7% during annotation of color temperature and 
color palette concepts respectively. We did not evaluate the annotation of blocks with 
color contrast concepts due to the lack of ground truth, but we have demonstrated its 
performance for region-based retrieval task in our previous work [8]. For brushwork 
annotation, we utilize the transductive inference framework and achieve 94% of 
annotation accuracy.  

For annotation of application-level concepts we employ the full dataset using 315 
and 735 images for the training and testing respectively. We perform two sets of 
experiments to evaluate the proposed framework, which performs two-level 
annotation with visual and high-level concepts and then disambiguates high-level 
concepts.  We first evaluate this framework with no account for partial user 
annotations and then evaluate the performance of this framework with partial user 
annotations. In the first set of experiments, we compare the proposed framework with 
three baseline methods as shown in Table 1: (a) Baseline 1 (B1): inductive inference 
methods using low-level features only, (b) Baseline 2 (B2): transductive inference 
using low-level features and visual-level concepts and (c) Baseline 3 (B3): the 
proposed two-level annotation. For all baselines we utilize the majority vote strategy 
to generate image-level results. We implement inductive inference using probabilistic 
SVM method. The results demonstrate that the use of visual-level concepts facilitates 
more accurate annotation as compared to the use of low-level features only. The two-
step painting annotation (Baseline 3) achieves higher accuracy as compared to 
Baseline 1 and 2 because of the improvements related to the use of visual-level 
concepts, semi-supervised inference, and adaptive model and feature selection. 
Further, the use of OCD with our auto-annotation framework method further 
improves these results by over 10% for artist name and painting style concepts. The 
annotation of art period concepts results in significantly higher annotation accuracy as 
compared to the annotation of artist name and painting styles since these concepts can 
be easily distinguished using color/texture features. 
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Table 1. Performance of the auto-annotation framework 

Concepts\Strategy B1 B2 B3 Proposed 
Framework 

Artist Name 40% 57% 73% 86% 
Painting Style 42% 61% 74% 88% 

Art Period 81.48% 93.56% 98.71% 99.5% 

In the second set of experiments we utilize social annotations and evaluate our 
framework within real-life scenario. In this scenario, we would like to publish our 
collection online and we require all three concepts (artist name, painting style and art 
period) concepts to be correctly annotated for each image. For example, combination 
“da Vinci, Renaissance, Medieval” is correct, while combination “da Vinci, 
Abstractionism, Medieval” is not. We evaluate image-level annotations generated by 
our framework using block-level labels and three disambiguation strategies: 1) 
Majority vote (MV); 2) Concept disambiguation using ontology relationships (CDO); 
and 3) Concept disambiguation using ontology relationships and social annotations 
(CDOSA). To introduce social annotations, the system utilized artist name 
annotations supplied by the end users. We consider image as correct, if all three 
concepts are annotated correctly in accordance to the ground-truth.  

Table 2 presents the experiment results and demonstrates that the use of social 
annotations (CDOSA) method results in higher F1 rates as compared to both CDO 
and MV methods. This improvement is due to the fact that partial annotations offer 
additional evidence for disambiguation of high-level concepts. 

Table 2. Performance of concept disambiguation strategies 

Strategy F1,% 

Majority vote 57 

CDO 72 

CDOSA 89 

This experimental set-up utilizes relatively controlled data from the end expert 
users. The real-life scenario with both the expert and novice users annotating in form 
of free text is likely to be different. To facilitate this scenario in our framework, we 
need to consider the following important key points: 1) account for the distribution of 
annotations for each painting and contextual cues to minimize the impact of the 
annotation errors by novice users and the errors appeared during the mining from the 
Web; 2) usability of general terms during the disambiguation step; and 3) automatic 
construction and update of the decision hierarchy for transductive inference using 
domain-specific information such as the arts timeline. 

7   Conclusions 

In this paper we presented an auto-annotation framework for paintings domain. This 
framework incorporates social annotations with domain knowledge to perform  
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auto-annotation and disambiguation of a wide range of artistic concepts. It serves as a 
platform to facilitate learning of arts within a social network scenario. We presented 
experiments with auto-annotation of concepts and concept disambiguation.  These 
experiments demonstrate that the use of domain ontology and social annotations 
significantly improves the annotation accuracy. In our future work, we first aim to 
focus on the discovery of folksonomies and their integration with the proposed auto-
annotation framework to support auto-annotation. Second, we aim to release our Web 
2.0 site that utilizes the proposed framework to support learning of arts as discussed in 
Section 5.  This site facilitates authoring, re-use and dynamic content generation for 
both the expert and novice users, and utilizes the social network resources to enrich 
the knowledge base and support the auto-annotation task.  

References 

1. Canaday, J.: Mainstreams of Modern Art. Saunders College Publishing (1981) 
2. Corridoni, J.M., Del Bimbo, A.: Retrieval of Paintings Using Effects Induced by Color 

Features. In: CAIVD, pp. 2–11 (1998) 
3. El-Yaniv, R., Gerzon, L.: Effective Transductive Learning via PAC-Bayesian Model 

Selection. Technical Report CS-2004-05, IIT (2004) 
4. Herik, H.J., van den Postma, E.O.: Discovering the Visual Signature of Painters. Future 

Directions for Intelligent Systems and Information Sciences , 129–147 (2000) 
5. Itten, J.: The Art of Color, Reinhold Pub. Corp (1961) 
6. Li, J., Wang, J.Z.: Studying Digital Imagery of Ancient Paintings by Mixtures of 

Stochastic Models. IEEE Trans. on Image Proc 13(3) (2004) 
7. Lin, D.: Using Syntactic Dependency as Local Context to Resolve Word Sense Ambiguity, 

ACL, pp. 64–71 (1997) 
8. Marchenko, Y., Chua, T.-S., Aristarkhova, I., Jain, R.: Representation and Retrieval of 

Paintings based on Art History Concepts. IEEE ICME (2004) 
9. Marchenko, Y., Chua, T.-S., Jain, R.: Ontology-Based Annotation of paintings using 

Transductive Inference Framework. In: Int’l Conf on MultimediaModelling (2007) 
10. Paul Getty Trust. Art and Architecture Thesauri and United List of Artist names (2000) 
11. Punyakanok, V., Roth, D., Yih, W., Zimak, D.: Semantic role labeling via integer linear 

programming inference. In: Proceedings of International Conference on Computational 
Linguistics (2004) 

12. Schreiber, A.T., Dubbeldam, B., Wielemaker, J., Wielinga, B.J.: Ontology-based photo 
annotation. IEEE Intelligent Systems 16, 66–74 (2001) 

13. Tsai, T.-H., Wu, C.-W., Lin, Y.-C., Hsu, W.-L.: Exploiting Full Parsing Information to 
Label Semantic Roles Using an Ensemble of ME and SVM via Integer Linear 
Programming. In: The CoNLL-2005 Shared Task on Semantic Role Labeling 

14. Vapnik, V.: Estimation of Dependences Based on Empirical Data. Springer, Heidelberg 
(1982) 

15. Web Museum. Available at http://www.ibiblio.org/wm/ 
16. Wu, S., Flach, P.A.: Feature selection with labelled and unlabelled data. CML/PKDD 

2002, pp.156–167, http://www.cs.bris.ac.uk/Publications/pub_info.jsp?id=1000659 



H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 276–285, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Value Combination Technique for Image Authentication 

Jie Zhang, Fenlin Liu, Ping Wang, and Guodong Wang 

Institute of Information Science and Technology, Zhengzhou 450002, China 
zhangjacker@163.com, liufenlin@sina.vip.com, 

pingwang1109@yahoo.com.cn,Wgdguodong2006@163.com 

Abstract. Value Combination Technique is proposed for a novel bitmap exact 
authentication. It combines the pixel values in an image block with the block 
position, and the combined values are used as the initial state of chaotic system 
to generate watermark. Furthermore, a general rule is given to analyze the 
reliability of algorithm, and another rule is presented to design an algorithm 
with high reliability in this paper. Then, a concrete algorithm illustrates our 
proposed authentication system. Extensive experiments show that this system 
can effectively resist such as feature extraction attack, vector quantization 
attack and so on, and be very sensitive to tamper. 

1   Introduction 

Multimedia authentication techniques are used to verify the information integrity, the 
alleged source of data, and the reality of data. Recently, image authentication has 
been researched actively [1, 2, 3]. With the development of digital watermark, image 
authentication based on fragile watermark has the following advantages compared 
with the authentication art in traditional cryptography [4]: no use for excess data 
management, tamper localization and so on. 

Walton in [5] was firstly proposed an image authentication algorithm based on 
fragile watermark, which generated fragile watermark by calculating the check sum of 
pixel values. This method was not secure and didn’t accurately localize tamper, 
although it’s simple and effective. The given icon was used as watermark and 
embedded into a natural image in [6]. This method had the ability to localize tamper, 
but it’s easy to undergo collusion attack. Since image features can reflect image 
content, many existing methods used block average [7], transform coefficients [8] and 
so on as watermark and embedded them into images. Thus, this kind of algorithms 
can resist collusion attack effectively, because the watermark is relative with image. 
However, it is easy to undergo feature extraction attack [9]. Ref. [10] divided an 
image into blocks, and then watermark was respectively embedded into each block. 
They can powerfully detect and localize tamper, but suffer from vector quantization 
(VQ) attack because the other blocks were not used when generating and embedding 
watermark into one block.  

In this paper, the proposed authentication system based on fragile watermark 
combines the pixel values in a block with the block positions. And the watermark is 
then generated by the cascading multiple chaotic systems with the combined value as 
its initial state. At last, watermark is embedded into the redundancy of natural image. 
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This scheme can not only resist aforementioned attacks due to its unique combined 
value by value combination technique (VCT), but also guarantee the quality of the 
watermarked image and the localization accuracy. 

2   Algorithm Descriptions 

The block-wise idea is introduced into our proposed algorithm to detect and localize 
tamper. Moreover, we still adopt the method that watermark is generated by the most 
significant bits and embedded into the least significant bits to guarantee the quality of 
image.  

This system composes of the embedding algorithm and the authentication 
algorithm shown in Fig. 1. During embedding, the higher bit planes are used to 
generate watermarkW , which is embedded into the least bit planes in an image I , so 
as to produce the watermarked image 'I . During authenticating, we generate 'W  from 
the higher bits of the considered image ''I , extract ''W  from the low bits of ''I , and 
compare 'W  with ''W  to determine whether the image is tampered or not. The frame 
is presented in Fig.1. 

 

Fig. 1. Authentication system 

2.1   Embedding Process 

For each nm×  block, embedding process is given as follows: 

1) Initialize a seed key K  and introduce the vector function )(•ξ  that 

satisfies ( )TT
c

TT )(,),(),()( 21
•••=• ξξξξ h , where c  denotes the total number of blocks, 

and then generate the key of block iI ( )KKK T
iii ξ=: .  

2)  Combine the higher seven bit planes of pixel values under the control of iK . 

A. set the lower p bits to zero in block iI , supposing that watermark is embedded 

into the lower p bit planes, and then get the image iÎ . 
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B. set a vector ( )Tnm
iiii IIIB ×= ˆ,,ˆ,ˆ 21 h , where j

iÎ  is the higher p−8 bits of the jth 

pixel in iÎ , nmj ×= ,,2,1 h .We compute the combined value iV  by )(•ϕ , that 

is, ( )iii KBV ,ϕ= . Note that )(•ϕ satisfies that ( ) ( )iiii KBKB ,', ϕϕ =  if 'ii BB =∀ . 

3) Combine the position values and get ( )T
iiii YXPP ,: = in iI , which iX , iY  

correspondingly denote row and column. The position-combination operation )(•φ  
will be constructed to generate the position-combination value ( )iii PLL φ=: . 

4) Combine iV  with iL  under the control of key iK , and thus generate 

watermark ( )iiii KLVfw ,,=  

5)  Embed iw  into iI  to produce a watermarked block ( )pwIEII iiii ,,':' = . 

2.2   Authentication Process 

Similarly, the authentication process also regards block as operation unit. Its details 
are as follows: 

1) Generate watermark 'iw  from the authenticated image ''I  by the same function 

and key in the embedding process. 
2) Extract the embedded watermark ''iw  from the lower p  bit planes of image ''I . 

3) Compare 'iw  with ''iw  to determine whether the authenticated image block ''iI  

is tampered or not. 

3   Algorithm Analysis 

3.1   Value Combination Technique 

The precondition of feature extraction attack is that the extracted features can’t 
indicate all information of image, or the modified image has the same features as the 
original.  

Proposition1: The pixel-combination operation )(•ϕ  in the embedding process can 
resist feature extraction attack. 

Proof: Given a block iI  and key iK , generate a vector iB . Then, iI  is randomly 

modified to get 'iI . Afterwards, vector 'iB  is generated from 'iI . 

Besides, ( ) ( )iiii KBKB ,', ϕϕ ≠  holds certainly for 'ii BB ≠∀ . Thus, using ( )ii KB ,ϕ  as 

features can put resistance against feature extraction attack. 

Note 1: The combination value as features can resist feature extraction attack in 
theory. However, it is noticeable that the combination values will go beyond the 
computer precision. In order to solve this problem, this thesis groups each block by 
the granularity of k , and combines the values in each group. 

Proposition2: The position-combination operation )(•ϕ  can resist vector quantize-
tion attack, and get the tampering location precision of nm× . 
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Proof: During embedding, the position iP  of a block iI  is combined by )(•φ , generate 

the position-combination value iL . Since )(•φ is one-to-one mapping, iL holds the 

same when iP  is different. In this way, the generated watermark iw is related with the 

block position, so VQ attack can be resisted. 

Note 2: Many an algorithm based on block-wise independence often suffer from VQ 
attack. The popular methods against VQ attack are realized by making the watermark in 
each block dependent on other blocks. But this will decrease the localization accuracy. 
Nevertheless, the position-combination value has been utilized as an input of the 
watermark generator so as to resist VQ attack without decreasing localization accuracy. 

3.2   Security Analysis 

We evaluate the performance of image authentication system according to forgery 
authentication. We will give a detailed instance to show that it is difficult to attack our 
proposed system in this paper. 

Let the size of each block iI is nm× , and k  is the group granularity. Assuming that 

watermark is embedded in the lower p  bit planes, then these p  bits will be set 0 to 

get iÎ . From these, it is known that watermark iw  is with the size of pnm ××  bits. 

Besides, key iK , represented by 4,3,2,1, iiiii KKKKK = , is used to control )(•ϕ , )(•φ and 

the watermark generator )(•f . Noting that 1,iK , 2,iK , 3,iK , 4,iK , the decimal integers 

with 1,id , 2,id , 3,id , 4,id lengths, respectively control )(•ϕ , )(•φ , the choice of the initial 

variable of )(•f  and the iteration times of )(•f .  

For block iI , denote the position vector by ( )T
iiii YXPP ,: = , make position-

combination operation ( ) iii LxxKP == ˆˆ, 21φ , thus ax )2,1( =a  correspond to the position 

iX  or iY ; similarly, there are 
k

nm×
combination values in a block that will be put as 

the initial variable of )(•f  with iL  to generate watermark iw .  

A．While attackers know )(•ϕ , the first element in the combination vector 

has !kC k
nm ××  possibilities, the second element has !kC k

knm ×−×  possibilities, thus the 

k

nm ×
th element has !kC k

k ×  possibilities. Therefore, the pixel-combination value 

has )!()!()!()!( nmkCkCkC k
k

k
knm

k
nm ×=×××××× −×× h possibilities. Similarly, the position-

combination value has !2  possibilities 

B. While attackers know )(•f , the initial variable has )!1( +×
k

nm
 possibilities 

because there are 1+×
k

nm
 inputs of chaotic iteration. Due to that 4,iK  is a decimal 

integer with 4,id  length, the chaotic iteration times will be 4,10 id  possibilities, thus 

there may be 4,10)!1( id

k

nm ×+×
 watermarks. 



280 J. Zhang et al. 

In summary, the probability of the successful forgery authentications is 

]10)!1(!2)![(1 4,id

k

nm
nm ×+××××  with knowing )(•ϕ , )(•φ and )(•f  for attackers. From 

this, the security of our system can be markedly improved, and the accuracy of tamper 
detection increases by 2 times than that of paper [11].  

Note 3: The attack difficulty is related with not only the key iK , but also the block 

size of nm×  in the case of knowing )(•ϕ , )(•φ and )(•f . 

3.3   Reliability Analysis 

Because “watermark is generated by the most significant bits and embedded into the 
least significant bits” method possesses multiple-to-one mapping, then it is possible 
that the tampered image can still pass authentication. Therefore, we will analyze the 
reliability of our system from the view of forgery authentication. 

Definition 1: If the tampered block can pass authentication, it is called “missing”. 

Definition 2: If all D  tampered blocks can pass authentication, then it is called “D-
blocks missing”. 

During authenticating, the first step is to judge whether image is tampered or not, 
the second step is to localize the tampered blocks. When one of D tampered blocks is 
detected, we can assert that this image is attacked. It is concluded that there exists 
image missing just when all the tampered blocks can pass authentication. From 
Definition 2, if the probability of “D-blocks missing” is P , the detection accuracy 
will be P−1 . 

For a nm×  block iI , embedding watermark into the lower p bit planes can be 

denoted by M→ΓΩ : , where Γ  is the higher )8( p−  bit plane space, M is the 

watermark space, and )8(2 pnm −××=Γ , pnm ××= 2M . Besides, Γ  can be parted into M  

categories: 

i
i

πh
M

1=

=Γ ,
⎩
⎨
⎧

≠
=

=
ji

jii
ji ,

,

φ
π

ππ h  (1) 

Here },,2,1,,)(|{ MM h=∈=Ω∧Γ∈= iiii ββαααπ . The higher )8( p−  bit plane space 

must belong to jπ . If μα  is the higher )8( p− bit and νμ αα ≠ , iπαα νμ ∈, , the 

alterative still pass authentication when να is replaced by μα . We denote the 

probability of forgery authentication by
Γ

== j

iij IPP
π

)( . There are several properties as 

follows: 

Properties 1: If blocks iDii III ,,, 21 h  are tampered, then the missing probability 

is ∏
=

D

j
ijP

1

. 
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Proof: If the missing probability of a block ijI ),,2,1( Dj h=  is ijP , and the missing of 

each block is independent, the missing probability of all the tampered blocks will 

be ∏
=

=×××=
D

j
ijiDii PPPPP

1
21 h . 

Properties 2: If blocks iDii III ,,, 21 h  are tampered, the probability on localizing 

all D tampered blocks will be ∏
=

−
D

j
ijP

1

)1( . 

Proof: The missing probability of a block ijI ),,2,1( Dj h=  is ijP , so the probability on 

detecting malicious manipulation is ijP−1 . And the missing of each block is 

independent, and then the probability on localizing all D tampered blocks will 

be ∏
=

−=−××−×−
D

j
ijiDii PPPP

1
21 )1()1()1()1( h . 

In fact, the attack difficulty mainly depends on the system design rule and the 
performance of the proposed algorithm. If the mapping Ω  makes ),,2,1( Mh=iiπ  

uniform, namely, Γ==
Γ

Γ
=

Γ
= ,,2,1,

1/
)( hiIP

j

i M

Mπ
, the probability on tampering 

each block is the same, which means that it is equally difficult to attack each block; 

otherwise, 
M
1

)( >iIP  for a certain block, which indicates that it cut down the 

difficulty to attack some certain blocks. For example, assuming that the block size 
is 6464 × , the block granularity is 88×=×nm , 1=p and )64,,2,1( h=iiπ  will be 

uniform by Ω , thus the missing probability of each block is 642− . When 10=D , the 

missing probability of image is 1936401064 102)2( −−− ≈= , the detection accuracy 

is 121 640 ≈− − , and the localization accuracy probability is 1)21( 1064 ≈− − . 

Note 4: Because the principal point in fragile watermark algorithm is to detect 
whether an image is tampered or not, the reliability of the algorithm lies on the 

missing probability ∏
=

D

j
ijP

1

. When D increases, ∏
=

−
D

j
ijP

1

)1(  will decrease, or the 

localization probability of each block decreases. Moreover, ∏
=

−
D

j
ijP

1

1 will increase 

with the augment of D , indicating that the detection results become more reliable with 
the increase of the tampered blocks. 

Note 5: The watermark design rule satisfies that each of ),,2,1( Mh=iiπ  should the 

same as one another in order to make attack more difficult. Besides, the embedded 
bits p also influence the reliability of the algorithm. When 4≥p , “the higher bits are 
used to generate watermark, the lower bits are used for embedding” method may be 
one-to-one mapping that results in no missing, thus the reliability of our algorithm 
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will amount to %100 . However, we choose 2≤p  to guarantee the quality of the 
watermarked image. 

4    Example of Algorithm 

We will use an example to illustrate our proposed algorithm implemented by 
C++Builder6.0. Due to the limited space, we only show the experimental results of 
grayscale man.bmp. 

The chaotic system is designed with seventeen inputs and one output, of which 
sixteen inputs are the pixel-combination values and one as the position-combination 
values. Thereafter, we choose the cascading multiple chaotic system as the watermark 
generator described in Fig.2. 

 

Fig. 2. The cascading multiple chaotic system 

Baker mapping is introduced to iterate for 2-dimension chaotic system. The 
iterative equations of Baker mapping are as follows: 
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All 4-dimention chaotic systems have the same iteration equations and control 
parameters. The 4-dimension iteration equations are extended from 1-dimension 
Bernoulli mapping, which are given by  
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(3d) 

In this example, the block size is 8×8, the group granularity 4=k , and watermark 
is embedded in LSB, namely, 1=p . To facilitate the implementation, we choose the 
same key for each block. 

The pixel-combination value is computed by )(•ϕ . Firstly, set all the LSB zero; 
secondly, the Arnold transform times is set by 1,iK , and then iI  will be scrambled by 

Arnold transform. Here, we set 101, =iK ; thirdly, combine pixels to get the 

vector ( )T
i yyyyyyyyyyyyV 6463626187654321 .0,,.0,.0 h= , which ay  represents the a th 

element in iÎ , and 64,,2,1 h=a .  

We combine all elements in ( )T
iiii YXPP ,: = to get the position-combination value 

iiii YXLL .0: =  by )(•φ , which is controlled by 2,iK .We respectively show the cover 

image and the watermarked image in Fig.3 and Fig.4. 

                      

      Fig. 3. the Cover Image—Man.bmp                   Fig. 4. The watermarked image 

Image Fidelity 
The image fidelity is weighted by ])[255(log10 22

10 dBEMPSNR ×= , of which N 

represents the image size and ( )∑ −=
nm

nmnmnm
nm

IIIMNE
,

2
,,

2
,

,
'max . The MPSNR between 

Fig.3 and Fig.4 is 49.6422. It is concluded that that the embedded image has the 
higher fidelity.  

Detecting and Localizing the tampered blocks 
Fig.4 is subtracted by the pixel value at the 100th row and the 100th column to get 
Fig.5. Fig.6 shows the results on localizing the tampered blocks after being 
authenticated, of which the black denotes the successful authentication and the white 
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indicates the authentication failure. It is obvious that our proposed algorithm can 
detect tamper and the localization accuracy is 8×8 block.  

                          

                     Fig. 5. The tampered image                   Fig. 6. Authentication Result of Fig.5 

VQ Attack   
When the position is involved in generating watermark, we can detect VQ attack and 
localize it. The block at the 8th row and the 10th column is exchanged with the block at 
the 25th row and the 20th column in Fig.4 to get Fig.7, and its tamper localization is 
shown in Fig.8.  

  

Fig. 7. The watermarked image with block 
exchanges 

Fig. 8. The tampering localization of Fig.7 

When the position is not involved in generating watermark, there exist forgery 
authentications in Fig.9-10. We exchange the block at the 8th row and the 10th column 
with the block at the 25th row and the 20th column to get Fig.9. Fig.10 shows its 
authentication result. 

                        

                              Fig. 9. VQ attack                      Fig. 10. Authentication Results of Fig.9 
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5   Conclusion 

In this paper, a novel image authentication algorithm is proposed against the existing 
attacks. Theoretical analysis and experimental results show that the algorithm can 
effectively thwart feature extraction attack owing to VCT; when the block position is 
involved in generating watermark, our algorithm not only put resistance against 
quantization attack, but also doesn’t decrease the tampering localization granularity. 
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Abstract. Multiple description coding (MDC) is a source coding tech-
nique that exploits path diversity to combat packet losses over error-
prone channels. In this paper, we proposed a novel drift-free multi-state
MDC method. At the encoder side, the original video is compressed into
multiple independently decodable H.263 streams, each with its own cod-
ing structure and prediction process, such that if one stream is lost, the
other stream can still be used to produce video with acceptable quality.
At the decoder side, each description is considered as a noisy observation
of the original video. A Least square-error (LSE) based merge algorithm
is proposed to combine the descriptions. The experimental results show
that the proposed algorithm has similar coding efficiency to [1], yet with
improved error resilience.

Keywords: Multiple description coding (MDC), least square-error esti-
mator (LSE), H.263, PB Frame.

1 Introduction

Transmission of video over non guaranteed Qos network is a challenging task, es-
pecially for real-time interactive multimedia applications where re-transmission
is not feasible. Multiple description coding (MDC) has emerged as a promising
approach to overcome such difficult situation. The basic idea is to encode the
original signal into multiple coded streams, called descriptions, and transmit
them over different channels. At the destination, each description alone provides
low but acceptable quality and all descriptions together lead to better quality.
This structure takes advantage of the fact that error/loss occurred in differ-
ent channel is independent and it provides adequate quality without requiring
re-transmission of any lost packets.

During the past decade, various MD compression algorithm have been pro-
posed. Comprehensive reviews of the MD technique can be found in [2]. How-
ever, incorporating MDC for video compression is still a challenge. The reason
is that all conventional video compression standards adopt a predictive coding
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Fig. 1. System Architecture of Multi-state MDC

technique and encoding the prediction error using MDC is not straightforward.
Moreover, a frame that uses two descriptions, for example, have three possible
reconstructions at the decoder. The encoder may use a signal for prediction that
is unavailable to the decoder (due to loss of one or more descriptions) and error
will occur and accumulate in the following motion-compensated frames. Such
phenomenon is called drifting and it is a fundamental design concern in MD
Video coders.

One class of MDC methods, known as multi-state MDC, is gaining popular-
ity in practical application. The system architecture is shown in Figure 1. The
idea is to decompose the original signal into subsets, either in the spatial [3]
and temporal [1,4] domain. Each subset is then encoded into an independently
decodable description using a separate predictive coder. One obvious advantage
is that conventional video standards, such as H.263 [5] and MPEG4 [6], can be
adopted into the system directly. Furthermore, there will not be any drifting
because every description has its own prediction loop. These features make such
class of MDC methods extremely appealing for practical systems. However, the
accumulate error varies a lot in each description due to the independent predic-
tion loop and the signal composition process is not straightforward. A simple
merge method will result in flickering video outputs for human eyes. And very
unfortunately, an efficient postprocessing method to eliminate such flickering
effect is missing from the literature.

In this paper, we introduce a new scheme based on the beneficial system
structure of multi-state MDC. Instead of decomposing the signal into subsets,
we encode the original video signal into multiple descriptions directly at the MD
coder stage. Each description is generated by the same encoding scheme but
with different initial configuration parameters (i.e. with different GOP structure,
motion estimation methods, rate-control methods, etc.). Then at the MD decoder
side, each description is treated as a noisy observation of the original video signal.
A least square-error (LSE) based merge algorithm is developed and applied at
the signal composition stage to improve the reconstructed video quality.

The paper is organized as follows. Section II will derive the theory for the
merge algorithm at the MD decoder and describe its implementation issues. The
strategy to optimize the coding efficiency at the MD encoder is then discussed
in section III. Simulation results for the Rate Distortion performance is shown
in section IV. Finally, section V concludes this work.
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2 The Proposed LSE Based Merge Algorithm

In this section, we describe the theory and implementation of the LSE merge
algorithm based on the assumption that H.263 [5] is used to encode each de-
scription with varying initial configuration. We treat each description as a noisy
observation of the original video and an optimal linear estimator based on the
LSE criteria is applied in the DCT domain to combine multiple descriptions. In
order to facilitate this, we first develop a model to estimate the mean square
error of each DCT coefficient reconstructed from a particular description. And
then the LSE merge algorithm is presented.

Throughout this section, we denote the kth video frame as Fk. Let xi(Fk) be
the ith DCT coefficient in the original video, and let x̃i(Fk, Vl) be the ith DCT
coefficient in the reconstructed video of the lth description Vl.

2.1 The H.263 Quantization Scheme

Let Q(I, Qp) and DeQ(L, Qp) be the quantization and dequantization mapping
with inputs I, L and quantization step Qp. In most of the H.263 codec imple-
mentations, quantization mapping for intra-coded and inter-coded blocks are
different. Let Qintra(I, Qp) and Qinter(I, Qp) be the quantization mappings for
intra-coded and the inter-coded blocks respectively. The one suggested in the
reference software [7] can be expressed as follows

Q(I, Qp) =
{

Qintra(I, Qp) if intracoded
Qinter(I, Qp) otherwise (1)

Qintra(I, Qp) = floor(
|I|

2Qp
) · sign(I), (2)

Qinter(I, Qp) = floor(
|I| − Qp/2

2Qp
) · sign(I), (3)

where floor(·) rounds the input to the nearest integer that is smaller than the
input and sign(·) return the sign of the input. In particular, Qp = 8 for the DC
coefficient of intra-coded blocks.

The dequantization mapping is specified in the H.263 standard [5]. The map-
ping DeQ(L, Qp) is the same for both intra-coded and inter-coded blocks as
shown below.

DeQ(L, Qp) =
{

Qp · (2 · L + 1) if Qp is odd
Qp · (2 · L + 1) − 1 otherwise (4)

From (1)-(4), we define the reconstruction of I as

Rec(I, Qp) = DeQ
(

Q(I, Qp), Qp

)
. (5)

For a particular reconstructed value Ĩ, let LB(Ĩ , Qp) and UB(Ĩ , Qp) be the
minimum and maximum values of I satisfying Rec(I, Qp) = Ĩ. Therefore, with a
quantizer of Qp, if I is reconstructed to Ĩ, the cell (range) of the original signal
I is

I ∈
[

LB(Ĩ , Qp) , UB(Ĩ , Qp)
]
. (6)
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2.2 Distribution of the DCT Coefficient for Intra-Coded Blocks

If xi(Fk) is intra-coded, the reconstructed coefficient is

x̃i(Fk, Vl) = Rec
(

xi(Fk), Qp

)
. (7)

According to [8], the AC coefficients for I-blocks obey a zero-mean Laplacian
probability distribution. The Laplacian probability density function (PDF),
f i

Fk,Vl
(x) for each coefficient can be expressed as

f i
Fk,Vl

(x) =
1

2λi
Fk,Vl

e−|x|/λi
Fk,Vl , (8)

where λi
Fk,Vl

is the rate parameter of the distribution of the ith coefficient of
Fk in Vl. The rate parameter of f i

Fk,Vl
(x), can be estimated in a similar method

stated in [9] by observing the distribution of x̃i(Fk, Vl).

2.3 Distribution of the DCT Coefficient for Inter-Coded Blocks

If xi(Fk) is inter-coded, let pi(Vl) denote the ith DCT coefficient of the prediction
block generated by available reference frame in the decoder, no matter from the
previous frame (P block) or the future frames (B blocks and PB blocks). In
addition let ri(Fk, Vl) be the ith DCT coefficient of the residual signal where

xi(Fk) = pi(Vl) + ri(Fk, Vl). (9)

In this way, the quantized version of the ith DCT coefficient of the residual of
Vl can be expressed as

r̃i(Fk, Vl) = Rec
(
ri(Fk, Vl), Qp

)
. (10)

And the ith reconstructed DCT coefficient of the block is

x̃i(Fk, Vl) = pi(Vl) + r̃i(Fk, Vl). (11)

As stated in [8], the distribution of ri(Fk, Vl) is also Laplacian. The PDF can be
specified as (8) with a different rate parameter. Again, the rate parameter can
be obtain from the statistics of r̃i(Fk, Vl).

2.4 MMSE Reconstruction and the Corresponding MSE

For the ease of notation, we drop the subscript i. And the parameters Fk and
Vl corresponds to each coefficient in Fk of Vl. From the distribution of the coef-
ficient, together with the knowledge of the quantizer applied, we can obtain the
minimum MSE (MMSE) reconstruction by the Lloyd-Max method.

For intra-coded block, the optimal reconstruction is as follows

xopt =

∫ u

l
xf(x)dx∫ u

l f(x)dx
(12)
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where l = LB(x̃, Qp), u = UB(x̃, Qp), Qp is the quantizer stepsize, and f(x) is
the distribution of the DCT coefficient of the block in the form of (8).

For inter-coded block, the MMSE reconstruction of the residual is specified
below,

ropt =

∫ u′

l′
rf(r)dr

∫ u′

l′
f(r)dr

(13)

where l′ = LB(r̃, Qp), u′ = UB(r̃, Qp), Qp is the quantizer stepsize, and f(r) is
the distribution of the DCT coefficient of the residual block in the form of (8).
In this way, the optimal reconstruction of the video signal is

xopt = p + ropt. (14)

Now, the MSE of the MMSE reconstruction of the DCT coefficient for intra-
blocks and inter-blocks can be expressed as MSEI(xopt) and MSEP (xopt) re-
spectively as shown below.

MSEI(xopt) =
∫ u

l

(x − xopt)2f(x)dx (15)

MSEP (xopt) =
∫ u′

l′

(
(p + r) − (p + ropt)

)2
f(r)dx

=
∫ u′

l′
(r − ropt)2f(r)dx (16)

2.5 The LSE Based Merge Algorithm

Suppose we have n different descriptions (V1, · · · , Vn) of the same original video.
For each description Vl, from (12) and (14), we can obtain its DCT coefficients
in the MMSE sense. For the ease of notation, we drop the subscript i corre-
sponding to each DCT coefficient. Let XMMSE = (xopt1, · · · , xoptn)T be the col-
umn vector of the MMSE reconstructions of the collocated DCT coefficient from
(V1, · · · , Vn). Let Err = (e1, · · · , en)T be the column vector of the random vari-
ables corresponding to the reconstruction error from each video stream.

Then, the least square-error estimate (LSE) of the original signal x is

xLSE = XT
MMSE · W (17)

where W=(w1, · · · , wn) is the weights subjecting to the constrain that Σn
i=1wn=1,

and minimizing
E[(x − xLSE)2] = E[(ErrT · W )2] (18)

The solution of W can be obtained by differentiating (18) with respect to wi

and solving the n equations together with the constrain.
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3 Optimizing Coding Efficiency at the Encoding Stage

We will consider the case for generating two descriptions in this section. In
particular, H.263 video standard is assumed to be applied in the proposed system
architecture. However, other contemporary predictive compression standards can
be applied as well, with small modification to the quantization noise model
analyzed in the previous section.

In order to achieve high coding efficient (rate-distortion performance), the
initial configurations of the two H.263 encoders must be carefully selected. In
this section, we first present three guidelines and then develop the configurations
that maximize the coding efficiency for the proposed multiple description coding
method.

3.1 Factors Critical to the Performance of Merge Algorithm

If we have two descriptions, for example, let σ2
1 = E[e2

1], σ2
2 = E[e2

2] be the
error variances of the two reconstructions of a particular DCT coefficient and
ρ = E[e1e2]/σ1σ2 be the error correlation coefficient. Then the weights are

W =
( σ2

2 − σ1σ2ρ

σ2
1 + σ2

2 − 2σ1σ2ρ
,

σ2
1 − σ1σ2ρ

σ2
1 + σ2

2 − 2σ1σ2ρ

)
. (19)

where σ1 and σ2 of can be calculated with respect to (15) and (16). The error
correlation can be obtained from statistics. Details refer to the following section.

With the optimal weights, the expected mean square error of the LSE esti-
mation is

E[(x − xLSE)2] =
σ2

1σ
2
2(1 − ρ2)

σ2
1 + σ2

2 − 2σ1σ2ρ
. (20)

From (20), the performance of the LSE decoding algorithm depends on two
factors: the error variances of the two reconstructions and their correlation. If ρ ≈
0 and σ1 ≈ σ2, the resulting expected error variance is σ2

1/2, which corresponds
to 3dB gain in the PSNR measure.

Therefore, in order to get the maximum performance out of the merge algo-
rithm, we have the following three guidelines in configuring the two encoders.

1. The two descriptions should have similar noise levels.
2. The error correlation coefficient between the two must be kept small.
3. The configurations should not degrade the coding efficiency for side encoders.

3.2 The Encoder Configuration and The Error Correlation

In the previous section, we have found the three criteria to optimize the perfor-
mance of the merge algorithm. In this section, we will investigate on the encoder
configurations for H.263 encoder [7] that fulfill the three criteria. without loss of
generality, we assume two descriptions to be generated in this section.
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Fig. 2. Error correlation ρ for the first 16 DCT Coefficients (in Zigzag order) for two
description using Conventional IPPP coding structure with quantization parameters
set to QP1 for description 1 and QP2 for description 2. (a) Foreman QCIF @ 15fps
(b) Foreman CIF @ 30fps (c)City QCIF @ 15fps (d)Stefan QCIF @ 15fps.

As there is no close form expression for the error correlation coefficient ρ, we
use experimental methods to gain insights of the relationship between encoder
configurations of the two descriptions and the corresponding ρ.

We first investigate what effect would have on ρ if we vary the quantization
factors. The two descriptions are generated with the conventional IPPP coding
structure but with different quantization parameters. The resulting ρ are plotted
in fig.2 for four test sequences with different levels of motion activities and
texture complexity. It can be seen that if the more the quantization step varies,
the smaller the error correlation coefficient. However, if QP varies a lot, the noise
level in the two description will not be similar (i.e. rule 1 is violated). Therefore,
by just varying the QP of the two encoder configurations is not enough to achieve
good performance.

We then consider the effect that would have on ρ if we change the coding type
(i.e intra-coded or inter-coded). Fig 3(a) shows the resulting ρ of the two descrip-
tions with same QP but different coding structure. Description 1 is coded using
the normal IPPP structure while description 2 only utilizes intra-coding. It can
be observed that ρ is kept low which satisfied rule 2. Nevertheless, since a lot of
intra-frames is coded for description 2, the coding efficiency is extremely low.

From the previous two observations, the authors come up with the idea of
applying PB coding to the two descriptions as depicted in fig 4. In a PB frame,
a P frame and a B frame are coded as one unit. As discussed in [10], the PB
coding increases the temporal resolution without increasing the bitrate too much.
A more detailed discussion about PB coding can be found in [11]. For PB coding
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Fig. 3. Error correlation ρ for the first 16 DCT Coefficients (in Zigzag order). (a)
IPPP structure for description 2 with QP2 = 8 and all I-frames coding structure for
description 1 with QP1 = 8 (b) The two descriptions are coded using the PB coding
structure shown in figure 4 with QP1 = QP2 = 8 and QPB = QP1 + 2.

structure, the quantization step for B frame is intentionally set to be higher than
that in P frames, QPB = QPP + 2, to maintain the coding efficiency. With the
alternating frame coding type, as well as the different quantizers applied, the
resulting ρ should be low. Fig 3(b) shows the simulation results which confirms
our reasoning.

4 Simulation Results

In this section, we will present the simulation results for the proposed system
with two descriptions. The proposed PB coding structure is applied at the MD
encoder side and the proposed LSE merge algorithm is performed at the MD
decoder side.

Fig 5 shows the rate-distortion (RD) curves for four sequences with different
levels of motion and texture complexity. The RD curves of the temporal sub-
sampling method discussed in [1] are also presented for comparison. It can be
seen that the coding performance of the proposed method is a little bit better the
temporal sub-sampling method. However, despite of the extra complexity, the
proposed system greatly improves the error resilient capability since every frame
is coded twice. Moreover, the proposed method can be applied in parallel with
the temporal and spatial subsampling methods to generate multiple description

Description 1:    I1      PBB2     PBP3     PBB4     PBP5     PBB6     PBP7 PBP8 .....

Descirption 2:    I1      P2         PBB3     PBP4     PBB5     PBP6     PBB7    PBP8 .....

Fig. 4. PB Coding Structure of the Two Descriptions
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Fig. 5. Rate Distortion Performance Comparison (a) Foreman QCIF @ 30fps (b)
Foreman CIF @ 30fps (c) Akiyo QCIF @ 15 fps (d) City QCIF @ 15fps

(a) (b) (c)

Fig. 6. Visual comparison for the 72nd frame of Foreman QCIF @ 30fps. A post-
processing deblocking filter [6] is applied. (a) The frame in description 1 (b) The frame
in description 2 (c) The output of the proposed algorithm combining description 1 and
description 2.

more efficiently, especially in the case that more than three descriptions are
required.

In terms of visual quality, Fig 6 shows a selected frame from the foreman
sequence. Figure 6(a) and 6(b) show the results that only one description is
decoded. Figure 6(c) shows the output of the proposed LSE merge algorithm,
which is much more visually pleasing. Furthermore, there is no flickering effects
which will accompany with the temporal subsampling method.



A Novel Multiple Description Approach to Predictive Video Coding 295

5 Conclusions

In this paper, we proposed a new scheme for multiple description coding of
video. At the encoder side, we encode the original video into multiple H.263
video streams with different initial encoder configurations. At the decoder side,
we treat each description as an noisy observation of the original signal. A LSE
based merge algorithm is proposed to jointly decode the multiple H.263 video
streams. With the proposed MDC method, each side encoder is performed in its
optimal rate-distortion performance. There is no drifting in the case that only
one description arrives. Furthermore, no flickering effect can be perceived by
human eyes as compared to [1].

Experimental results show that the proposed scheme archives very high coding
efficiency. As each frame is coded and transmitted twice, we believe that the
proposed MDC method has extremely good error resilient capability. The error
concealment methods based on the proposed architecture would be an interesting
research problem.

More importantly, the proposed method complements the temporal and spa-
tial sub-sampling methods. Each method alone may not be capable to generate a
large number of descriptions efficiently. However, a combination of these methods
might be a way to resolve the problem.
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Abstract. Video multicast over wireless ad hoc networks is a quite challenging 
task. In this paper, we propose an optimized video multicast scheme. Firstly, we 
apply prioritized coding scheme and network coding scheme to eliminate the 
decoding hierarchy and delivery redundancy. Then, we maximize the aggregate 
throughput at all the receivers by jointly optimizing both the source rate 
allocation and the routing scheme. The proposed algorithm is fully distributed, 
thus very suitable for wireless ad hoc networks. Simulation results show that the 
proposed video multicast scheme yields a superior video quality compared to 
the double-tree routing scheme. 

Keywords: Video multicast, wireless ad hoc network, network coding, convex 
optimization, distributed algorithm. 

1   Introduction 

Wireless ad hoc networks consist of a collection of wireless nodes which dynamically 
exchange data among themselves. Recently, there is a compelling need to support 
real-time video multicast in wireless ad hoc networks. For example, soccer fans in a 
stadium may like to receive real-time TV broadcast using their portable devices, while 
watching the World Cup matches. A TV operator, requiring no preexisting 
infrastructure, can provide this service to the subscribers via wireless ad hoc 
networks. As a result, video streaming over ad hoc networks provides a flexible 
solution to users with a reduced cost. 

In this paper, we study the problem of how to simultaneously deliver a real-time 
video from a single source to multiple users over wireless ad hoc networks. Multicast 
over ad hoc networks is bandwidth-efficient compared to multiple-unicast sessions. 
However, there are some challenges for video multicast over wireless ad hoc networks. 
First of all, routing is challenging due to the dynamic topology and variable channel 
conditions. Multi-path routing can potentially provide a higher throughput to the 
receiver [1]. However, how to optimally split the traffic over multiple paths is a problem 
that requires further investigation. Secondly, source rate allocation is another important 
problem for video multicasting over wireless ad hoc networks. If the source rate exceeds 
the network capacity, congestion will occur. On the other hand, if the source rate is too 
small, some users may not receive the video at maximum quality levels.  
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Multicast routing has been an active research area for many years. Some 
algorithms aim to find a single tree using network layer performance metrics, such as 
delay, loss, or throughput. Recently, multiple tree routing algorithms are proposed to 
explore the path diversity for each receiver. Two typical multiple-tree video multicast 
in wireless ad hoc networks are given in [2, 3].  In [2], two multicast tree are 
constructed to deliver two descriptions, each description is layered encoded to meet 
the heterogeneous capacity of the receivers. The authors minimize the expected 
distortion when constructing multiple trees using genetic algorithm. The drawbacks of 
this approach are the dependence of a centralized computation and the complexity of 
the algorithm. In [3], the authors propose a multiple tree construction protocol to build 
two nearly disjoint trees simultaneously in a distributed way. These multicast trees are 
built based on the network layer metrics, and the system does not guarantee to achieve 
an optimal performance. Optimization techniques have been applied in the network 
utility maximization over wireless ad hoc networks [4, 5]. Zhu et al [6] examine an 
approach which jointly optimizes the source rate and routing scheme for multiple 
unicast video streams in the wireless ad hoc networks.  

In this paper, we propose a distributed algorithm to jointly optimize the source rate 
allocation and the routing scheme for video multicasting over wireless ad hoc 
networks. The proposed algorithm is fully decentralized, making it extremely suitable 
for video streaming over wireless ad hoc networks. 

2   Prioritized Coding Scheme and Network Coding 

For video multicast over wireless ad hoc networks, each receiver may receive a 
different throughput. A scalable source coding can provide different quality levels for 
these heterogeneous receivers. Inspired from [12], we use a prioritized coding scheme 
shown in Fig. 1(a). The prioritized coding scheme consists of two steps. At the first 
step, each frame of a video sequence is encoded into N layers.  The source bits in 
layer i (i=1,…,N) is denoted as Ri. At the second step, the source bits Ri is split into i 
equal source blocks, each containing bits Ri/i. Then (N-i) redundant blocks of 0s are 
padded to construct N blocks.  In this way, N source packets, denoted from M1 to MN, 
are generated. 

We notice that the source packet is hierarchical. The decoding of a packet requires 
the existence of all the corresponding lower-layer packets. This hierarchical 
relationship can be removed with network coding [8]. With random linear network 
coding [13], the source node sends out encoded packets that are linear combinations 
of the original source packets as shown in Fig. 1(b), and the intermediate nodes 
forwarding the encoded packets that are linear combinations of previously received 
packets. The receiving nodes decode the received packets to get the original source 
information. 

The padding pattern of the 0s blocks is broadcasted to all the nodes before video 
transmission. If a receiver receives k packets, the receiver can recover the source bits 
from R1 till Rk, thus reconstructing k-layer video quality. Even if some of the packets 
in a frame are lost, that frame can still be constructed to a partial video quality.  
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Fig. 1. Coding techniques for video multicast over wireless ad hoc networks: (a) prioritized 
coding scheme, and (b) network coding at the source node 

In random linear network coding, each node in the network selects uniformly at 
random the encoding coefficients over the field S2

F , in a completely independent and 

decentralized manner [13]. It has been shown that the probability of selecting linearly 
dependent combinations is negligible even for a small field sizes (for example, s = 8) 
[14]. In other words, network coding statistically eliminate the redundant packets. 
Each received packet is useful for the video reconstruction.  

The combination of prioritized coding scheme and network coding is superior to 
multiple-description coding (MDC) in terms of redundancy elimination. MDC is a 
coding scheme performed only at the source node. In mesh networks, there is risk that 
a node may receive redundant descriptions, thus wasting the bandwidth.   

With prioritized coding scheme and network coding, a receiver with a larger 
throughput can reconstruct the video at a higher quality since all the received packets 
are distinct. For video multicasting over wireless ad hoc networks, our objective can 
be placed on the maximization of the aggregate throughput received at all the 
receivers. 

3   Optimization Problem and Distributed Solution 

3.1   The Model  

We represent the topology of a wireless ad hoc network by a directed graph. In this 
model, a collection of nodes are labeled with m=1,…,M. A wireless link is presented 
as an order pair (i, j) of distinct nodes. We label the links with integers l=1,…,L.  The 

network topology can be represented by a node-link incidence matrix LM ×∈ RA , 
whose element is given by 

  

                               otherwise.      0, 

,link  of node end  theis  if      1,-

,link  of nodestart   theis  if       ,1

⎪
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⎪
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With network coding, a multicast link rate is feasible in a directed network if and only 
if it is feasible from the source node s to each receiver independently, as a unicast [8]. 
Therefore a multicast flow from s to H receivers can be viewed as H conceptual 
unicast sessions [7]. The multicast rate at a link is the maximum among H conceptual 
unicast rates at this link. Each conceptual unicast session follows the flow 
conservation law as follows. 

,1  ;1       , ,...Mm,...,Hh xa h
m

l
hlml ===∑ η  (1) 

where hlx  is the link rate at link l for conceptual unicast session h. Let sh denote the 

source rate for conceptual unicast session h.  h
mη  is equal to sh if node m is the source, 

or -sh if node m is the receiver, or 0 for all other cases.  
We adopt Gaussian broadcast channel with FDMA as the communication model. 

Therefore there is no interference among links. Link l is assigned disjoint frequency 
band with bandwidth lW  and transmit power lP . Based on Shannon theory, the 

capacity of link l can be formulated as follows. 

 ,1   ,1log2 ,...,L l
W
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ll
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where lσ  is the power spectral density of additive white Gaussian noise at the 

receiver of link l, lG  represents the path gain from the transmitter to the receiver at 

link l. 
To simulate data communications over a fading channel, the failure process of a 

link can be modeled with a two-state Markov chain.  When a link (link l) is in a Good 
(G) state, the packets transmitted over this link will be successfully received at the 
destination. When link l is in a BAD (B) state, the transmitted packets will be lost. 
The probability of obtaining a G state from a G state is denoted by lγ , and the 

probability of obtaining a B state from a B state is denoted by lβ . The steady state 

analysis shows that the packet loss rate pl at link l is given by ( ) ( ). --2/-1 llllp βγγ=  

For conceptual unicast session h, there are Jh paths, labeled with jh=1,2,…,Jh, from 
the source to the receiver. Let T(jh) denote the set of the links in path jh. Path jh carries 
a normalized portion 

hj
z of the total traffic, we have 1...21 =+++

hj
zzz .  We define a 

binary variable { }10, Q hj
l ∈  for link l: 

( )
( )⎩

⎨
⎧

∉
∈

=
.  if  ,0

,  if  ,1

h

hj
l jTl

jTl
Q h  (3) 

For path jh, the end-to-end packet loss rate can be computed as follows. 

( )  . 11 ∏−=
l

l
j

l
E
j p-Qp h

h
 (4) 

Typically, the packet loss rate pl at each link is very small (e.g., pl <<1). Thus, the 
end-to-end packet loss rate for path jh can be approximated as  

( )  . ∑≈
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l
j

l
E
j pQp h

h
 (5) 
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With multi-path routing, the source traffic is disseminated over Jh paths. Therefore, 
the end-to-end packet loss rate for conceptual session h is given by 
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3.2   Problem Formulation 

As described in section 2, the combination of the prioritized coding scheme and 
network coding eliminates the decoding hierarchy and delivery redundancy. 
Therefore, our objective for video multicast over wireless ad hoc networks is to 
maximize the aggregate throughput received at all the receivers. The problem can be 
formulated as a linear program (LP) as below: 
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where link capacity lc  is given by equation (2). 

The LP can be solved with centralized algorithms, such as the simplex method or 
interior point method [9]. However, centralized algorithm requires a central 
computation node, which may not be available in wireless ad hoc networks. 
Therefore, we look for a distributed algorithm to solve the above optimization 
problem. We approximate the problem (7) to the following formulation.  

     :minimize 22∑ ∑∑ ⎟
⎠
⎞

⎜
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⎛ +++−

h l
hlh

l
lhlh

xδεspxs  

subject to:   the same constraints as given in (7), 

(8) 

where ε  and δ  are small positive numbers. When ε  and δ  are sufficiently small, 

the term ⎟
⎠
⎞

⎜
⎝
⎛ + ∑

l
hlh

xδεs 22
 is close to 0, therefore the solution for problem (8) is 

arbitrarily close to the solution for problem (7). 

3.3   Distributed Solution 

Since the objective function is strictly convex and the constraints are linear, the 
problem (8) represents a strictly convex optimization problem. By using the 
Lagrangian duality properties, we can develop a distributed algorithm to solve 
problem (8). 

By introducing dual variables  hmv (h=1,…,H, m=1,…,M), we have the Lagrangian 

of the primal problem (8) as below 
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where MH×∈ Rv  is the dual variable matrix, HRs ∈  is the vector of the conceptual 
source rates, and LH×∈ Rx  is the matrix of the conceptual link rates. 

The Lagrange dual function ( )vG  is the minimum value of the Lagrangian. 
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The dual function can be evaluated separately via the conceptual source rate sh and 
the link rate xhl. The Lagrange dual problem associated with the primal problem (8) is 
given by 

( ) ( ) ( ).     maximize vvv routingsource GGG +=  (11) 

Since the dual function ( )vG  is always convex, the Lagrange dual problem is 
therefore a convex optimization problem [10]. In optimization problem (8), Slater’s 
condition for strong duality holds [10]. The primal variables sh and xhl converge to the 
optimal solution to the primal problem (8) when the dual variables vhm converge to the 
optimal solution to the dual problem (11). 

At the k-th iteration, the optimal primal variables can be obtained from dual 
variables. 
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We use subgradient method [11] to solve the dual problem (11). Since the dual 
function is continuously differentiable due to the strictly convexity of the primal 
objective function, we can find a subgradient from the gradient. The subgradient of 
the negative dual function ( )vG−  at hmv  is given by 

( ) ( ) . 1  ,1  ,)( ,...Mm,...,Hhxag
l

k

hlml

kh
m

k
hm ==−= ∑η  (14) 

We update the dual variables by 

 ,1  ,1  ,)()()()1( ,...Mm,...,Hhgvv k
hm

kk
hm

k
hm ==−=+ α  (15) 

where )(kα >0 is a scalar step-size at the k-th iteration. One simple convergence 
condition requires that the step-size sequence satisfies 
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The step-size we use in our algorithm is: ,/)( kk ωα =  where ω  >0. 
The above algorithm is fully distributed in the following senses. First, the source 

node computes each conceptual source rate using its dual variable and the dual 
variable of the receiver. Second, each node computes the conceptual link rates of its 
outgoing links, using the packet loss rates of its outgoing links, the local dual variable, 
and the dual variables of its neighboring nodes. The proposed distributed algorithm 
only requires information exchange in the neighborhood, thus greatly reducing the 
overhead.  

In wireless ad hoc networks, the nodes may join or leave the networks dynamically 
due to mobility or channel failures. To handle the network dynamics, our algorithm 
can run in a discrete-time manner (e.g. every 10 seconds). At the beginning of each 
time slot, a node updates and sends its new dual variables to its neighbors if it has 
detected any topology change. A node that has not experienced any change in its local 
topology will also need to update its dual variables. In this way, local changes will 
propagate throughout the network, and the optimal source rate and routing scheme 
will be recomputed. The proposed distributed algorithm has a fast convergence speed, 
which enables a fast adaptation to the network changes.  

4   Simulations 

We generate a wireless ad hoc network by placing 15 nodes at random locations in a 
square region of 400m * 400m. Two nodes are able to communicate if their distance 
is smaller than the coverage threshold 150m. Node 1 is chosen as the source node. 
Four nodes (node 6, 7, 10 and 11) are chosen as the receivers. For every link, the 
transition probability from a GOOD state to the next GOOD state is uniformly 
distributed in [0.90, 0.95], and the transition probability from a BAD state to the next 
BAD state is uniformly distributed in [0.05, 0.10].  We encode Foreman QCIF 
sequence into 8 layers using SNR-scalable extension of H.264/AVC [15]. Each GOP 
consists of 16 frames. The source bits are packetized into 8 descriptions, each having 
an average bit rate of 67.0 Kbps. No error-concealment is used for the lost frames. In 
the communication model, the bandwidth allocated for each link is 15 KHz. The 
transmit power at each link is fixed at 0.70 W. The power spectral density lσ  of 

additive white Gaussian noise at each receiver is uniformly distributed in [0.05, 0.10] 
W/Hz. The path gain lG  for link l is given by 2/01.0 ll dG = , where ld  is the distance 

in meters between the transmitter and the receiver at link l. In the optimization, ε and 

δ are both set to 0.05. The step-size at the k-th iteration is k.k /20)( =α .   
With the predefined convergence threshold of 10-4, all the primal variables (the 

conceptual source rates and link rates) converge within 135 iterations. The fast 
convergence speed makes fast re-routing possible when the network topology changes 
due to mobility or channel failures. The iteration of the conceptual source rates is 
shown in Fig. 2(a). The maximum among all the optimal conceptual source rates is 
the optimal multicast source rate, which is 0.565 Mbps. There are totally 80 links in 
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the ad hoc network. The multicast link rate at each link is the maximum among four 
conceptual unicast link rates. We randomly select 9 multicast link rates and show 
their convergences in Fig. 2(b). We can see that the selected 9 link rate variables all 
converge within 135 iterations. 
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Fig. 2. The iteration of primal variables: (a) conceptual source rates, and (b) randomly selected 
9 multicast link rates 
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Fig. 3. Comparison between the optimized routing scheme and the double-tree routing scheme: 
(a) throughput comparison, and (b) average PSNR comparison 

We compare the proposed optimized routing scheme to the double-tree routing 
scheme. In the double-tree routing scheme, we construct the double trees as follows: 
All the nodes except the source are classified into two categories: group 0 and group 
1. Within each group, we construct a single tree from the source to the receivers by 
using the link throughput metric cl(1-pl).  The source rate for each conceptual session 
in the double-tree scheme is equal to the end-to-end available bandwidth. In order for 
fair comparison, the bandwidth consumption and power consumption at each node are 
kept the same in both schemes. Fig. 3 shows the comparison between these two 
schemes. As shown in Fig. 3(a), the optimized routing scheme achieves a much larger 
end-to-end throughput over the double-tree scheme because it makes optimal use of 
the link bandwidth with path diversity. With the prioritized coding scheme and 
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network coding, a larger throughput leads to a higher average PSNR. Therefore, the 
optimized routing scheme outperforms the double-tree scheme in terms of average 
PSNR. The frame PSNR comparison of the reconstructed Foreman QCIF sequence at 
node 11 is illustrated in Fig. 4. The optimized routing scheme yields higher PSNR 
values since it yields an improved end-to-end throughput.  
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Fig. 4. Frame PSNR comparison at node 11 

5   Conclusions 

In this paper, we study the video multicast in wireless ad hoc networks. We apply 
prioritized coding scheme and network coding to eliminate the decoding hierarchy 
and delivery redundancy. Then we develop a fully distributed algorithm using the 
Lagrangian duality properties to jointly optimize the source rate and the routing 
scheme. The simulation results illustrate significant improvements in video quality 
over the double-tree routing scheme. 

References 

1. Mao, S., Lin, S., Panwar, S.S., Wang, Y., Celebi, E.: Video transport over ad hoc 
networks: Multistream coding with multipath transport. IEEE Journal on Selected Areas in 
Communications 21(10), 1721–1737 (2003) 

2. Mao, S., Cheng, X., Hou, Y.T., Sherali, H.D.: Multiple description video multicast in 
wireless ad hoc networks. In: Proc. of IEEE BROADNETS, pp. 671–680 (2004) 

3. Zakhor, A., Wei, W.: Multiple Tree Video Multicast over Wireless Ad Hoc Networks. In: 
Proc. of IEEE ICIP (2006) 

4. Xiao, L., Johansson, M., Boyd, S.: Simultaneous routing and resource allocation via dual 
decomposition. IEEE Transactions on Communications 52(7), 1136–1144 (2004) 

5. Chen, L., Low, S.H., Chiang, M., Doyle, J.C.: Joint optimal congestion control, routing, 
and scheduling in wireless ad hoc networks. In: Proc. of IEEE INFOCOM (2006) 



 Video Multicast over Wireless Ad Hoc Networks Using Distributed Optimization 305 

6. Zhu, X., Singh, J.P., Girod, B.: Joint Routing and Rate Allocation for Multiple Video 
Streams in Ad Hoc Wireless Networks. Journal of Zhejiang University, Science A 7(5), 
727–736 (2006) 

7. Li, Z., Li, B., Jiang, D., Lau, L.C.: On Achieving Optimal Throughput with Network 
Coding. In: Proc. of IEEE INFOCOM, vol. 5, pp. 2184–2194 (2005) 

8. Ahlswede, R., Cai, N., Li, S.Y., Yeung, R.W.: Network information flow. IEEE 
Transactions on Information Theory 46, 1204–1216 (2000) 

9. Vanderbei, R.J.: Linear programming: foundations and extensions, 2nd edn. Springer, 
Heidelberg (2001) 

10. Boyd, S., Vandenberghe, L.: Convex Optimization. Cambridge University Press, 
Cambridge (2004) 

11. Bertsekas, D.P., Nedic, A., Ozdaglar, A.E.: Convex Analysis and Optimization. Athena 
Scientific (2003) 

12. Chou, P.A., Wu, Y., Jain, K.: Practical network coding. In: Proc. of 41st Annual Allerton 
Conference on Communication, Control, and Computing (2003) 

13. Ho, T., Koetter, R., Medard, M., Karger, D.R., Effros, M.: The benefits of coding over 
routing in a randomized setting. In: Proc. of IEEE ISIT, pp. 442–442 (2003) 

14. Wu, Y., Chou, P.A., Jain, K.: A comparison of network coding and tree packing. In: Proc. 
of IEEE ISIT, pp. 143–143 (2004) 

15. Schwarz, H., Marpe, D., Wiegand, T.: SNR-scalable extension of H.264/AVC. In: Proc. of 
IEEE ICIP, vol. 5, pp. 3113–3116 (2004) 



Acoustic Features

for Estimation of Perceptional Similarity

Yoshihiro Adachi1,2, Shinichi Kawamoto1,
Shigeo Morishima1, and Satoshi Nakamura1

1 ATR Spoken Language Communication Research Laboratories,
2-2-2 Keihanna, Science City, Kyoto, 619-0288 Japan

2 Science and Engineering, Waseda University,
3-4-1 Okubo Shinjuku-ku Tokyo, 169-8555 Japan

xyadachi@toki.waseda.jp,shinichi.kawamoto@atr.jp,
shigeo@waseda.jp,satoshi.nakamura@atr.jp

Abstract. This paper describes an examination of acoustic features for
the estimation of perceptional similarity between speeches. We firstly
extract some acoustic features including personality from speeches of
36 persons. Secondly, we calculate each distance between extracted fea-
tures using Gaussian Mixture Model (GMM) or Dynamic Time Warping
(DTW), and then we sort speeches based on the physical similarity. On
the other hand, there is the permutation based on the perceptional simi-
larity which is sorted according to the subject. We evaluate the physical
features by the Spearman’s rank correlation coefficient with two permu-
tations. Consequently, the results show that DTW distance with high
STRAIGHT Cepstrum is an optimum feature for estimation of percep-
tional similarity.

Keywords: Perceptional similarity, Physical similarity, Acoustic fea-
tures, Spearman’s rank correlation coefficient.

1 Introduction

With the technological advances in computer graphics, we recently can generate
a Computer Graphics (CG) character which resembles a real person. A new
visual entertainment system which enables anyone to easily appear in a pre-
recorded film as an instant CG movie star have been developed [1]. Audience
can watch the movie that performed by themselves as a cast without actually
performing, and a pre-recorded voice of either an actor or actress is substituted
for each character’s voice. Therefore, discrepancies between the character’s voice
and the audience member’s own can produce feelings of dissatisfaction.

One of the solutions for this dissatisfaction is to assign visitor’s voice to char-
acters. However, it requires immense amount of time and is impossible to record
every visitor’s voice in advance. There is another solution; to convert the voice
quality of the recorded speeches to similar voice quality of each visitor [2]. How-
ever this is neither realistic, since the present synthesis technology has not been
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improved enough to achieve high voice quality and natural sounds. For these
reasons, we generate a character whose voice is more similar to the participant’s
own by following processes; recording many audio tracks in advance, selecting
the most similar voice and assigning the audio track of the selected voice to the
character.

Speaker recognition which deals with similarity of speeches have been re-
searched and applied to several fields such as security field. In the security field,
the similarity of speaker is generally determined based on likelihood of Gaussian
Mixture Model (GMM) between speakers. However, we focus on the perceptional
similarity rather than the similarity of speaker models. Additionally, the aim of
speaker recognition is to perceive oneself without consideration of the similar-
ity between other speakers. Meanwhile, as for the relation between perceptional
similarity and physical distance, Amino et al. [3] proved the strong correlation
between cepstral distance and perceptional similarity. Nagashima et al. proved
the strong correlation between spectrum distances at 2 - 10 kHz and perceptional
similarity with speeches in which utterance speed and intonation were controlled
by speaker [4]. Therefore we examine the physical similarity for the estimation of
perceptional similarity between speeches, the personality of which appears not
only in voice quality but also in utterance speed or prosodic intonation.

The purpose of our study is to reveal the relation between calculated physical
similarity with acoustic features and perceptional similarity in sentence. We deal
with Mel Frequency Cepstral Coefficient (MFCC), STRAIGHT Cepstrum, spec-
trum, STRAIGHT-Ap (aperiodic component) which is an analysis parameter of
STRAIGHT [5], fundamental frequency, utterance speed, formants and spec-
trum slope. We demonstrate what feature is related to perceptional similarity
most in the following sections.

Firstly, we introduce how to extract the acoustic features in section 2. In
section 3, we explain how to extract the physical similarity based on the acoustic
features. In section 4, we describe the way of evaluating physical similarity for
perceptional similarity and demonstrate the result of this evaluation. In section
5, we conclude this paper and discuss our future work.

2 Extraction of Acoustic Features

2.1 MFCC

MFCC is one of acoustic features which is robust in noisy environments, and is
commonly used for not only speech recognition but also speaker recognition using
GMM [6]. In our study, MFCC is represented by the vector of 25 dimensions (12
static, 12 dynamic, 1 dynamic power). We set 16 as the number of mixture of
GMM, and extract acoustic features except for the silent part: a pause.

2.2 STRAIGHT Cepstrums

Many researchers have engaged in discovering the speech parameter which im-
plies personality the most [7][8]. Kitamura described that the perception of per-
sonality is influenced by the high STRAIGHT Cepstrum and the first STRAIGHT
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Cepstrum which represent the fequency characteristic of vocal sound source and
that gradient respectively [9]. Therefore, we decided to focus on the relation
between perceptional similarity and the high STRAIGHT Cepstrum or first
STRAIGHT Cepstrum.

We extract Cepstrum by STRAIGHT analysis and define that of over 35
dimensions as the high STRAIGHT Cepstrum (CepH). The first STRAIGHT
Cepstrum (Cep1) is the first dimension of the calculated STRAIGHT Cepstrum.

2.3 Spectrum

High frequency bandwidth of spectrum has also the strong relation with per-
sonality. Furui et al. [10][4] demonstrated the strong relation between a high
frequency bandwidth of spectrum and personality. Therefore, we research the
relation between high log spectrum and perceptional similarity. In this paper,
the high spectrum means over 2.6 kHz [9] spectrum frequency.

2.4 STRAIGHT-Ap

Saito et al. [11] discovered the information of personality in STRAIGHT-Ap
(Ap) under 2 kHz. In other words, they indicated such information in character-
istic of vocal sound source. Therefore, we focus on the relation between Ap and
perceptional similarity.

2.5 Fundamental Frequency

We investigated the relation between fundamental frequency (F0) and percep-
tional similarity, because Hashimoto et al. [12][13] have proved that F0 has
an effect on the personality perception. We extracted F0 every 10 ms using
STRAIGHT-TEMPO which is a part of STRAIGHT analysis.

2.6 Utterance Speed

As for the relation between utterance speed and personality perception, Francis
et al proved that the utterance speed is changed depending on the personality
of a speaker [14]. Therefore we research the relation between utterance speed
and perceptional similarity. In our research, the utterance speed is the average
duration of mora.

2.7 Formants, Spectrum Slope

Voice quality is a critical acoustic feature to assess the similarity of speech. Kido
et al. [15][16] described that formants (Formant) and spectrum slope (SpecSlope)
are indispensable features for expression of voice quality. By using those features,
we examine the physical similarity. In this paper, Formant composite is from 1st
to 4th formant, and SpecSlope is a gradient from 0 kHz to 3 kHz log Spectrum.
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3 Extraction of Physical Similarity

In this section, we explain the calculation of physical similarity. We calculate the
physical similarity based on GMM likelihood and DTW distance using acoustic
features described above, except for the utterance speed. In case of the utterance
speed, we define the difference of utterance speed of two speeches as the physical
similarity.

3.1 GMM Likelihood

Speaker identification, the aim of which is to search the target speaker, and
likelihood of GMM is commonly used in speaker identification [17]. Remarkable
advantages of using GMM are to be able to represent the complex feature vector,
to be robust in noisy environments, and to be independent from the context of
speeches. Therefore, GMM is effective in speaker identification and verification
[18][19][20]. In this study, we investigate the similar speaker from voice actor
database; not searching audiences voice. We examine GMM likelihood defined
as the physical similarity to reveal the relation between GMM likelihood and
perceptional similarity.

If M is the model of speaker, and X = {x1, ...xT } is the observational time-
series acoustic feature, the likelihood of GMM is represented in the following.

logP (X |M) =
1
T

T∑

t=1

logP (xt|M) (1)

where

P (x|M) =
N∑

i=1

wipi(x) (2)

Pi(x) =
exp{− 1

2 (x − μi)′(Σi)−1(x − μi)}
(2π)D/2|Σi|1/2 (3)

Where T is the number of frame of acoustic features, x is the acoustic feature
vector of D dimension, and N is the number of mixtures. ω is the weight for
mixtures, and Σ is a covariance matrix. |Σi| is a determinant of the covariance
matrix, and (Σi)−1 is the inverse matrix for the covariance matrix. μi is the
average vector of x. We define the above log likelihood as a similarity by GMM
likelihood between a speaker of M and a speaker of x.

3.2 DTW Distance

We recognize DTW distance as a measure of the physical similarity between
speeches. Sakoe et al. [21] have developed the DTW distance for matching of
speeches with time warping. DTW is commonly used in a wide range of pattern
recognition because of the simplicity of the theory, the ease of the implementation
and a small amount of the calculation.
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In this study, we recognize the DTW distance between acoustic features as the
distortion of similarity. We firstly extract all acoustic features per every 10ms
except for the utterance speed. Secondly we calculate the Euclidean distance of
acoustic features by every affiliated frame based on DTW, and then we define
the mean distance as the physical similarity calculated by DTW.

4 Evaluation of the Physical Similarity to Estimate the
Perceptional Similarity

4.1 Experimental Evaluations

We evaluate physical similarity to reveal the relation between physical similar-
ity and perceptional similarity. We firstly examine the perceptional similarity
of speeches for evaluation of the relation. It is difficult for us to represent the
perceptional similarity in numeric value because this similarity depends on the
emotion of each person. However, we represent the perceptional similarity in nu-
meric value with using Mean Opinion Score (MOS). We investigate the similarity
by the score of five-grade evaluation (5: quite similar, 4: similar, 3: slightly sim-
ilar, 2: rather not similar, 1:not similar) In this evaluation, the score ’4’ means
not being twice of score ’2’, but just being bigger than score ’2’. In other words,
the subject just classifies the similarity into five-grade evaluation. The result
is the relative score not the absolute score, even if we classify furthermore and
subjects evaluate all the speech pair with different scores. Those relative scores
are too untrustworthy for us to use as a perceptional similarity.

We therefore render the perceptual similarity with the permutation based on
similarity. We sort speeches in our database based on perceptional similarity of
the target speech as follows.

1. We define the target speech as X.
2. We select a speech randomly from our speech database and define this speech

as A.
3. We divide these speeches into two groups (one is more similar to X than A

and the other is opposite.)
4. We apply same processing (2 and 3) to each divided group.
5. We can sort speeches according the perceptional similarity by repeating this

process recursively.

In the process 3, the similarity between two speeches is judged from compre-
hensive impression not just focusing one of the acoustic features (e.g. quality of
voice, intonation and speaking rate). To judge which pair has more similarities
for subjects is easy, though it is difficult to evaluate the difference of similarities
between two pairs of speeches. In other words, the evaluation results using sorted
permutation is more reliable compared with that of using absolute score data.

We evaluate the physical similarity using the perceptional similarity rendered
by a permutation. We sort speeches based on the physical similarity as well
as the perceptional similarity. Then we calculate Spearman’s rank correlation
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coefficient with two permutations. We represent the Spearman’s rank correlation
coefficient ρ in equation (4).

ρ = 1 − 6
∑N

i=1(ai − bi)2

N3 − N
(4)

a is the permutation according to the perceptional similarity by the subject. b is
the permutation according to the physical similarity. The bigger this rank corre-
lation is, the stronger the relation between physical similarity and perceptional
similarity becomes. Therefore we find out which physical similarity is useful to
estimate the perceptional similarity.

4.2 Experimental Conditions

We analyze the Japanese sentence ’Arayuru genjitsu o subete jibun no hoe ne-
jimageta noda.’ uttered by 36 females whose age are from 18 years old to 59 years
old. These speeches are quantized with 16 bit and sampled with 16 kHz. We ran-
domly selected one speech for the target speech, and sorted other speeches based
on the similarity to the subject. We conducted this experiment by alternating
the target speech three times from 36 speeches and compared each result. The
subject is supposed to have normal hearing ability. The subject has never heard
the analysis speeches and met the speaker: the subject has no information of the
speakers and analysis speeches in advance.

4.3 Experiment Results

Firstly, we examine the repeatability of sorting the similarity by the subject.
The subject sorted the speeches twice for one target speech according to the
similarity. We conducted the second experiment on a separate day for the purpose
of preventing the subject from reminding of the order at the first experiment. We
calculated the Spearman’s rank correlation coefficient with two permutations.
We represent this result in Fig.1. This result indicates that the subject can sort
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Fig. 1. Spearman’s rank correlation coefficient of two rank arrays arranged by the
subject
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Fig. 2. Spearman’s rank correlation coefficient of two rank arrays arranged by the
subject and the physical similarity

the speeches same similarity order regardless of the target speech. Additionally,
the target estimation rate based on physical similarity is around from 0.65 to
0.80 on rank correlation coefficient.

In Fig.2, we show the rank correlation coefficient between the perceptional
similarity by the subject and the physical similarity. Fig.2-a is the rank corre-
lation coefficient between the perceptional similarity and the physical similarity
by GMM. Fig.2-b is the rank correlation coefficient between the perceptional
similarity and the physical similarity by DTW. This result indicated that the
effective acoustic features for estimation of the perceptional similarity depend on
the target speaker. The average of Spearman’s rank correlation coefficients of all
acoustic features is 0.130, and the maximum is 0.391(DTW, CepH). We proved
that the CepH distance based on DTW is the most effective physical similarity
to estimate the perceptional similarity, because the result of the CepH distance
based on DTW is stable and has high correlation coefficient (Target A:0.287,
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Target B:0.391, Target C:0.332). However it is clear that the result of CepH
distance is not enough by comaring Fig.1 and Fig.2. One of the reasons is that
the subject focuses on the same acoustic features at all times. The subject tends
to pay much attention to the prosody information when the voice quality is simi-
lar to the target speech, and vice versa. Therefore, we need to select the physical
similarity depending on speeches and estimate the perceptional similarity by
using the selected similarity.

5 Conclusions

We examined the relation between physical similarity and perceptional similarity.
The experimental result with 36 speeches uttered by 36 females indicates that
DTW distance with high STRAIGHT Cepstrum (CepH) is the most effective
physical similarity for estimating perceptional similarity.

We have researched with the perceptional similarity answered by one subject.
The purpose of this research is to maintain an evaluation standard for the same
combination. However, the similarity of the subject is not always equal to other
subjects. As future work, we need to increase the number of subjects and research
for discovering the universal similarity. To estimate the similarity which many
people can share enables us to apply our technology to the system such as Future
Cast System [1]. Additionally, we need to select the acoustic features depending
on the speech with consideration of the new physical similarity to improve the
accuracy of the perceptional similarity estimation.
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Abstract. The automatic speech recognizor (ASR) based on hidden
Markov models (HMMs) is very sensitive to multi-talker, non-stationary
babble noise, which consists of a large number of speakers talking simul-
taneously. One major reason is due to mismatches between the train-
ing and testing conditions, which makes the accurate parameters of the
HMM incapable of describing the uncertain distributions of the obser-
vations in speech signals. This paper applies one extension of the HMM
referred to as the type-2 fuzzy hidden Markov models (T2 FHMMs) to
modeling uncertain speech sequences. More specifically, we use the type-
2 fuzzy set (T2 FS) to describe uncertain parameters of the HMM that
may vary anywhere in an interval with uniform possibilities. As a re-
sult, the likelihood of the T2 FHMM becomes an interval rather than
a precise real number, which can be processed by the generalized lin-
ear model (GLM) for final classification decision-making. Experimental
results of phoneme classification in the babble noise demonstrate a signif-
icant improvement compared with the HMM in terms of the robustness
and classification rate.

Keywords: Uncertain speech sequences, hidden Markov models, type-2
fuzzy sets, babble noise.

1 Introduction

The performance of the automatic speech recognizor (ASR) based on hidden
Markov models (HMMs) degrades seriously in multi-talker, non-stationary bab-
ble noise that consists of a large number of speakers talking simultaneously. One
major reason is that the HMM parameters estimated from training sequences is
insufficient and mismatched with test sequences corrupted by the babble noise
from multi-speakers. Therefore, an effective method is needed to handle uncer-
tain parameters of the HMM for modeling uncertain speech sequences.

The HMM [1] has N hidden states where the first and final states are
non-generating as shown in Fig. 1. The transition probability, aij = P (sj |si),∑N

j=1 aij = 1, 1 ≤ i, j ≤ N , determines the relationship between two states
si and sj . Each state is associated with a Gaussian mixture model (GMM)

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 315–324, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



316 X.-Q. Cao, J. Zeng, and H. Yan

a12

a22

a23

a33 a44

a45a34

b2(o1) b2(o2) b3(o3) b4(o4) b4(o5)b4(o6)

o1 o2 o3 o4 o5 o6

1 2 3 4 5

observation
sequence

Fig. 1. The left-right non-skip Gaussian mixture HMM

bj(ot) to describe the likelihood of the jth state with respect to the observation
ot, 1 ≤ t ≤ T , where T is the length of the observation sequence. To model
speech signals, the left-right non-skip HMM is often used where no transitions
are allowed to states whose indices are lower than the current state in Fig. 1.
The GMM with M mixture components is

bj(ot) =
M∑

m=1

wjmN(ot; μjm, Σjm), (1)

where the mixing wight,
∑M

m=1 wm = 1, wm > 0. The multivariate Gaussian
distribution N(o; μ, Σ) with the mean vector μ and covariance matrix Σ is

N(o; μ, Σ) =
1√

(2π)d|Σ|
e−

1
2 (o−μ)′Σ−1(o−μ), (2)

where d is the dimensionality of o. For simplicity, we use only the diagonal
covariance matrix, Σ = diag(σ2

1 , . . . , σ2
d).

The Baum-Welch algorithm and the Viterbi search algorithm are efficient
algorithms for HMM-based training and recognition [1]. The Baum-Welch algo-
rithm can iteratively and automatically adjust parameters μ and Σ in the mth
mixture component of the HMM according to the maximum-likelihood (ML)
criterion [2]. The Viterbi algorithm decodes the maximum likelihood state se-
quence Q, since the best state sequence Q may represent words or phonemes in
speech recognition.

The HMM is completely certain once its parameters, {aij , wjm, μjm, Σjm},
are specified. However, those parameters may not accurately reflect the under-
lying distribution of the observations according to the ML estimation because of
insufficient or noisy data in real-world problems. In addition, it may seem prob-
lematical to use likelihoods that are themselves precise real numbers to evaluate
uncertain HMMs with respect to the observation. Although this does not pose
a serious problem for many applications, it is nevertheless possible to describe
the uncertain parameters of the HMM to allow for the uncertain likelihoods.
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Fig. 2. The Gaussian type-2 fuzzy membership function with uncertain mean in (a) has
lower (thick dashed line) and upper (thick solid line) boundaries in (b). The likelihood
with respect to o becomes an interval, [bj(o), bj(o)], with uniform possibilities in (c).

Zeng and Liu [3] integrated the type-2 fuzzy set (T2 FS) with the HMM re-
ferred to as the type-2 fuzzy hidden Markov model (T2 FHMM) to handle uncer-
tain parameters of the HMM. In the T2FHMM, the parameters of the GMM are
assumed to vary anywhere in the interval with uniform possibilities as shown in
Fig. 2 (a), where the mean vector μ ∈ [μ, μ]. Such a representation of uncertain
mean vector is called the Gaussian type-2 fuzzy membership function [4]. The
ensemble of all possible Gaussian distributions form the shaded region called the
footprint of uncertainty (FOU) in Fig. 2 (b). Practically we are not sure which
one in the FOU is the best, so that we need to keep all the possibilities until the
final decision-making. As a result, the likelihood of the Gaussian type-2 mem-
bership function becomes an interval with uniform possibilities in Fig. 2 (c) [5].
This conclusion is easy to justify because the interval likelihood is composed of
every likelihood of the embedded distribution in the FOU with uniform weight-
ing. According to the interval arithmetic, the result of the calculation between
interval likelihoods is also an interval with uniform possibilities [5]. For example,
if two interval likelihoods are [b1(o), b1(o)] and [b2(o), b2(o)], then the sum and
product are [b1(o)+b2(o), b1(o)+b2(o)] and [b1(o)b2(o), b1(o)b2(o)], respectively.
More details of the T2 FSs and their applications to pattern recognition can be
found in [6, 7].

In this paper, we apply the T2 FHMM to modeling uncertain speech signals.
There are three major differences from [3]. First, we simplify the training pro-
cess of the T2 FHMM in [3]. Here we think of the T2 FHMM as the HMM
with uncertain parameters, which means that we can train the HMM and then
add the description of uncertain parameters as a kind of prior knowledge. Sec-
ond, because the output likelihood of the T2 FHMM is an interval, we propose
the generalized linear model (GLM) to make the classification decision rather
than the heuristic interval ranking method in [3]. Third, we use the T2 FHMM to
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model more complex speech signals corrupted by the real-word babble noise
instead of the simple additive white Gaussian noise in [3].

2 Type-2 Fuzzy Hidden Markov Models

In this section, we briefly introduce the T2 FHMM framework, which has been
described in detail in [3].

Given a d-dimensional observation vector o, the corresponding mean vector
μ, and the diagonal covariance matrix Σ = diag(σ2

1 , . . . , σ2
d), the multivariate

Gaussian with uncertain mean vector or covariance matrix is

N(o; μ̃, Σ) =
1√

(2π)d|Σ|
exp

[
−1

2

(
o1 − μ1

σ1

)2]
. . . exp

[
−1

2

(
od − μd

σd

)2]
,

μ1 ∈ [μ
1
, μ1], . . . , μd ∈ [μ

d
, μd], (3)

or

N(o; μ, Σ̃) =
1√

(2π)d|Σ|
exp

[
−1

2

(
o1 − μ1

σ1

)2]
. . . exp

[
−1

2

(
od − μd

σd

)2]
,

σ1 ∈ [σ1, σ1], . . . , σd ∈ [σd, σd], (4)

where μ̃ and Σ̃ denote uncertain mean vector and covariance matrix, respec-
tively. Indeed, each exponential component in (3) and (4) is the Gaussian pri-
mary membership function with uncertain mean or standard deviation (std) [5].
Obviously the multivariate uncertain Gaussian is accumulated by all of its d di-
mensional uncertain exponential components. The factor k controls the interval
range in which the parameters vary,

μ = μ − kσ, μ = μ + kσ, k ∈ [0, 3], (5)

σ = kσ, σ =
1
k

σ, k ∈ [0.3, 1]. (6)

we constrain k ∈ [0, 3] in (5) and k ∈ [0.3, 1] in (6), because a one-dimensional
gaussian has 99.7% of its probability mass in the range of [μ − 3σ, μ + 3σ].

Replacing Eq. (2) with Eq. (3) and Eq. (4) in Eq. (1), we obtain the T2
FHMM with uncertain mean vector and uncertain variance (T2 FHMM-UM
and T2 FHMM-UV). If we assume the factor k as a constant according to prior
knowledge, we can first train the HMM using the Baum-Welch algorithm, and
then add k to produce the corresponding T2 FHMM-UM and T2 FHMM-UV.
Hence the training process of the T2 FHMM is the same with that of the HMM.
However, to decode the single best state sequence, Q = {q∗1 , . . . , q∗T }, we need to
modify the Viterbi algorithm to handle the interval likelihoods passing between
states, which involve only interval arithmetic as explained in Section 1. For the
given observation sequence, O = {o1, . . . ,oT }, and T2 FHMM λ̃, we define the
variable of the likelihood lower bound as

Lt(i) = max
q1,...,qt−1

P (q1, . . . , qt = si,o1, . . . ,ot|λ̃), (7)
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input : O, λ̃.
output : [LT (N), UT (N)], Q.
initialize: L1(1) ← 1, L1(j) ← a1jbj(o1), U1(j) ← a1jbj(o1), ψ1(i) ← 1, 2 ≤ i, j ≤

N − 1.
begin

for t ← 2 to T do
for j ← 2 to N − 1 do

Lt(j) ← maxi[Lt−1(i)aij ]bj(ot);

Ut(j) ← maxi[Ut−1(i)aij ]bj(ot);
ψt(j) ← arg maxi

[ 1
2 (Lt(i) + Ut(i))aij

]
;

end
end
LT (N) ← maxi[LT (i)aiN ];
UT (N) ← maxi[UT (i)aiN ];
q∗

T ← arg maxi

[ 1
2 (LT (i) + UT (i))aiN

]
;

for t ← T to 2 do
q∗

t−1 ← ψt(q
∗
t );

end
end

Algorithm 1. The type-2 fuzzy Viterbi algorithm

where Lt(i) is the highest probability of the lower bound for the first t observa-
tions and ends in state i along a single path. Similarly we can define the variable
of the upper bound Ut(i). The variable ψt(i) keeps track of the best state at
each time slot t. For each state i, it stores the best previous state that has the
maximum average value of the two recursive bounds, [Lt−1(i) + Ut−1(i)]/2. In
this paper we suggest the average value because we believe the center of the
interval may be stabler than its two ends. As a summary, Algorithm 1 shows the
type-2 fuzzy Viterbi algorithm, which outputs the best state sequence Q and the
interval likelihood, [LT (N), UT (N)].

3 Generalized Linear Model (GLM) for Decision-Making

In T2 FHMM pattern recognition, we would have a number of T2 FHMMs,
one for each category 1 ≤ c ≤ C, and classify a test sequence according to
the model with the best interval likelihoods [LT (N), UT (N)] in Algorithm 1. To
make classification decision from interval likelihoods, we adopt the GLM,

y = fa(wx + b), (8)

where w is the weight matrix, b is the bias vector, fa is the logistic activation
function, and x = [L1, U1, . . . , LC , UC ] is the vector of output interval likelihoods
of C classes of T2 FHMMs. The iterated re-weighted least square algorithm
[8, Chapter 4.5] estimates the GLM parameters from all feature vectors x of
training data. This estimated GLM is in turn used to classify the interval likeli-
hood features with respect to test data. As a summary, Fig. 3 shows the pattern
classification system based on T2 FHMMs.
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Fig. 3. The pattern classification system based on the T2 FHMM. We adopt the GLM
to make the classification decision from interval likelihoods.

4 Experiments

To confirm the effectiveness of the T2 FHMM for modeling uncertain speech
sequences, we carried out extensive experiments on TIMIT [9] speech database.
TIMIT contains 6300 utterances produced by 630 speakers from eight major
dialect divisions of the United States. It provides phonetic transcriptions to
all utterances. We broke up 6300 utterances into phonemes according to the
transcriptions, and obtained totally 61 phonemic and phonetic classes including
silence and closure intervals of stops. We combined six closure intervals of stops,
bcl, dcl, gcl, pcl, tcl, kcl, into one class, and combined “silence” symbols, pau,
epi, h#, into another class. We removed eight phonemic classes, ax-h, b, d, dx,
em, eng, nx, zh, because they have less than 500 samples. Finally, we obtained
totally 46 phonemic classes for classification.

The speech signal, sampled at 16KHz, was processed in frames of 25ms with
a 15ms overlapping (rate=100Hz). We first pre-emphasized speech frames with
an FIR filter (HZ = 1 − az−1, a = 0.97), and weighted them with a Ham-
ming window to avoid spectral distortions. After pre-processing, we extracted
Mel Frequency Cepstral Coefficents (MFCCs) [10] as the acoustic features. Each
acoustic feature vector consists of 12 MFCCs, the energy term, and the corre-
sponding velocity and acceleration derivatives. The dimensionality of acoustic
feature vector is 39 for each frame. Thus each observation sequence is a T × 39
matrix. In all experiments, we did not consider the observation sequences with
T ≤ 3. We added the babble noise to all test speech data.

To compare the phoneme classification performance in the babble noise, we
used five states and three mixtures in the HMM to model phonemes [10]. For
each class, we selected 300 training samples from clean data and 200 test samples
from data corrupted by the babble noise with signal-to-noise ratio (SNR) 20dB,
10dB, 5dB, 0dB, −5dB, and −10dB. As discussed in Section 3, we trained the
GLM by the vector with 2C length, [L1, U1, . . . , LC , UC ], where C is the number
of classes. In the 46 phoneme classification, we have to estimate the GLM using
the vector with 92 length, which is a high dimension leading to bad estimation
of the GLM. Hence we reduced the dimension 92 to 46 using principle compo-
nent analysis (PCA) [2]. To show the classification performance, we grouped the
correct samples classified by the HMM and the T2 FHMM into seven general
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Table 1. The number of correct samples classified by the HMM

SNR S A F N G V O

clean 676 238 913 367 846 1794 217
20dB 520 198 708 285 673 1742 21
10dB 299 124 355 116 326 1601 0
5dB 158 64 199 46 207 1404 0
0dB 67 31 77 11 117 1110 0
-5dB 27 13 21 1 50 809 0
-10dB 6 1 3 0 11 525 0

Table 2. The number of correct samples of the T2 FHMM-UM with k = 1

SNR S A F N G V O

clean 694 248 928 378 891 1972 210
20dB 547 164 706 275 737 1916 28
10dB 297 96 391 102 366 1659 0
5dB 169 60 234 33 259 1369 0
0dB 97 35 124 8 164 1040 0
-5dB 46 18 74 1 95 719 0
-10dB 16 7 39 0 57 487 0

classes: S—Stops, g, p, t, k, q; A—Affricates, jh, ch; F—Fricatives, s, sh, z, f,
th, v, dh; N—Nasals, m, n, ng, en; G—Semivowels and Glides, l, r, w, y, hh, hv,
el ; V—Vowels, iy, ih, eh, ey, ae, aa, aw, ay, ah, ao, oy, ow, uh, uw, ux, er, ax,
ix, axr ; and O—Others, bcl, dcl, gcl, pcl, tcl, kcl, pau, epi, h#.

Table 1 shows the correct test samples classified by the HMM. The number of
correct samples of “silence” drops significantly when the SNR decreases, which
results in many “insertion” errors in continuous speech recognition [10]. Besides
“silence”, the classification rate of nasals degrades quickly with the decrease of
the SNR. The vowels are relatively less influenced by the babble noise.

Table 2, Table 3, and Table 4 show the correct test samples classified by
the T2 FHMM-UM with k = 1, 2, 3, respectively. Compared with Table 1, the
number of correct samples on clean test data is more than that of the HMM. In
particular, the classification of the vowels and glides have been greatly improved
by additionally classifying about 200 test samples correctly. Table 5 shows that
the average classification rate in clean test data increases 2.94%, 3.23%, and
2.05% when k = 1, 2, 3, respectively. Furthermore, when k = 2, the T2 FHMM-
UM outperforms the HMM by increasing the average classification rate 2.28%,
1.04%, 1.13%, 1.49%, 0.70%, and 1.02% in all SNRs. The T2 FHMM-UM is
robust to the babble noise in classifying fricatives. As shown in Table 2 and
Table 3, the classified fricatives are 124 and 150 samples in 0dB compared to 77
samples in Table 1. When the SNR decreases to −5dB, the classified fricatives
still have 74 and 78 samples compared to 21 samples of the HMM.

Table 6, Table 7, and Table 8 show the number of correct samples classified
by the T2 FHMM-UV with k = 0.9, 0.7, 0.5, respectively. The T2 FHMM-UV
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Table 3. The number of correct samples of the T2 FHMM-UM with k = 2

SNR S A F N G V O

clean 683 261 927 376 886 2002 213
20dB 531 157 676 285 716 1941 52
10dB 278 100 399 115 365 1656 3
5dB 156 67 251 46 245 1417 0
0dB 79 38 150 10 168 1105 0
-5dB 31 19 78 2 107 748 0
-10dB 17 7 22 1 73 519 0

Table 4. The number of correct samples of the T2 FHMM-UM with k = 3

SNR S A F N G V O

clean 686 256 911 361 861 1951 213
20dB 529 158 640 277 689 1903 53
10dB 285 85 319 111 324 1679 0
5dB 157 48 158 42 221 1429 0
0dB 82 29 73 9 155 1117 0
-5dB 43 14 23 2 114 757 0
-10dB 21 6 1 0 88 527 0

Table 5. The comparison of classification rate (%)

SNR HMM T2 FHMM-UM
k = 1 k = 2 k = 3

clean 54.90 57.84 58.13 56.95
20dB 45.08 47.53 47.36 46.18
10dB 30.66 31.64 31.70 30.47
5dB 22.59 23.09 23.72 22.34
0dB 15.36 15.96 16.85 15.92
-5dB 10.01 10.36 10.71 10.36
-10dB 5.93 6.59 6.95 6.99

Table 6. The number of correct samples of the T2 FHMM-UV with k = 0.9

SNR S A F N G V O

clean 681 240 952 362 873 1929 209
20dB 551 155 687 273 712 1874 61
10dB 320 92 390 98 362 1656 3
5dB 212 56 264 34 243 1414 0
0dB 128 32 155 4 153 1076 0
-5dB 81 20 90 0 103 751 0
-10dB 42 7 47 0 39 510 0
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Table 7. The number of correct samples of the T2 FHMM-UV with k = 0.7

SNR S A F N G V O

clean 684 238 928 370 881 1943 209
20dB 548 159 705 266 697 1905 81
10dB 315 103 418 103 377 1658 9
5dB 191 62 260 36 255 1385 0
0dB 108 35 154 5 153 1074 0
-5dB 51 19 72 2 92 757 0
-10dB 20 5 24 0 43 506 0

Table 8. The number of correct samples of the T2 FHMM-UV with k = 0.5

SNR S A F N G V O

clean 675 247 923 367 889 1934 208
20dB 541 156 723 271 696 1915 69
10dB 315 89 414 113 353 1670 5
5dB 185 48 232 38 245 1409 0
0dB 105 26 120 10 150 1078 0
-5dB 55 13 41 1 82 760 0
-10dB 24 2 7 0 48 507 0

Table 9. The comparison of the classification rate (%)

SNR HMM T2 FHMM-UV
k = 0.9 k = 0.7 k = 0.5

clean 54.90 57.02 57.10 56.99
20dB 45.08 46.88 47.40 47.51
10dB 30.66 31.75 32.42 32.16
5dB 22.59 24.16 23.79 23.45
0dB 15.36 16.83 16.62 16.18
-5dB 10.01 11.36 10.79 10.35
-10dB 5.93 7.01 6.50 6.39

is more robust to the babble noise to classify the class “O” than the HMM
and T2 FHMM-UM. Even in 10dB babble noise, it can still classify 3, 9, and 5
samples correctly in class “O” with k = 0.9, 0.7, 0.5, respectively. Table 9 shows
the comparison of average classification rate between the HMM and HMM-UV
with k = 0.9, 0.7, 0.5.

5 Conclusions

Experimental results on TIMIT database are encouraging. Overall, T2 FHMMs
consistently outperform HMMs in the babble noise of different SNRs. The best
results show that the T2 FHMM-UM (k = 2) outperforms the HMM 1.56% on
average, and T2 FHMM-UV (k = 0.9) outperforms the HMM 1.50% on average
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in terms of classification rates. Furthermore, for fricatives, glides, and “silence”
phonemes, both T2 FHMM-UM and T2 FHMM-UV are more robust to babble
noise than the HMM. Besides, the classification performance seems insensitive
to the factor k, which offers convenience in handling real-world problems.

Currently, the proposed system is suitable for short speech sequences. Al-
though in continuous speech recognition phoneme boundaries are not known, we
may apply the GLM directly to word models to decide which model is the best
for the test sequence. Future works include the design of the decision method
from uncertain likelihoods for continuous speech recognition.
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Abstract. Research has shown that speaker verification based on high-
level speaker features requires long enrollment utterances to be reliable.
However, in practical speaker verification, it is common to model speakers
based a limited amount of enrollment data. To minimize the undesirable
effect of insufficient enrollment data on system performance, this paper
proposes a new adaptation method for creating speaker models based on
high-level features. Different from conventional methods, the proposed
adaptation method not only adapts the phoneme-dependent background
model but also the phoneme-independent speaker model. The amount of
adaptation in the latter is adjusted by a proportional factor derived from
the phoneme-independent background models. The proposed method
was compared with traditional MAP adaptation under the NIST2000
SRE framework. Experimental results show that the proposed method
can solve the data-spareness problem effectively and achieves a better
performance when compare with traditional MAP adaptation.

1 Introduction

Text-independent speaker verification systems typically extract speaker-
dependent features from short-term spectra of speech signals to build speaker-
dependent Gaussian mixture models (GMMs) [1]. To increase the ability to
discriminate between client (target) speakers and impostors, a GMM-based back-
ground model is used to represent the characteristics of impostors. The back-
ground model can be trained using the speech of non-target background speakers
from large speech corpora. Therefore, finding enough speech to train the back-
ground model is usually not too difficult. However, obtaining a large number of
client utterances is difficult and impractical because most clients are not willing
to spend a long time for enrollment. To address this problem, various adaptation
methods, such as maximum a posteriori (MAP) [1], maximum-likelihood linear
regression (MLLR) [2], kernel eigen-space MLLR (KEMLLR) [3], and adapta-
tion of phoneme-independent speaker models [4] have been proposed for creating
low-level acoustic speaker models from a small amount of client data. It has been
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shown that KEMLLR outperforms other adaptation methods when the amount
of enrollment data is very limited and that when a large amount of enrollment
data is available, MAP is a better candidate for creating speaker models [5].

Recently, to improve the robustness of speaker verification systems, researchers
have started to investigate the possibility of using long-term, high-level features
to characterize speakers [6]. One problem of using high-level features is that it re-
quires a large amount of speech data for creating reliable speaker models.
Although Leung et al. [7] have shown in their articulatory feature-based pronun-
ciation model (AFCPM) that this problem can be tackled by classical MAP adap-
tation, the client models that they created are essentially a linear weighted sum
of enrollment data’s distribution and background models. It was found that the
modeling capability of the AFCPMs drops rapidly when the amount of enrollment
data decreases [8].

To alleviate this problem, we propose to adapt not only the phoneme-dependent
background models but also the phoneme-independent speaker models to create
client speaker models. A scaling factor, which is derived from the ratio between
the phoneme-dependent background model and the phoneme-independent back-
ground model, will also be used to adjust the phoneme-independent speaker mod-
els during adaptation. The results show that the proposed adaptation method,
which uses as much information as possible from the training data, significantly
outperforms the classical MAP adaptation method.

2 Phoneme-Dependent AFCPM

Articulatory features (AFs) are representations describing the movements or
positions of different articulators during speech production. In Leung et al. [7],
manner and place of articulation were used for pronunciation modeling. The
manner property has 6 classes, M ={Silence, Vowel, Stop, Fricative, Nasal,
Approximant-Lateral}, and the place property has 10 classes, P ={Silence, High,
Middle, Low, Labial, Dental, Coronal, Palatal, Velar, Glottal}. The AFs were
automatically determined from speech signals using AF-based multilayer per-
ceptrons (MLPs). See [7] for detail description of AFCPM approach.

In phoneme-dependent AFCPM, N phoneme-dependent universal background
models (UBMs) are trained from the AF and phoneme streams of a large number
of speakers to represent the speaker independent pronunciation characteristics.
Each UBM comprises the joint probabilities of the manner and place classes
conditioned on a phoneme. The training procedure begins with aligning two AF
streams (lMt and lPt ) obtained from the AF-MLPs and a phoneme sequence qt

obtained from a null-grammar recognizer. The joint probabilities corresponding
to a particular phoneme q is given by

Pb(m, p|q) = Pb(LM = m, LP = p|Phoneme = q, Background)

=
#((m, p, q) in the data of all background speakers)
#((∗, ∗, q) in the data of all background speakers)

,
(1)
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where m ∈ M, p ∈ P , (m, p, q) denotes the condition for which LM = m, LP = p,
and Phoneme = q, ∗ represents all possible members in that class, and #()
represents the total number of frames with phoneme labels and AF labels fulfill
the description inside the parentheses. The unadapted speaker models Ps(m, p|q)
are created in the same way:

Ps(m, p|q) = Ps(LM = m, LP = p|Phoneme = q, speaker = s)

=
#((m, p, q) in the enrollment utterrence of speaker s)
#((∗, ∗, q) in the enrollment utterrence of speaker s)

.
(2)

We can see for each phoneme, a total of 60 probabilities can be obtained. These
probabilities are the products of 6 manner classes and 10 place classes.

3 Adaptation Methods for AFCPMs

Here, we review the classical MAP adaptation and propose three MAP-based
adaptation methods that use as much information obtainable from training data
as possible (see Fig. 1).

Method A: Adapted fromphoneme-dependent backgroundmodels(classicalMAP
used in [7]).

Method B: Adapted from phoneme-independent speaker models.
Method C: Adapted fromphoneme-independent speakermodelswith a phoneme-

dependent scaling factor.
Method D: Adapted from phoneme-dependent background models and phoneme-

independent speaker models with a phoneme-dependent scaling
factor.

( , | *)bP m p ( , | )bP m p q ( , | *)sP m p( , | )sP m p q

TrainingTraining
DataData EnrollmentEnrollment

DataData
SystemSystem--wisewise

Training DataTraining Data

Method AMethod A Method BMethod BMethod C and DMethod C and D

( , | q)sP m p ( , | q)sP m p( , | q)sP m p

Adapted Speaker ModelsAdapted Speaker Models

Fig. 1. Data-set utilization in different adaptation methods. Methods A and B only
use part of available models. Methods C and D fully utilize all of the possible models
that can be obtained from training data. ‘*’ means that the corresponding model is
phoneme-independent.
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Fig. 2. Method A. Relationship (based on real data) between the background, un-
adapted, and adapted AFCPMs in classical MAP (q1=/jh/, q2=/uw/). The linear
combination in Eq. 3 suggests that the adapted model will lie along the straight line
passing through the unadapted model and the background model.

Method A: In [7], MAP adaptation is applied as follows:

P̂s(m, p|q) = βq
sPs(m, p|q) + (1 − βq

s)Pb(m, p|q) (3)

where, βq
s ∈ [0, 1] is a phoneme-dependent adaptation coefficient controlling the

contribution of the enrollment data and the background models (Eq. 1) on the
MAP-adapted model. It is obtained by

βq
s =

#((∗, ∗, q) in the enrollment utterances of speaker s)
#((∗, ∗, q) in the enrollment utterances of speaker s) + r

(4)

where r is a fixed relevance factor common to all phonetic classes and speak-
ers. The relationship between the adapted, unadapted and background models
is illustrated in Fig. 2. When enrollment data is sufficient, MAP adaptation
can create client models that capture the phoneme-dependent characteristics of
speakers. However, when the amount of enrollment data is limited, this speaker-
model creation method may have three fundamental problems:

Problem 1: The method will make the client models of the same phoneme too
close to the background model of the corresponding phoneme, even
though the clients may have very different pronunciation character-
istics. This will cause the client models fail to discriminate the true
speakers from the imposters.

Problem 2: The method does not fully utilize the information available in the
training data.

Problem 3: The method imposes too much constraint on the adaptation.
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Fig. 3. Phoneme-dependent AFCPMs correspond to phoneme /ch/ of (a) speaker
1018 from NIST00, (b) background speakers from NIST99, and (c) speaker 1042 from
NIST00. (d) and (e): Phoneme-dependent speaker models of the two speakers adapted
from (b) using the traditional MAP adaptation (see Method A in section 3). d and
r represent the Euclidean distance and the correlation coefficient between the models
pointed to by arrows. The 60 discrete probabilities corresponding to the combinations
of the 6 manner and 10 place classes are nonlinearly quantized to 256 gray levels using
log-scale, where white represents 0 and black represents 1.

Problem 1 is exemplified in Fig. 3, where the adapted models of two speakers
are very similar because they are very close to the background model. Com-
parison between Figs. 3(d) and 3(e) reveals that the model of speaker 1018 are
very similar to that of speaker 1042. This will make the speaker models fail
to discriminate the true speakers from impostors. For Problem 2, the method
only uses two out of four possible models for adaptation. Fig. 1 shows the pos-
sible models from which the target models can be adapted. Method A uses
the phoneme-dependent models only and ignores the fact that the phoneme-
independent models (Pb(m, p|∗) and Ps(m, p|∗)) can also be used to create target
speaker models. For Problem 3, the method uses all of the background speak-
ers’ data to train phoneme-dependent background models from which phoneme-
dependent target speaker models are created by MAP adaptation. Creating a
phoneme-dependent speaker model from the corresponding phoneme-dependent
background model means that the resulting speaker model is constrained by the
articulatory properties of a single phoneme. In other words, the method does
not allow cross-phoneme adaptation. Note that the classical MAP adaptation for
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Fig. 4. Method B. Relationship between the phoneme-independent speaker model, un-
adapted speaker models, and adapted speaker models for speakers 1018 and 1042
(q1=/jh/, q2=/uw/)

acoustic GMMs does not have such a hard constraint. Instead, a soft constraint
is implicitly imposed by the posterior probabilities of the mixture components.

Method B: Instead of adapting from the phoneme-dependent UBM, we can cre-
ate the speaker model P̂s(m, p|q) by adapting the speaker-dependent, phoneme-
independent speaker model Ps(m, p|∗), i.e.,

P̂s(m, p|q) = βq
sPs(m, p|q) + (1 − βq

s)Ps(m, p|∗). (5)

While this method can help solve Problems 1 and 3 mentioned in Method A,
it does have its own problem. The problem is that for a particular client, all
of his/her phoneme-dependent models are adapted from the same phoneme-
independent model, causing loss of phoneme-dependence in the client model. In
fact, the method uses enrollment data only, as illustrated in Fig. 1. This loss of
phoneme-dependence, however, violates the requirement of the scoring procedure
(see Section 4) where the speaker and background models are assumed to be
phoneme-dependent. Fortunately, the phoneme-dependence in the client models
can be easily retained by introducing a phoneme-dependent scaling factor in the
adaption equation. This is to be discussed next.

Method C: In this method, a phoneme-dependent scaling factor is added to
the adaptation formula in Eq. 5:

P̂s(m, p|q) = βq
sPs(m, p|q) + (1 − βq

s) ·
[
Pb(m, p|q)
Pb(m, p|∗)

· Ps(m, p|∗)
]

(6)
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where Pb(m, p|∗) represents the phoneme-independent background model and
Pb(m,p|q)
Pb(m,p|∗) is the scaling factor. With this factor, the model to be adapted be-

comes Pb(m,p|q)
Pb(m,p|∗)Ps(m, p|∗). Therefore, the resulting target model P̂s(m, p|q) is

now adapted from a model with certain degree of phoneme-dependence instead
of adapting from a purely phoneme-independent model (Ps(m, p|∗)).

Note that Pb(m,p|q)
Pb(m,p|∗)Ps(m, p|∗) in Eq. 6 can also be written as Ps(m,p|∗)

Pb(m,p|∗)Pb(m,

p|q). In that case, we can interpret Ps(m,p|∗)
Pb(m,p|∗) as a phoneme-independent scaling

factor for the classical MAP adaptation in Eq. 3. This factor can help allevi-
ates Problems 2 and 3 in classical MAP mentioned earlier, because it implicitly
incorporates the speaker-dependent articulatory properties of other phonemes
into the adaptation equation.
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Fig. 5. Method C. Relationship be-
tween the phoneme-independent speaker
model, unadapted speaker models, and
adapted speaker models for speaker 1018
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Method D: It becomes clear that Method A is likely to impose too much con-
straint on the adaptation. Method B aims to relax such constraint by introducing
a phoneme-independent model in its adaptation equation. However, the relax-
ation may be too far so that the phoneme-dependent scaling factor in Method
C is necessary to limit the loss of phoneme-dependence. Nevertheless, the tar-
get models created by Method C depend implicitly on the phoneme-dependent
background models Pb(m, p|q) through the scaling factor. To strengthen the de-
pendence of these background models while allowing certain degree of phoneme-
independence, we may combine Methods A and C. We refer to the resulting
adaptation as Method D whose adaptation equation is written as:

P̂s(m,p|q)=βq
sPs(m,p|q)+(1−βq

s )

[
αq

bPb(m,p|q) + (1−αq
b)

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗)

]
(7)
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Fig. 7. Phoneme-dependent AFCPMs ((g) and (h)) of speakers 1018 and 1042 cre-
ated by Method D. (a) and (c): Unadapted speaker models. (b) Phoneme-dependent
background model. (d) and (f): Phoneme-independent speaker models. (e) Phoneme-
independent background model. d and r represent the Euclidean distance and the
correlation coefficient between the adapted models pointed to by arrows.

where, αq
b ∈ [0, 1] is a phoneme-dependent adaptation coefficient. It is obtained

by

αq
b =

#((∗, ∗, q) in the utterances of all background speakers)
#((∗, ∗, q) in the utterances of all background speakers) + rα

(8)

where rα is also a fixed relevance factor.
Fig. 6 illustrates the relationship between different models in Method C, and

Fig. 7 explains why this method is better than Method A via an illustrative
example.

Comparing Figs. 3 and 7 reveals that the Euclidean distance and dissimi-
larity between the AFCPM models of speakers 1018 and 1042 become larger
(the distance increases from 4.39 to 14.17 and the correlation coefficient reduces
from 0.9966 to 0.8013). Therefore Method D makes the speaker models easier to
discriminate speakers.

4 Scoring

We follow the scoring method in [1]. Specifically, we define the verification score
of a test utterance X = {X1, . . . , Xt, . . . , XT } as:
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S(X) =
T∑

t=1

(log p̂s(Xt) − log pb(Xt)) (9)

where the speaker models P̂s(m, p|q) and background models Pb(m, p|q) created
by using different adaptation methods discussed in Section 3 are used to compute
the scores:

p̂s(Xt) = P̂s(l
M
t , lPt |qt) = P̂s(L

M = lMt , LP = lPt |Phoneme = qt, Speaker = s) (10)

pb(Xt) = Pb(l
M
t , lPt |qt) = Pb(L

M = lMt , LP = lPt |Phoneme = qt, Background), (11)

In Eqs. 10 and 11, qt is the phoneme of frame t in the test utterance recognized
by a null gram phoneme recognizer, and lMt and lPt are the AF labels determined
by the AF-MLPs [7].

5 Experiments and Results

5.1 Procedures

NIST99, NIST00, SPIDRE [9], and HTIMIT [10] were used in the experiments.
NIST99 was used for creating the background models, and the female part
of NIST00 was used for creating speaker models and for performance evalua-
tion. HTIMIT and SPIDRE were used for training the AF-MLPs and the null-
grammar phone recognizer, respectively.

The phone recognizer uses standard 39-D vectors comprising MFCCs, en-
ergy, and their derivatives. The training part of NIST99 was used for creating
phoneme-dependent AF-based UBMs. We followed the evaluation protocol of
NIST00. Specifically, for each female client speaker in NIST00, her phoneme-
dependent speaker models were created using Methods A to D.
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Fig. 8. The distribution of all adapted phoneme-dependent speaker models and
phoneme-dependent background models in principal component space for speaker 1018
and 1042 based on Method A (left) and Method D (right).
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Method A
EER=26.34%, DCF=0.2592
Method B 
EER=26.81%, DCF=0.2654
Method C
EER=25.68%, DCF=0.2562
Method D
EER=24.88%, DCF=0.2484

Table 1. EERs obtained by
phoneme-dependent AFCPMs
created by MAP-based adap-
tation methods described in
Section 3. The p-values between
the classical MAP and the new
adaptation methods are listed in
the last column.

Adaptation
Method

EER
(%)

p-
values

Method A 26.34 –

Method B 26.81 0.04560

Method C 25.68 0.00008

Method D 24.88 0.00000

Fig. 9. DET performance of AFCPM-based
speaker verification systems using different adap-
tation methods.

5.2 Results and Discussion

Fig. 8 shows the relationship between the phoneme-dependent background and
adapted models (corresponding to 46 phonemes) of two speakers for Methods A
and D. Apparently, Problem 1 in Method A (left figure) mentioned in Section 3
does not appear in Method D (right figure).

Table 1 shows the equal error rate (EER) and p-values [11] (with respect to
Method A) achieved by different adaptation methods. It shows that Methods C
and D achieve a lower error rate as compare to the classical MAP adaption. This
confirms our earlier argument that better speaker models can be obtained by
adapting the phoneme-independent models in addition to the phoneme-dependent
models.The DET plots corresponding to Table 1 are shown in Fig. 9. Evidently,
Method D achieves the best performance across a wide range of decision thresh-
old. It was found that the proposed adaptation approaches can effectively solve the
data sparseness problem, resulting in a significantly lower error rate. Apparently,
Problem 2 and 3 in Method A have also been overcome by method D.
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Abstract. Dynamic sound rendering is attracting a lot of attention in recent 
years due to its applications in computer games and architecture simulation. 
Although physical based methods can produce realistic outputs, they typically 
involve recursive tracing of sound rays, which may be computationally too 
expensive for interactive dynamic environments. In this paper, we propose a ray 
caching method that exploits ray coherence to accelerate the ray-tracing 
process. The proposed method is tailored for interactive sound rendering based 
on two approximation techniques: spatial and angular approximation. The ray 
cache supports intra-frame, inter-frame and inter-observer sharing of rays. We 
show the performance of the new method through a number of experiments. 

1   Introduction 

Real-time spacious sound synthesis in dynamic virtual environments is important in 
many applications, such as computer games and architecture simulation. It does not 
only provide a sense of presence to the users, but also allow the users to experience 
the sound effect of a virtual environment. 

The main process of generating real-time spacious sound is sound rendering, which 
generates impulse responses to an observer from all the input sound sources of an 
environment. The inputs to the sound rendering process include the geometry of the 
environment, position and orientation of the observer, and position and waveform of 
each sound source. An approach to generate impulse responses is the physical 
approach [Gard98], which deals with the geometrical modeling of sound wave 
transmission. First, the paths of sound sources are traced to obtain a set of virtual 
sound sources. The Head-Related Transfer Functions (HRTFs) at the virtual sound 
source positions are then convolved with the sound waves to produce spacious sound. 

In general, the physical approach is not efficient as it requires recursive tracing of 
sound paths in the environment. A popular method for tracing sound paths is ray-
tracing, by which rays are projected from the observer in all directions. When a ray 
hits an object surface, a reflected ray is typically generated. For a transmissive 
surface, a transmitted ray may also be generated. Each new ray is further projected to 
the environment and recursively traced until either the ray hits a sound source or its 
effect to the observer becomes too small. As this approach traverses logarithmic 
number of surfaces for each ray, it is generally too expensive for real-time use. 



 Dynamic Sound Rendering Based on Ray-Caching 337 

In this paper, we propose a method that exploits ray coherence of sound to 
accelerate the sound ray tracing process. Our method is based on the ray-history 
concept [Sber04]. It incorporates multi-resolution approximation of rays in both 
spatial and angular dimensions to maximize the caching performance. Experimental 
results show that our method offers a significant performance improvement, making it 
suitable for use in interactive dynamic environments. 

The rest of the paper is organized as follows. Section 2 describes related work on 
sound rendering and acceleration techniques. Section 3 presents an overview of our 
ray caching method. Section 4 presents the ray caching method. Section 5 shows the 
performance of the proposed method with a number of experiments. Section 6 briefly 
summarizes this paper and suggests possible future work. 

2   Related Work 

There are a few sound rendering methods proposed which are based on the physical 
approach. For example, [Funk98] proposes a beam tracing method that considers the 
preprocessing of reflection paths. [Funk99] accelerates the method by applying 
priority driven and estimation techniques. This method can achieve good results of 
discovering reflection paths, but has to deal with expensive beam intersections. 
[Muel99] proposes a scalable PC-based software sound rendering system based on ray 
tracing. Unfortunately, their experimental results indicate that the system cannot be 
used for real-time applications. [CATT] is a software system targeted for architectural 
acoustic simulation but it is not for interactive purpose. [LTL] is a hardware/software 
system for multi-purpose sound rendering. It makes use of dedicated DSPs to generate 
real-time spatialized sounds. Unfortunately, it is expensive and not scalable. 

Our method is based on tracing sound rays. There are already a lot of acceleration 
techniques proposed for ray-tracing in computer graphics to exploit coherence. These 
techniques can be roughly classified into four categories [Rein02, Suth74]:  

Object Coherence: It exploits position adjacency between objects. It works by pre-
processing data structures including grids, BSPs (binary space partitions) and BVHs 
(bounding volume hierarchies) [Arvo89] to group related objects together. With these 
data structures, the number of intersection tests for each ray can be reduced. 

Image Coherence: It exploits local constancy between neighboring pixels. In 
[Mart01, Havr03], caching methods are proposed to cache intersection points of 
previous primary rays in object space with their corresponding pixels in image space. 
The cache is then used to direct new rays towards objects that have been previously 
hit. In [Havr03], an additional cache storing object orders is maintained, providing 
information on which nearest object that a new ray is intersected with. Each entry in 
the cache, indexed by pixel position, stores a reference to the nearest intersected 
object and the number of times that it is referenced by neighboring pixels. If this 
number exceeds a threshold, the same pixel in the next frame would be reprojected to 
the same object. Otherwise, the traditional ray tracing technique is applied. 

Ray Coherence: It exploits similarity between adjacent rays on traveling directions 
and intersected objects. [Wald01] employs parallelism provided by SIMD instructions 
and careful memory layout for the BSP data structure to improve the ray tracing 
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performance. Packets of rays are traversed and intersected in parallel since they have 
high chance of intersecting the same objects. Ray coherence can be further extended 
by tracking the ray paths across consecutive frames. [Sber04] proposes a fast global 
illumination method to support moving light sources. As a preprocessing step, all 
direct and reflected paths to light sources are traced. The illumination by the traced 
paths and the first hit points from the light sources are cached. Then, all the traced 
paths are weighted among all frames for indirect illumination and the weighed paths 
are cached. During frame generation, direct illumination is recomputed for each frame 
while the weighted paths are reused from cache to produce the final image. With this 
method, direct illumination should be recomputed while indirect illumination requires 
only computing the weighted impact of all virtual light sources. Path splitting and 
joining are useful ideas of ray caching. However, the method benefits mostly on 
indirect illumination due to its aim on caching shadow paths. As it is based on 
preprocessing, it is only suitable for predefined animations. 

Frame Coherence: It exploits similarity of the projected rays between consecutive 
frames. One approach to frame coherence is spatial subdivision. [Mura90] proposes a 
ray-object intersection tree structure with voxel traversal history, which is a list of all 
voxels traversed by a path segment, and intersection history, which is a list of 
intersection points that hit a moving object. The intersection history helps eliminate 
unnecessary intersection tests to non-moving objects. Due to the voxels architecture, 
this method has high memory cost and does not support moving camera. In [Davi99], 
frame coherence is applied to accelerate animation. It subdivides the scene into 
regular voxels and involves a preprocessing step to test all object movements in an 
animation against the voxels. All voxels passed through by objects are marked with 
frame numbers. During ray tracing, primary and higher order rays are projected from 
a pixel, intersecting the voxels. The lowest frame number of all passed through voxels 
is referenced and marked in a cache structure called t-buffer, which is then used to 
determine the next frame number that the pixel should project rays again. Caching of 
rays is inherently achieved by the voxel structure and reuse of rays is inherently 
achieved by the t-buffer. This method suffers from the costly preprocessing step, and 
is less useful in moving cameras as coherence is only exploited for static background. 

3   Method Overview 

The core of a sound rendering process based on the physical approach is the search 
for virtual sound sources. In our method, this is done by ray tracing. Rays are 
projected from the observer in different directions to search for the nearest intersected 
objects or sound sources. If an object surface is hit, a reflected ray is generated from 
the surface, which further intersects other objects. New rays would be generated until 
one hits a sound source. A reverberation path is a sequence of projected rays starting 
from the observer until reaching a sound source. By mirroring the reverberation path, 
we could locate the position of the virtual sound source at the end of the path. Each 
observer maintains a virtual source map in each frame, storing information of all the 
virtual sound sources reaching him/her. During the auralization process, we generate 
spacious impulse responses by convoluting the virtual source map with HRTFs. 
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Spacious waveform can then be generated by multiplying the spacious impulse 
responses with the input sound sources. 

In a dynamic environment, observer and sound sources may move around. For 
each observer or sound source movement, we need to update all reverberation paths. 
With a traditional ray tracing method, we need to perform all the intersection tests 
again, making it difficult to achieve real-time response. Our research objective here is 
to discover and exploit the coherencies between observer/sound source movements. 
Typically, an observer moves step by step, rather than jumps abruptly, from his 
current position. During each frame, there are likely a lot of rays with similar 
directions to the rays projected in the previous frame, intersecting the same objects at 
similar angles and reflecting in a similar way. If we could cache the intersection 
history of previous rays and reuse them, we may save a lot of computations. 

Our method employs the ray coherence concept for acceleration. Intersection 
history of traced rays is cached for future reuse. Rays with similar starting points and 
projection directions as previously projected rays do not have to be retraced again. To 
cache the intersection history, we subdivide the objects into discrete patches. Ray 
transmission is represented by pointers from one patch to another. Thus, the ray cache 
is a graph with all the patches as nodes and the rays as edges. When a ray intersects a 
previously intersected patch, we can easily locate the next patch to be intersected 
from the cache, replacing the costly intersection tests with memory referencing 
operations. However, there are a number of issues to be considered when designing a 
ray cache. For example, schemes have to be set up to fully utilize the ray cache in 
dynamic environments with moving observers, sound sources, and objects. 

3.1   Patch Subdivision  

We subdivide each object into patches small enough that we may treat all incident 
rays the same way if they hit the same patch at the same direction, even at different 
intersection points. For rays hitting the same patch from the same direction, all of 
their reflected rays will be projected from the center of the patch. In this way, the 
original reflective rays of the incoming rays are spatially approximated by the 
outgoing ray. In addition, each patch is also subdivided into a number of angular 
divisions. Incoming rays falling within the same angular division would be reflected 
by the same ray. In this way, the incoming rays are angularly approximated by the 
outgoing reflected ray.  

3.2   Multi-resolution Patches  

The nature of ray tracing is that spatial resolution decreases along with increasing 
distance of each projected ray as the separation between two neighbor rays is 
proportional to their ray lengths. Missing hits may occur for distant sound sources if 
the angular width between neighbor rays is too high or the diameter of the sound 
source is too small. To avoid missing hits without adjusting the initial ray sampling 
rate, we may increase the diameter of the sound source as the path length increases. 

We apply this concept to the size of the patches. Without adjusting the sampling 
rate of the projected rays, we may increase the patch size as the path length increases. 
This may increase the probability of reusing projected rays without increasing the 
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approximation error. When a ray hits a patch, we apply spatial approximation and re-
project the ray from the patch center. To support variable patch sizes, we apply multi-
resolution modeling techniques here. Each surface of an object is subdivided into a 
hierarchy of patches. Although many different multi-resolution methods have been 
proposed [To01], we have adopted a simple method in our implementation. For each 
surface, we uniformly subdivide it recursively to form a quad-tree. This means that 
the patch length reduces by half as we move down the quad-tree from one level to the 
next. Hence, when a ray interests a surface patch, we determine the appropriate 
resolution of the patch according to its path length. 

3.3   Intra-frame, Inter-frame and Inter-observer Coherencies  

Intra-frame coherence occurs when a re-projected ray is shared by more than one 
reverberation path within the same frame. This could be due to, for example, 
neighboring rays that hit the same patch at similar angle. These rays will then have 
the same reverberation path, making it possible to reuse the traced paths. 

Inter-frame coherence occurs when ray history of previous frames are reused. This 
could happen easily if an observer is moving step by step. Figure 1 shows that an 
observer moves forward by one step. Paths traced for patches B, C, and E in the last 
frame can be reused in the current frame since the rays in both frames intersect the 
same patches at similar angles. We may observe that it is more likely to reuse rays 
intersecting distant patches than those intersecting nearby patches. For example, the 
angle between the dashed arrow and the solid arrow hitting D is larger than that of E. 
Hence, there is a higher chance that the two rays intersecting E fall within the same 
angular division used in angular approximation, hence reusing the rays intersecting E. 

Inter-observer coherence occurs when ray history of another observer is reused. 
One scenario of inter-observer coherence is when a group of observers move in a 
similar direction, e.g., in a virtual touring. 

4   Ray Cache 

The ray cache is composed of a tree and a graph attached to the tree. Each object is 
composed of a number of surfaces. Each surface is divided into multiple levels of 
patches and each patch is further divided into angular divisions. Figure 2 shows an 
example object tree, starting from object at the root to angular divisions at the leaves. 
Typically, there is only a small amount of angular division nodes which are ever 
accessed. To save run-time memory, only the accessed angular division nodes are 
instantiated during ray-tracing. We reference each leaf node in the tree by a multiple-
component division index, (object, surface, {patch, patch, ...}, division), which will 
simply be referred to as division in remaining text. 

When a surface is intersected by a ray, it is recursively subdivided into smaller 
patches until the patch length is just small enough proportional to the path length of 
the ray. To save memory, only the patches containing intersection points are further 
subdivided. When we reach the appropriate patch level, we calculate the angular 
division to approximate the incoming ray direction. Figure 3 shows the patch 
hierarchy of surface W found in Figure 2. For clarity, we only show the reflective  
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Fig. 1. Inter-frame coherence Fig. 2. The ray cache tree Fig. 3. Patch hierarchy of sur-
face W in Fig. 2 

property of the patch. There should be another patch hierarchy to represent the 
transmissive property. For each ray we stored in cache, we also store the backward 
version of the ray to facilitate path finding in backward direction. This is particularly 
useful for locating paths from sound source to observer, in a sound source movement. 

4.1   Constructing the Ray Cache  

We use an example to illustrate how the ray cache is being constructed. To simplify 
the description, we assume in this example that all rays are equidistant and each ray 
intersection happens to cause the patch resolution to reduce by one level. 

  (a) (b)   (c)  

Fig. 4. Constructing the ray cache (white circles are observers; black circles are sound sources) 

Initially the ray cache is empty. The first path is constructed by tracing the 
reverberation path from the observer to the sound source as in Figure 4(a). The 
intersected divisions are instantiated in the tree. The division intersection sequence is 
recorded by creating an edge entry from one division to another. This intersection 
sequence is retained in the ray cache even if the path does not hit a sound source. In 
this example, the path traced for observer 1 intersects 4 surfaces via patches A, B, C 
and D. The path finally reaches sound source 1. When another path is to be traced, in 
addition to instantiating the new divisions and caching the new rays, the process will 
seek reuse opportunities as in Figure 4(b). (Note that the patch resolution is reduced 
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whenever a ray intersects a patch.) If we reach a patch of required patch resolution, 
which contains child patches, we search the child patches for cached records of the 
same incoming division. If the same incoming division exists, we may reuse and 
follow the cached edge from the child patch. In other words, each edge entry can be 
propagated upwards to parent patches for reuse. In the example, a path is traced for 
observer 2 through patches E, F and G. In patch G, a child patch C is found which has 
a cached edge of the same division. Thus, patch G is connected to patch C and finally 
reaches sound source 1 by reusing the cached path. 

The reuse of cached edges follows a policy that only the nearest child patches will 
be chosen to minimize the spatial error as in Figure 4(c). Since the re-projection point 
of the parent patch is at the center of the patch, the child patch which is nearest to the 
center will be chosen. In the figure, observer 3 traces a path through patches H and I. 
In patch I, 2 reusable cached edges are found in child patches B and F. The cached 
edge in patch B is chosen for reuse since patch B is nearer to the center of patch I. 

4.2   Ray Cache Purging  

In a dynamic environment, the size of the ray cache will continue to grow in time as 
the number of rays projected increases in time. When the cache is full, we need to 
remove some of the cached rays. Our experiments (as will be shown in Section 5.2) 
show that most of the reused rays are computed in the recent frames. Thus, we may 
use time-stamping to keep track of the usage of cached rays for purging. 

Each ray in the ray cache is time-stamped during its creation or when it is revisited. 
A pointer list is created in each frame to reference to all rays which are created or 
reused in that frame. When the ray cache is full, purging of rays need to be carried out 
starting from those with earlier frame numbers. The pointer lists of the earlier frames 
are used to find out rays which have not been reused in recent frames. These rays, 
with their associated divisions, patches, and parent patches, will be all removed. 

4.3   Movement of Observers, Sound Sources and Scene Objects  

Observer Movement: An observer is a node that initiates sound rays in all directions 
to the initial intersected divisions to form edges. When it moves, its virtual source 
map and all edges connecting it to the initial intersected divisions are cleared. We 
reconstruct new edges from the new position of this observer by projecting new rays 
to all direction to find the initial intersected divisions. Once a new ray hits a cached 
division, we follow the path starting from the cached edge. If a sound source can be 
reached finally, a new path is completed and a new virtual source map entry would be 
created. If the initial intersected division has no cached edges, the new path will be 
further traced until it reaches a cached division or its effect becomes insignificant. 

The main cost of observer movement is on updating the reverberation paths from 
the observer. The ray cache helps reduce the number of intersection tests if the newly 
projected rays hit a cached division.  

Sound Source Movement: A sound source is the reverse version of an observer. A 
sound source attaches backward edges to all divisions linked to it. When it moves, all 
forward and backward edges linked to it will need to be removed. Then, new initial 
rays will be projected from the sound source to search for intersections. When a 



 Dynamic Sound Rendering Based on Ray-Caching 343 

surface is intersected by a ray, we need to check if it contains any cached divisions. 
We start from the surface level, search down the tree for the patch node that contains 
the intersection point, until we reach the lowest level. If we find a node with cached 
divisions matching the outgoing direction, an edge is created to link that node to the 
sound source. A backward edge is also created.  

Scene Object Movement: With the ray cache, when a scene object is moved, only a 
small number of rays may need to be re-traced in typical situations. To do this, we 
first remove the edge entries of all patches of the moved object. We then test all the 
remaining edge entries in the cache for intersection with the moved object. If an edge 
is found intersecting the moved object, it is removed. At the same time, we also test 
all the edges initiated from each of the observers and sound sources for intersection 
with the moved object. All the intersected edges would be removed. Finally, we check 
all the previously constructed reverberation paths starting from all observers to see 
whether there are broken links. If a broken link is found, we apply ray-tracing from 
the broken point to re-trace the remaining path. 

5   Results and Discussions 

To study the performance of the proposed method, we have conducted a number of 
experiments, all on a single PC with a P4 2.0GHz CPU and 512MB of memory. There 
are a total of 20 sound sources used. 

5.1   Inter-frame Coherence vs. Different Enclosure Volumes  

As stated in Section 3.3, the degree of inter-frame coherence depends on how far 
away the patch is from the observer. To verify this statement, we study the ray cache 
usage in 3 different environments with a room of different dimensions but of the same 
architecture. Within each of the environments the observer walks into the room from 
outdoors, walks around the room and then leaves it. 

Figure 5 shows the experimental results. In both the initial and the final frames, 
there are only a few projected rays that intersect objects in the environment in all 
three cases. This is because the observer is outdoors during these frames. In the 
middle frames, where the observer is inside the room, the number of intersected rays 
increases significantly. This is due to both the intersection of rays with the room 
interior surfaces, and the generation of reflective rays from these surfaces. If we look 
at the quantity difference between the two curves in each diagram, i.e., number of 
projected rays vs. number of rays reused, we can see that in a small room, the 
proportion of rays reused from the ray cache is smaller than that in a large room. This 
agrees with our discussion earlier that there is a higher degree of inter-frame 
coherence if the objects (or room surfaces) are further away. 

5.2   Cache Reuse Performance  

To study how the ray cache grows in time, we have plotted the number of projected 
rays and the number of cached edges in the ray cache as a function of the frame 
number as shown in Figure 6. The memory consumption of the ray cache is 
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proportional to the total number of edges cached. We can see that the size of the ray 
cache grows sub-linearly with the total number of projected rays, while the memory 
consumption is continuously growing with the frame number. 

We have analyzed the distribution of reused rays, as shown in Figure 7. The test 
scene is similar to the one used in Section 5.1, where an observer moves from 
outdoors to inside a room, walks around and then leaves the room. There are a total of 
100 frames and we divide them into three groups: the initial frames when the observer 
is outdoors, the middle frames when the observer is inside the room and the final 
frames when the observer is again outdoors. The height of each bar in Figure 7 
indicates the average number of rays being reused from the cache within a frame  
 

(a) Room dimension = 1 unit. 
Fig. 6. Growth of the ray cache 

(b) Room dimension = 2 units. Fig. 7.  Amount of reused rays 

(c) Room dimension = 10 units. 

Fig. 5. Ray cache usage Fig. 8. Percentage of reused rays with/without 
multi-resolution patch subdivision
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group. In general, there are more than 74% of the reused rays that are reused within 8 
consecutive frames. This high percentage of reused rays is due to the inter-frame 
coherence of observer movement. Hence, we may conclude that if we apply the time-
stamping approach to purge the cache up to the last 8 frames, we may still be able to 
keep about 74% of reused rays in the cache. 

5.3   Multi-resolution vs. Non-multi-resolution Patches  

We presented our spatial approximation technique based on multi-resolution patch 
subdivision in Section 3.2,. In this experiment, we compare the percentage of reused 
rays from the ray cache with and without applying the multi-resolution patch 
subdivision technique. The same test scene and same observer movement (only within 
the room) are used here. Figure 8 shows the results of the ray cache usage. As the 
observer is moving inside the room only, the two percentage reuse curves (with and 
without multi-resolution patch subdivision) are increasing as the frame number. This 
means that in time, more and more reverberation paths in the ray cache are reused. 
We can see that with the multi-resolution technique, the percentage of reused rays is 
much higher, meaning that the technique allows more efficient use of the ray cache. 

5.4   Performance in Multi-observer Environments 

In this experiment, we would like to study the performance improvement of our 
method with and without ray caching. We compare the performance by measuring the 
average time spent on projecting a single ray in a multi-observer environment. A 
number of observers are set to move inside the same room randomly for a period of 
25 frames and the response time of the sound rendering server is recorded. Table 1 
shows our experimental results. We can see from the table that in general, the ray 
caching method could speed up ray-tracing by 38% of the original time when there is 
only one observer. The speed up increases as the number of observers increases, due 
to more cached rays being reused among the observers. 

Table 1. Ray-tracing time with and without ray cache in a multi-observer environment 

No. of observers Time per ray (Non-cached) Time per ray (Cached) Speed-up 
1 0.0876 ms. 0.0542 ms. 38% 
2 0.0822 ms. 0.0486 ms. 41% 
3 0.0806 ms. 0.0455 ms. 44% 
4 0.0819 ms. 0.0444 ms. 46% 

6   Conclusions and Future Work 

Sound rendering for dynamic environments based on the physical approach poses a 
great challenge due to the high computational cost in computing the reverberation 
paths. In this work, we have successfully improved the performance of the physically 
based sound rendering process by exploiting ray coherence. Our method is based on 
two approximation techniques in caching traced rays for reuse: spatial approximation 
and angular approximation. Our experimental results show that significant 
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performance improvements are achieved by using the ray cache. The new method is 
particularly beneficial to multi-user, interactive environments, in which a higher 
percentage of rays can be reused.  

We have attempted to extend our proposed method to a multi-server environment. 
However, we observe from our experimental results that networking overheads can 
significantly affect the performance. As a future work, we would like to investigate an 
efficient scheme to share the cached information. Such a sharing scheme is essential if 
the ray caching method is to be used in a multi-server environment. 
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Abstract. Image watermarking is a mapping from watermark message to a set 
of image counterparts, where every version conveys the same meaning with the 
original image. Since textures that present single perceptual meaning have 
certain diversity, an intuitive idea of watermarking is to replace the texture 
region of an image with a similar-looking synthetic texture containing the 
watermark. We propose a spread-spectrum watermarking scheme by integrating 
existent work on texture extraction, segmentation and synthesis, and obtain 
suggestive results, including (1) the synthetic watermarks can resist adaptive 
Wiener filtering attack due to its power spectrum similar with the original 
image; (2) if using the spread-spectrum carrier which is designed elaborately 
according to the subspace spanned by the textures, hiding capacity can be 
improved by 20%, while effective hiding capacity under Wiener filtering attack 
can be doubled; (3) the proposed watermarking scheme also enlighten a 
sophisticate strategy for watermark attack. 

1   Introduction 

Watermarking, also called steganography, is to discreetly embed information into 
media signals without eliciting noticeable distortion. For the applications which do 
not demand strict media fidelity, such as covert communication or rights management 
for entertainment media, unnoticeablity of distortion is reasonable to be ruled as no 
changing or confusing the perceptual meaning of the media. In this way, image 
watermarking is a mapping from watermark message to a set of image counterparts, 
where every counterpart conveys the same meaning with the original image. 

In his tutorial literature on data-hiding codes [1], Moulin suggested an idea of 
connecting image modeling and image watermarking: “A sophisticated embedder or 
attacker could replace a textured portion of an image (say a grass field) with a 
similar-looking synthetic texture, introducing negligible perceptual degradation.” 

To realize the idea, this paper designs a watermarking-by-synthesizing scheme, 
which integrates existent work of texture extracting, segmenting and synthesizing. 

Recent work of Balakrishnan [8] propose a image representation method called 
Hybrid ICA-Mixture of PPCA Algorithm (HIMPA), which use an independent 
component analysis (ICA) model for edge representation followed by a mixture of 
probabilistic principal components analyzers (MPPCA) for surface representation. We 
use a variant of HIMPA for texture extraction and segmentation. 

A number of texture synthetic algorithms [3] create texture by clever resampling 
from the original texture. Although the results are visually stunning, they do not 
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provide an explicit model for texture and their cooperation with watermarking seem 
unsystematic, e.g., the method in [4], known as texture block coding, which inserts a 
textured patch into an area of the image with the same appearance. Founded on 
certain texture model, some texture synthetic algorithms [5] ~ [7] adopt synthesis-by-
analysis methodology to create texture by matching statistical feature with the original 
texture. We model the spread-spectrum watermarking as an optimization problem 
with a linear object and nonlinear distortion constraints, and use the algorithm in [7] 
to pursue the watermarked image. 

The proposed scheme is introduced in section 2. Experimental results and analysis 
are presented in section 3. The paper closes with concluding remarks in section 4. 

2   Proposed Scheme 

Our scheme is shown in Figure 1. Without loss of generality, we embed one bit of 
message m whose value is either –1 or +1. Generated according to secret key k, p is a 
pseudorandom sequence with zero mean and unit variance. Modulated by m, the 
sequence p yields the watermark pattern mp. Pseudorandom sequence p plays the role 
of the spread-spectrum carrier for watermark m. 

The host image x can be divided into texture part and nontexture part, that is 

NT xxx +=  . (1) 

The core of the watermarking scheme is to synthesize a texture part xT', which has 
the maximal inner product with mp and meanwhile shares the same texture features 
with xT, as the description of (2) 

Ckk Nk

m

...1  ,)()(  s.t.

,maxarg      

TT

TT

==′
>′<=′

xx

pxx

φφ
 (2) 

(3) 

where <A, B> denotes correlation, i.e., the inner product of sequence A and sequence 
B. Φk is a set of feature functions of texture, which establish texture equivalence 
between xT' and xT. Given mp and xT, the problem above is an optimal program with 
linear object (2) and nonlinear constraints (3). After finding the optimal xT', the 
watermarked image is generated as 

NT xxy +′=  (4) 

The watermarked image is possibly corrupted by an attacker’s noise. We only 
consider the additive noise, as formula (5) 

nyz +=  . (5) 

The receiver knows the secret key k and can recover the p, and then the detection is 
performed. Firstly, the (normalized) correlation is calculated as 
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where σz
2 and σp

2 is respectively the variance of z and p. The two latter terms of 
numerator in (6) can be neglected due to independency between xN and p and 
independency between n and p, so the one-bit watermark is estimated by the sign of r 
in formula (7), 

)(signˆ rm =  . (7) 

Absolute value of r determines the error probability of detection and thereby the 
effective rate of watermark. In this paper, we use averaged normalized correlation 
|r|/L to measure the hiding capacity of watermarking scheme, where L is the amount 
of pixels. 
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Fig. 1. The proposed watermarking scheme 

How should one go about extracting the texture from natural image and 
synthesizing a watermarked texture? We explain the methods in following sections. 

2.1   Texture Extraction 

For texture extraction, we propose a three-factor image model. Three factors are 
assumed to contribute to the appearance of nature image: (a) objects’ intrinsic 
luminance and shading effects, (b) structural edges, and (c) texture. Different from 
HIMPA model [9], our model isolates low frequency band of image xL as the factor 
(a), and uses HIMPA model to divide the residual high frequency band xH into edge 
region and surface region. The reason for isolating factor (a) is that texture clustering 
will not be affected by local average luminance, and thereby will depend more on 
local contrast. 

According to HIMPA [9], we use independent component analysis (ICA) to extract 
texture from the high frequency band of image. An image patch xH is represented as a 
linear superposition of columns of the mixing matrix A and a residue noise which can 
be neglected. 

Asx =H  . (8) 

The columns of A are learned from nature images by making the components of 
the vector s statistically independent. In the learning algorithm, A is constrained to be 
an orthogonal transformation. So the vector s is calculated by 
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HxAs T=  . (9) 

The elements of s with large magnitudes signify the presence of structure in an 
image block, corresponding to edges, oriented curves, etc. The elements of s with 
smaller magnitudes represent the summation of a number of weak edges to yield 
texture. For each image block, we divide A into two groups, AE and AT, keeping all 
the absolute values of s corresponding to columns of AE are larger than AT. The image 
block is also decomposed into two subcomponents. 

TEH xxx +=  . (10) 

where  

HE
1

EEEE )( xAAAAx TT −=  . (11) 

The ratio between the column amounts of AT and A is determined by ICA 
threshold. For example, if ICA threshold is 0.2, AE has 128 columns while AT has 32 
columns. Because of ratio control, texture is the residual after removing the relatively 
dominant edge instead of the absolutely sharp edge in HIMPA [9], and much intenser 
texture will be extracted from the rough region than the smooth region. Fig. 2 
illustrates the process of texture extraction. 

2.2   Texture Segmentation 

Suggested by [9], MPPCA is able to model complex textures in a real image scene 
due to texture clustering. The textures can be assumed to sample from a limited 
number of clusters. Each cluster is assumed homogenous, where a texture block from 
cluster k is generated using the linear model 

Kkkkkkk ,...,1   , =++= εμsWx  . (12) 

where sk∈Rq is a column vector elongated from the host image block and has a 
dimension of a, sk∈Rq is the lower dimensional subspace assumed to be Gaussian 
distributed with zero mean and identity covariance. Note that, in this section, image 
block always refers to the texture block. The dimension of sk is q and a > q. Wk is a 
mixing matrix of a by q. μk is the cluster observation mean, εk is Gaussian white 
isotropic noise with zero mean, i. e. εk ~ N(0, σ2I).  

Wk, sk, μk, and εk are hidden variables that can be estimated from the data of 
observed texture. Meanwhile, posterior probability of membership R(x | k) can also be 
calculated, which measures how likely a block x belongs to cluster k and conforms to 
the condition ∑k R(x | k) = 1. Right middle of Figure 2 shows the posterior probability 
of three clusters using a trinary image. 

2.3   Texture Synthesis 

Given a set of feature functions {Φk}, and their corresponding values Φk(xT), the 
problem of synthesizing watermarked texture becomes one of looking for image xT', 
which has the maximal projection across watermark, from the associated texture  
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Fig. 2. Three-factor model for nonedge extraction and features learned by MPPCA 

ensemble SΦ = {x : Φk(x) = Φk(xT), ∀k}. The complexity of the feature functions 
{Φk} in a realistic model of a texture makes it difficult to find the solution directly. 
We consider an iterative solution, in which the texture to be synthesized is initialized 
as the carrier mp (a random noise) and the constraints are imposed on the texture 
sequentially, rather than simultaneously. According to [7], we repeatedly utilize  

∑ ∇+=+
k

tkktt Φ )(1 xxx λ  (13) 

to make the texture’s features approach Φk(xT), where ∇ is gradient operator, and λk 
is a scalar solved to satisfy or come to closest to satisfying Φk(xt+1) = Φk(xT). And we 
also repeatedly use  

pxx mtt ε+=+1  (14) 

To Whom It May Concern: drive xt+1 has a larger projection across mp. ε goes to 0 as 
the iteration goes to the end. A rigorous theory for the algorithm convergence has yet 
to be found, nevertheless, the algorithm has not failed to get close to convergence for 
many examples tested. 

We use parts of the feature functions Φk proposed in [7], which first decomposes 
the image by steerable pyramid transform [7,15] and then defines the features on the 
statistics of the transform coefficients and the statistics of pixel values.  

The statistical operators which we selected from literature [7] include 

• S1 coarse marginal statistics. Variance, minimum and maximum of image pixels. 
• S2 fine marginal statistics. Skewness and kurtosis of image pixels and low-pass 

bands at each scale, and variance of the high-pass band. 
• S3 raw coefficient correlation. Auto-correlation of the low-pass bands. These 

characterize the salient spatial frequencies and the regularity of the structures. 
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• S4 coefficient magnitude statistics. Auto-correlation of magnitude of each subband, 
cross-correlation of each subband magnitudes with those of other orientations at 
the same scale, and cross-correlation of subband magnitudes with all orientations at 
a coarser scale. These represent edges, bars, corners, etc. 

Textures having been segmented in Section 2.2 always have irregular shape, so we 
use a few of rectangle tiles with size of 2m×2m (m = 3, 4, 5, 6) to make up the texture 
shape, followed by synthesizing every regular tile instead of the whole irregular 
texture. A greedy algorithm is used to fill irregular shape with the tiles as large as 
possible, so that the amount of tiles is close to minimal. (Right bottom of Figure 2 
shows the tiles). During synthesis of the larger tile, we use more constraint parameters 
and iterate synthesis by more steps as shown in Table 1. 

Table 1. Feature parameters and algorithm parameter for different tile size 

transform parameters statistical operators 
tile size 2m 

scale orientation S1 S2 S3 S4 
iteration 

steps 

64 3 4 √ √ √ √ 50 
32 2 4 √ √ √ × 25 
16 1 4 √ √ × × 10 
8 1 4 √ × × × 1 

3   Experimental Results and Analysis 

ICA mixing matrix is estimated using samples from a training set of 13 natural 
images downloaded with the FastICA package [12]. Note that ICA mixing matrix is 
independent with host images and need not be held by watermark detector. 

At the watermark encoder, after 8×8 averaging filtering, texture is extracted by 
ICA coding, and then, partitioned into 8×8 blocks, vectorized into 64×1 vectors, and 
fed to MPPCA for clustering. Texture is classified into three clusters with 4 principal 
components in each cluster, where each cluster is divided into regular tiles and 
synthesized tile by tile. Finally, watermarked image is generated by summarizing the 
synthetic texture, the edge part and the low-pass band. The program code was 
developed based on NETLAB Matlab package [11] and Texture Analysis/Synthesis 
Matlab package [8]. 

At the watermark decoder, only correlation detection is enough to extract the 
watermark message. 

3.1   Watermarked Image 

We test our scheme on typical images in Figure 3. Our scheme has followed 
advantages. Firstly, it does not incite watermark intensity at sharp edges due to the 
three-factor image coding before watermarking. Secondly, it prefers to embed 
watermark into rough region rather than smooth region because texture segmentation 
and texture synthesis keep texture features. The characters are clearly exhibited on the  
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(a)                                      (b)                           (c)                                (d) 

Fig. 3. Original images (top) and watermarked images (bottom). (a) Baboon. |r|=0.254, 
SNR=17.4dB. (b) Bridge |r|=0.150, SNR=18.2dB. (c) Man |r|=0.103, SNR=21.9dB. (d) Lena 
|r|=0.074, SNR=27.1dB. 

 
(a)                             (b)                             (c) 

Fig. 4. Synthetic watermark. (a) original texture xT. (b) synthetic texture xT'. (c) watermark 
signal xT' –xT. White is positive signal and black is negative signal. 

watermark signal in Figure 4. However, because our scheme exploits texture region, 
its advantages disappear in images with sparse texture, e.g. image Lena. 

3.2   Carrier Pruning Based on Prior Information 

Spread-spectrum watermark detection utilizes the projection of watermarked image 
on the carrier. Larger is the projection, higher hiding capacity can be achieved. Since 
watermarked images always locate in the subspace spanned by the similar-looking 
image counterparts, if the designed carrier approaches the said subspace, it has more 
possibility to generate a large projection on the watermarked image. Here, we give an 
example of carrier pruning, by which hiding capacity is proved to be improved in the 
experiments of section 4.3 (to see Figure 5). 

The proposed method of carrier pruning exploits the homogenous feature of 
texture, that is, different blocks within a texture look similar. In another word, block 
permutation alert texture appearance little. So we generate the carrier by means of 
8×8 block permutations within each cluster of xT, and the permutation is controlled by 
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a key. The pruned carrier still keeps uncorrelated with original image due to their 
averaged normalized correlation of about 10–4, while the texture can be synthesized 
fairly similar with the pruned carrier (modulated by watermark). 

Given the xT in a 512×512 image, the amount of possible carrier is about 
(5122/(3×82))!3≈1011068, where texture block permutation is controlled within each one 
of three clusters. Although a monotone image or an awful permutation algorithm may 
reduce the uncertainty of carrier, the cryptographic attack of brute-force searching the 
carrier is still a burdensome work. 

Carrier pruning here implies the watermarking scheme is not blind one, because 
the detector need xT during detection. However, one may design a more elaborate 
scheme, where only concise prior information and special side information are used to 
prune the carrier. 

3.3   Robustness Against Wiener Filtering Attack 

Sophisticate attackers can make estimation-based attack if they can obtain some prior 
knowledge of host image or watermark’s statistics [13]. Image denoising provides a 
natural way to develop estimation-based attacks, where watermark is treated as a 
noise. Given the power spectrum of host image and watermark, one of the most 
malevolent attacks is the denoising by adaptive Wiener filter. So the most robust 
watermark should have a power spectrum directly proportional to the power spectrum 
of the host image [13]. We compare the power spectrum of watermark under different 
schemes in Figure 5. We have found that spread-spectrum watermark under spatial 
JND (just-noticeable-distortion) mask has a white power spectrum (Figure 5d) and 
watermark under wavelet JND mask concentrate its power in the middle frequency 
(Figure 5e) in the former literature [14]. However, synthetic watermark (Figure 5b 
and 5c) by our scheme has more similar power spectrum with the original image 
(Figure 5a), especially the watermark modulating the pruned carrier (Figure 5c). 

  
(a)                         (b)                          (c)                          (d)                          (e) 

Fig. 5. Power spectrum by Fourier analysis. (a) host image Baboon. (b) synthetic watermark 
from Gaussian carrier. (c) synthetic watermark from pruned carrier. (d) spatial watermark 
modulating binomial carrier. (e) wavelet watermark modulating Gaussian carrier. Signal is 
normalized to 0 mean and unit variance before Fourier analysis. The grey level denotes 
logarithmic amplitude of Fourier components. Zero-frequency component is shifted to the 
center. 

We compare our scheme with spatial JND scheme in robustness against Wiener 
filtering attack. The comparison is made in different situations of using common 
carrier and pruned carrier, and using 3×3 Wiener filter and 5×5 one. Robustness can 
be measured by the survival rate of correlation |r|. From the results in Figure 6, we 
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can draw following conclusions. 1. Survival rate of correlation in our scheme is larger 
than spatial JND scheme by 30%~40%, so our scheme is more robust. 2. Robustness 
can be improved by using pruned carrier for either our scheme or spatial JND scheme. 
3. Hiding capacity of our scheme can be improved by 10%~25% under no attack, and 
by 100%~200% under Wiener filtering attack if pruned carrier is used. However, 
pruned carrier is no helpful for spatial JND scheme under no attack. 

 

Fig. 6. Wiener attack’ effect on hiding capacity under different scheme. 1 synthetic scheme 
using Gaussian carrier, 2 spatial JND scheme using binomial carrier, 3 synthetic scheme using 
pruned carrier, 4 spatial JND scheme using pruned carrier. 

4   Conclusion 

We have formulated the spread-spectrum watermarking as an optimization problem 
with a linear object and nonlinear distortion constraints, and presented a 
watermarking-by-synthesizing solution. Several properties of the scheme are 
noteworthy. First, pursuing the watermarked signal by optimization algorithm can 
obtain the suboptimal, if not optimal, solution with highest hiding capacity. Second, 
texture segmentation facilitates estimation of the narrow subspace where homogenous 
textures focalized, and is helpful to prune the carrier so as to improve hiding capacity. 
Last, synthetic watermarked image has a similar power spectrum with original image 
and thus robustness against adaptive filtering attack. 

Moreover, the scheme enlightens a method of watermark attack. Under attacking-
by-synthesizing, the SNR of attacked image can be fairly low, so that many traditional 
watermarks are hard to survive. 

Property of the scheme also follows common heuristics: intensity change of low 
frequency band or edges in an image is easy to be noticed therefore is not suitable to 
utilized by watermarking scheme. Therefore, we believe it is necessary of 
discrimination on low frequency band, structural edges and texture for image 
watermarking. Watermark in structures has yet to be designed conforming to 
distortion measure of shape and skeleton. 
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Abstract. Watermarking technique enables to hide an imperceptible watermark 
into a multimedia content for copyright protection. However, in most 
conventional watermarking schemes, the watermark is embedded solely by the 
seller, and both the seller and the buyer know the watermarked copy, which 
causes unsettled dispute at the phase of arbitration. To solve this problem, many 
watermarking protocols have been proposed using watermarking scheme in the 
encrypted domain. In this paper, we firstly discuss many security aspects in the 
encrypted domain, and then propose a new method of homomorphism 
conversion for probabilistic public key cryptosystem with homomorphic 
property. Based on our previous work, a new secure watermarking scheme for 
watermarking protocol is presented using a new embedding strategy in the 
encrypted domain. We employ an El Gamal variant cryptosystem with additive 
homomorphic property to reduce the computing overload of watermark 
embedding in the encrypted domain, and RA code to improve the robustness of 
the watermarked image against many moderate attacks after decryption. Security 
analysis and experiment demonstrate that the secure watermarking scheme is 
more suitable for implementing the existing watermarking protocols. 

1   Introduction 

With rapid development of information technology, most multimedia contents have 
become available in digital form, which makes it possible to reproduce perfect copies 
of digital image, video, and other multimedia contents. The increasing concern about 
copyright protection is due to the fact that a large number of digital multimedia contents 
have been illegal distributed at the cost of a huge amount of valid profit. A promising 
technique for copyright protection is digital watermarking that enables to hide an 
imperceptible watermark into a multimedia content while preserving quality. In most 
conventional watermarking schemes, the watermark is embedded solely by the seller in 
behalf of intellectual property, and then the seller send the watermarked copy to the 
buyer. Since both the seller and the buyer know the watermarked copy, it causes 
unsettled dispute at the phase of arbitration. Thus, the watermark could not be 
considered as legally sufficient evidence for accusing copyright violation. 

It is significant in the sense that the watermarking framework needs protocols to 
solve both the resolution of the rightful ownership problem and the protection of the 
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customer’s right problem, which is first introduced by L. Qiao and K. Nahrstedt [1]. An 
effective buyer-seller watermarking protocol is expected to mostly satisfy the 
following important requirements. 

1. No Repudiation (Seller’s Security): A guilty buyer producing unauthorized copies 
should not repudiate the fact and not able to claim that the copies were possibly made 
by the seller. 
2. No Framing (Buyer’s Security): An honest buyer should not be falsely accused for 
reparation by a malicious seller who can reuse the embedded watermark to frame. 
3. Traceability: A guilty buyer (traitor / copyright violator) who has illegally 
distributed digital contents can be traced. 
4. Anonymity: A buyer should be able to purchase digital contents anonymously. 

For these reasons, many watermarking protocols have been proposed based on the 
watermarking scheme in the encrypted domain. In such a condition, the seller can not 
produce copies containing the watermark identifying the buyer, because he can not 
know the exact watermark from the ciphertext in the embedding procedure. When an 
illegal copy is found, the seller can prove to a third party that the buyer is certainly 
guilty. N. Memon and P. W. Wong [2] presented a buyer-seller watermarking protocol 
to resolve both the pirate tracing problem and the buyer’s right problem. Successively, 
Chin-Laung Lei et al. [3] pointed out the unbinding problem and proposed an efficient 
and anonymous buyer-seller watermarking protocol. Recently, J. Zhang et al. [4] 
proposed a secure buyer-seller watermarking protocol based on the idea of sharing a 
secret. Additionally, M. Kuribayashi and H. Tanaka [5] presented an anonymous 
fingerprinting protocol and a quantization-based scheme for embedding encrypted 
watermark bits by additive homomorphic property. 

We aim to promote watermarking schemes and watermarking protocols into 
real-world application. In this paper, we take many security aspects into consideration 
and propose a new secure watermarking scheme for watermarking protocol based on 
our previous work. Our contributions to the secure watermarking scheme involve many 
facets. (1) A new method of homomorphism conversion between multiplicative and 
additive are proposed for probabilistic public key cryptosystem with homomorphic 
property. (2) A new embedding strategy in the encrypted domain is presented to 
simplify embedding steps and provides another secret key. (3) An El Gamal variant 
cryptosystem with additive homomorphic property is employed to reduce the 
computing overload of watermark embedding in the encrypted domain. (4) RA code is 
used to deal with the synchronization issue and bit errors, and it also improves the 
robustness of the watermarked image against many moderate attacks after decryption. 

2   Security Aspects in the Encrypted Domain 

2.1   Probabilistic Public Key Cryptosystem with Homomorphic Property 

The conventional public key cryptosystem has been considered as functions E(•) in 
such a way that the message M presumably cannot be computed from the encryption 
E(M). However, even if the adversary cannot identify M exactly, he may be able to 
obtain some partial information about M, for example tell whether M is an even number 
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or odd, etc. An extreme case of this problem exist in watermarking schemes in the 
encrypted domain, because the watermark represented by 0 and 1 is encrypted bit by bit 
separately, and the adversary knows each encrypted bit is one of two possibilities, 0 or 
1. Since the same public key is employed to encrypt each watermark bit, what the 
adversary needs to do is compare E(0) and E(1) with each ciphertext E(M). Hence, he 
can know the entire watermark bits by this means, which causes both framing issue and 
repudiation issue as mentioned before. Therefore, deterministic public key 
cryptosystems could not be used in the watermarking protocols, for example, the plain 
RSA cryptosystem [6]. 

Probabilistic public key cryptosystem, first introduced by Shafi Goldwasser and 
Silvio Micali [7], could be employed to solve this problem. Instead of E(M) being a 
single determinate ciphertext, the same message M has many different ciphertexts at 
different time, and the ciphertexts of different messages is indistinguishable, because 
E(M) involves a random number r during encryption. 

A public key cryptosystem used in watermarking protocols should have 
homomorphic property, either additive or multiplicative homomorphism, which means 
multiplying two ciphertexts E(x,r1) and E(y,r2) leads to addition or multiplication of 
two plaintexts x and y after decryption. 

1 2( ( , ) ( , )) ( ( , ))     mod nD E x r E y r D E x y r x y′= + = +i  (1) 

1 2( ( , ) ( , )) ( ( , ))     mod nD E x r E y r D E x y r x y′= =i i i  (2) 

It is known that El Gamal cryptosystem [8], Paillier cryptosystem [9] and 
Okamoto-Uchiyama cryptosystem [10] are probabilistic with homomorphic property. 
El Gamal cryptosystem is multiplicative homomorphism, while Paillier cryptosystem 
and Okamoto-Uchiyama cryptosystem are additive homomorphism. 

2.2   New Method of Homomorphism Conversion and El Gamal Variant 
Cryptosystem 

In many watermarking protocols, watermark embedding relies significantly on the 
public key cryptosystem with additive homomorphic property. In some scenarios, the 
constraint on the type of cryptosystem limits the flexibility of watermarking protocol. 
For instance, El Gamal cryptosystem, a well-known public key cryptosystem with 
multiplicative homomorphism, appears unsuitable for the watermarking protocol based 
on the additive homomorphic property in [5]. As for practical applications, it is 
necessary to provide more types of public key cryptosystem for watermarking schemes 
in the encrypted domain. 

Fortunately, a simple exponential-logarithmic method can mutually convert 
homomorphism between multiplicative and additive. homomorphism conversion from 
multiplicative to additive could be achieved by means of replacing x by an exponential 
operation based on g. 

1 2( ( , ) ( , )) ( ( , ))

                                   ( ( , ))

                                       mod n

x y x y

x y

x y

D E g r E g r D E g g r

D E g r

g

+

+

′=
′=

=

i i

 

(3) 
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The inverse conversion from additive to multiplicative could be achieved by means 
of replacing x by a logarithmic operation based on g. 

1 2( (log , ) (log , )) ( (log log , ))

                                              ( (log ( ), ))

                                              log ( )    mod n

g g g g

g

g

D E x r E y r D E x y r

D E x y r

x y

′= +
′=

=

i
i

i
 

(4) 

Essentially, a variant of original El Gamal cryptosystem has the same additive 
homomorphic property. Let n be a secure large prime number and g be a generator of Zn
∗. A public key y is defined by y = gx mod n where x ∈ Zn−1 is a private key. 

[Encryption] Let gm be a plaintext to be encrypted, where 0 ≤ gm ≤ (n-1), and r be a 
random number chosen from Zn−1. 

( , ) ( ; )    where   mod n  and   mod nm r rE m r B C B g y C g= = =i  (5) 

[Decryption] Extract the two parts c and d from the ciphertext, the decrypted plaintext 
is: 

( ( , ))    mod nx m r x r m x r x r mD E m r B C g y g g g g g− − −= = = =i i ii i i i i  (6) 

Then compute the original message m from a logarithmic operation without modular 
arithmetic. 

log ( )m
gm g=  (7) 

The El Gamal variant cryptosystem is as secure as the original El Gamal 
cryptosystem [8] based on the difficulty of the discreet logarithm problem in finite 
fields, which is too difficult to solve. This variant cryptosystem is of ideal semantic 
security, because the plaintext m is just replaced by a power of g in a cyclic group [11]. 
The additive homomorphic property of this variant cryptosystem can be represented as 
following. 

1 2

1 2

( ( , ) ( , )) (( ; ) ( ; ))

                               (( ; ))

                               ( ( , ))

                                   mod n

D E x r E y r D B C F G

D B F C G

D E x y r r

x y

=
=
= + +
= +

i i
i i  (8) 

3   Secure Watermarking Scheme for Watermarking Protocol 

In the watermarking protocols [2]-[5], for the sake of no repudiation and no framing, 
watermark bits should be encrypted by the buyer’s public key unexposed to the seller. 
As watermark embedder, the seller usually has the original image and the encrypted 
watermark bits. Using the watermarking scheme in the encrypted domain, the seller can 
embed the encrypted watermark bits into the encrypted host image, and then he sends 
the encrypted watermarked image to the buyer. 
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This work is a further extension of our previous research [12], which enhances the 
original SEC scheme in [13] and then applies the enhanced scheme in the encrypted 
domain using the embedding method proposed in [5]. Here, we propose a new 
embedding strategy to embed encrypted watermark bits into encrypted selected 
coefficients, and apply it to our previous work. Compared with the embedding method 
in [5], the new embedding strategy in the encrypted domain simplifies embedding steps 
and provides the odd-even information of cutoff result as another secret key. In this 
section, we briefly summarize a new secure watermarking scheme for watermarking 
protocol, and the detailed steps can be referred to [12]. 

3.1   Watermark Embedding 

In watermark embedding procedure, the seller should save many parameters as a set of 
secret keys, such as a positive integer threshold t for the threshold criterion, the value of 
designated QF, the number N of candidate coefficients per block in a fixed low 
frequency band (1≤k≤N), a random permutation ( )P i , and the odd-even information 

INFO of cutoff result. 
After 8×8 block partition, DCT, division by the quantization table at designated QF 

and zig-zag scanning, in a fixed low frequency band (1≤k≤N), the quantized coefficient 
l

kc  whose magnitude lies between threshold t and (t+1) are rounded to the nearest 

integer as a preprocessing. 
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l

l

l
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，         ，
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 (9) 

The new embedding strategy is employed in the following steps. The quantized 

coefficients lkc  in a fixed low frequency band (1≤k≤N) whose magnitude lkc  is 

greater than threshold t as the threshold criterion are selected and cutoff to the nearest 

integer kc  whose magnitude is less than lkc . The odd-even information INFO of cutoff 

result kc  is saved for watermark extracting. 

l l  1 N.int ( ) for > andk cutoff k kc c c t k≤ ≤= ，，   (10) 

All the selected coefficients kc  are inverse zig-zag scanned to obtain ijc �and then 

every ijc  is encrypted with the buyer’s public key and a random number nb  to 

calculate the encrypted coefficient ( , )ij nE c b . Note that each embedding position is 

represented by subindex ij in that block. 



362 B. Zhao et al. 

In the embedding positions, the encrypted watermarked coefficients ( , )ijE d r′ ′  can 

be calculated by multiplying two ciphertexts ( , )ij nE c b  and ( , )p mE w a . 

( , ) ( ( , ) ( , ))

             ( ( , ))

            (( ) , ( ) )

QF
ij

QF
ij

M

ij ij n p m

M

ij p n m

QF QF
ij p ij n m ij

E d r E c b E w a

E c w b a

E c w M b a M

′ ′ =

= + +

= + +

i

i i

 (11) 

In the other positions, the unwatermarked coefficients are rounded to the nearest 
integer by the following operations. 

l

l

l

 1 N

 1 N

0 N 63.
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near ij k
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ij ij k
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(12) 

Then, each ijd  is encrypted with the same public key as encrypted watermark and a 

random number r to obtain ciphertext ( , )ijE d r . After block-by-block processing, seller 

obtains all the encrypted DCT coefficients of the watermarked image, and then he 
sends them to buyer. Finally, buyer obtains the watermarked image by decrypting all 
the DCT coefficients and employing IDCT to gain his image in plaintext. 

3.2   Watermark Extracting 

In watermark extracting procedure, watermark extractor uses the same threshold 
criterion and secret keys as the watermark embedder to extract the watermark bits. 

After 8×8 block partition, DCT, division by the quantization table at designated QF 
and zig-zag scanning, in a fixed low frequency band (1≤k≤N), all the quantized DCT 
coefficients are rounded to the nearest integer. The quantized DCT coefficient integers 

kd  whose magnitude is greater than the threshold t as the same threshold criterion are 

considered as embedding a watermark bit. Hence, every watermark bit pw  can be 

readily extracted using the following judgments. 
If INFO is odd, then 

  1 N

  1 N.

0 if  is odd and

1 if  is even and

k k

p

k k

d d t k
w

d d t k

≤ ≤

≤ ≤

⎧ >⎪= ⎨
>⎪⎩

，   ，

， ，

，    ，

，     
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Else INFO is even, then 

  1 N

  1 N.

1 if  is odd and

0 if  is even and

k k

p

k k

d d t k
w

d d t k

≤ ≤

≤ ≤

⎧ >⎪= ⎨
>⎪⎩

，  ，
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，     ，
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 (14) 
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4   Security Analysis 

For the El Gamal variant cryptosystem, the security certification relays sufficiently on 
the following testimonies. (1)The El Gamal variant cryptosystem is based on the 
difficulty of the discreet logarithm problem in finite fields. (2) The El Gamal variant 
cryptosystem is of semantic security. (3) The El Gamal variant cryptosystem is 
probabilistic cryptosystem with additive homomorphic property. 

For both seller’s security and buyer’s security, firstly, because the watermark is 
embedded in the encrypted domain, the seller can not know the exact watermark from 
the ciphertext. In addition, only the buyer can obtain the watermarked image, since the 
watermarked image is encrypted by the buyer’s public key and no one knows the 
private key to decrypt it. On the one hand, the seller can not reproduce the watermarked 
image, and a guilty buyer making unauthorized copies could not repudiate the fact. On 
the other hand, the seller can not obtain the embedded watermarked, and an honest 
buyer can not be framed by a malicious seller. 

For traceability, if the buyer never redistributes an unauthorized copy to the market, 
he is innocent and the watermark is concealed. If the buyer’s watermark is found in an 
illegal copy, the seller can trace the buyer’s identity and prove that the buyer is certainly 
guilty using watermark as legally sufficient evidence. 

For anonymity, it is supplied by watermarking protocol, not by watermarking 
scheme in the encrypted domain. 

5   Experimental Results 

All the tests were performed on the 256×256 grayscale image “Lena”, the same test 
image reported in [5]. The enciphering rate of both El Gamal variant cryptosystem and 
Paillier cryptosystem is 1/2, which is higher than that of Okamoto-Uchiyama 
cryptosystem 1/3. For the sake of less ciphertext length and higher computing 
efficiency, |n|=512-bit El Gamal variant cryptosystem with additive homomorphic 
property is employed in our experiments. One benefit of this variant cryptosystem is 
that the computing overload of watermark embedding is reduced to a large extent by 
multiplying two times the corresponding ciphertext parts with half ciphertext length, 
rather than multiplying two ciphertexts with full ciphertext length at one time. 

Error correction code with powerful erasure and error correction is proved to be a 
good solution to deal with the synchronization issue and bit errors in the previous 
watermarking scheme in the encrypted domain [12]. RA code [14], an effective error 
correction code, is used in our experiments because of flexible coding rate, simple 
realization and near-capacity correction performance in erasure channels. At a 
specified rate 1/q, RA encoding involves q-repetition, random interleaving, and 
bitstream accumulation. Decoding employs the soft-decision iterative sum-product 
algorithm [15]. The length of RA code is defined by the range of candidate coefficients 
in a fixed low frequency band (1≤k≤N) (this parameter N can be changed, and it is 
independent of the host image). In our experiments, 20 DCT coefficients per block are 
used in a given low frequency band (1≤k≤20), and then the total watermark bitstream 
length of a 256×256 image with 1024 8×8 blocks is 20×1024=20480. 
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5.1   Watermarking Capacity Without RA Coding 

The secure watermarking scheme has a flexible watermarking capacity in a given host 
image by adjusting many parameters. Watermark bits are embedded into the image 
“Lena” at designated QF 50 in different low frequency bands (1≤k≤N). All of the 
embedded watermark bits are equiprobably and independently generated with p(1) = 
p(0) = 0.5, and each result is the average over a large number of repeated tests. Table 1 
reports the number of embedded watermark bits and corresponding PSNR of 
watermarked images after decryption. Note that the number of watermark bits reported 
here is actually the number of uncoded bits. 

Table 1. The number of embedded watermark bits and PSNR with different parameters 

QF=50 N=9 N=14 N=20 
Threshold 

t 
Embed 

bits 
PSNR 
(dB) 

Embed 
bits 

PSNR 
(dB) 

Embed 
bits 

PSNR 
(dB) 

0 5450 39.41 7011 36.86 8051 34.76 
1 3277 42.24 3828 40.78 4095 39.67 
2 2382 43.86 2628 42.89 2724 42.24 
3 1826 44.87 1948 44.28 1979 44.02 
4 1438 45.85 1502 45.45 1511 45.33 
5 1178 46.55 1208 46.29 1211 46.28 

5.2   JPEG Compression Resistance 

Since the previous watermarking scheme in the encrypted domain [12] is tuned to 
JPEG quantization table [16], the embedded watermark bits are efficient enough for 
free bit-error recovery against the JPEG compression less severe than the designated 
QF. As for the secure watermarking scheme, RA code can further improve the 
resistance against the JPEG compression more severe than the designated QF to a 
limited extent. For example, at RA coding rate 1/20, all the 1024-bit information in a 
watermarked image with parameters of QF=50, t=1, N=20 can be perfectly retrieved at 
the QF value of JPEG compression greater than 40, which is the same performance of 
the one with parameters of QF=25, t=3, N=14 in the previous watermarking scheme. 

5.3   Image Tampering Tolerance and Detection 

The secure watermarking scheme with RA coding can resist a limited amount of image 
tampering on the watermarked image and detect the tampered area in block level. If the 
watermarked image has undergone tampering, the tampered area in the watermarked 
image can be easily located. First, original information bits are retrieved by decoding 
the watermark bitstream from the tampered image. Second, the originally embedded 
RA bitstream is reconstructed by encoding the retrieved information bits again with the 
same parameters as original coding. Finally, by comparing the extracted watermark 
bitstream with the original RA bitstream, the tampered areas are indicated by where the 
errors exist. 
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In order to resist limited image tampering, the RA coding rate designated in 
watermark generation phase should be low enough to withstand limited erasures and 
errors and to decode information bits successfully. For example, at RA coding rate 
1/40, all the 512-bit information in a watermarked image with the parameter of QF=50, 
t=1, N=20, PSNR=39.4083dB can withstand a global tampering with the gray value 
128. In another case, at RA coding rate 1/32, all the 640-bit information in a 
watermarked image with the parameter of QF=50, t=1, N=20, PSNR=39.2729dB can 
withstand a local tampering with block shifting in an unobvious manner. Fig. 1 (a) and 
(c) display the watermarked images with global tampering (PSNR=24.8906) and local 
tampering (PSNR=26.9398) respectively. Fig. 1 (b) and (d) show the localization of 
tampered area in block level according to the tampered image. 

 

 

Fig. 1. Watermarked image with global tampering and local tampering 

5.4   Other Attacks Resistance 

The secure watermarking scheme presented in this paper can also resist many moderate 
attacks on the watermarked image after decryption. For example, additive noise, 
low-pass filtering, gaussian filtering, median filtering and image resizing. The lower 
RA coding rate designated in watermark generation phase, the higher ability to survive 
more intense attacks. However, this watermarking scheme fails to withstand several 
geometric attacks, such as rotation and cropping. 

6   Conclusion 

In this paper, we discuss some security aspects in the encrypted domain and propose a 
new method of homomorphism conversion for probabilistic public key cryptosystem 
with homomorphic property. Based on our previous work [12], a new secure 
watermarking scheme for watermarking protocol is presented, in which we employ a 
new embedding strategy in the encrypted domain. It simplifies embedding steps and 
provides another secret key. The El Gamal variant cryptosystem with additive 
homomorphic property is used to reduce the computing overload of watermark 
embedding in the encrypted domain. RA code deals with the synchronization issue and 
bit errors, and it also improves the robustness of watermarked image against many 
moderate attacks after decryption. As security analysis and experiment shows, the 
secure watermarking scheme is more suitable for implementing the existing 
watermarking protocols. 

(a) (c) (b) (d) 
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Abstract. A signal processor based on an bi-stable aperiodic stochastic 
resonance (ASR) is introduced firstly. The processor can detect the base-band 
binary pulse amplitude modulation (PAM) signal. A digital image 
watermarking algorithm in the discrete cosine transform (DCT) domain is 
implemented based on the processor. In this algorithm, the watermark and the 
DCT alternating current (ac) coefficients of the image are viewed as the input 
signal and the channel noise of the processor input, respectively. In 
conventional watermarking systems, it’s difficult to explain why the detection 
bit error ratio (BER) of a watermarking system suffering from some kinds of 
attacks is lower than that of the system suffering from no attack. In the present 
watermarking algorithm, this phenomenon is systematically analyzed. It is 
shown that the DCT ac coefficients of the image as well as the noise imported 
by the attacks will cooperate within the bi-stable ASR system to improve the 
performance of the watermark detection.  

Keywords: digital watermarking; stochastic resonance; signal processing. 

1   Introduction 

The concept of digital watermarking has been put forward for more than 10 years [1-
4, 15]. Digital watermarking plays a very important role in preventing multimedia 
works from being pirated. Its idea is to embed some critical information by replacing 
parts of original media data with certain so-called watermark. The watermark can then 
be detected purpose by the receiver. Two approaches to digital watermarking were 
proposed for grayscale images in [1]. In the first approach, a watermark in the form of 
a sequence-derived pseudo noise (PN) codes is embedded in the least significant bit 
(LSB) plane of the image data. A frequency-domain watermarking was introduced by 
Cox and Kilian [2]. The watermark contains a sequence of numbers with a normal 
distribution with zero mean and a variance of one. The watermark is inserted into the 
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image in the frequency-domain to produce the watermarked image. To verify the 
presence of the watermark, the similarity between the recovered watermark and the 
original watermark is measured. A blind watermarking detection algorithm based on 
the correlation detection was further proposed by Barni [3]. Barni computed the 
global DCT transformation for a given image, and then selected some middle and low 
frequency DCT coefficients to embed the marker. Quantization-index modulation 
(QIM) methods, introduced by Chen and Wornell [4], possess attractive practical and 
theoretical properties for watermarking. The method consists on coding the message 
by modifying the original data itself, where the elements of the message act as an 
index that select the quantizer used to represent them. Imperceptivity and robustness 
are two basic requirements to digital watermarking. Imperceptivity means that the 
difference between the embedded media and the original media should be 
imperceptible. For instance, the difference should not be easily perceived by humans’ 
eyes for an image watermarking. Robustness means that the watermarking system 
should be able to survive some attacks. From the signal processing perspective, 
however, digital watermarking involves detecting weak signals in the presence of 
strong background noises.  

Stochastic resonance (SR) is an effective approach for signal processing [5-11]. 
From this perspective, SR effect is commonly understood as first an increase and then 
a decrease in the signal-to-noise ratio (SNR) at the output with varying noise level at 
the input. Other quantitative measures, such as bit error ratio (BER), can also be 
employed. In this study, a signal processor based on ASR [7-10] is investigated. A 
digital image watermarking algorithm in the discrete cosine transform (DCT) domain 
is then implemented based on this ASR signal processor.  

The paper is organized as follows. A signal processor based on the nonlinear bi-
stable dynamic system is investigated in Section 2. A digital image watermarking 
algorithm in DCT domain is implemented based on the ASR signal processor in 
Section 3. Experimental results are presented in Section 4 and conclusions are drawn 
in Section 5. 

2   Bi-stable ASR signal processor 

From the signal processing perspective, the mathematical model of a nonlinear bi-
stable dynamic system can be written as 

dx/dt = -dV(x)/dx+Input(t), (1) 

where V(x) is the quartic potential function and can be written as V(x) = –ax2/2+μx4/4. 
The parameters a and μ are positive and given in terms of the potential parameters. 
The quartic potential function V(x) represents a bi-stable nonlinear potential with two 
wells and a barrier. The input can be written as Input(t)= h(t)+ ξ(t), where h(t) is the 
input signal and ξ(t) is the noise. If the signal h(t) is an aperiodic signal and the SR 
effect occurs, it is called an ASR system [4]. 

This bi-stable system was used by Hu et al. [7], Godivier & Chapeau-Blondeau [8] 
and Duan & Xu [9] to detect the base-band pulse amplitude modulated (PAM) 
aperiodic binary signal h(t) in the presence of the channel noise ξ(t). The signal 
waveforms can be represented as h1(t)=−A and h2(t)=A for (n-1)Ts≤t<nTs, n=1,2,… 
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If the amplitude of the aperiodic signal A is not larger than the critical value ACR 

= 4a3/27μ [11], then the input signals is called sub-threshold signal and supra-
threshold signal otherwise. Here, a parameter QSR called SR-Degree is defined as 
follows: 

QSR =A/ACR. (2) 

When the SR-Degree QSR <1, the aforementioned nonlinear bi-stable dynamic system 
corresponds to the sub-threshold system and supra-threshold system otherwise. This 
study is limited in the sub-threshold system, i.e. A < ACR. The time interval Ts is 
termed as bit duration and the code rate r=1/Ts. The BER of the system is Pe= 
P(1)P(0|1)+ P(0)P(1|0). Readers should refer to [7-10] for more details about this 
signal processor.  

3   Watermarking Based on ASR Signal Processor 

In the remainder of this paper, a digital image watermarking algorithm based on the 
aforementioned ASR signal processor is implemented. The watermark sequence and 
the DCT alternating current (ac) coefficients of the image are viewed as the weak 
signal and the noise of the ASR signal processor, respectively, making up the input of 
the ASR signal processor. 

3.1   Watermark Embedding 

Referring to Eq. (1), the DCT ac coefficients can be viewed as the sampled noise ξE(l) 
(0≤l<L and L is the total number of DCT ac coefficients used) and the watermark as 

the signal hE
i  (j)∈{1,-1} (i∈{1,2}, hE

1
 =1, hE

2
 =-1, 0≤j<J, and J is the length of the 

binary watermark sequence). The steps for the watermark embedding are as follows: 

STEP 1. Forward DCT 
For a image AS of size N1×N2, applying global DCT to it, we get a DCT coefficient 
matrix BS of the same size, where N1 and N2 are the width and the height of the image, 
respectively. 

STEP 2. Selecting DCT ac coefficients  
Selecting the DCT ac coefficients from matrix BS line by line and sorting them 
according to their absolute values, we get a vector CS. Those coefficients whose 
absolute values lie between M and M+L-1 elements in the vector CS is picked up and 
form a vector CE of length L . In this process, 1≤M  and (M+L) < N1×N2−1. This 
means that the DCT direct current (DC) coefficient is not used, which is usually the 
biggest one in all the DCT coefficients and at the position 0 in the vector CS. It is 
because that a change in this coefficient during the watermarking process will modify 
the mean level of the image and thus makes it perceptible. In fact, the same logic also 
holds for the first few DCT ac coefficients. Such as for the simulations given in Sec.4, 
M is 1000. At the same time, the position of the selected coefficients CE in matrix BS 

is recorded for later use. 
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STEP 3. Randomization of the selected DCT ac coefficients 
The DCT ac coefficients of image are rearranged after the DCT transformation. The 
magnitudes of the low frequency coefficients are usually larger than those of the high 
frequency coefficients. In order to make the DCT ac coefficients more like the white 
noise, the selected DCT coefficients should be disordered. The method used is 
described as follows: 

A. Given a random seed k, we generate a sequence of random numbers, which 
will be recorded and served as position index information in following step.  

B. For an empty vector ξE with the same size of CE, we select the DCT ac 
coefficients from CE one by one, and put them at certain position of the vector 
ξE according to the position information obtained in the previous Step A. 

It is clear that the position index sequence changes according to the random seed k. 
So, the parameter k can work as the key of the watermarking system. The parameter 
M and L can also work as the key of the watermarking system if necessary. But it is 
more appropriate to transmit it as the side information of the system. 

STEP 4. Spreading the watermark sequence 
Spreading the watermark sequence from one of length J to one of length L with an up-
sample function and making hE

i  (jqΔt) = hE
i  (j) (0≤q<Q, where Q×J=L and Q Δt 

equals to the duration of a binary watermark code), we then obtain a spread 
watermark sequence. To simplify, we remove Δt of h E

i  (jqΔt) in the numerical 

simulation, which means that hE
i  (jq) is the qth sample of the jth watermark code. 

STEP 5. Embedding watermark 
The watermarked sequence ξM(l) is obtained according to the following Eq. (3) 

ξM(l) =f×hE
i  (jq) +ξE(l), (3) 

where f is the scaling parameter. Using the positions recorded in STEP 3 and STEP 2 
accordingly, we can replace the selected coefficients in the matrix BS with the 
watermarked sequence ξM(l) one by one and get the watermarked matrix BM. 
STEP 6. Inverse DCT 

Applying the inverse DCT on the matrix BM, we obtain the watermarked image AM. 

3.2   Watermark Detection 

The first three steps for the watermark detection are the same as those in the above 
embedding procedure. The whole procedure for watermark detection is as follows: 

STEP 1. Forward DCT  
Given a N1×N2 image matrix AU, applying DCT, we get a DCT coefficient matrix BU. 

STEP 2. Selecting DCT ac coefficients  
Using the position information recorded in STEP 2 of subsection 3.1, we can select 
DCT ac coefficients at those positions from the matrix BU and get a vector CU. 
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STEP 3. Randomization of the selected vector 
Using the random seed k to randomize the selected vector CU with the same method 
given in STEP 3 of subsection 3.1, we obtain a vector ξU(l) to test. 

STEP 4. Detection 
Substituting the sequence ξU(l) into Eq.(1) as the sampled input Input(t) of the bi-
stable system, we get the following Eq. (4) [14] 

x(l+1) =Δt(ax(l)−bx3(l)+ ξU(l))+ x(l). (4) 

Without loss of generality, we may assume that x(0)=0 in the numerical simulation. 
We can then get the detected sequence hD

i  (jq)= x(l+1) and recover the watermark hD
i   

by using the sample at the end time of each bit duration [8] or use the statistical 
method proposed in [10] to improve the detection performance of the system. 
Comparing hD

i  with hE
i  , the total bit error number and BER of the watermarking 

system are obtained.  
For both watermarking algorithms in [2] and [3], the DCT ac coefficients of the 

image are actually viewed as the additive white Gaussian noise because the correlation 
detector, which is the optimal detector for the communication system in the presence 
of this kind of noise, is used. In the present watermarking system, not only the selected 
DCT ac coefficients sequence but also the noise imported by the attack is viewed as the 
additive white Gaussian noise. If the image AU is the watermarked image AM, which 
means that the watermarking system has not been attacked, the aforementioned ASR 
signal processor works well. If indeed the watermarking communication system suffers 
from some kinds of attack, ξU(l) is still a white Gaussian noise because it is a 
combination of two additive white Gaussian noises. Therefore, the aforementioned 
ASR signal processor will work well in both cases. 

4   Numerical Simulations and Results 

In this section, the numerical simulations on the above implementation are introduced. 
The original image is the standard gray-scale image “Lena” with a size of 512×512, 

as shown in Fig. 1(a). The watermark is a PN sequence hE
i   generated by a linear 

feedback shift register with 8 registers. The length of the watermark code J is 255. 
The first 10 codes are shown in Fig. 1(b). The parameters M and L for the simulations 
were 1000 and 255×500, respectively. This means that the parameter Q=500. The 
scaling parameter f was 5. The watermarked image is shown in Fig. 1(c) and the peak 
signal to noise ratio (PSNR) was 37.28 dB. Comparing it with the original image in 
Fig. 1(a), we hardly can see any difference. From Fig.2 one can clear see that the 
parameter-induced stochastic resonance phenomenon happened in the watermarking 
system. In the following attack tests, the optimal value aSR (=39) will be used to detect 
the watermark. 

4.1   Adding Salt and Pepper Noise Attack Test 

Some pulse noises are added into the image when the image is transmitted or 
processed. This kind of noises are often called salt and pepper noises and make the  
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  (a)                                 (b)                               (c)                                  (d) 

Fig. 1. (a) Original image ‘Lena’. (b) Original watermark code. (c) Watermarked image. (d) 
Detected sequence from (c) when the bi-stable system parameter a=39. Other simulation 
parameters are the same as those in Fig. 2. 

 

Fig. 2. Relationship between the BER and the parameter a of the bi-stable system. The SR-
Degree QSR is 0.86. The parameter a changes from 1 to 80 with a step of 2. The sample interval 
Δt in Eq. (4) is 0.002. The recovered waveform for the first 10 codes is shown in Fig. 1 (d) 
where the bi-stable system parameter a =39. 

image looking quite dirtier and older. Fig. 3(a) is the image when the watermarked 
image was corrupted by the salt and pepper noise with density of 2.5%, the peak 
signal to noise ratio (PSNR) was 21.37 dB. Comparing it with the watermarked 
image in Fig. 1(c), the difference is obvious. As shown in Fig. 3(b), however, the 
trace of the watermark is clear and there are only 8 error codes among all 255 
transmitted codes. 

4.2   Adding Gaussian Noise Attack Test 

Another typical noise in the image transmission or processing is Gaussian noise, 
which makes an image blurry. Fig. 3 (c) is the image when the watermarked image is 
corrupted by a Gaussian noise whose mean and covariance are 0 and 0.01, 
respectively. Comparing it with the watermarked image in Fig.1 (c), we can see the 
difference between them clearly and PSNR=20.06 dB. But the trace of the watermark 
is still obvious as shown in Fig.3 (d) and there were only 9 error codes among all 255 
transmitted codes. 
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 (a)                               (b)                                (c)                                (d) 

Fig. 3. Adding salt and pepper noise attack case and adding Gaussian noise attack case. (a) 
Attacked image after adding spiced salt noise. (b) Detected waveform from (a) for the first 10 
codes. (c) Image after adding Gaussian noise. (d) Detected waveform from (c) for the first 10 
codes. Other simulation parameters are same with those of Fig. 2. 

    
(a)                               (b)                               (c)                                  (d) 

Fig. 4. JPEG compression attack case and histogram equalization attack case. (a) Image after 
JPEG compression. (b) Detected waveform from (a) for the first 10 codes. (c) Image after 
histogram equalization. (d) Detected waveform from (c) for the first 10 codes. Other simulation 
parameters are the same as those in Fig. 2. 

4.3   JPEG Compression Attack Test 

JPEG compression is a widely used image processing method. Fig. 4(a) is the image 
when the watermarked image was compressed using JPEG with a quality factor 5. 
Comparing it with the watermarked image in Fig. 1 (c), the difference caused by 
block effect is obvious and PSNR=26.95 dB. But from the detected result shown in 
Fig. 4(b), there was still a trace of the watermark and the BER is 39.6%. Our 
explanation is given as follows: the JPEG compression forced many high frequency 
DCT ac coefficients to zeros and the watermark embedding in these coefficients were 
then removed. It is why that many digital watermarking algorithms do not use high 
frequency DCT ac coefficients as the carrier of watermark. Embedding watermark 
only into the low frequency DCT ac coefficients will overcome this defect of the 
watermarking system. 

4.4   Histogram Equalization Attack Test 

In the image processing, histogram equalization is usually used to increase the 
contrast of an image. Fig. 4(c) is the resulting image when the histogram of the 
watermarked image was equalized. The difference between them can be easily told by 
comparing it with the watermarked image in Fig. 1(c) (PSNR=19.18dB). But from the 
detected result shown in Fig. 4(d), there were trances of the watermark code and there 
were only 6 error codes among all 255 transmitted codes. 
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Fig. 5. Relationship between BER and the parameter a of the bi-stable system in the 
watermarking communication systems for the image Lena. Other simulation parameters are 
same with those of Fig. 2. 

4.5   SR Effect in the Presence of Attack 

Figure 5 shows the relationship between the parameter a and the BER for all of the 
preceding attacks cases, as well as the no attack case. one can clearly see that the 
parameter-induced stochastic resonance effect in some of the watermarking 
communication systems being attacked. So, not only the DCT ac coefficients of the 
image themselves but also the combination of them and the noise imported by the 
attacks will cooperate with the bi-stable system to improve the watermark detection 
performance. It is also clear that the number of erroneous bits when the system suffers 
from the pulse noise attack or the Gaussian noise attack is less than that when the 
system does not suffer any attack, such as a=17 in Fig.5. For both watermarking 
algorithms proposed by Cox and Kilian [2], and Barni et al. [3], the DCT ac 
coefficients of the image are also viewed as the noise of the watermarking 
communication system. Whereas, for watermarking algorithms based on the ASR 
signal processor, the detection BER when the system suffers from some kinds of 
attacks is lower than that when the system does not suffer from any attacks. This is 
unbelievable for conventional watermarking systems but is reasonable for the ASR 
signal processor based on the nonlinear system, which the conventional linear signal 
processor does not have [8]. 

4.6   Comparison with the Matched Filter 

We next wish to compare the ASR signal processor with the matched filter. The 
matched filter is the optimal linear filter in the presence of additive Gaussian noise. 
The matched filter correlates with the received signal (the signal-noise mixture) u(t) 
with a replica of a binary pulse of the watermark signal h(t). In our case, the impulse 
response of the matched filter r(t) is A if t∈[0, Ts] and 0 otherwise. The signal at the 

output of the matched filter y (t) is y(t) = ( ') ( ') '
t

r t t u t dt
−∞

−∫ . At every time  
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Fig. 6. Comparison with the matched filter. The other parameters for the experiments are same 
with those of Fig. 2. MN stand for the new method given in [10] and N1 is also defined in [10]. 

multiple of input pulse duration Ts, the output of the matched filter y(t) was read and a 
decision was made that u(t)= A+ ξ(t) if y(t)>0 and u(t)= -A + ξ(t) otherwise (assuming 
P0=P1). Every decision was perfectly synchronized with the end of each binary pulse 
of the information-carrying signal h(t). In Fig. 6, we compare the performance of the 
ASR signal processor to that of the matched filter, with these relevant conditions of 
detection. It can be seen from Fig.6 that the performance of the matched filter is not 
always better than that of the ASR signal processor, especially when the density of the 
noise is high. The results also show that the method proposed in [10] is an effective 
method when the noise density is high. 

5   Conclusion 

In this paper, a signal processor based on ASR was investigated. A digital image 
watermarking algorithm based on this ASR signal processor was then implemented. 
The experimental results showed that, under certain circumstances, extra amount of 
noises can in fact improve rather than deteriorate the performance of some 
communication systems. It was also found that the performance of a matched filter is 
not always better than that of the ASR signal processor. In the algorithm, both the 
selected DCT ac coefficients and the noise imported by the attacks are viewed as the 
additive white Gaussian noise. However, as shown by the results in [15], the 
characteristics of cover data (the selected DCT ac coefficients here) and the 
distortion vectors (the noise imported by the attack) are different for given images 
and attacks. So, further extension to this paper could be to study the ASR signal 
processor in the presence of other kinds of channel noises [16-17] and apply it to 
watermarking.  
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Abstract. A blind image watermarking scheme based on secret sharing in 
discrete wavelet transform domain is proposed. Watermark was divided into n 
shadows according to secret sharing scheme. And t or more of those shadows can 
reconstruct the watermark, while t-1 or less shadows could not do it. In order to 
achieve optimum embedding strategy, a closed loop embedding process is 
proposed, which is modified iteratively according to results of performance 
analysis. The convergence of closed loop watermarking is proved. Independent 
component analysis is utilized so that detector can not merely detect watermark 
but also can extract it. Before watermark reconstruction, one way hashing 
function is used to withstand cheating attacks. The experimental results show that 
it is robust against a wide range of attacks proposed by Stirmark and it is more 
safety than traditional watermarking techniques. 

Keywords: blind image watermarking, secret sharing, closed loop, Stirmark.  

1   Introduction  

With the development of Internet, how to realize valid copyright protection and 
information security has become an important problem [1,2]. Digital watermarking 
technique is an effective means to resolve the problem by embedding additional 
information (i.e. watermark information) into digital media. Watermark embedded 
must have robustness to image manipulation and processing operations and must be 
perceptually invisible. 

There are many literatures on the digital watermarking technique including that in 
spatial domain [3] and that in transform domain. The techniques in transform domain 
are usually implemented by Discrete Fourier Transform (DFT) [4] , Discrete Cosine 
Transform (DCT) [5] and Discrete Wavelet Transform (DWT) [6] . Since DWT can fit 
well with the characteristics of Human Visual System (HVS) and is consistent with the 
newly issued standard of image compression, JPEG 2000, it is used widely in digital 
watermarking. 

Secret sharing is an important issue in confirming the security of secret 
information[7]. In a (t,n ) secret sharing scheme, a secret is usually broken into n pieces 
called shadows, so that t or more of those shadows can reconstruct the secret, while t-1 
or less shadows could not do it. Chin-Chen Chang proposed a way can deal with the 
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cheating attack with hidden a signature in least significant bits of image, so this scheme 
has poor robust[8]. Huiping Guo [9] proposed a watermarking algorithm that make use 
of a secret sharing scheme to address the problem of joint ownership verification for a 
digital image without a trusted dealer. Given that multiple owners create an image 
jointly, they collaboratively compute their own distinct keys without anyone else 
involved. For the watermark detection, only when certain numbers of owners present 
their keys can the ownership of the image be verified. Feng Hsing Wang[10] introduced 
a multi-user-based watermarking system for providing the function of secret sharing, 
which a user key generation procedure is used to generate one master key and several 
normal keys. By using either of these normal keys, a secret watermark is obtained firm 
the cover image.  

The paper is organized as followings. Watermark embedding process is described in 
section 2, and in section 3 the watermark extraction is introduced in detail. Performance 
of the watermark is analyzed in section 4 and experimental results are showed in 
section 5. Finally, the conclusion is drawn in section 6. 

2   Watermark Embedding Process 

In this section, the method of watermark embedding process in DWT with secret 
sharing is described in detail. The detailed steps of watermarking embedding are as 
followings: 

Step1. Initialized the watermark - The watermark is an image which is given 
before and is expressed by W , which is independent to the original image. It is 
beneficial to preprocess the watermark before embedding to enhance the security of the 
watermark. In this paper the preprocess is spread spectrum. 

Step2. Divide the watermark- Divide the initialized watermark into N blocks, and 
transform their numerals so that they satisfies (0,q-1). Where, q is a larger prime and 
larger than n. So the secret watermark can be obtained, which is expressed as M. 

Step3. Create and distribute shadows- Use Shamir’s (t,n) threshold scheme to 
distribute the shadows si to the users ui, for i=1,2…n. Lagrange interpolation 
polynomial is used to realize it. Assume that a polynomial f of degree t-1 as form of: 

Mxaxaxaxf t
t ++++= −
−

1
1

2
21)( h  . (1) 

Where, 121 ,,, −taaa h are random numbers. M is the hidden watermark image, which is a 
constant here. Suppose p is a large prime and it is larger that 121 ,,, −taaa h . So it can be 
expressed as: 

pxfxshadow ii mod)()( =  . (2) 

Let G be a group with n points ))(,()),(,()),(,( 2211 nn xfxxfxxfx h . And let T is a subset 

of G which has t points and each point satisfies Gxfx ii ∈))(,( . So all points in T can be 

used collectively to compute the secret through the Lagrange formula:  
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While less t points could not do it. And more than t points will be wasted. In this 
paper, a (3,10) threshold scheme is used, that is, arbitrary 3 users of 10 can be used 
collectively to construct M. And set use p=13, 81 =a  and 72 =a  which are chosen 
arbitrarily, so it can be obtained that: 

13mod)87()( 2 Mxxxshadow iii ++= . (4) 

Step4. Information hidden process - An implementation approach of the closed 
loop shadows image embedding process described in wavelet domain is proposed, 
which is depicted in Fig. 1. 
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Fig. 1. Closed loop watermarking technique in wavelet domain 

2.1   The Initial Embedded Intensity of the Watermark Embedding 

From Fig. 1, it is known that the traditional watermarking is equal to the initial step of 
closed loop process. The initial embedded intensity α is usually determined by JND 
(Just Noticeable Difference) of the image [11].  

2.2   Algorithm Description of the Closed Loop Watermarking in Wavelet Domain  

Now the closed loop watermarking technique in wavelet domain will be described in 
detail. The steps of embedding process are as follows: 

Step1: DWT - Discrete wavelet transform is done to the original image and the 
shadows are embedded with initial intensity 0α . Suppose initial step size for 
modification of embedded intensity is 0q . Set 00 ρα=q , where 10 << ρ . set 1=k .  

Step2: Embedded the watermark with closed loop embedding process, which is 
already proposed by us in [12].  

3   Watermark Extraction Process 

3.1   Extract the Shadows with ICA 

ICA process is the core of the intelligent detector accomplished by the FASTICA 
algorithm [14]. The watermark was utilized the intelligent watermark detector based on 
ICA proposed in [13].  
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3.2   Validate the Validity of the Users 

In order to avoid cheating attack, validate the validity of the users before reconstructing 

the secret. One way hashing function is used for cheating detection. A one way hashing 

function h(.) has the following characteristics: (1) given an arbitrary length input, it 

always gives a fixed length output; (2)given an input, it is easy to compute the output 

though the function; (3) from an output, it is difficult to find another input such that the 

two inputs have the same output. So it is collision free, i.e., it is computationally 

infeasible to find distinct x and y with h(x)=h(y); (4) from an output, it is difficult to 

derive the input.MD5 is a well-known one way hashing function which is used in this 

paper. It is known that [15], let ∑ =
−= n

i
i

i paT 1
1 , where pai <≤0 . Then ii
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So a one way hashing function h(.) and a prime number p are choosen, such that 

h(.)<p for all users in G. Present their possess shadows )( ixshadow•  and compute: 
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equation is equal to zero, then the user is honest. Otherwise, the user is a cheater. 

3.3   Reconstruct the Secret Watermark 

Since (3,10) threshold scheme is used, suppose use )( ixshadow , )( jxshadow  and 

)( kxshadow to reconstruct the secret: 
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So the secret can be reconstructed as: 
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Change it to according to the initialized step to get the real hidden image.  
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4   Performance of the Proposed System 

4.1   Security Analysis 

In Lagrange interpolation polynomial, the polynomial of degree t-1 requires t or more 
images which hidden the secret for the reconstruction of the whole secret polynomial. 
That means need any t or more images which hidden the secret to extract the secret, but 
t-1 or less images which hidden the secret could not do this work. Therefore we can 
confirm the security of our scheme.  

4.2   Performance Analysis 

So far, many proposed scheme can not be able to deal with the cheating attack and 

hiding image at the same time. To resist the cheating attacks, use the one way hashing 

function. Only t or more honest users can work collectively to reconstruct the secret, 

where dishonest users could not do it. 

5   Experimental Results 

Experiments are done to test the robust of the threshold watermarking scheme with 
secret sharing based on ICA in DWT proposed in this paper, and set 000001.00 <fP  
and 999998.00 >dP . All the image operations are produced Stirmark, which popularly 
used to test watermarking technique. Experiments of several attacks combined to the 
stego image are also completed. The Normalization Correction (NC)[16] is used to 
express the similarity between the original watermark w  and the extracted watermark 

*w  quantitatively:  

( ) ( ) ( )( )∑∑∑∑
= == =

=
256

0

256

0

2
256

1

256

1

* ,,,
i ji j

jiwjiwjiwNC . (8) 

5.1   Robust Against Image Compression 

Experiments are done to test the robustness of the proposed watermarking to JPEG 
compression produced by Stirmark with different qualify factor from 90 to 10, and 
table 1 lists the results. The experimental results show that the proposed watermarking 
has a good robust to JPEG compression. 

5.2   Robust Against Image Processing Produced by Stirmark 

Experiments are done to test robustness of the proposed method with respect to 
single attack and combined attacks produced by Stirmark. Table 2 lists NC between 
original and extracted watermark from the image which has been attacked by 
Stirmark. 
 
 



382 L. Zhang et al. 

Table 1. Robust to JPEG compression produced by Stirmark 

Qualify factor 90 80 70 60 50 40 30 20 10 

NC 0.9948 0.9937 0.9931 0.9925 0.9901 0.9874 0.9498 0.9410 0.8554 

 

Table 2. Robustness to attacks produced by Stirmark 

Attacks Remove1 

row2 columns 

Remove17

rows3 columns 

Median

filter  

Convolution

filter 

Sharpening 

filtering 

Skewx 5.0% 

y 5.0% 

Random geometric 

distortion

NC 0.9967 0.9958 0.9993 0.9457 0.9426 0.9985 0.9754 

Attacks Scaling x 1.0 

y 1.20 

Scaling x 0.5 

y 0.75 

Scaling x 

1.5y 1.75 

Crop to 

217 217

Crop to 

192 192

Rotation 5 

scale 2 crop 

Add Gaussian noise 

NC 0.9976 0.9947 0.9936 0.9935 0.9901 0.7954 0.9913 

 

5.3   Robust Comparison with other Watermarking Technique 

Compare the experimental results of the our method with ref. [4], which proposed a 
digital watermarking technique in DFT domain. The method proposed in this paper 
can be realized in any domain, and the detection will not need any information 
about attacks that stego image have encountered, original image, watermark and 
embedding process. It can be seen that this watermarking technique has a good 
robustness.  

Table 3. Experiment results comparison between the methods proposed in this paper and [4] 

 Attack types 

Results in 

[4] Results in this paper 

Attack types 

Results in [4] Results in this paper 

Scaling  0.78 1 Rotation  1 1 

Cropping  0.89 1 JPEG compression 0.74 1 

Cancel row/column 1 1 

Random geometric 

distortion 0 1 
 

The results are compared with that of reference [17]. The authors in [17] adopt the 
ICA in spatial domain. Fig 2 shows the comparisons on the attack of scaling and 
rotation. The experimental results have shown that the proposed watermarking in this 
paper has a much better robustness. 
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Fig. 2. NC comparison （scaling and rotation） 

6   Conclusions 

A novel (t,n) threshold watermarking scheme based on secret sharing is proposed in 
this paper. The secret watermark image was divided into n shadows according to secret 
sharing scheme to avoid betray the pot to the roses. In order to achieve optimum 
embedding strategy, a closed loop embedding process is used for watermarking 
technique. Combining the embedding process with the performance analysis, an 
implementation approach in discrete wavelet transform domain is given. The 
embedding process is modified iteratively according to the results of the performance 
analysis of watermarking so as to obtain optimal embedding effect. The convergence of 
the closed loop techniques is proved. During the secret detection, the independent 
component analysis technique is adopted so that the detector not need any information 
about the watermarking embedding process and attacks that maybe encountered during 
the stego image transmission, the detector can not merely detect the shadows 
watermark but also can extract the exact them. Before secret image reconstruction, one 
way hashing function is used to withstand cheating attacks. The experimental results 
show this strategy is robust against a wide range of image processing operation, such as 
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filtering, compression, crop, rescale, shift, additive noise, which proposed by Stirmark- 
the popular watermarking test software. 
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Using Enhanced Shape Distributions to Compare  
CAD Models 
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Abstract. This paper has discussed how to use feature and topology 
information to compare 3D CAD models represented by polygonal meshes. In 
this work we propose an enhanced method to compare CAD models based on 
shape distributions. A topology-preserving simplification method of polygonal 
meshes was used to simplify CAD model as the pretreatment for generation of 
sample points. We improved the method of sampling points and a pair of shape 
functions more sensitive to shape was employed to construct a 2D shape 
distribution. The experiential results showed that simplification has a positive 
effort on shape comparison and our method achieved more effective 
performance than the conventional one.  

Keywords: shape retrieval; polygonal-mesh simplification; shape distribution. 

1   Introduction 

Since the use of Computer-Aided Design (CAD) models is now widespread 
throughout the design and manufacturing stages of product development, reusing and 
sharing the knowledge embedded in CAD models is becoming an important way to 
accelerate the design process, improve product quality, and reduce costs. However, as 
the industry has matured, CAD models have considerably increased in complexity 
and number so that a search system which is capable of retrieving similar 3D models 
based on their shape is greatly needed [1].  

In this paper, an enhanced shape distribution-based shape retrieval methodology of 
CAD models represented by polygonal meshes is discussed in detail. The major 
contributions of this paper are: 

• Using a topology-preserving simplification algorithm as the pretreatment of shape 
comparison. It facilitates shape distribution generation and shape classification. 

• Improving the method of generating random sample points and utilizing an 
enhanced shape function to compare CAD models. 

2   The Shape Similarity Comparison Algorithm 

In our algorithm, we use the topology-preserving polygonal-mesh simplification 
algorithm of [4] as the pretreatment of models to reduce the computational cost for 
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their shape distributions. An improved effective algorithm called D-IA for comparing 
polygonal-mesh models is proposed. The major improvements are as follows. 

Traditional method for sampling can not guarantee that each of the triangle facets 
is sampled. In this approach, the points to be used for shape distribution are sampled 
in what we call a semi-random full-sampling manner. First, if n points need to be 
sampled from the entire part faces, traverse all the triangle facets, get the number m of 
sample points of each target face by multiplying n by the ratio of the area of the target 
face to the entire area of the part faces. If m <1, m is assigned 1, otherwise, m is 
assigned the least integer greater than m. Then sample m points on the target facet. 
We can construct a point P in a triangle with vertices (A, B, C) by generating two 
random numbers, t1 and t2, between 0 and 1.  

P = (1 - t2) A + t2 (1 - t1) B + t1t2 C (1) 

In order to generate points uniformly, we assign t1 the values of 1 divided by m+1. t2 
can be generated randomly to make sure that the constructed points are of randomicity 
to some degree. According to [2], we create a base number (n=1024) of sample 
points. The actual number may be more than the base number, which can be 
meliorated by using simplified CAD models. 

The shape signature is represented as a probability distribution sampled from a 
couple of shape functions based on [3], namely D2 shape function measuring the 
Euclidean distance between two random points on the surface and Intersection angle 
shape function measuring the angle formed by the triangle facets where a pair of 
sample points is positioned. The distances between two sample points can be 
normalized by the average distance. And we only calculate the pair of shape functions 
for two points that locates on different facets.  

We plot a 2D histogram (see Fig.1) using the two independent variables above. 
There are three coordinates in shape distribution. The x-coordinate and y-coordinate 
represent the normalized distance between two sample points and the cosine value of 
intersection angle respectively. We evenly divide the x-coordinate and y-coordinate 
into Lx and Ly subparts respectively so that the x-y coordinate plane is decomposed to 
Lx×Ly cells. For each cell, we count up the probability of pairs of distance and 
intersection that fall in the cell, which is denoted by z-coordinate. We use L1 norm to 
compare shape distributions to produce dissimilarity measures. 

 

Fig. 1. D2 shape distributions and D-IA shape distributions of dissimilar models 
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3   Experimental Results 

We have applied this method to a set of solid models of mechanical parts from the 3D 
engineering shape benchmark (ESB) developed by PRECISE [5]. The algorithm has 
been implemented in C++ and run on a Windows XP PC with a 2.40 GHz Pentium IV 
processor and 512MB of memory. We created an index to models from ESB in terms 
of the classification schema given by PRECISE and show how it can support a real-
time query-by-example scenario. 

From the Fig.2., we can notice that the query model is always the top match for 
each one. In these examples, the D-IA with simplification seems to perform better 
than the other two, for example, the D-IA seems to retrieve more similar models for 
Query1-4 than D2, and it has fewer models that look much different than D2. 
Moreover, the numbers in D-IA embody the dissimilarity more since the numbers 
vary directly as the shape of models, i.e. they are more sensitive to the model shape.  

Table 1. Quantificational comparisons among different shape functions 

Performance Computational cost 
Shape functions 

FT ST NN
Model 

Simplification(s)
Function 

computation(s) 
Retrieval 
Total(s) 

D2 18% 29% 40% 0 0.39 1.64 

D-IA without 
simplification 

27% 38% 47% 0 0.78 2.05 

D-IA with 
simplification 

30% 41% 52% 0.001 0.50 1.86 

 

Fig. 2.  Comparisons among query results obtained by different shape functions 

Table.1. compares the average performances and computational costs among 
different shape functions quantificationally. The meanings of FT, ST and NN can 
refer to [3]. We can see that D-IA achieves better performance although the retrieval 
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total time is a little greater than D2 since the sample points generated by semi-random 
full-sample manner are more than D2. The D-IA with simplification works best. 
Therefore, simplification has a positive effort on shape retrieval since simplification 
reduces the number of triangle facets so that sample points can reflect the shape more 
concentratedly. 

4    Conclusion 

In this paper, we improved the methodology for shape distribution of CAD models 
represented by polygonal meshes. We believe our method is the first that used a 
simplification algorithm for shape comparison to reduce the amount of triangles of 
CAD models with the topology of models preserved, which facilitates shape 
distribution generation and shape indexing and classification. In sampling phase, we 
exploited a semi-random full-sampling method to guarantee that the sample points are 
uniformly positioned on the surface so that sample points can represent the shape 
more sufficiently. We employed an enhanced shape function for triangle meshes, the 
distance-intersection angle shape function, to construct the shape distribution. The 
experiential results show that simplification acts a positive effort on shape retrieval 
and our method is effective and more sensitive to shape than D2.  

There are two issues for discussion and future research. We hope the sample points 
can be adaptive to the shape without 'points explosion', so the simplification method 
for shape searching could be improved by controlling its end condition to make sure 
that each triangle has approximate area. And the method of comparing shape 
distributions can be studied more for 2D histogram to make full advantage of the 
information given by the shape distribution. 
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Abstract. In this paper, we propose a new technique for extracting salient 
regions in an image. Identification of salient regions is useful for region/object 
based image processing. Previous works on salient regions/points typically 
involve complex detection and are not always reliable in terms of perceptual 
importance and robustness. This paper presents an efficient salient-region 
extraction algorithm based on the significance of accumulated wavelet 
coefficients. The proposed method is robust to common image processing such 
as compression, filtering, and geometric distortions. Experimental results 
substantiate the distinguished performance of the proposed method.  

Keywords: Invariant image features, salient region extraction, wavelet 
transform, image understanding. 

1   Introduction 

One central issue for voluminous digital image data management is an efficient and 
effective method for automatic content-based image indexing and retrieval (CBIR). 
Another important issue is the digital rights management (DRM), including digital 
watermarking, image hashing, and other copyright-protection mechanisms. As digital 
images could be processed without noticeable loss in their semantic meanings, 
identification of invariant features in images is hence crucial to CBIR and DRM 
applications.  

One of the appealing methods is to collect the salient points using low-level 
characteristics such as Harris detector [1] and scale-invariant feature transform (SIFT) 
[2]. Salient points can also be detected on the wavelet domain [3]. The problem for 
feature-point approaches is that the results may be vulnerable to small perturbations 
and a precise matching based on the scattered feature points. To increase the 
robustness and ease feature matching, salient regions have been proposed in the 
literature. Salient regions can be built from detected salient points (as vertex or 
centroid), but the region-growing process may be problematic. Shao and Brady [4] 
proposed a salient region selection algorithm by measuring the entropy of local 
attributes and the inter-scale saliency. The method has applied to object retrieval. 
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We propose an efficient wavelet-based salient region generation algorithm that 
provides sufficient invariance to common image manipulations. Section 2 presents the 
algorithm. In Section 3, the properties of proposed method are evaluated and 
compared to related works, followed by the concluding remarks in Section 4. 

2   Salient Region Extraction 

A wavelet coefficient summarizes the spatial/scale information of a region. We use 
the Daubechies (9,7) filter in this paper because of its excellent performance. The 
wavelet coefficients are often organized as a spatial-orientation tree, as shown in Fig. 
1(b). The coefficients from the highest to the lowest levels of wavelet subbands depict 
a coarse-to-fine variation in scales (resolutions). We have thus determined to 
construct the “saliency map” by its accumulated significance. Let Hi, Vi, and Di 
denote the wavelet coefficients of horizontal, vertical, and diagonal subbands at level 
i respectively. (A larger value of i indicates a coarser resolution.) The saliency map is 
organized into the smallest-scale detail subbands H1, V1, and D1 (excluding the 
approximation subband), and the value of its entry is obtained by adding the 
magnitude of the corresponding wavelet coefficient and its ancestors. 

 

*

 
(a) (b) (c) (d) 

Fig. 1. (a) Wavelet transform (b) spatial-orientation trees. (c) The saliency map for each 
subbands of Lena. (d) The corresponded significant coefficients using τ15. Top left is the final 
salient region. 

The significant coefficients are obtained by binarizing the saliency map. We use a 
universal threshold τx, whose value is determined by allowing x% entries in saliency 
map is declared significant (x = 15 in Fig.1(d)). The salient regions in the spatial 
domain are thus found by collecting and taking the union of the areas that correspond 
to significant coefficients in the horizontal, vertical, and diagonal directions. Fig. 1(d) 
demonstrates an example for the test image Lena. 

3   Analysis and Evaluation  

The proposed saliency by accumulating the magnitudes across scales provides a 
combined global/local significance, and is progressive in nature. It is manifest from 
Fig. 2 that visually important objects are preserved under different thresholds, and 
thus less sensitive to a specific τx. Moreover, the proposed region-based method 
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directly identifies regions of interest while a point-based method usually extends from 
the salient points. It is questionable that a particular extension scheme (say a small 
disk) could be adequate. Another attractive characteristic of the proposed method is 
that there is notably a single parameter τ.  

    

Fig. 2. Results of superimposing salient regions on the original image demonstrate the saliency 
in progressive under thresholds τ5, τ8, τ12, and τ15 (from left to right) 

To evaluate the effectiveness of proposed method, we make the comparison 
between proposed method and two point-based schemes: Harris detector [5], wavelet-
based detector [3], and a region-based algorithm [4]. Fig. 3 illustrates the comparison 
results. A big difference on the point locations between [5] and [3] implies that the 
extension regions will be quite different. The proposed salient region algorithm 
provides a confined regions pertaining to the essence of image content instead of 
edges or points only. Fig. 3(c) illustrates a similar result of proposed method to Fig. 
3(d). However, our method is based on a simple and efficient accumulation process, 
and thus is more attractive in database applications.  

We evaluate the robustness of the proposed method against the Stirmark 3.1 
benchmarking system [6]. Baboon, Lena, F16, and pepper are used as the test images. 
The attacks in Stirmark 3.1 can be separated into two distinct categories. For content 
preserving attacks, such as filtering, we compare the salient regions (bi-level masks) 
of the original and the attacked images by computing the normalized Hamming 
distance ΔSR. The value ΔSR calculates the ratio of spatially unmatched points. All 
salient regions of transformed images remain stable (with a tiny ΔSR value) as in Table 
1. For content lossy attacks, such as rotation with cropping, as the attack destroys the 
synchronization between the original and attacked images, some results of Lena are 
showed in Fig. 4 to reveal that the proposed method is general very robust and stable. 

Table 1. Average ΔSR of type I attacks for four test images. Threshold is set to τ10 

Attack description Amount baboon F16 Lena pepper 

Convolution/rank filtering 5 0.1188  0.0783  0.0573  0.0298  

JPEG 12 0.0449  0.0346  0.0210  0.0111  

Scaling 6 0.0834  0.0498  0.0396  0.0287  

Affine 8 0.0637  0.0350  0.0328  0.0240  

     Type I average ΔSR 0.0860  0.0552  0.0416  0.0247  
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(a) (b) (c) (d) 

Fig. 3. The comparison between proposed salient region and points detected by (a) Harris 
detector [5], (b) wavelet-based detector [3] (marked as white crosses). Salient region detected
by (c) our method and (d) Shao’s method [4]. ((d) is cited from [4].) 

 

    
Original salient region Shearing Cropping 20% Rotation + Cropping  

Fig. 4. The examples of proposed salient region for Lena under several manipulations 

4   Conclusion 

A wavelet-based salient region formation algorithm is proposed. The algorithm 
extracts salient region efficiently through an accumulation process and is invariant to 
common image manipulations. We evaluate the effectiveness of proposed method and 
verify the invariance to several image operations. Experimental results exhibit that the 
proposed salient region not only identifies the essence of image content but also 
provide proper stability. 
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Abstract. In this paper, we focus on the text extraction of image, and propose a 
new approach for it into two phases: Firstly, for the effective binarization of 
text region image, instead of performing the binarization in a constant color 
plane as in the existing methods, our approach adaptively selects the relatively 
best color plane for the binarization, which uses the text contrast difference 
among the color planes. Secondly, to remove the noise in the binary image, we 
consider the color difference between the text strokes and noises, and the color-
based clustering is then utilized to remove the noise for the effective text 
recognition. The experimental result has shown that the proposed approach is 
better than the existing methods in terms of the performance of text extraction. 

Keywords: Text extraction; binarization; noise removal; color-based clustering. 

1   Introduction 

Generally, text extraction of image includes two key steps: binarization of text region 
image, and noise removal of binary image. For the binarization of text region image, 
most existing methods binarize the text region image in a constant color plane 
[2][4][6]. However, the methods are not always reasonable, because other color plane 
is sometimes better for the image binarization. In addition, for the noise removal, two 
methods are proposed in [2][4][5], which are the connected component analysis 
(CCA) and the gray constant constraint (GCC). All these methods, however, do not 
consider the color difference between the text strokes and noises, which is extremely 
useful for noise removal. Based on the above analysis, we propose a new approach for 
the text extraction of image. The major contributions of our approach are as follows: 

• Color Plane Selection for Image Binarization: Instead of performing the 
binarization of the text region image in a constant color plane as in [2][4][6], 
we adaptively select the best color plane with the strongest text contrast from 
the YUV color planes, and then the method in [1] is utilized to binarize the text 
region image, which improves the result of the binary image. 

                                                           
* Corresponding author. 
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• Color-based Clustering for Noise removal: For the effective text recognition, 
we consider the color difference between the text strokes and noises in the 
color image, and the color-based clustering, together with CCA and GCC, is 
employed for the effective noise removal. 

2   Color Plane Selection for Image Binarization 

Many existing methods binarize the text region image in the constant Y  color plane 
[7], however, the Y  is not always reasonable for the binarizaition. Take a text region 
image with the red text for example, text pixels of this image have relative large value 
in R  and small value in G  and B  color planes, while the non-text pixels have 
relatively small value in R  and large value in G  and B color planes. According to 
Eqn (1), when this image is converted from RGB  to V  color plane, the text pixels 
with red color have high intensity in V , while the non-text pixels with non-red color 
have low intensity. So, for this image, there are two advantages in V : the text 
contrast is relatively high and the background is clear. Based on the above analysis, 
we propose a method to adaptively select the color plane with the strongest text 
contrast in YUV  for the binarization, which is described as in Eqn (2) and (3). 

   0.615 0.515 0.100V R G B= × − × − ×  (1) 

max( , , )Y U VC C C Cα = , { , , }Y U Vα ∈  (2) 

 
/ 3 2 / 3
/ 3 2 / 3

( , )Y Y
w i w
h j h

C E i j
≤ ≤ ×
≤ ≤ ×

= ∑ , 
/ 3 2 / 3
/ 3 2 / 3

( , )U U
w i w
h j h

C E i j
≤ ≤ ×
≤ ≤ ×

= ∑ , 
/ 3 2 / 3
/ 3 2 / 3

( , )V V
w i w
h j h

C E i j
≤ ≤ ×
≤ ≤ ×

= ∑  
(3) 

In Eqn (2), the color plane α  is thought to have the strongest text contrast, and is 
selected for the image binarization. In Eqn (3), YE , UE  and VE  are the edge maps of 

the text image detected by the Sobel  edge detector in YUV  color planes respectively, 
w  is the width and h  is the height of the image.  

3   Color-Based Clustering for Noise Removal 

After the binarizaition, the text region image has been binarized into foreground and 
background, and the foreground is composed of text strokes and noises. CCA and 
GCC [2][4][5] are firstly employed for the noise removal, but these methods can not 
remove the noises which have the similar geometry property and gray value with the 
text strokes. So the color-based clustering is proposed to remove these noises. 
Initially, the connected components are assigned to be their corresponding color in the 
color image. Then the algorithm described in Fig. 1 is utilized. In our approach, C  is 
clustered into two classes by k-means, and the class with more pixels is regarded as 
text, because the number of text pixels is generally more than that of noise pixels. In 
Fig. 1, iP  denotes a color connected component, ( )ic P  is the average color value of 

all pixels in iP , Addc  is the average color value of the pixels in background. We add 
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Addc  into C  to make sure there are at least two different colors in C , which avoids 

the texts strokes with homogenous color are separated into the different classes. 

 

Fig. 1. Color-based clustering for noise removal 

4   Experiment Result 

To evaluate the performance of the proposed approach, we set up a database that 
consists of 1621 text regions. Totally, there are 10594 Chinese characters in the 1621 
text regions. The text regions are processed by the methods of text extraction, then 
they are input to the same OCR software for text recognition. So the result of text 
recognition can evaluate the performance of the text extraction methods. Three 
methods are implemented for comparison: I. Our approach. II. Our approach without 
noise removal by color-based clustering. III. Lyu’s approach in [2]. The character 
recognition rate (CRR) and character recognition precision (CRP) are used to evaluate 
the performance of the text extraction methods, which are defined as the follows: 

             c c rCRR N N CRP N N= ÷ = ÷  (4) 

Where cN  is the number of the correctly recognized characters, and rN  is the number 

of recognized characters. N  is the number of characters in the text regions. 
Table 1 shows the experimental results of the three methods. Overall, our two 

methods (I and II) achieve better result than Lyu’s approach[2] (III) in terms of CRR 
and CRP. The reason mainly lies in two aspects: On one hand, our approach utilizes 
the adaptively selected color plane, which is better than only Y color plane for the 
binarization of text image in Lyu’s approach [2]. Another hand, the proposed 
approach could remove noises more effective than the Lyu’s method[2], which 
employ the color-based clustering, together with CCA and GCC. In addition, 
compared with our approach I and II, method I employ the color-based clustering 
while method II does not use it, and method I achieves better performance in terms of 
CRR and CRP, which shows the effectiveness of the proposed color-based clustering 
approach for noise removal. An example is illustrated in Fig. 2, in which our approach  
 

1. For each iP , iP S∈ , S  is the set of all the connected components 

( ) ( (   ))ic P avg o R G B= , io P∈  

2. ( '(   ))Addc avg o R G B= , ' io P∉  

3. { } { }( )Add iC c c P= h ,  

4. Cluster C  into two classes by color: textClass  and noiseClass  

5. For each iP  

If ( )i textc P Class∈  

Then iP  is thought to be a text stroke  

Else  
Then iP  is thought to be the noise
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Table 1. Experimental results for text extraction in image 

 I II III 

CRR 67.5% 60.4% 43.8% 

CRP 82.9% 80.8% 58.7% 

 
(a)  (b)  
(c)  (d)  
(e)  (f)  

Fig. 2. (a): Original image. (b) and (c): The results of Y and the adaptively selected color 
planes in (a) respectively. (d) and (e): Binary images of (b) and (c) respectively, both processed 
by the improved method of Niblack’s binarization algorithm in [1]. (f): The result based on (e), 
processed by the proposed approach for noise removal. 

can effectively binarize the text region image in the adaptively selected color plane, 
and the noise in the binary image can be effectively removed by our approach. 

5   Conclusion 

This paper has proposed a new approach for text extraction in the images. In our 
approach, the text region image is binarized in the adaptively selected color plane, and 
the color-based clustering is employed to remove the noise in the binary image. The 
experimental results have shown the effectiveness of our approach. 
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Program for New Century Excellent Talents in University (NCET). 

References 

1. Chen, X., Yuille, A.L.: Detecting and Reading Text in Natural Scenes. CVPR (2004) 
2. Lyu, M.R., Song, J., Cai, M.: A Comprehensive Method for Multilingual Video Text 

Detection, Localization and Extraction. IEEE Transactions on CSVT 15(2) (2005) 
3. Liu, C., Wang, C., Dai, R.: Text Detection in Images Based on Unsupervised Classification 

of Edge-based Features. In: ICDAR, pp. 610–614 (2005) 
4. Ye, Q., Gao, W., Huang, Q.: Automatic Text Segmentation from Complex Background. In: 

International Conference on Image Processing, Singapore (2004) 
5. Chen, D., Odobez, J., Bourlard, H.: Text Detection and Recognition in Images and Video 

Frames. Pattern Recognition 37(3), 595–608 (2004) 
6. Lienhart, R., Wernicke, A.: Localizing and Segmenting Text in Images and Videos. IEEE 

Transactions on Circuits and Systems for Video Technology 12(4) (2002) 
7. Jung, K., Kim, K.I., Jain, A.K.: Text Information Extraction in Images and Video: 

a survey. Pattern Recognition (2004) 



H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 397–400, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Text Segmentation in Complex Background Based on 
Color and Scale Information of Character Strokes 

Weiqiang Wang1,2, Libo Fu1, and Wen Gao1,2 

1 Institute of Computing Technology, CAS, Beijing, China, 100080 
2 Graduate School of Chinese Academy of Sciences, CAS, Beijing, China, 100039 

{wqwang,lbfu,wgao}@ict.ac.cn 

Abstract. This paper presents a robust approach to segmenting text embedded 
in complex background. Our approach consists of four steps: smart sampling, 
unsupervised clustering, the Bayesian decision, post-processing. The 
experimental results show that it works effectively, and is more efficient in 
removing complex background residues than the popular K-means method. 

Keywords:  text segmentation, character stroke, complex background. 

1   Introduction 

Text extraction in images and videos is very useful in automatic image/video 
annotation, indexing and retrieval etc. [1,2,3,4,5]. Once text regions are detected and 
located, text segmentation is required to identify text pixels in text regions so that the 
binary images generated can be effectively processed by most optical character 
recognition (OCR) software. Many text segmentation algorithms have been proposed, 
including the threshold-based method [1], the geometrical analysis techniques based 
on connected component analysis (CCA) [2], the Markov random field [3], the 
unsupervised clustering [5],.  

In this paper we propose a text segmentation approach based on a hybrid 
probability model. Our method first smartly samples the pixels close to the edges in 
text regions, and then a clustering procedure is applied to identify the dominant color 
and the scale of text strokes. Finally a probability model is constructed online to 
characterize the color and the scale of text strokes, and those pixels fitting the model 
well based on color and scale are labeled as text. A post-processing is used to further 
remove background residues. 

2   Our Text Segmentation Approach 

In our system, text regions are first located using the text detection algorithm in [4]. 
The text lines are then scaled to a proper fixed size (60 pixels) through sub-pixel 
linear interpolation. The scaling can increase the resolution of small text regions, and 
make character strokes have similar expected thickness. Characters in a text line 
generally have homogeneous color, and character strokes also have consistent 



398 W. Wang, L. Fu, and W. Gao 

thickness. Each pixel in text regions is represented as ( , )c s , where c  is its color in the 

CIE-La*b* color space, and s  denotes its scale. The scale of a pixel refers to the 
scale of the homogeneous region which the pixel belongs to. As shown in Fig.1, given 
a pixel P, a search is performed along six directions , 0,1,...,5id i = , outwards to 

collect the pixels with the similar color as P. The color similarity is measured by 
Euclidean distance. The search terminates if the similarity of two adjacent pixels is 
lower than a pre-defined threshold 

cT . Let , 0,...,5in i =  denote the number of the 

pixels collected in each direction, the scale of the pixel P is defined as min{ }i
i

n . 

 

 

d2

d4
d5

d3

d0

d1

P

 

Fig. 1. Illustration of the scale of a pixel P 

Text strokes generally have a strong contrast against their background, so the 
boundary of character strokes corresponds to strong edges. We sample the pixels 
along the normal on each side of edges in text regions (5 pixels in our experiments). It 
is reasonable that a dominant mode corresponding to text pixels exist in the feature 
space ( , )c s  of the sampled pixels. The samples are first clustered using the color 

reduction method [2]. Among the clusters generated, text samples are expected to 
distribute in one of two largest clusters. For each pixel in the two largest clusters, its 
scale is evaluated. The same color reduction method is applied to each reserved 
cluster based on the scales of sampled pixels. After this scale clustering, the largest 
one in each reserved cluster is finally chosen as candidate cluster containing text 
samples. As a result, we obtain two candidate clusters through color and scale 
clustering on sampled pixels. 

For the two candidate clusters, we can estimate the conditional probability density 
( , | ; )p c s text θ  of text pixels in text regions respectively, where θ  denotes the model 

parameter. Since the color and the scale of a pixel are independent, we have   

( , | ; ) ( | ; ) ( | ; )c sp c s text p c text p s textθ θ θ= .                            (1) 

The Gaussian mixture model (GMM) is used to model text color, and each color 
component is assumed to be independent. The scale of text pixels is modeled by the 
Gaussian distribution. Our extensive experiments show that the number of Gaussians 
in GMM has very slight influence on the likelihood function and the final 
segmentation results for most text regions. Thus, our system only adaptively chooses 
2 or 3, depending on which generates the maximum likelihood for all training 
samples.  

Based on ( , | ; )p c s text θ , the Bayesian rule is used to classify each pixel in text 

regions. Ideally ( | , ; )p text c s θ  is preferred, but we have no knowledge about the 
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prior ( , )p c s . Assuming ( , )p c s  conforms to the uniform distribution approximately, 

we can perform text segmentation based on ( , | )p c s text  instead. Since the pixel-wise 

classification results in rough boundaries of extracted character strokes in some cases, 
our algorithm exploits the joint probability of the pixels in a certain neighborhood 
(shown in Fig.2) to segment text strokes.  

 

Fig. 2. Eight neighborhoods for computing the joint probability 

To select a text image layer more accurately, a post-processing step is designed to 
further remove background residues. CCA is used to filter out some of them based on 
geometry properties (character size and aspect ratio). Furthermore, since the western 
characters are well aligned in a line, the baseline of characters can be located based on 
the projection profile [2], and the background residues far from the baseline are 
eliminated. For Chinese characters, the spatial relation constraints proposed in [6] is 
used to remove background residues. Finally, based on the periodical and symmetrical 
layout of characters in a text line, we use the x-axis projection profile [6] to select the 
true text image layer from two candidates. Its binary text image can be fed to an OCR 
engine for character recognition. 

3   Experimental Results 

Our approach is evaluated on two datasets. The first dataset (FD) consists of 620 text 
lines located from a MPEG-2 news video, and the second one (SD) consists of 465 
text lines from a MPEG-1 news video. The two datasets contain 5437 Chinese 
characters and 4170 western characters overlaid on complex background respectively. 
The performance of the proposed approach is evaluated according to the character 
extraction rate (CER) and the character recognition rate (CRR). They defined as 

,     / /x cCER CRRN N N N= =                                           
(2) 

where 
xN  is the number of characters completely extracted without obviously lost 

strokes or connected background residues, 
cN  is the number of characters correctly 

recognized by an OCR engine and N  is the number of all the characters. 
We compared our method with the K-means method. For the K-means method, we 

chose the best result for each text line under different K. Text recognition is carried 
out by HWOCR5.0. To evaluate the influence of the post-processing on the CRR, we 
measure the CRR respectively in the case of using post-processing and not. The 
experimental results are summarized in Table 1. The experimental results show the 
CER of our method is higher than that of the K-means method, especially on the 
second dataset. Since the color clustering in our algorithm is performed on a smaller 



400 W. Wang, L. Fu, and W. Gao 

set of samples, rather than the whole text regions, so it is less sensitive to the 
complexity of background, and can estimate text color more precisely. Additionally 
the characters segmented by the K-means method for SD is more easily connected 
with background residues due to blurry boundary of character strokes. The scale 
feature in our algorithm can remove the background regions with large scales. We see 
the CRR of our algorithm is slightly higher than that of the K-means, while our 
algorithm has much higher CRR in the case of no post-processing. It shows that our 
algorithm itself is more efficient in removing background regions of large scales. The 
relatively lower CRR for SD results from some lost or conglutinated strokes.  

Table 1. Performance comparison using K-means and our method on the two datasets 

Data Algorithms CER CRR (No) CRR (Yes) 

K-means 97.8% 68.4% 93.7% 
FD 

Our algorithm 98.1% 82.3% 94.1% 

K-means 88.5% 69.8% 73.9% 
SD 

Our algorithm 93.2% 73.6% 76.6% 

4   Conclusion 

We present a robust approach to segmenting text in complex background based on 
color and scale information of character strokes. In our approach, the smart sampling 
technique makes subsequent color clustering prone to give a more precise estimation 
of text color. The proposed scale feature can effectively improve completeness of the 
segmentation of text strokes, and thus increase the performance of character 
recognition. The comparison experiments show that our approach itself is very 
effective and robust for images with high quality, and always has better performance 
compared with the popular K-means approach. 
 
Acknowledgement. The work is supported by “National 242 project: 2006A09” and 
the start-up research fund of graduate school, CAS. 
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Abstract. Peer-to-Peer (P2P) communications have become a popular 
alternative solution to provide large-scale video-on-demand (VoD) services. 
Recent approaches are designed for streaming applications in a unicast 
infrastructure. As the successful deployment of IP broadcast delivery, the 
system could have a further improvement when broadcasting scheme can be 
coupled with P2P paradigm. In this paper, we develop a possible solution for 
building a VoD system using existing broadcasting protocol coupled with 
cooperative clients in multicast environment. The objective of this work mainly 
focuses on addressing one design issue in such framework: reliability. An 
analytical model is developed to determine the minimum number of cooperative 
clients required for the system. The results showed that 60 peers, each of which 
has the availability of 0.4, are enough to leverage the workload of the central 
server up to 95%, when the startup delay of the system is 10 minutes. 

Keywords: multicast, video-on-demand, peer-to-peer. 

1   Introduction 

In this paper, we develop a possible solution for building a VoD system using existing 
broadcasting scheme coupled with P2P paradigm denoted Broadcast-based Peer-to-
Peer Protocol (BPP). The general idea of BPP is to decentralize the broadcasting 
channels from the central server to a number of client denoted peer server which are 
willing to contribute their storages and processing powers to the system such that each 
peer is only responsible for broadcasting the video over one or several channels 
simultaneously. Thus, the bottleneck of the system is no longer on the server side. 
However, similar to other P2P applications, each peer server in the system is allowed 
to leave and enter the system at arbitrary time. To avoid the disruption of the services, 
a central server is still deployed in the system but the role of the central server just 
acts as a standby unit. Therefore, the objective of this work mainly focuses on 
addressing one design issues in such framework: reliability. An analytical model is 
developed to determine the minimize number of peer server required for the system. 
Our proposed policy and model is protocol-independent and thus any existing 
broadcasting protocols can also be applied. Staggered [3] broadcasting protocol (SB) 
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Fig. 1. Operation of the proposed system 

will be used as an example to illustrate how the broadcasting scheme can be coupled 
with P2P paradigm.  

2   Description of Proposed Scheme 

Different from SB to handle all video channels in a single server, BPP distributes the 
video channels to a number of peer denoted peer server (PS) which are willing to 
contribute their storages and processing powers to the system such that each peer is 
only responsible for broadcasting the video over one or several channels 
simultaneously. Thus, the bottleneck of the system is no longer on the server side. 
However, similar to other P2P applications, each PS in the system is allowed to leave 
and enter the system at arbitrary time. Therefore, for each video channel, more than 
one PS may be deployed in order to increase the degree of reliability. Each PS 
handling the identical video channel forms a peer server group (PSG) and only one of 
them denoted active serving peer (ASP) will be responsible for broadcasting the 
video. When the system is launched, one of PS in each PSG will be selected as an 
ASP to broadcast the stored video over the network. As shown in Fig. 1, there are 
three PSs forming a PSG and ps1 is selected to broadcast video i ( iV ). After some 
time has elapsed, the current ASP (ps1) departs. Then, another PS in the same PSG is 
picked to take over the service (i.e. ps2, see Fig. 1b). However, if all PSs for this 
video leave, the central server should handle the service in order to avoid disruption 
of service (see Fig. 1c). Once one of the PSs in the PSG is online again, the central 
server will return the duty to this PSG. In general, the central server provides the 
services to clients only when all PSs in the PGS are offline. Therefore, in order to 
leverage the workload of the central server, we should determine the minimum 
number of replica for each video channel.  

3   System Modeling 

Similar to original SB, a new video session for iV  is created every iW  seconds in 

BPP. Thus, the number of channel required for iV  ( iS ) is ⎡ ⎤iii WLS = , where iL  is 
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the length of iV . Therefore, if each PS can contribute a bandwidth of X channels, the 

number of PSG for iV  ( iJ ) can be expressed by ⎡ ⎤XSJ ii = . Since each PS can 

leave and enter the system at anytime, it is assumed that the mean up time and mean 
down time of each PS are independent and identically distributed with exponential 
function with the rate γup and γdown respectively. Then, the availability of each PS (A) 

can be defined as )( 111 −−− += diwbupupA γγγ  [1]. Because the video channels of iV  

handled by PSG j ( i
jK ) is served alternatively by the PSG j and the central server, it 

forms an alternating renewal process [1]. Let ijZ1 , ijZ2 , … denote the successive 

serving time of i
jK  and also let ijD1 , ijD2 , … denote the corresponding successive 

serving time of the central server. Obviously, more PSs for one video channel results 

in longer kZij
k ∀,  and thus fewer central server resources are involved. Therefore, the 

operation of PSG j can be modeled as a reliability model with jN  PSs and thus the 

mean serving time of PSG j for iV  ( ijZ ) can be expressed as 
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 and the corresponding mean serving time of 

the central server ( ijD ) is ( ) 1−= downj
ij ND γ . Therefore, the mean time between 

renewals is ijijij DZY += . Then, the average bandwidth reserved by the central 

server for PSG j can be given by ijij
i

ij
S YDXBB ⋅= , where iB  is the data rate of iV . 

Therefore, the overall bandwidth required for the central server to support iV  is 

computed by ∑
=

=
iJ

j

ij
S

i
S BB

1

. In general, we want to determine the number of PSs 

required for the system for iV  (N) such that the central server resources for this video 

can reduce to rSiBi, where ∑
=

=
iS

i
iNN

1

and 10 ≤< r . Therefore, the optimization 

problem is to minimize N  subject to ii
i
S BrSB ≤  and ii SiN ,3,2,1,1 h=≥ . The 

second constraint implies that at least one PS should be deployed in each PSG.  

4   Results 

In this section, we evaluate the performance of the proposed protocol. It is assumed 
that the video length is 7200 seconds long and each PS contributes a bandwidth of one 
video channel (i.e. X=1). For simplicity, we assume that Bi is equal to 1. Also, the 
availability of PS (A) is set as 0.4 and Wi is of 600 seconds. Therefore, there is 12 
PSGs in the system. We investigate the number of PSs required for each PSG against 
various availabilities such that the target reduction of the central server resources can  
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Fig. 2. Number of PS per PSG requirement against Availability of PS. 

be achieved. In Fig.2, as we expected, the number of PSs requirement is decreasing 
when the availability of each PS is increased. With the same value of r, when the 
availability is increased, the lifetime of each PS is also increased and thus fewer PS 
are required for standby. It is found from the results that, the workload of central 
server can be reduced to 95% compared with the original SB when there are 60 peer 
servers deployed (it is reminded that there are 12 PSGs in the system), each of which 
has the availability of 0.4. 

5   Conclusion 

In this paper, we develop a possible solution for building a VoD system using existing 
broadcasting scheme coupled with P2P paradigm. The general idea of the proposed 
policy is to decentralize the broadcasting channels from the central server to a number 
of client denoted peer server, each of which is only responsible for broadcasting the 
video over one or several channels simultaneously. Thus, the bottleneck of the system 
is no longer on the server side. We use Staggered as an example to show how this 
policy can be accomplished. In order to tackle the dynamic nature in P2P 
environment, an analytical model is also developed to determine the minimize 
number of peer server required for the system. The results showed that 60 peers, each 
of which has the availability of 0.4, are enough to leverage the workload of the central 
server up to 95%, when the startup delay of the system is 10 minutes.  
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Abstract. We propose a low computing loop filter for reducing the blocking 
and ringing artifacts for H.264 video coding standard. One-dimensional 
regularized smoothing function and regularization parameters are newly 
defined. The experiment result shows that the proposed loop filter has the low 
computing complexity with similar performance. 

Keywords: H.264, blocking artifacts, ringing artifacts, Loop Filter, Complexity. 

1   Introduction 

H.264 video coding standard has been jointly developed to obtain higher compressed 
ratio with better quality video [1]. As the other video coding standards, H.264 
produces the blocking artifacts due to the information loss caused by the quantization 
[2]. To remove blocking artifacts, loop filter was added in H.264. However it has 
been pointed out that it is inefficient in view of computing complexity of the decoder. 

So we propose a low computing loop filter in this paper. In Sect. 2, a new one-
dimensional smoothing function to incorporate the smoothness to its two neighboring 
pixels into the solution is defined and the regularization parameters to control the 
trade-off between the local fidelity to the data and the smoothness are determined by 
available overhead information, such as, coded block pattern and quantization step 
size. And then, experimental results and conclusions are described in Sect. 4, 5. 

2   Proposed Algorithm 

2.1   Problem Formulation 

The image compression process can be formulated by linear pixel based form. It is 

),(),(),( jinjifjig += , (1) 

where g , f , and n  represent the compressed image, the original image, and the 
additive quantization noise, respectively [2]. In this work, we assume that the 
quantization noise is identically independent distributed (i.i.d). And ),( ji  denotes the 
vertical and the horizontal coordinates in the two-dimensional imaging system. 
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Although the regularized iterative techniques used in image restoration problem are 
very efficient, for the simple and low computing cost filtering algorithm, we define 
the one-dimensional smoothing function as shown in Eq. (2) for example, horizontally 
regularized smoothing function. 

)),(()),(()),(( jifMjifMjifM np += , (2) 

where subsidiary regularization smoothing functions are written as 

,))1,(),()(,()),(),())(,(1()),((
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22

22

+−+−−=

−−+−−=
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nnn

ppp

αα

αα  (3) 

where ),( jipα  and ),( jinα  represent regularization parameters to control the degree 

of smoothness to horizontally two neighboring pixels of ),( ji -th pixel. Assuming that 
local mean of quantization noise in spatial domain is equal to 0 namely, 

0)1,(),()1,(),( =++− jinjijinji np αα , (4) 

the solution of Eq. (2) can be written as 

2

)1,(),()1,(),(),()),(),(2(
),(ˆ ++−+−−

=
jigjijigjijigjiji

jif
npnp αααα

. (5) 

by taking differential operator with respect to ),( jif  and then setting it equal to 0. 
After the horizontal filtering, the vertical filtering is taken place in the similar way. 

2.2   Regularization Parameters  

The regularization parameters to control the trade-off between the local fidelity to the 
data and the smoothness are determined by available overhead information, such as, 
coded block pattern and quantization step size ( stepQP ) and prior information. 

Visibility of the annoying artifacts is different depending on block coding type and 
pixel location. Based on such prior information, a block is classified as (1) intra-coded 
block (class 1), (2) block having large motion vector difference (class 2), (3) block 
having non-zero transform coefficients (class 3), or (4) block having zero transform 
coefficients (class 4). The block strength related with each class is assigned as 
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According to well-known regularization theory, the regularization parameters can 
be written as 
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where )(⋅lφ  (for npl ,= ) can be defined as )( stepl QPφ 2
stepl QPK ×≈ , since stepQP  

represents the energy of the quantization noise. To incorporate the prior information 
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into the solution, the tuning parameters ( lK ) are defined, which are determined 

depending on block strength and pixel position such as 
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Where m  and n  are determined by pixel location such as 
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Where HBS  means the set of horizontal block boundary pixels. Finally, the 

regularization parameters can be approximated as 
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under the assumption that )1,()1,(),( +=−= jinjinjin . 
To avoid floating-point operation, filtering process of Eq. (5) can be modified as 
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where ⎣ ⎦⋅  represents the round-off operation. 

Finally, using CBP(Coded Block Pattern), the recovery processing is switched as 

⎪⎩
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=
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jif
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)11(.

),(ˆ
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where ),(ˆ jif p  represents ),( ji -th pixel value of the restored previous frame and “not-

coded block” represents the duplication of the block of previous decoded frame. If 
blocking and ringing artifacts of the previous frame are well removed, the 
corresponding not-coded block of the current compressed frame can be restored 
without filtering procedure, resulting in reduction of the computational cost. 

3   Experimental Results 

Fig. 1 shows that the proposed loop filter has relatively 30-40 % low computing cost 
than H.264 loop filter. On the other hand the proposed loop filter has the similar 
PSNR performance and removes the coding artifacts which H.264 loop filter misses. 
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(a) (b) 

Fig. 1. (a) PSNR and (b) Complexity comparison as a function of bit rate of QCIF News 

   

 
(a) (b) (c) 

Fig. 2. (a) News 97th reconstructed frame without loop filter, (b) corresponding reconstructed 
frame with H.264 loop filter, (c) corresponding reconstructed frame with proposed loop filter 

4   Conclusion 

This paper addresses a low computing loop filter to eliminate the blocking and ringing 
artifacts of H.264 compressed video. A pixel-based smoothing function with the 
regularization parameters which are determined from the prior knowledge is newly 
proposed. The novelty of the proposed algorithm is that the annoying artifacts and the 
computational cost are effectively reduced with similar PSNR performance.             
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Abstract. A low complexity video de-interlacing algorithm is presented in this 
paper which is suitable for SIMD (Single Instruction Multiple Data) processors 
to be used as a pre-/post-processing option in low-cost consumer electronic 
devices. It is a block-based motion-adaptive technique that converts an 
interlaced video to progressive, preserving the details in static or low motion 
areas while leaving no combing artifacts or without introducing any ghosting 
artifacts.  It adapts to the content and chooses one amongst temporal, spatio-
temporal or spatial filtering for de-interlacing on a block by block basis 
analyzing characteristics such as the extent of motion and the correlation across 
fields. The proposed scheme has been benchmarked against a recent low 
complexity motion-adaptive algorithm and the performance has been measured 
across a number of real and synthetic video sequences. The proposed algorithm 
offers an order of magnitude complexity reduction on SIMD processors over 
the reference low complexity algorithm while providing a significantly better 
fidelity towards the progressive source. 

Keywords: Interlaced, progressive, de-interlacing, pre-/post-processing, SIMD 
processors, block-based, spatio-temporal, motion detection.  

1   Introduction 

The de-interlacing algorithms proposed in the literature range from simple spatial or 
temporal methods to moderately complex motion adaptive spatio-temporal methods to 
complex motion-compensation based methods [1]. The low complexity methods leave 
visual artifacts, while the others give better performance at a higher computational 
cost [2, 3]. But in low-cost DSP based consumer electronics products, it is desired to 
have a low complexity and minimal artifact de-interlacing. Hence, a motion-adaptive 
spatio-temporal algorithm becomes an obvious choice.  

In this paper, a motion-adaptive spatio-temporal de-interlacing algorithm is 
proposed that achieves very good quality de-interlacing at a fairly low complexity on 
SIMD capable processors by tailoring the entire de-interlacing algorithm to work at a 
block level as opposed to on a per-pixel level. Further, the SIMD complexity and de-
interlacing fidelity for the proposed algorithm has been benchmarked against a recent 
low complexity motion-adaptive algorithm [4]. 
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2   Proposed De-interlacing Scheme 

The proposed scheme adapts to the content and chooses one amongst temporal, 
spatio-temporal and spatial filtering for de-interlacing on a block by block basis by 
analyzing characteristics such as the extent of motion and the correlation across fields. 

In this scheme, each field is broken into blocks of MxN (M rows x N columns) and 
processing is done separately on each of these blocks. For de-interlacing an MxN 
block from a field, pixel values from the spatially co-located previous and next fields 
are taken. The algorithm can be divided roughly into the following four steps: 

2.1   Motion Detection and Weaving  

If the current MxN block is stationary, i.e., it has low motion with respect to its 
temporal neighbors, the missing pixels can directly be picked from the opposite parity 
adjacent field instead of interpolating. To check the stationarity of a block, the Mean 
of Absolute Differences (MAD) is computed across spatially co-located regions in 
temporally adjacent previous and next fields of the opposite parity.  

If the MAD is within a threshold limit, the block is considered to be stationary. The 
block level checks reduce the number of conditions considerably and also make the 
motion detection robust. This stationarity check is made more robust by using a 
content-adaptive threshold that adapts to the spatial variance of the block. 

2.2   Combing Artifacts Check  

The woven block generated in the previous step could have combing artifacts if 
motion detection failed. To check this, a combing-artifact-check (CAC) is applied to 
the woven block. Inside CAC, the frame and field correlations are computed within 
the block. For frame correlation, the pixel differences between adjacent rows are 
computed and accumulated across the MxN block, while for field correlation the same 
is done for alternate rows. To discriminate texture from combing artifact, separate 
row and column based accumulation techniques are employed. If the field correlation 
turns out to be more than the frame correlation, the block is considered to have 
combing artifacts and weaving is not chosen. 

2.3   Edge-Adaptive Spatial Interpolation 

If a block fails to qualify for weaving, it is interpolated using a block-based edge-
oriented spatial method. The edge-oriented interpolation removes the jaggy-pattern in 
the areas having strong edges and makes it look pleasing. The MxN field block is 
divided into multiple sub-blocks. Then the prominent edge direction is estimated for a 
sub-block. The interpolation is done in that orientation for all pixels inside the sub-
block. The block based operations make the directional checks more robust and keep 
the computational complexity low. 

2.4   Spatio-temporal Interpolation 

Even in low motion areas, it has been shown to be beneficial to apply a vertical-
temporal interpolation filter [5]. The high vertical frequencies from the temporally 
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adjacent fields are added to the spatially interpolated values to get a better 
approximation to the missing field. But in areas with high motion, adding the 
temporal information might degrade the quality of the interpolation. 

In the proposed algorithm, the spatio-temporal interpolation (STI) is employed in 
the areas which are not stationary but do not exhibit high motion as determined using 
the second content adaptive fallback threshold.  

In STI, a vertical filter is applied to each of the previous and next temporal 
adjacent fields. The outputs of the filter from both the adjacent fields are then added 
to the output of the edge-oriented spatial interpolation. 

3   Complexity Comparison 

The proposed algorithm has been benchmarked against a recent motion-adaptive 
spatio-temporal de-interlacing algorithm described in [4]. This algorithm uses a pixel 
by pixel approach. It adapts the weighting factor between spatial interpolation and 
temporal weaving according to the motion intensity measured at that pixel using 
frame difference over a 3x3 neighborhood window. 

The complexity estimation has been done for both the algorithms on a SIMD 
processor. Overall, the benchmark algorithm turns out to be 13 times more complex 
than the proposed scheme. This is largely attributed to the per-pixel processing of the 
benchmark scheme as against the block-level processing of the proposed scheme. 
Also, the benchmark does one division operation per pixel, which in turn is done by 
several arithmetic and logical operations on a DSP.  

Further, the proposed scheme does only 0.1 times the number of comparisons used 
by the benchmark scheme. This reduces the conditional processing drastically and 
hence helps the algorithm to be implemented on a processor with VLIW (Very Long 
Instruction Word) architecture. The VLIW processors take advantage of instruction 
level parallelism by executing multiple instructions in different stages of software 
pipeline. But conditional processing creates halts in the pipeline stages deteriorating 
the processing efficiency. 

4   Experiments and Results 

To measure and compare the performances given by the benchmark and the proposed 
methods, the progressive test sequences were converted to interlaced at half the 
frame-rate. As an objective measure, Peak Signal to Noise Ratio (PSNR) was 
computed on the de-interlaced sequences against the original progressive sequences. 

Across the test sequences, the proposed scheme gives an average gain of 2.6 dB 
against the benchmark. Also, for the high motion sequences the gain is even higher 
(3.3 dB). This is probably because the benchmark method neglects the inter-field 
motion while doing the MAD calculation for motion detection. 

Further, the output of the proposed method visually looks much more pleasing than 
that of the benchmark method. Here, the CAC in the proposed scheme detects all the 
visible artifacts, even if the motion-detection fails. Also, in the edge-oriented 
interpolation, the block-based direction check of the proposed method is much more 
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robust than the pixel-level checks of the benchmark method which chooses random 
directions in textured regions.  

5   Conclusions 

The proposed method works better than the benchmark scheme in all the sequences 
considered for comparisons, while incurring only a fraction of the benchmark 
scheme’s computational complexity. Subjective viewing has also shown that the 
proposed scheme produces far fewer visible combing artifacts for both real and 
synthetic sequences. This is attributable to the combing artifact check. In fact, the 
CAC can be applied even with motion compensated interpolation techniques. 

The block based processing used in the proposed scheme is ideally suited for 
implementation on DSPs and other SIMD processors. In addition to that, with fewer 
comparisons per pixel, it is very much suitable for VLIW processors. But the 
benchmark scheme is not suitable for these kinds of processors because of the higher 
number of conditional operations and need for a division operation per pixel. 

While performing quite satisfactorily as a motion adaptive de-interlacer, the 
proposed scheme lags behind the performance of a motion-compensated de-interlacer 
as expected. Future efforts will focus on lower complexity improvements to the 
existing scheme that can use motion information available at the decoding side.  
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Abstract. In this paper we propose a fast normalized cross correlation (NCC) 
algorithm for pattern matching based on combining adaptive multilevel 
partition with the winner update scheme. This winner update scheme is applied 
in conjunction with an upper bound for the cross correlation derived from 
Cauchy-Schwarz inequality. To apply the winner update scheme, we partition 
the summation of cross correlation into different levels with the partition order 
determined by the gradient energies of the partitioned regions in the template. 
Thus, this winner update scheme can be employed to skip the unnecessary 
calculation. Experimental results show the proposed algorithm is very efficient 
for image matching under different lighting conditions. 

Keywords: pattern matching, normalized cross correlation, winner update 
strategy, multi-level successive elimination, fast algorithms. 

1   Introduction 

The pattern matching problem can be formulated as follows: Given a source image I 
and a template image T of size MxN, the pattern matching problem is to find the best 
match of template T from the source image I with minimal distortion or maximal 
correlation. Several previous works on pattern patching have been proposed 
[1][2][3][4] based on the measure of sum of absolute differences (SAD) or sum of 
squared differences (SSD). The NCC measure is more robust than SAD and SSD 
under uniform illumination changes, so it has been widely used in image matching, 
object recognition and industrial inspection.  

The NCC between two images I and T with displacement (x,y) is defined by 
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The sum table scheme [6] was proposed to reduce the computation in the 
denominator. In addition, Cauchy-Schwarz inequality has been employed to reduce 
the computation in the numerator [5].  
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2   The Proposed Fast NCC-Based Image Matching Algorithm 

In this paper, we propose a fast algorithm for NCC-based image matching by 
applying the adaptive block partition in the Cauchy-Schwarz inequality with the 
winner update scheme. As shown in equation (2), we can divide a block into many 
subblocks and calculate the summation of each block’s upper bound to obtain tighter 
bound by Cauchy-Schwarz inequality for the cross correlation (CC). Following the 
uniform partitioning scheme of MSEA [1], we have many upper bounds for different 
partitioning levels and the relation between the upper bounds for different levels are 
given in equation (3) and (4). At the final level, the upper bound is equal to the cross 
correlation. In contrast to the uniform partition, we can determine the partition order 
by the sum of gradient magnitudes for the subblocks in the template. The block with 
the current largest sum of gradient magnitudes is divided into 2x2 sub-blocks for 
consideration of further partitioning. The adaptive block partitioning algorithm is 
given in Algorithm 1 and an example of adaptive block partition is depicted in Fig. 1.  
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Algorithm 1: Algorithm for determining adaptive block partitioning order  
Push the largest block into the queue 
Repeat until the queue is empty 

1. Select the block with largest sum of gradient magnitudes from the queue. 
2. Divide the selected block into four sub-blocks and calculate their sum of 

gradient magnitudes. 
3. Check the four sub-blocks and push each sub-block into the queue if its 

sum of gradient magnitudes is greater than a given threshold T . 
 

The proposed algorithm includes the adaptive block partitioning algorithm 
combined with the winner update scheme [4] for fast search of the location with 
maximal NCC. With the block partitioning, we have the relation of upper bounds for 
different levels as CCUBUBUB L ≥≥≥≥ max10

. We can calculate the boundary 

values from equation (5) and have the relation of boundary values of different levels 
as NCCBVBVBV

L
≥≥≥≥

max10
. The BVl value is closer to NCC as the level 

increases. Based on the above relation of BVl, we can apply the winner update scheme 
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to it. At first, we calculated BV0 for all candidates, and then at each iteration we 
choose the candidate with the current maximal BVl as the winner to update its level 
and recalculate the BVl+1. This procedure is repeated until the chosen winner reaches 
the maximal level, thus its BVmaxL is the same as the maximal NCC value. This 
algorithm of applying winner update scheme with adaptive block partition for NCC is 
summarized in Algorithm 2. Similar to the winner update method in [4], we also use a 
hash table to find the temporary winner. 

 

Fig. 1. An example of the adaptive block partitioning order 

Algorithm 2: The proposed fast NCC pattern matching algorithm 
Step 1: Determine the elimination order. 
Step 2: Calculate the norm of template |T| 
Step 3: Calculate the BV0 of all candidate and initial the Hash Table 
Repeat 
Step 5: Select the candidate with maximal BV in hash table as the winner 
Step 6: Update the level and BV of the winner 

1. Retrieve the next partitioning next level l  
2. Calculate the UBl for level l. Compute BVl= UBl /( |T| |C(x,y)|) 
3. Push candidate into Hash Table. 

Until the winner reaches the maximal level. 

3   Experimental Results 

To compare the efficiency of the proposed algorithm, termed WUS_NCC, we also 
implemented the multi-level SEA with fixed partitioning scheme and the results are 
termed as MSEA_NCC. In our experiment, we used the sailboat image of size 512-
by-512 as the source image and six template images of size 64x64 inside the sailboat 
image as shown in Figure 2. The experimental results of the proposed algorithms and 
the original NCC are shown in Table 1. All these three algorithms used the sum table 
to reduce the computation of denominator in NCC. For efficiently calculating the 
bound of the numerator, we also used the approach of BSPA [2] to build two block 
square sum pyramids for intensity image and the gradient map, respectively. The 
execution time shown in the table includes the time of memory allocation for sum 
table and pyramids, and building sum table, pyramids and the gradient map. These 
experimental results show the significant improvement in the efficiency of the 
proposed fast NCC-based pattern matching algorithm. 

 

Level 5Level 1 Level 2 Level 3 Level 4 Level 7Level 6
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(a)        (b)        (c)        (d)        (e)        (f) 

Fig. 2. (a), (b), (c): The template images (64x64). (d), (e), (f): their brighter versions 

Table 1. The execution time (in msec) of applying traditional NCC, MSEA_NCC and 
WUS_NCC on six templates shown in Figure2(a)~(f), Note that the NCC algorithm used the 
sum table to reduce the computation in the denominator of NCC.  

Unit: msec T(a) T(b) T(c) T(d) T(e) T(f) 
NCC 3235 3235 3235 3235 3235 3235 
MSEA_NCC 281 203 656 234 219 563 
WUS_NCC 109 94 94 94 94 94 

4   Conclusion 

In this paper, we proposed a very efficient algorithm for fast pattern matching in an 
image based on normalized cross correlation. To achieve very efficient computation, 
we partition the summation of cross correlation into different levels and apply the 
winner update scheme to find the location with maximal NCC. The block partition 
order is adaptively determined by the sum of gradient magnitudes for each partitioned 
regions in the template. Our experimental results show the proposed algorithm is very 
efficient and robust for pattern matching under linear illumination change.  
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Abstract. The H.264/AVC standard uses new coding tools such as variable 
block size, multiple reference frames, intra prediction, etc. Using these coding 
tools, the coding efficiency has been significantly improved. However, the 
encoder complexity is greatly increased. We focus on the complexity reduction 
method of intra-mode decision. Our algorithm first restricts selective prediction 
modes of intra4×4 using a simple preprocessing. The prediction modes of 
intra4×4 are used for restricting those of the other intra-modes. Simulation 
results show that the proposed method outperforms other conventional methods. 

Keywords: H.264/MPEG4-AVC Video, Fast Encoding, Hierarchical Intra-
Mode Decision, Correlation of Prediction Modes, Rate Distortion Cost. 

1   Introduction 

In H.264/AVC, the use of new coding tools has enabled the standard to achieve 
higher coding efficiency. The encoder complexity, however, increases greatly [1]. 

Several researches have been proposed to reduce the complexity of intra-mode 
selection. Cheng et al. proposed three-step method [2]. They used the fact that there 
exists high correlation between the modes of adjacent macroblocks. Using the 
correlation, their method limits the candidate prediction modes (pmodes) 
hierarchically. Zhang et al. proposed the fast pmode selection method based on local 
edge information obtained by calculating edge feature parameters [3]. The method 
exploiting the correlation among pmodes of intra-modes was proposed by Park et al. 
They restricted selective pmodes of intra4×4 and chromaintra8×8 using a chosen 
pmode of intra16×16 [4]. Pan et al. proposed the method based on the distribution of 
the edge direction histogram [5]. Their method finds edge map prior to intra 
prediction, then only small part of intra prediction modes are chosen for rate-
distortion optimization (RDO) calculation using edge map.  

In this paper, the proposed method restricts selective pmodes of intra4×4 using 
edge estimation of 4×4 blocks in advance. The selective pmodes of intra16×16 
depend on the best pmodes of sixteen 4×4 blocks in intra4×4, and those of 
chromaintra8×8 depend on the best pmode of intra16×16. It exploits the fact that there 
is much correlation between pmodes. 
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2   Encoding Process of Intra-block in the JVT Model 

H.264/AVC uses the RDO technique to achieve the best coding performance. This 
means that the encoder has to encode an intra-block using all the mode combination 
and choose the best one that gives the minimum cost shown in Eq. (1). 

RateDistortionRDcost ×+= λ  (1) 

where Distortion is computed by calculating the SNR of the block and the Rate is 
calculated by taking into consideration the length of the stream after the last stage of 
encoding, and λ is Lagrange multiplier. Refer to [1] for detail of the process of intra-
mode prediction in JVT model.  

3   Proposed Algorithm 

3.1   Mode Decision in Intra4×4 

The pixels along the direction of local edge normally have similar values. Therefore, a 
good prediction could be achieved if the pixels were predicted using those 
neighboring pixels that are in the same direction of the edge. For fast pmode decision 
of intra4×4, the proposed method estimates an edge direction of a 4×4 block, and 
limits selective pmodes that require the RDcost computation. In order to estimate the 
edge tendency of a 4×4 block, edge magnitude and angle are generated by Prewitt 
edge operators at seven positions located at left and upper boundaries in 4×4 blocks.  

The proposed method sums up the edge magnitude with similar edge directions for 
seven convolution positions, and then the pmode with the maximum sum of edge 
magnitude is defined as primary edge mode (PEM), neighboring pmodes of PEM are 
defined as neighboring edge modes (NEMs). NEM1 and NEM2 are neighboring 
pmodes located at clockwise and counterclockwise direction of PEM, respectively. 
Also neighboring pmode of NEM1 in clockwise direction is NEM11 and neighboring 
pmode of NEM2 in counterclockwise direction is NEM22. 

After selection of PEM and NEMs, one of subsets of {DC, PEM, NEM1, NEM2, 
NEM11, NEM22} is used for selective pmodes of intra4×4 depending on three 
conditions. 

Firstly, the proposed method only carries out the RDcost computation of two 
pmodes: {DC, PEM}. If the RDcost of PEM is bigger than that of DC enough, that is, 
Eq. (2) is satisfied, the proposed method does not consider any other pmodes. 
Therefore, in this case, two pmode candidates are only used. 

2)).QP/(511(          where)RDcost(PEMRDcost(DC) ×+=<× KK  (2)

In Eq. (2), K depends on quantization parameter, so it could be 1 to 1.5. 
If the first condition is not satisfied, the proposed method evaluates the RDcosts of 

two other pmodes: {NEM1, NEM2}. In case that the RDcost of PEM is the smallest 
among {PEM, NEM1, NEM2}, the proposed method does not consider any other 
pmodes. Therefore, in this case, four pmode candidates are used. 

If the second condition is not satisfied, the proposed method evaluates the RDcost 
of NEM11 or NEM22. In case that the RDcost of NEM1 is equal to or less than that of 
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NEM2, the proposed method considers NEM11, otherwise NEM22 is considered as an 
additional pmode candidate. Therefore, in this case, five pmode candidates are used. 

Consequently, one of {DC, PEM}, {DC, PEM, NEM1, NEM2}, {DC, PEM, NEM1, 
NEM2, NEM11}, and {DC, PEM, NEM1, NEM2, NEM22} is considered as selective 
pmode candidates for intra4×4 in the proposed method. 

3.2   Mode Decision in Intra16×16 and Chromaintra8×8 

In order to reduce the complexity of intra16×16, the proposed method restricts 
selective pmodes according to the results of intra4×4. Among the best pmodes of 
sixteen 4×4 blocks in intra4×4, the numbers of pmodes with DC, vertical, and 
horizontal prediction directions are defined as num(DC), num(V), num(H), 
respectively. And also the sum of the numbers of pmodes with diagonal-down-left 
and diagonal-down-right prediction directions is defined as num(P). If num(DC) is 
more than 80% of the number of counted blocks, the proposed method does not 
consider any other pmodes of intra16×16. Otherwise, one additional pmode which has 
maximum counted values is considered. Therefore, in intra16×16, the proposed 
method considers two pmodes at most. 

For a chromaintra8×8 mode, the proposed method set the candidate pmode to DC. 
Then, the second candidate pmode is to the best pmode of intra16×16. If the best 
pmode of intra16×16 is DC, then the proposed method considers only DC as pmode. 
Therefore, similarly to intra16×16, the proposed method considers two pmodes in 
chromaintra8×8 at most. 

4   Simulation Results 

For the purpose of evaluation, the public reference encoder JVT Model was used. The 
reference software was tested on an Intel Pentium-IV based computer with 1,024 MB 
RAM under the Windows XP Professional operating system. 

This simulation used RDO, quantization parameters (QP) of 20 to 30. The 
simulation was performed on six standard video sequences with different sizes. These 
included Coastguard (176×144), Table Tennis (176×144), Container (352×288), 
News (352×288), Mobcal (1280×720), and Shields (1280×720). The first 10 frames 
of each of these sequences were encoded to intra-frames only. The performance of the  
 

 

Fig. 1. Comparison of encoding time saving ratio when using Park’s (78%), Pan’s (67%) and 
our method (82%) 
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proposed method was compared with Park’s method [4], Pan’s method [5] and the 
reference implementation (JM 10.1). 

Fig. 1 compares encoding time saving ratio compared with the reference 
implementation. As shown in this figure, total encoding time can save about 82% 
when using the proposed method. Though there is similar to or less PSNR drop and 
bitrate increase, the proposed method can save more encoding time than other two 
methods. 

5   Conclusions 

In this paper, a fast prediction mode selection in intra-frames is proposed by using the 
reduction method of the number of RDO process. For intra4×4, the edge information 
of the interested pixels is applied to figure out the best pmode, and for the intra16×16, 
the sixteen best modes of 4×4 sub-blocks are exploited to find the best pmode. Also, 
the best pmode of intra16×16 is referred to choose the best mode of a chromaintra8×8 
block. When using the proposed method, total encoding time can be alleviated about 
82% with a negligible PSNR drop and a bitrate increase. 
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Abstract. In this paper, a fast global motion estimation method is proposed for 
panoramic video coding. This method accelerates the procedure of global 
motion estimation (GME) during inter-frame prediction by using two 
techniques: 1) a compact motion model, which uses only three motion 
parameters to represent accurately the global motion among the successive 
panoramic frames. 2) A GME filter, which filters the blocks unreliable and 
contributing less to the GME, based on a threshold method. The experimental 
results show the proposed fast global motion estimation method manages to 
speed up the processing of estimating the motion vector field while maintaining 
the coding performance.  

Keywords: global motion estimation (GME), motion model. 

1   Introduction 

The changes among successive panoramic frames are mainly caused by camera 
motions, such as translation and zooming. These camera motions are global motions. 
In previous work, some polynomial motion models [1]-[4] have been proposed to 
represent such global motions. These polynomial motion models can produce better 
quality of predicted image than the conventional translational-only motion model. 
However, computing costly is a disadvantage of applying these polynomial motion 
models. To overcome this problem, this paper proposes a compact motion model and 
a GME filter to simplify the GME in panoramic video coding. 

2   Three-Parameter Motion Model 

Considering in the panoramic video, the main global motions are camera translation 
and zooming. It is not necessary to employ complex motion models which consume 
much more computing, but the gain of the coding performance is not much better. In 
this paper, a 3-parameter motion model showed in following equations is proposed to 
simplify the processing of the GME while maintaining the accuracy of the global 
motion predicted compensation. 
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1 2

1 3

x a x a

y a y a

Δ = +
Δ = +

. (1) 

Where (x, y) refer to the coordinates of the center point pixel in the current block, 
( ,x yΔ Δ ) refer to the motion vectors of the current block. a1 denotes the zooming 

motion parameter both on X coordination and Y coordination, because the focus 
parameters of the camera in the horizontal direction and the vertical direction are the 
same. a2 denotes the translational motion parameter on the horizontal direction as well 
as a3 denotes the translational motion parameter on the vertical direction.  

Compared with the 4-parameter motion model proposed by Wu and Kittler [1], the 
3-parameter motion model removes the rotation motion parameter, for considering the 
fact that less rotational camera motion occurs in most panoramic videos. 

3   GME Filter 

The main problem GME facing is how to exclude the unreliable and less contributive 
blocks from the GME effectively. These unreliable blocks mainly come from the 
smooth region and the moving objects in the foreground.  

3.1   Filter the Smooth Region Blocks 

In our scheme, the proposed filter is used to find out the blocks in smooth region 
before performing the GME. The principle of the proposed filter is to differentiate the 
smooth region blocks from all of the blocks by comparing the image intensity of the 
current block with a set threshold. The image intensity GB of the current block B can 
be obtained by using following equation: 

,
1 1

m n

B i j
i j

G S m n
= =

= ×∑∑ ,      ,0 255i jS≤ ≤ . (2) 

Where Si, j denotes the image intensity of the pixel (i, j), which is calculated by using a 
Sobel operator [5]. And m×n is the block size. 

The threshold Tg is set according to the following equation: 

1

1
( , )

N

g i g
i

T Max G C
N =

= ∑ . (3) 

Where N is the number of the blocks in the current frame, Gi denotes the image 
intensity of the ith block and Cg is a constant limiting the threshold Tg. The value 
of the Cg is discussed at section 4 by using experimental results. Comparing  
the image intensity of the current block GB with Tg, if GB is smaller than Tg, the 
current block is marked as the smooth region block and is excluded from  
the GME. 
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3.2   Filter the Foreground Blocks 

After filtering the smooth region blocks, an iterative minimization algorithm is used 
to filter the blocks composing the moving object in the foreground. The proposed 
algorithm is divided into following three steps: 

A.   Block match 
Firstly, the motions of the blocks in current frame are estimated by a fast block 
matching algorithm [6], to find out the corresponding blocks in the reference 
frames. And a pair of motion vectors ( ,x yΔ Δ ) of each block are obtained.  

B.   Global motion parameter estimation 
Next, substituting the values of the motion vectors ( ,x yΔ Δ ) into (1) to calculate 

motion parameters a1, a2 and a3 of the central point pixel in each block. To 
estimate the values of the global motion parameters in the current frame, a global 
motion error function E is summarized in the following equation: 

2 2
1, 2, 1, 3,

1

(( ) ( ) )
N

k k i k i k i k i
i

E a x a x a y a y
=

= + −Δ + + −Δ∑ . (4) 

Where (a1,k, a2,k, a3,k) denote the kth set motion parameters, k=1~N. (xi, yi) denote 
the coordinates of the center point pixel in the ith block and ( ,i ix yΔ Δ ) denote the 

motion vectors of the ith block. Substituting respectively the N sets of the motion 
parameters into (4), to calculate the global motion error function E. The set of the 
motion parameter which minimizes the function E, i.e. min {E1, E2, E3 ... Ek-1, 
Ek}, is the best result of this iteration.  

C.   Filter the foreground blocks 
In this step, a pair of global motion vectors ( ', 'x yΔ Δ ) of each block can be 

obtained by using the derived global motion parameters a1, a2 and a3 from 
previous step. If the real movement of the ith block is independent from the global 
motion, the global motion vectors ( ', 'i ix yΔ Δ ) of the ith block will be 

distinguished from the motion vectors ( ,i ix yΔ Δ ) which is estimated in the step of 

the block match. An error function Di which measures the discrepancy between 
the real movement of the ith block and the global motion, is given in the following 
equation: 

2 2( ') ( ')i i i i iD x x y y= Δ − Δ + Δ − Δ . (5) 

If Di is greater than a threshold Td defined as following equation, the ith block is 
marked as the foreground block, and is excluded from the GME. 

1

1
( , )

N

d i d
i

T Min D C
N =

= ∑ . (6) 

Where Cd is a constant limiting the threshold Td. The value of the Cd is given in 
section 4. The GME result needs to be refined. Iterating step 2 and step 3 till the 
values of the global motion parameters converge at a stable result. 
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4   Experimental Results 

In the experiments, the proposed techniques are integrated into the H.264/AVC 
reference software JM90 [7]. By coding cylindrical panoramic videos [8] with various 
formats, we can conclude that when the Cg is set as 105 in (3) and Cd is set as 2 in (6), 
the proposed GME filter can work effectively and maintain the accuracy of the GME 
in panoramic video coding. Compared with traditional scheme, the statistical results 
show that the proposed scheme speeds up the GME by 186%. In addition, the 
experimental results also prove that the proposed GME filter is a low complexity 
algorithm which only occupies small part of the total computing time. 

5   Conclusion 

This paper proposed a fast global motion estimation method for panoramic video 
coding. The main contribution of the presented work is the compact motion model 
and the effective GME filter. The GME filter also accommodates other motion 
models and can be integrated into the existing coders compatibly. Further work will 
focus on extending the proposed method for coding other virtual reality applications, 
such as light-filed rending and three-dimensional scenes. 
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Abstract. A kind of bisynchronous approach, including two processes of self-
synchronization and additive synchronization, is proposed for audio 
watermarking to get the robust performance. The self-synchronous valley is 
created for watermark location rapidly, and the additive synchronous approach 
is adopted to locate the usable watermarks. Moreover, an adaptive matching 
approach is stated to obtain the final watermark from several candidates. The 
experimental results show that the valleys can be searched rapidly and 
effectively. The approach is robust against most common attacks. 

Keywords: Bisynchronization, Self-synchronization, Adaptive matching, 
Audio watermarking, Robustness, Wavelet. 

1   Introduction 

There are two kinds of synchronous methods, additive synchronous message and self-
synchronization, in locating watermarking. The former is easily implemented but 
weak in desynchronous attack [1,2]. The self-synchronous technology is based on the 
inner features of audio carrier [3]. These feature points only rely on the audio carrier, 
and none of change will bed occurred to the carrier in the synchronous designing 
process. Most of the researches focus on pitch technology [4] with complicated 
extracting process. While Zhang [5] proposed a kind of valley synchronous algorithm 
for effective audio watermarking. Based on the valley approach, an additive 
synchronous approach is followed to form a bisynchronous technology for audio 
watermarking. An adaptive matching approach is stated to measure the additive 
synchronous effects to obtain the final watermark from several watermark candidates. 
The approach is desired to get more robustness to the common attacks to the 
watermarked audio in signal processing and network transmission. 

2   Principle of Bisynchronous Technology 

The bisynchronous principle in audio watermarking is stated in Figure 1.  
The self-synchronous positions V are searched along the audio, and the additive 

synchronous information S is followed behind the valley V. Then, the watermark W is 
followed the S. In order to get robustness to the audio attack, the same S and W are 
hidden behind the valleys for several times. 
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The self-synchronous algorithm is explained in [5] in detail. The valleys can be 
seen as the first guard for the secrets. Owing to different attacks to the secret, 
especially the cropping attacking, even if the synchronous valley has been found, the 
followed secret may be distortion. Then, the extracted information is incorrect. Hence, 
following the synchronous valley, a kind of synchronous signal is added before the 
secret. Only if the adding synchronous position is located, the secret watermarking 
can be argued and obtained. Here, the sequence code is adopted for the adding 
synchronous bits. 

3   Description of Bisynchronous Audio Watermarking Algorithm 

Up to date, the discrete wavelet transforming is most popularly used in multimedia 
watermarking algorithms. The quantization approach is adopted in the DWT for 
watermark embedding and extracting. 

The watermark embedding process is described in Figure 2. 
 

The first three stages in the extraction process are the same as that in data 
embedding process. After the composed secrets (S+W) is obtained, the important 
stage is synchronous code matching. Due to many kinds of attacks, some synchronous 
bits may be damaged. When the matching number is more than half of the number of 
synchronous bits, the secrets are thought of hiding behind the synchronous bits. 
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Fig. 2. Audio watermark embedding process with bisynchronous principle 
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However, this value is always unfit to the actual hiding situation because the 
matching number in extracting process often varied significantly. 

For the synchronous coding matching, the extracted synchronous code will be 
compared with the code when embedding. Supposing the length of synchronous code 
is Ls, Ns is the number of duplicated synchronization segment, the initial synchronous 
code is M={mi|i=1,2,…, Ls}, and the extracted synchronous code is 
M’={m’i|i=1,2,…, Ls}. Then, the matching number Lm is defined as following: 

'| | , 1, 2 , . . . ,m i iL m m i L s= ⊕ =  (1) 

Given a rate Rma for range of matching synchronous codes, the approach is stated 
below.  

(1) Get the lowest tolerable matching number.  If 

( ) 1 , ( 1, 2 , . . . , )
2

s
m s

L
L i i N< + =  (2) 

then declare the failure of the synchronization fragment. 
(2) Find the maximum of extracted synchronization values: 

m a x m a x ( ( ) ) , ( 1 , 2 , . . . , )m sM L i i N= =  (3) 

(3) Obtain the matching range as following: 

{ m a x , m a x }m ar a n g e M R M M= ×  (4) 

(4) Get the number of usable synchronous segments: 

| { ( ) | ( ) } |w m mN L i L i r a n g e M= ∈  (5) 

The rangeM will be adapted with the different value of maxM. When the 
synchronous ability is strong, the maxM often approaches to the Ls, and the secret can 
be extracted accurately. If some of synchronous segments are in distortion, the secret 
can also be corrected through the modification of rangeM. 

The final watermark will be calculated by devoting from the candidates of 
extracted watermark. Supposing Lw is the length of watermark, La(k) is the added 
number of the same bit position k for Nw candidates, then we have the following 
devoting rule: 

1

( ) ( , ) , 1, 2 , . . . ,
wN

a w
j

L k w k j k L
=

= =∑  
(6) 

Then,  

( )
( ) ( 0.5)?1: 0a

w

L k
w k

N
= >  (7) 

4   Experiments and Analysis 

The proposed approach is tested on a 16-bit signed mono music sampled at 44.1 kHz 
with the length of about seconds in the WAVE format. The watermark is 32-bit binary 
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sequence, and the BCH code is (17,7,2). Besides, the parameters of L, limEa, limEb, 
limR and limX are set as 128, 3, 3, 0.1 and 0.1, respectively. And, the Harr wavelet is 
selected to be decomposized at 6 levels.   

Seven typical attacks on the watermarked audio are designed to verify the 
robustness of the algorithm. The six attacks are almost the same stated in [5]. The 
performance of common attacks shows robust in MP3 coding, re-sampling, re-coding, 
re-quantization, echo delay and adding noise of the bisynchronous technology. 

For the cropping attack, the waveform is separated as 4 parts of P1, P2, P3 and P4.  
The ability against cropping is very strong, as shown in Table 1.  

Table 1. Cropping results to the watermarked audio 

Cut parts Valley number Lm Adaptive matching BER 
P2+P3 5 31, 31, 63, 35, 32 63 0 
P3+P4 4 63, 29, 63, 63 63, 63, 63 0 
P2+P3+P4 2 32, 63 63 0 
P1+P2 3 34, 21, 32 34 0.39 

5   Conclusion 

A bisynchronous algorithm is presented for audio watermarking with strong 
robustness against the attacks of cropping and common signal processing. The 
synchronous valley approach can help searching the secret locations accurately, and 
the adaptive matching approach is effective in finding usable candidates of 
watermark.  
 
Acknowledgments. This work is supported by the Funding Project for Academic 
Human Resources Development in Institutions of Higher Learning Under the 
Jurisdiction of Beijing Municipality. 

References 

1. Gomes, L. d. C.T., et al.: Audio Watermarking and Fingerprinting for Which Applications? 
Journal of New Music Research 32(1), 65–82 (2003) 

2. Kirovski, D., Attias, H.: Audio Watermark Robustness to Desynchronization via Beat 
Dectection. In: Proc. of the Int. Conf. on Information Hiding, pp. 160–176 (2002) 

3. Coumou, D.J., Sharma, G.: Watermark synchronization for feature-based embedding: 
Application o speech. In: IEEE ICME (2006) 

4. Celik, M., Sharma, G., Tekalp, A.M.: Pitch and duration modification for speech 
watermarking. In: Proc IEEE ICASSP, vol. II, pp. 117–120 (March 2005) 

5. Zhang, X., Yin, X.: Feature-based self-synchronous audio watermarking 
technology. In: ICIP 2007. Workshop of NPC07, Dalian, China (September 2007) 



H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 429–432, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Design and Implementation of Steganographic Speech 
Telephone 

Zongyuan Deng, Zhen Yang, Xi Shao 
Ning Xu, Chao Wu, and Haiyan Guo 

Nanjing University of Posts and Telecommunications, 
210003 Nanjing, China 

{y050919,yangz, shaoxi, y050921, y050922, y050902}@njupt.edu.cn 

Abstract. This paper explains the work to design an information hiding based 
secure communication system, named covert speech telephone (CST). The 
overall system is designed over the internet using UDP protocol. Based on a 
GUI (graphical user interface) software, CST is possible to execute two 
optional secure modes. It is a completely digital system with high speech 
quality. Practical effects show that CST can meet the requirement of real-time 
secure communication. This new technique can effectively guarantee 
information security in VoIP system.  

Keywords: steganography, information hiding, Least Significant Bit (LSB). 

1   Introduction 

Different from conventional encryption-based secure communication [1], this paper 
explores the technique of information hiding to guarantee communicating securely 
by concealing both the contents of information and its existence during the 
transmission process [2], which ensures that it is not easy to detect the presence of a 
secret in the mixed message. The main strength of this paper is that we have 
implemented the whole system. We will discuss the detailed descriptions in the 
following section. 

2   System Architecture 

2.1   Proposed Steganographic Scheme 

Based on the stegonagraphic and watermarking ideas, we successfully design two 
approaches optional for real-time CST.  

Figure 1 shows the proposed schematic diagram. It can be readily seen from the 
figure that the first approach is the prevailing LSB-based (Least Significant Bit 
Substitution) steganograchic method [3] combined with modified CELP (Code 
Excitation Linear Prediction) codec. In addition, CST applies the technique of 
scrambling to improve security. 

,
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Fig. 1. CST Modular 

To meet the requirement of real-time software implementation, some modifications 
is done on the basis of ITU G.729A [4]. These modifications do not obviously 
degrade the speech quality. Instead of applying a pre-selection process, the proposed 
scheme directly searches the optimum pitch gain by minimizing equation 1. 

zyzxyxzzyyxxzyx TTTTT
cpcpc

T
pcp ggggggggE 222222

+−−++=−−=  . (1) 

Where x is the target vector, y is the filtered adaptive-codebook vector, and z is the 
filtered fixed codebook vector, gp is the gain of adaptive-codebook, and gc is the gain 
of fixed-codebook [4]. 

In addition, we also simplify the construct of matrix Ф in the subroutine of 
algebraic codebook search. 

As viewed above, the most difficulty of the real-time voice information hiding 
system lies in real-time processing. On the other hand, many transparency and robust 
watermarking schemes suggest us converting the real-time steganographic message to 
watermarking information and using robust data hiding scheme to implement the 
steganographic system. Thus, the second idea is to use speech recognition (so the data 
rate is reduced dramatically) followed by a watermarking system to add the data to 
the non-secret speech. From the perspective of information theory, the reason why 
speech recognition can compress data is that human speech consists of both 
semanteme and some identity information of the speaker such as tone and emotion. In 
military secure communication system, these characteristics of speaker are redundant 
compared to the semanteme which is possible to be discarded. However, the accuracy 
of speech recognition cannot be guaranteed to be perfectly accurate at present. 
Therefore, we can make reasonable assumption that for military purpose, the 
transmitted orders are possible to be limited in definite vocabularies or phrases. In 
such scenario, the speech recognition algorithm is possible to reach high accuracy. In 
addition, a synthesized decision-feedback system is applied to avoid the false 
recognition. This system synthesizes speech according to the former recognition 
result, followed by a yes-or-no verification procedure. Generally, the recognition 
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system can possibly achieve 100% recognition accuracy with the yes-or-no 
verification procedure. The subsequent information hiding step is not executed unless 
the verification result is “yes”. 

An improved watermarking algorithm is proposed which adaptively chooses 
embedding locations and applies the multi-nary modulation technique. The main 
differences between the traditional algorithm and the proposed algorithm are 
manifolds: (1) Embedded locations are varied by adaptively searching, which is 
controlled by an encryption key (K2). (2) For every embedded location selected, 
multi-states can be transmitted (i.e. four codes states for one modification). In this 
way, multi-nary modulation system can increase the embedding efficiency. (3) The 
proposed approach makes full use of the characteristic of human auditory system 
(HAS) to realize robustness against various interferences. Its detailed discussion 
appears in [5]. 

2.2   User Guide 

CST is designed to work over the internet in accordance to the fast developing of real-
time communication over internet in recent years. It focuses on applying various 
techniques of speech signal processing to ensure covert communication. It commonly 
consists of a voice fingerprint authorized system and a disguised communication 
system.  

 

Fig. 2. Communication Interface of CST 

Authorized user only needs to have a PC installed with CST-GUI software and 
follow the instructions. Then, secure connection is established using UDP protocol. 
CST works in full-duplex communication mode. This system only uses the μ/a-law 
based speech as the cover signal at 64kbps. As the system starts, user should pass the 
voice-fingerprint authentication procedure. We use the VQ-GMM-based approach for 
speaker identification in CST. Its detailed discussion can be found in [6]. 
Authenticated by the proposed system, the authorized user is possible to speak secret 



432 Z. Deng et al. 

message via the transmitting interface shown in figure 2. The experimental results 
show the imperceptibility and robustness of the proposed watermarking system. It 
also is shown to be effective against steganalysis techniques [5]. 

3   Conclusion 

In this paper, we present a novel covert speech communication system (CST). One 
approach uses LSB-based technique. In another way, the secret speech signal is 
converted into a sequence of indexes using a speech recognition algorithm. Then, this 
sequence of indices is embedded into a cover speech signal using a robust 
watermarking algorithm. At the receiver, the embedded data is retrieved and speech is 
synthesized from code book indices. Practical performance shows that CST can meet 
the requirement of real-time secure communication. 
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Abstract. Temporal attacks will affect temporal synchronization signals loss. In 
this paper, we propose a low complexity temporal synchronization recovery 
method using local variance statistics in each group of picture (GOP), which is 
regarded as the feature parameters and sent as side information to recover 
synchronization signals. The temporal distortions can be identified by 
comparision of the feature parameters and the feature statistics of the received 
watermarked video data. Simulation results show that the proposed method is 
more robust against temporal attacks. 

Keywords: Temporal attacks, synchronization, temporal distortions. 

1   Introduction 

Digital watermarking has been recognized as a helpful technology for copyright 
protection. However many video watermarking techniques are sensitive to 
synchronization attacks, e.g. dropping, insertion, and transposition [1]-[3]. Most of 
watermark extraction methods will fail to extract watermarks from incorrect frames 
after synchronization attacks. Therefore, the temporal synchronization is an important 
process of detecting the proper order of video frames [4]-[5]. 

Some video watermarking methods include embedding auxiliary synchronization 
signals into video sequences. Wang and Pearmain [4] partitioned video sequence into 
N scenes, then added the same redundancy bits against frame dropping in each frame 
within the same scene. Pickering et al. [5] changed the reordering key every N frames 
against frame dropping. Unfortunately, these techniques are weak against 
transposition and the same redundancy bits are easily removed by attacks.    

In this paper, we propose a local variance statistics (LVS) method to process re-
synchronization at the watermarking extraction end. The temporal synchronization 
mechanism is based on feature statistics, which are regarded as the synchronization 
signal and sent as side information. Furthermore, the synchronization mechanism can 
be used with a wide class of current video watermarking techniques. 
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2   Synchronization Feature Extraction 

This work presents a feature extraction method based on local variance statistics 
(LVS) in order to obtain effective features in each frame. The feature parameters C in 
each frame can be extracted by LVS and recorded shown in Fig. 1. The detailed LVS 
process is described in Section 2.1. 

( )LVSC j

2σ

 
Fig. 1. The block diagram of local variance statistics 

2.1   Local Variance Statistics  

The successive video frames characteristics are very similar, but block features in 
local regions may be different from each other. Therefore, each frame can be 
identified by these block features.  

The LVS process contains three block diagrams: block partition, local variance 
calculation and local variance statistics, as shown in Fig. 1. Each video frame is 
partitioned into m non-overlapping blocks by block partitions, with each block having 
n pixels, and then the block feature is extracted from its statistical characteristic using 

local variance calculation at each block. The local variance { }22
2

2
1

2 ,, mσσσσ …=  is 

calculated and taken as the block feature, which is defined as (1). 
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where Pi(l) is the l-th pixel in the i-th block, ui denotes the local mean in the i-th 
block, and n is the amount of pixels. 

The frame feature )( jCLVS  evaluates the statistical characteristics of local 

variance from all blocks in the j-th frame 
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where jσ~   represents  the average of all blocks’ local variances in j-th frame, 
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2
iσ represents the local variance in the i-th block, and m is the amount of blocks.  

3   Temporal Re-synchronization  

The received watermarked video stream is recovered back to the video sequence in 
the pixel domain by video decoding. Then the feature parameters C’ are extracted. 
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The feature extraction process is the same as the embedding end, which was described 
in section 2.1. In the temporal detection procedure, the temporal recovery indexes T 
are used in re-synchronization processes in order to recover proper frame orders. The 
index T can be obtained by comparing C’ and the received C. Details of temporal 
detection processes are described in Section 3.1.  

3.1   Temporal Detection 

The square errors, which are denoted 2'' )(),( CCCCDSE −= , between the received 

feature parameters C and the uncertain feature parameters C’ in the received video are 
calculated. And then the temporal index parameter Tj in j-frame is determined by the 
minimum DSE. The temporal recovery indexes T, which are defined by (4), are used to 
recover the proper frame order in the re-synchronization procedure. 

'

{1,..., }
;   min ( , );  for all jj j SE i j

i N
T T T D C C

∈
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⎩ ⎭
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4   Simulation Results  

The temporal attacks, such as dropping, insertion, and transposition, are used to 
measure the temporal synchronization method. In this scheme, two video sequences 
are tested as experimental samples, e.g. Akiyo and Foreman (size of 176x144 and 100 
frames, GOP=10). Re-synchronization with the GOP unit can decrease the amount of 
synchronization parameters, which is transmitted as side information. In these 
simulation cases: the 4-th GOP position is dropped; the 3-th GOP and the 7-th GOP 
positions are transpositions; and the 6-th GOP position is inserted by another GOP. 
Fig. 2 (a)-(b) shows of the effects watermark extraction without temporal re-
synchronization. The NC values are small after temporal attacks. After re-
synchronization processing, the performance of the watermarking system is improved 
significantly, as shown Fig. 3(a)-(b). In Fig. 3(a)-(b), the 4-th GOP is dropped 
information so this situation is denoted NC = 0 in this paper. 
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Fig. 2. Watermark extraction NC results after temporal attacks without the LVS method (a) 
Akiyo (b) Foreman  
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Fig. 3. Watermark extraction NC results after temporal attacks with the LVS method (a) Akiyo 
(b) Foreman 

5   Conclusions  

This work presents a low complexity recovery synchronization method that is 
appropriate for real time applications. Simulation results show that the temporal 
synchronization mechanism can effectively resist temporal attacks. Furthermore, the 
synchronization mechanism can be used with a wide class of current video 
watermarking techniques. 
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Abstract. In this paper, an efficient video watermarking scheme is presented 
through modifying the third decoded luminance differential DC component 
in each selected macro block. The modification is implemented by binary 
dither modulation with adaptive quantization step. The proposed scheme is 
based on the observation that luminance differential DC components inside 
one macro block are generally space correlated, so the quantization step can 
be adjusted according to adjacent differential components, to utilize 
properties of human visual system (HVS). This method is very robust to gain 
attacks since amplitude scaling will have the same effect on differential 
components and the quantization step. Experimental results show that it  
can be implemented in real time with better visual quality than 
uniform-quantizing scheme. 

Keywords: Video watermarking, real-time embedding, luminance differential 
DC coefficient, binary dither modulation, adaptive quantization step.  

1   Introduction  

Video watermarking is gaining popularity in information hiding community, along 
with rapid development of video industry [1~3]. However, some image-level schemes 
are not preferable when it comes to real-time embedding situations such as user 
labeling in VOD (video on demand) service, which requires instant operation on 
compression coded data with tolerable delay. In order to make better tradeoff among 
robustness, complexity, security and perceptibility [3~5], this paper exploits 
adjustment in differential DC components and presents an efficient video 
watermarking scheme with luminance differential DC coefficient modification. Only 
three VLC (variable length code) code words of the selected macro blocks’ differential 
DC coefficients are decoded and two of them are modified. The modification is 
implemented by performing binary dither modulation on one differential DC 
coefficient, and the quantization step is made self-adaptive according to the 
neighboring unchanged two inside the same macro block. 
                                                           
* Supported by the National Natural Science Foundation of China (No.60702042). 
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2   Differential DC Coefficient Modification Model  

Certain video compression codec standards, such as MPEG-2, MPEG-4, H.264, apply 
DCT to original sequential pictures on block level, and DC coefficients are handled 
with DPCM (differential pulse code modulation) before being encoded into VLC code 
words. Take MPEG-2 for example, Fig.1 (L) shows the predicting relation of four 
luminance (Y component) DC coefficients (after quantization), denoted as DC1, DC2, 
DC3, DC4, inside one 16×16 macro block, with corresponding VLC code words 
representing diff1=DC1-DC4’, diff2=DC2-DC1, diff3=DC3-DC2, diff4=DC4-DC3. 

The differential DC coefficient modification model is constructed based on the 
observation and experimental statistics, that in an I frame, luminance differential DC 
components inside one macro block are generally space correlated, as depicted in Fig.1 
(R). For an explicit expression, the relation of three selected luminance differential DC 
components, diff2, diff3, and diff4, in one macro block is formulated with the 
following equation.  

)234(3 diffdiffdiffdiff −+∗≈ α ,  (1) 

whereαis a proportional factor (around 0.7 for most tested macro blocks). 

   

Fig. 1. Predicting relation of DC coefficients(L); Estimation of differential DC components(R) 

Provided with above estimating relation, it is feasible to make the quantization step 
self-adaptive. 

|)234(0| diffdiffdiffqq −+∗= ,  (2) 

where q0 is a pre-determined scaling factor and q is the quantization step. |x| denotes 
the absolute value of x. Then diff3 is modified through binary dither modulation[4]. 
After modifying diff3, diff4 is modified to keep the original value of DC4 and not to 
influence the DC coefficients in following blocks: 

'334'4 diffdiffdiffdiff −+= .  (3) 

In this way, the quantization step, q, is constrained by (diff4+diff3) and –diff2. Both 
fidelity assurance and blind extraction are achieved, since only DC3 is actually 
modified and the quantization step can be accurately retrieved by the unchanged DC1, 
DC2 and DC4. Another advantage to apply dither modulation to differential DC 
components is that it is very robust to gain attacks [5], because amplitude scaling will 
have the same effect on diff2, diff3’, diff4’ and hence q. 
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3   Watermark Embedding and Extracting  

Detailed embedding procedure is described as follows.  

1) Obtain L-bit binary original message, and encrypt it by exclusive-or operation 
with the template generating seed, S, to get the watermark data to be embedded, W.  

2) Use S to generate L templates containing random ‘0’ and ‘1’ signals, each 
template contains N signals, the same size with the m-block number of each I frame.  

3) For the i-th I frame to be embedded, select macro blocks with signal ‘1’ in the 
same position in the i-th template.  

4) For each selected macro block, decode the three luminance differential DC 
coefficients’ VLC code words to get diff2, diff3, diff4.  

5) Calculate the quantization step q according to equation (2).  
6) Modify diff3 and diff4 according to the i-th bit value of W.  
7) Encode diff3’, diff4’ back to VLC code words and produce the embedded video.  

The watermark extracting procedure is similar. Since diff3’+diff4’ is equal to 
diff3+diff4 by equation (3), and diff2 is unchanged, the quantization step, q, is retrieved 
reliable by equation (2). The embedded bit value for each selected macro block is 
determined by the minimum distance criterion [4]. And the i-th bit value of W is 
identical to the majority of these bit values extracted from the i-th I fame. 

4   Implementation of the Proposed Scheme  

The proposed scheme is applied to four MPEG-2 video sequences, Flower garden 
(704×480, 6M bps), Mobile (704×480, 6M bps), Susan (352×240, 1.5M bps) and Table 
tennis (352×240, 1.5M bps), and compared with uniform-quantizing scheme.  

In this experiment, q0 is set to 0.1 and 0.4 separately, for different embedding 
intensity test. The encrypted message is successfully extracted under both 
circumstances. Visual quality is greatly improved if proper upper bound is set for the 
quantization step, e.g., when the upper bound is 30.0, the visual quality of embedded 
Susan with q0=2.0 is equivalent to the non-limited embedded one with q0=0.1. 

Table 1. MSE and PSNR (dB) calculation for the proposed scheme (upper MSE/PSNR) and the 
uniform-quantizing scheme (lower MSE/PSNR). Increased data size (byte) in embedded 
MPEG-2 files with the proposed scheme is provided in the last row.  

Flower garden Mobile Susan Table tennis 
Y pictures 

q0=0.1 q0=0.4 q0=0.1 q0=0.4 q0=0.1 q0=0.4 q0=0.1 q0=0.4 

MSE 17.344 25.321 23.403 34.663 2.432 3.103 6.422 7.005 

PSNR 35.739  34.096 34.438  32.732 44.271 43.212 40.054 39.677 

MSE 25.213 38.870 35.601 59.101 3.144 4.749 6.369 10.562 

PSNR 34.115 32.235 32.616 30.415 43.156 41.365 40.090 37.894 

Size 
increase 

-39 -71 -111 -79 -6 9 28 21 
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The proposed scheme and the uniform-quantizing one is compared through 
calculating the PSNR and MSE of the embedded data. For each scheme, the embedded 
and non-embedded MPEG-2 sequences are converted to YUV files and the correlations 
of their Y pictures are computed respectively. The experimental data in Table 1 show 
that the visual quality of the embedded pictures with the proposed scheme is satisfied, 
with smaller MSE and higher PSNR (about 2dB) than conventional one using uniform 
quantization step. This scheme can also be applied to other video format with similar 
compression coding mechanism. 

5   Conclusion  

In this paper, an efficient video watermarking scheme is presented with luminance 
differential DC coefficient modification. The modification is implemented by binary 
dither modulation without resorting to original DC coefficients, and the quantization 
step is made self-adaptive, according to the modified component’s two neighbors. 
Thus visual quality of the embedded video is well maintained, while the provable 
robustness of dither modulation technology is reserved.  

Experimental results verify the estimation relation of adjacent luminance 
differential DC components and display the superiority of the proposed scheme to 
conventional one using uniform quantization step. Watermark embedding and 
extracting procedures are based on independent macro blocks, and can easily be 
integrated with the video encoder and decoder. Therefore, it is suitable for real-time 
applications such as user labeling in VOD service, multimedia retrieval, and so on. 
More accurate formulation for the correlation of differential DC components and 
quantitative analysis on maximum embedding intensity are included in the future 
work.  
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Abstract. We propose a novel block-based symmetric encryption system based 
on an n-array of independently iterated chaotic logistic maps with global and 
local feedback as a diffusion process. Local feedback represents the temporal 
evolution of a single map, while global feedback represents the temporal 
evolution of the whole system (cross-map evolution). For security, the 
cryptosystem periodically modifies its internal configuration using a three-level 
random perturbation scheme, one at system-key (reset operation) and two at 
map array level (to increase the chaotic cycle length of the system). An analysis 
of the proposed scheme regarding its vulnerability to attacks, statistical 
properties and implementation performance is presented. To the best of our 
knowledge we provide a simple and secure scheme with the fastest software 
implementation reported in the literature.  

Keywords: Discrete chaotic encryption, Block ciphers, symmetric encryption. 

1   Introduction 

Building secure multimedia communications demand new challenges difficult to 
handle by currently adopted encryption schemes (DES, RSA, AES, and IDEA) [1, 2]. 
Multimedia requires the processing of huge amounts of information at speeds going 
from Kilobits/sec (Kbs) to the order of Megabits/sec (Mbs), in particular those 
applications involving real-time audio and video transmission. Discrete chaotic 
dynamical systems (DCS) have been used since late 80’s, but few proposals have 
emerged for voice and video data encryption (with limited real-time capabilities) [3-
6]. Considering this, we propose a novel symmetric encryption system based on an n-
array of independently iterated chaotic maps, along with a three-level periodic 
perturbation and a two-mode feedback (global and local feedback) for real-time 
multimedia communications. The perturbation scheme changes current system 
condition by modifying the system-key and the trajectory of the chaotic maps to 
increase system security against statistical and differential attacks. The system key is 
periodically modified using a random number generator, while every map trajectory is 
modified using the system’s output itself (ciphertext) rather than a predefined 
perturbation equation. Since chaotic maps are iterated independently, ciphertext inter-
dependency is created by adding global and local feedback to current ciphertext value. 
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Global feedback represents the temporal evolution of the entire system, while local 
feedback represents the temporal evolution of a single map.  

2   Proposed Chaotic Encryption Scheme 

Our scheme can be split into three main components: 

A) System-key Generation: An initial seed is first created and used for the 
generation of the system-key (K) using a random number generator (RNG). For 
security, K is constantly modified using both fixed and forced updates. Fixed key 
update is part of the three-level perturbation scheme in which K is replaced 
periodically using RNG after a random number of iterations. Forced updates on the 
other hand are used as a resynchronization process between cipher and decipher in the 
case of data errors during transmission (or when security is compromised).  
B) Encryption System: Once K of size 128≥B   bits is generated, it is divided into 
2n equal parts, where each part is used to initialize a corresponding system variable 
and parameter of the n-array of logistic maps as follows: 
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where Xi,0 and λi are the ith map variable initial condition and parameter respectively, 
h8 is the number of digits in the largest decimal number represented by B/8 bits 

( )2.(010/)( 8/8 BhkK = ), ba ⊕  term is the exclusive-OR (XOR) of the most (a) 

and least (b) significant bits of K(2i) having both equal size bit representation of B/4n.  
Xi,0 and K are de-correlated by iterating Xi,0, ni ≤≤1  a random number of times RT 
over all maps:  
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Even a one-bit change in K, will generate a completely different map orbits, which in 

turn generates different ciphertexts. Once Xi,j and iλ values have been obtained, the n-

array of logistic maps can be written as:  

},...3,2,1{],1.[. 1,1,, niXXX jijiiji ∈−= −−λ                   (4) 

where i and j represent the map and state indexes respectively. For a fixed state j, n 
map variables are obtained to encrypt their corresponding plaintext of size B/n using 
the following equation: 
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where k is the cipher iteration index (k = nj), X’ is the corresponding integer 
representation of X using B/n bits, Pk is the kth plaintext input, Ci-1,k is the previous 
cyphertext output (i-1) of the current iteration (kth), and Ci,k-1 is the previous 
cyphertext output of the same ith map, but from the (k-1) iteration. A total of B bits are 
encrypted per state iteration (B/n encrypted bits per map). Ci-1,k and Ci,k-1 represent the 
global and local feedback respectively. The security of the system is increased by 
sending out not Ci,k, but its perturbation: 
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Therefore, decipher cannot use p
kiC ,

directly to find its corresponding plaintext, it 

needs to know '
TX . For performance reasons we defined eq.5 as simple as possible, 

but it is possible to increase its complexity by adding more terms or combinations 
involving '

, kiX . The corresponding decryption system is: 
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C) Three-Level Perturbation Scheme: To increase the cycle length of  logistic 
maps, a three-level periodic perturbation scheme is proposed. In the first perturbation 
level, the trajectory of every map is slightly modified to increase its cycle length [5, 
20] as follows: 
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where Cn,j(i) is the ith element of the global feedback Cn,j with size B/4n bits, at the 

current state j. We post-process p
jiX ,  so that its first digit after the decimal point stays 

the same as in jiX , ; therefore 1
,, 10)( −<− ji

p
ji XXabs .  

The second level perturbation replaces each map system variable by the resultant state 
of cross-iterating its value using all maps (same process as in eq. 3). For the ith map in 
state j, its new system variable is obtained by:  
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New system variables are influenced by all maps, the output of the ith map is the input 
of the [(i+1) mod n]+1 map and so on and so forth. Third level perturbation replaces 
current system-key every random number of iterations. Every time the system-key is 
updated, the new key is sent to decipher to update system maps variables and 
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parameters. The cycle of the perturbations represented by PTi, 31 ≤≤ i , can be 
randomly selected.  

3   Experimental Results and Conclusions 

Our proposed scheme is flexible regarding the system-key size and number of chaotic 
maps used for the encryption process, however there must be some congruency 
between their corresponding bit sizes. In general, B (size of K) can be a multiple of m 
bits (Bn) for }32,16,8{∈m , and the number of chaotic maps can be at least Bn/m 

(one map per m bits of K) and at the most Bn /8. A recommendation is not to use more 
than 32 bits of K for the generation of Xi0 and λi (16 bits for each value). 

We applied the proposed scheme to multimedia data with different sizes and 
statistical properties with the following setting: B32 =128 bits, n=4 (four logistic 
maps), RT = 20, PT1 = 15 iterations, PT2 = n1 PT1, and PT3= n2PT2, for n1 = n2 = 3. 
Fig.1a shows the histograms of plaintext and corresponding ciperhtext using two 
randomly chosen keys to prove statistical independence of the scheme. In all cases, 
the ciphertext histogram is uniform and independently of the shape of the plaintext 
histogram and system-key. As an average over all data files, 99.6% of the total bytes 
and 50% of the total bits were changed during the encryption process. The response of 
the scheme to slight changes (flipping of the least significant bit) of the system-key is 
immediate (Fig.1b), diverging drastically from the original sequence. Same behavior 
is found when the perturbation scheme is applied. To additionally complicate things 
out under an opponent attack, the correspondent random variable XT (see eq. 6) is 
added to current ciphertext output; so in the case of an attack the opponent never has 
access to the real ciphertext values. If the opponent chooses brute force attack instead,  
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Fig. 1. (a) Histogram of plaintext (left column) and corresponding ciphertext for two different 
system-keys (middle and right columns). (b) Sensitivity to system key changes. Plaintext 
(circled continues line) encrypted with two different keys. 
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it will need to search for at least 2128 ≈ 3.4x1038 key possibilities in our current setting. 
Additionally, there are four more random numbers with 5-bit representation each, RT, 
P1, P2, and P3; so brute force attack will need to consider a total space analysis of 
(2128).(220). Finally, a C-language implementation of the cipher system on a 940Mhz 
Pentium®-III, with 190Mb of memory running Linux version 2.4.20-28.9, shows an 
average speed of 230Mbs (Megabits/sec); which is way faster than any other scheme 
reported in the literature. These reported speeds are fast enough for real-time 
multimedia communications. 
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Abstract. We present an image authentication scheme based on feature 
extraction and codeword clustering in this paper. The two-level detections can 
be performed progressively based on the requirements of the authenticator. In 
order to generate these two-level authentication codes, the quad-tree 
segmentation and clustered VQ techniques are used. Using the first-level 
authentication code, the malicious tampered areas can be detected and located. 
In the second-level, it not only provides a more rigid detection of tampered 
areas but also can further remedy them. According to the experimental results, 
our scheme can correctly detect the malicious tampering and tolerate some 
incidental modifications, and then successfully remedy the tampered area. In 
addition, the space cost of authentication code is quite little.  

Keywords: Image authentication, quad-tree segmentation, tampering detection. 

1   Introduction 

Digital signature is one of those that can protect the integrity of images [1–3]. To 
store the authentication code as an independent file better than embeds it into the 
image because there is no distortion incurred and the authentication code can be used 
to remedy the tampered area. Hence, a trusted certification authority (CA) is required 
to allow the image owners register their images there by storing the authentication 
code of the image. Most of digital signature schemes are sensitive to the slight 
modification and cannot remedy the tampered area. The incidental modifications are 
usually incurred in the common image applications, such as image compression and 
image enhancement. These processes should be treated as legal processes.  

This paper presents an image authentication scheme based on the digital signature 
approach, which can achieve the goals of malicious tampering detection and remedy 
with lower storage requirement. In the proposed scheme, the quad-tree segmentation 
technique is used to generate first-level authentication code. The second-level 
authentication code is generated by applying vector quantization technique  
with codeword clustering. For detection process, the first-level authentication code 
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(quad-tree structure) is employed to detect the malicious tampering and locate them. 
The second-level authentication code is used for the stricter detection and remedying. 

2   Wang et al.’s Scheme 

Wang et al.’s scheme [3] composes information hiding and the image authentication 
two processes. For information hiding process, first, the grayscale image is divided 
into non-overlapping blocks. Then the quad-tree structure of each block is built. The 
watermark W is permuted by a cryptographic hash function with user’s private key. 
The quad-tree operation is then performed based on similarity rate and computed by 
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, where A and B are two binary images sized 

m×m. aij and bij are two binary elements of image A and B, respectively. 
If the similarity rate of permuted watermark block and original watermark block is 

larger than or equal to a predefined threshold T, then the blocks are determined as 
similar and the quad-tree operation on the block is stopped. Otherwise, the permuted 
watermark block and original watermark block are divided into four equally sized 
quadrants, respectively, and then the same operation is performed individually to each 
pair of quadrants. All the pairs of quadrants will be divided until the quadrants are 
similar to each other, and the generated quad-tree structure is stored for the image 
authentication process. 

For image authentication, first, the authenticator obtains authentication 
information. Then, the candidate image is divided into non-overlapping blocks. Then, 
the permuted watermark is generated by using the hash function with user’s private 
key. Based on the feature of hash function, the watermark can be recovered by 
comparing with the retrieved validity quad-tree and candidate permuted watermark. If 
the candidate permuted watermark is more similar to original watermark, the 
recovered watermark will be more similar to the original watermark. In addition, the 
tampered areas can be located by the recovered watermark. 

The shortcomings of Wang et al.’s scheme: 1) authentication code generation 
highly related to hash function; 2) heavy storage cost requirement for storing 
authentication code. Because hash function design and watermark format, the 
generated quad-tree is nearly a complete tree. Besides, the tampered areas cannot 
remedy when the area has been detected. 

3   The Proposed Scheme 

The proposed method utilizes quad-tree technique to generate first-level 
authentication code. Initially, two thresholds, THA and k, are preset, and the image is 
divided into non-overlapping blocks of M×M pixels. Here, k is the feature block size. 
The standard deviation σ(Xi) for each block Xi is computed for feature blocks 
extracting. The value of X  denotes the mean of block Xi. THA is used to determine 
the type of Xi. If σ(Xi)<THA, then stops the quad-tree segmentation of Xi, and the type 
of Xi is smooth. Otherwise, Xi is divided into four equally sized quadrants, and to 
examine the type of each quadrant. If quadrant size equals to k and the standard 
deviation of quadrant is larger than or equal to THA, then the type of the quadrant is 
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denoted as a feature block; otherwise, the type of block is smooth. The resulting quad-
tree is stored as the first-level authentication code by the breadth-first traversal order. 

The second-level authentication code is obtained by to computing mean value for 
smooth block, and using vector quantization (VQ) [4, 5] with codeword clustering for 
feature blocks. For economic consideration, the mean value of smooth block is 
quantized by 

*
X = ⎣ X /q⎦. For feature block, a VQ codewords are clustered into NG 

groups using LBG algorithm [5] in order to reduce the storage requirement. Next, 
each feature block is performed by the VQ encoding procedure to find the nearest 
codeword ci, and to record the index of Gj when ci∈Gj.  

For first-level detection, the authenticator obtains the first-level authentication code 
of the candidate image. The tampered blocks can be found by comparing the 
authentication codes from candidate image and the trusted certification authority. For 
second-level detection, the detection can be done by finding the difference between 
the second-level authentication codes from candidate image and trusted certification 
authority. THB is a predefined threshold for avoiding the incidental modifications on 
smooth blocks. X ’ denotes the quantized mean value of the candidate smooth block. 
If | X ’- X *|>THB, then the block is tampered. For the feature block detection, if the 
corresponding group index is not identical to its signature, then the block is tampered. 
Note that the blocks that have passed the first-level detection are still required to be 
checked again in the second-level. 

The second-level authentication code is used to remedy the tampered blocks. For 
the smooth blocks, X

# = X
* × q is used to remedy the tampered smooth block. 

Moreover, the tampered feature block is remedy by randomly choose a codeword in 
the corresponding group. 

4   Experiments 

Six grayscale images of 512×512 pixels used in these experiments. Peak signal-to-
noise-ratio (PSNR) is used to measure the remedied image quality. Figs. 1(a)-(f) 
present the tampered images, and the PSNRs of tempered images are 25.26 dB, 31.19 
dB, 31.66 dB, 28.69 dB, 24.49 db, and 34.49 dB, respectively. In our experimental 
results, the proposed method not only detected both adding object and erasing object 
but also remedied the tampered areas. Figs. 1(g)-(l) show the remedied images with 
the PSNR values: 34.32 dB, 38.19 dB, 40.59 dB, 41.38 dB, 35.36 dB, and 41.39 dB, 
respectively. The corresponding parameters THA, NG, k, and THB are set as 8, 32, 4, 
and 10, respectively. Note that all tampered areas can be remedied using the second-
level authentication code. Comparing Wang et al.’s method with the proposed 
scheme, only the proposed method can remedy the tampered areas. The quad-tree 
structure space cost of Wang et al.’s scheme requires an average of 1.3 bits/pixel. Our 
scheme needs only 0.03 to 0.06 bits/pixel to store the first-level authentication code. 
Furthermore, the second-level authentication code only requires 0.1 to 0.3 bits/pixel. 
Hence, the storage cost of the authentication codes in the proposed method is quite 
low. In the proposed scheme, several parameters are used to control performance. We 
set THB, k, and NG to 10, 4, and 32, respectively. The storage cost has significant 
reduced when THA increases. The lower THA and k will increase the remedied image 
quality, and the larger NG increases the remedied image quality. 



 A Remediable Image Authentication Scheme 449 

  
(a) Boats  (b) Cars (c) Goldhill  (d) Jet(F16)  (e) Lena (f) Sailboat 

  
(g) Boat  (h) Cars  (i) Goldhill  (j) Jet(F16) (k) Lena (l) Sailboat 

Fig. 1. Test images and results: (a)-(f) tampered images; (g)-(l) remedied images 

5   Conclusions 

This paper presents an image authentication scheme that provides two levels of 
authentication codes to detect malicious tampering and remedy tampered areas. The 
first-level authentication code detects the precise location of tampered areas. The 
second-level authentication code can be applied to detect changes to the image and 
remedy the tampered areas. From the experimental results, the quality of the remedied 
image achieves an average of 38 dB. The proposed method can also be used to filter 
out incidental modifications, such as non-geometric processes. Furthermore, the 
storage costs of the authentication codes are quite low. Our scheme requires only 0.03 
to 0.06 bits/pixel to store the first-level authentication code and 0.1 to 0.3 bits/pixel to 
store the second-level authentication code. As far as trusted third party is concerned, 
the proposed scheme is suitable for large amounts of image registration due to the low 
storage cost. 
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Abstract. We propose an intrinsic-distance based segmentation approach for 
segmenting human body parts in video frames. First, since the human body can 
be seen as a set of articulated parts, we utilize the moving articulated attributes 
to identify body part candidate regions automatically. The candidate regions 
and the background candidate regions are generated by voting and assigned to 
the spatiotemporal volume, which is comprised of frames of the video. Then, 
the intrinsic distance is used to estimate the boundaries of each body part. Our 
intrinsic distance-based segmentation technique is applied in the spatiotemporal 
volume to extract the optimal boundaries of the intrinsic distance in a video and 
obtain segmented frames from the segmented volume. The segmented results 
show that the proposed approach can tolerate incomplete and imprecise 
candidate regions because it provides temporal continuity. Furthermore, it can 
reduce over growing in the original intrinsic distance-based algorithm, since it 
can handle ambiguous pixels. We expect that this research can provide an 
alternative to segmenting a sequence of body parts in a video.  

Keywords: Segmentation, Human body part, Intrinsic distance. 

1   Introduction 

In recent years, the field of computer vision has attracted a great deal of attention due 
to the advances of digital cameras and the new technologies developed in the field of 
multimedia. It can be used in several applications; for example, human motion 
recognition is a practical application. In this particular area, the proposed methods can 
be classified into two categories: 1) methods that recognize human movements based 
on information about the whole body; and 2) methods that separate information about 
the whole body into several body parts to identify and label them. Although many 
good solutions based on the first approach have been proposed, the second category 
remains challenging because of the difficulty of segmenting body parts. Thus, we 
focus on the second category in this paper. In [1], the authors introduced a silhouette-
based approach to label and segment body parts, while a skeleton-based segmentation 
approach was proposed in [2]. In the latter method, the human shape is cut into 
several triangles, the centers of which are linked to the skeleton to segment the body 
parts. Some authors have tried to apply segmentation methods to videos to obtain 
temporal information. For example, in [3], the authors initially use edge templates to 
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detect torsos in video frames. Then, the relations between the torso and the body parts 
are used to search the body parts. However, exact body parts segmentation is very 
difficult using those methods, because of insufficient information of single image. 
Moreover, the appearance of the torso may vary from case to case. In this paper, we 
propose a spatiotemporal framework that yields reasonably good segmentation results 
since it considers both spatial and temporal continuity. We believe this approach 
provides a good alternative to segmenting body parts in a video. In the following 
sections, we describe candidate region location and intrinsic distance-based 
segmentation. We then present some concluding remarks. 

2   Candidate Region Location 

To segment body parts, we locate the candidate region of an articulated part. The 
method used to locate candidate regions is similar to the trajectory extraction method 
we proposed in [4]. The basic concept is that we identify articulated moving objects 
as foreground candidate regions by clustering sampling points with similar motions. 
We also extend our previous approach [4] by adding another voter to provide 
information about the background surrounding the articulated part. The voter is fan-
shaped, but it does not include the center region because that is the object region. 
Moreover, the voting direction is indicated by the gradient direction. 

3   Intrinsic Distance-Based Segmentation 

In [5], Yatziv and Sapiro propose an intrinsic-based colorization method for coloring 
a grayscale image using scribble drawn by a user. The concept is that regions with 
similar luminance and a short intrinsic distance might imply similar chrominance. We 
adopt the concept of the intrinsic distance in our segmentation method. The intrinsic 
distance is defined as follows: 

dppCYtsd
tsC ∫ ⋅∇=

1

0

.
)(min),(

,

 ,  (1) 

where tsC ,  is a curve from point )0(Cs =  to point )1(Ct = , p  is a point along the 

curve, and Y∇  is the gradient of the luminance. To assign the scribble automatically, 
we use the previously extracted candidate regions to provide foreground and 
background scribble. In the original algorithm, the scribble must be chosen carefully 
to ensure that the scribble do not extend beyond the object’s boundaries; however, it 
is difficult to achieve this in an automatic assignment method. Thus, we modify the 
algorithm to compensate for this characteristic. The basic concept is that we delay the 
growing order of the ambiguous pixels which appears in both the foreground and the 
background candidate regions. We think that the delay should depend on the 
probability of the color in the opposite class as shown in Equation (2). 
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where p  is one of the selected pixels in the priority queue; q  is a neighboring pixel of 

p  ; L  is the grayscale intensity of a pixel; dw  is a weight of the delay range; 

backgroundH  and 
foregroundH  are the quantized histograms of the background and 

foreground respectively; and C  is the color of the pixel. In our segmentation 
approach, we first align video frames with a 3D spatiotemporal volume. The volume 
provides temporal continuity that can be used if the scribble is incomplete. First, the 
candidate regions are assigned to this volume by frames. Then, the modified intrinsic 
distance-based algorithm is applied to grow the candidate regions in both the spatial 
and the temporal dimension. After all pixels have been designated to the appropriate 
classes, the grown volume can be seen as a sequence of separated frames that display 
the grown results.  

4   Experiment Results 

In the experiments, we used two video sequences to test the approach. The lengths of 
sequences were 44 and 35 frames respectively. Fig. 1 shows the frames of the testing 
video and the segmentation results. As the figures shown, our approach provided 
reasonably good segmentation results since we considered about both spatial and 
temporal continuity. However, the approach does have some limitations. First, it 
needs sufficient motion to support candidate region identification. Therefore, body 
parts with little motion may be incomplete. To resolve this problem, we may 
accumulate motions until we have sufficient and use a variable-sized volume. The 
second limitation is that trajectory clustering thresholds and the radius of the voting 
region still need to be assigned. However, since the thresholds have some relation to 
the size of the body part, the image difference between frames may provide some 
information about selecting the thresholds. 

 
(a) 

 
(b) 

Fig. 1. The testing video sequences and segmentation results; (a) movement 1; (b) movement 2 
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5   Conclusion 

We have proposed a human body part segmentation framework that automatically 
segments human body parts in videos. First, we cluster sampling points according to 
the moving parts’ articulated attributes. Next, the clustered sampling points locate the 
approximate foreground and background region. The latter can be seen as candidate 
regions and assigned to a spatiotemporal volume. Then, we apply a modified intrinsic 
distance-based segmentation approach to a 3D spatiotemporal volume for determining 
the optimal boundaries of body parts in terms of the intrinsic distance. Although the 
automatically assigned candidate regions might be imprecise and incomplete, our 
modified segmentation approach can tolerate such conditions and still yield good 
segmentation results. In the future, we will conduct further experiments on using 
segmented body parts to recognize human motion. 
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Abstract. This paper proposes a kind of remote rendering method based on 
awareness model. This method takes the additional cost caused by the 
movement of the viewpoint into cost calculation and designs a cost prediction 
algorithm based on the vision field divided by awareness model. The simulation 
results show that the improved method can not only improve the quality of the 
remote rendering, but also make full use of the bandwidth of the network, as 
well as make the remote rendering more fluent when the viewpoint moves fast. 

Keywords: Remote Rendering, Awareness Model, Cost Calculation, Cost 
Prediction. 

1   Introduction 

With the rapid development of network graphics technology and the enlarging of the 
application domain of virtual reality, the remote rendering [1] today has gradually 
become one of the research hotspot in the domain of virtual reality. Remote rendering 
means that remote user renders the virtual scene which stores in the server, and the 
effect is the same as the local rendering. That is, if a client doesn’t have the rendering 
resources, it can download the rendering resources, and then walk through the virtual 
scene stored in the server. The self-adaptability of the remote rendering means that 
the sever optimizes and selectively transmits the resources which the rendering needs 
according to the following factors, including the characteristic of transmitting data, 
network latency, and the rendering characteristic of the client and so on. 

During the remote rendering, the server looks the virtual scene as a set of 3D 
objects. Each of the objects has one or more model representations. The aim of the 
server is to gather the model representation sequence which provides the highest 
quality rendering. The model representation sequence is determined by the cost 
calculation and the cost prediction of the rendering. The existing cost calculation and 
the cost prediction algorithms ignore the added transmitting cost that is caused by 
movement of the viewpoint. Because the algorithm proposed in this paper analyzes 
the added transmitting cost caused by the movement of the viewpoint, the cost 
calculation is more reasonable and the cost prediction is more effective. 
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2   Cost Calculation and Cost Prediction 

2.1   AM-MMOG Awareness Model 

AM-MMOG[2] awareness model is an awareness model based on the behavior 
characteristics of vision. In AM-MMOG, the vision field is divided into 
comprehension area, identification area and detection area. This paper introduces the 
AM-MMOG awareness model into the remote rendering and uses its method for 
dividing the vision field area to divide the vision field area of remote user. In this 
paper nfull is the number of the full models in the comprehension area, nLOD is the 
number of LOD models in the identification area, and nimage is the number of image 
models in the detection area. 

2.2   Cost Calculation and Cost Prediction 

In this paper, each object has three kinds of model representations which are full 3D 

models, a set of LOD models and image models [3，4
，

5
，

6].  
A large number of objects may be welling up when the viewpoint moves fast. This 

paper put the additional transmission cost caused by the movement of viewpoint into 
the cost calculation. FullModelSet is the set of full models, LODSet  is the set of LOD 
models and ImageSet is the set of image models. Suppose that there are n objects, and 

addiC is the additional cost of object i. The formula of additional cost is as formal (1). 
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(1) 

fullLOD  is the document size of LOD model. a is the area of the bounding box of the 
object on the screen, f is the number of faces in the LOD, and F is the number of faces 
in the full model of the objects. fullImage  is the document size of image model. h0 is the 
height of the lower accuracy image model. h is the height of the object’s image from 
the current viewpoint .α is the angle between the base line of image model. iFullCost  is 
the size of full model. ( )viewportf v  is a function that depends on the speed of viewpoint. 

The overall additional cost can be calculated by the formula as follows: 

total

viewport threshold

nadd
addi viewport threshold

i= 0

0, v v

C =
C , v v

≤⎧
⎪
⎨ >⎪
⎩
∑  (2) 

Here, 
total

addC  is the overall additional cost caused by the movement of viewpoint 
during walkthrough. Vviewport is the instant speed of the viewpoint. Vthreshold is the 
threshold speed of the viewpoint.  

When users walk through in the virtual scene remotely, the overall transmission 
cost of the remote walkthrough changes continuously. Therefore, the trend of the 
overall transmission cost at next moment can be predicted. This paper divides the 
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vision field of remote rendering user based on the AM-MMOG. And the overall 
transmission cost is as follows: 

( )LOD image

j k
total

n n kj j 0k
full * full * addtotal

j j kj=0 k=0

min sin ,sin60a a h
C LOD max ,1 / max ,1 Image * C
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Here, iFul l Cost is the transmission cost of the full model i in nfull full models. jfullLOD  
is the transmission cost of the full accuracy LOD model j in nLOD LOD models. 

kfullImage is the transmission cost of the full accuracy image model k in nimage image 
models. The algorithm of remote rendering cost prediction based on AM-MMOG 
awareness model is as follows: 

Step1: After the viewpoint information of peer which sends the requirement of 
remote rendering is received, the view frustum is calculated, as well as the maximum 
transmission cost maxC , turn to Step2, or the remote rendering stops. 

Step2: Calculating the overall transmission cost totalC  according to formula (3). If 
maxC C≤t ot al , turn to Step3. If maxC Ct ot al > , turn to Step4. 

Step3: If max totalC C−  is less than the threshold value (decided according to current 
system), turn to Step6. If maxC C− t ot al  is more than the threshold value, turn to Step5. 

Step4: Adjusting the partition of the visual field. RLOD is reduced firstly. If 
still maxC Ct ot al > , the range of comprehension area should be minished. If still maxC Ct ot al > , 
the identification area will be adjusted again, turn to Step4. If maxtotalC C≤ , turn to 
Step3. 

Step5: Adjusting the partition of visual field. The range of comprehension area is 
enlarged firstly. If maxC C− t ot al is still more than threshold value, the range of identity 
area should be enlarged. If maxC C− t ot al is still more than threshold value, turn to Step5. 
If maxC C− t ot al is less than threshold, turn to Step6. 

Step6: Transmit the 3D model representation sequence. Turn to Step7 to predict 
the overall transmission cost at the next moment. 

Step7: Record the overall transmission cost 
t1

Ct ot al  and 
t2

Ct ot al  at the moment t1 and 
t2. If C > 0Δ , the area of LOD model should be minished preferentially. If C < 0Δ , the 
area of full model should be increased preferentially. If C = 0Δ , it’s unnecessary to 
adjust the rendering area. Turn to Step1. 

3   Experiments 

This paper builds the P2P network structure with JXTA, and uses OpenGL graphic 
library to construct the 3D virtual world. In this paper, the model representations 
haven’t been compressed when be transmitted. This paper tests a set of scenes. The 
data amount in the scene could be 120MB approximately. 

In order to test the capability of the distributed remote rendering system, under 
three kinds of typical bandwidth user walks through the scene 240 seconds in the 
same way. The result is given as the Fig.1 and Fig.2. This paper defines the 
walkthrough quality at the moment t as the ratio between the sum of rendering cost of 
all model representations at the moment t and the sum of rendering cost of all full 
model representation. From these figures, it can be found out that the traditional cost  
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Fig. 1. Quality of our system of different b/s      Fig. 2. Quality of traditional system of different            
                                                                              b/s 

calculation and cost prediction is restricted greatly by bandwidth to render remotely, 
and the improved cost calculation and cost prediction can take full advantage of 
bandwidth.  

4   Conclusions 

This paper analyses the additional cost caused by the movement of viewpoint, and 
introduces it into the cost calculation, as well as proposes the cost prediction 
algorithm based on the vision field divided by awareness model. The simulation 
results show that this system not only performs well under various bandwidths, but 
also improves the fluency of remote rendering during the fast movement of viewpoint. 
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Abstract. Sign language recognition (SLR) with large vocabulary and signer 
independency is valuable and is still a big challenge. Signer adaptation is an 
important solution to signer independent SLR. In this paper, we present a 
method of etyma-based signer adaptation for large vocabulary Chinese SLR. 
Popular adaptation techniques including Maximum Likelihood Linear 
Regression (MLLR) and Maximum A Posteriori (MAP) algorithms are used. 
Our approach can gain comparative results with that of using words, but we 
only require less than half data. 

Keywords: SLR, signer adaptation, signer independency, MLLR, MAP. 

1   Introduction 

SLR aims to transcribe sign language to text so that the communication between deaf 
and hearing society can be convenient. SLR also helps to make the human computer 
interface more naturally. 

By far the signer-dependent SLR has achieved remarkable results. T.Starner [1] 
achieved a correct rate of 91.3% for 40 signs based on the image. C.Vogler and 
D.Metaxas [2] described an approach to continuous, whole-sentence American SLR. 
C. Wang and W. Gao [3] realized a Chinese SLR system with a vocabulary of 5100 
signs. But the signer-independent SLR is still a big challenge, especially in the large 
vocabulary SLR. The main obstacles in large vocabulary signer-independent SLR are 
the difficulty of availability to multi-signers’ data and the vast variation of different 
signers’ regions, habits, moods, etc. There are more than 5,000 words in Chinese sign 
language. It is impossible to constitute a database including all kinds of signers. 
Therefore, modeling one signer’s sign language by sparse data becomes an urgent 
problem. We try to give an answer to this problem by signer adaptation based on 
etyma in this paper. 

The rest of this paper is organized as follows. In Sect. 2, the signer adaptation 
method based on etyma is proposed. In Sect. 3, the experimental results are reported. 
Finally in Sect. 4, we give the conclusions and some possible future work. 
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2   Etyma-Based Signer Adaptation 

We select etyma as the basic recognition units so as to decrease the adaptation data 
required, and etyma are modeled by HMMs. MLLR and MAP are used for adaptation. 
Now we briefly introduce MLLR and MAP, they are detailedly described in [4][5][6]. 

MLLR and MAP. MLLR supposes that model adaptation can be achieved by 
applying some affine transformations to the original model parameters. There is a 
regression class set in MLLR, and in each regression class the parameters share the 
same transformation. MLLR transforms HMMs’ means by equation (1). 

The conventional Maximum Likelihood (ML) estimation supposes the parameter 
that we want to estimate is fixed though it is not known. MAP estimation supposes 
that the parameter we want to estimate is under some probability distribution function, 
If conjugate priors are used, the MAP result of single Gaussian mixture’s mean is as 
equation (2). 

ξμμ WbA =+=ˆ  (1) 

)/()(ˆ ττμμμ ++= NN  (2) 

where μ̂  is the adapted mean, μ  is the original mean, A  is the transformation 

matrix, b is the bias vector; TTT bAW ],[=  is the extended transformation matrix, 

and TT ]1,[μξ =  is the extended mean vector; τ  is a weighting of the priori 

knowledge to the adaptation data, N  is the occupation likelihood of the adaptation 

data, and μ  is the mean of the observed adaptation data. 

Previous work. We have presented a method in which Chinese Sign Language can be 
recognized from models of etyma in [7]. In Chinese sign language, there are more 
than 5000 words in total. We break them down to about 2400 etyma. Each word is 
composed of 1 or more etyma in sequence. [7] has proven that the recognition 
accuracy of the approach based on etyma is comparable to that of the approach based 
on words. 

Signer adaptation based on etyma. Since the approach based on etyma is comparable 
to that of the approach based on words, we can adapt the signer-independent system 
using the etyma data, whose vocabulary number is about half of the words data’s 
vocabulary number. Our process is as below: 

1) Train HMMs based on etyma; 
2) Adapt HMMs using etyma data of the new speaker; 
3) Generate HMM-Nets according to the word-etymon map list; 
4) Recognize the test word data using HMM-Nets generated above. 

Our experiments are executed with HTK [8]. Because we want to compare  
our method to conventional method on the level of word accuracy, we generate 
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HMM-Nets when we do experiments based on etyma. For more details about HMM-
Nets, please read [8]. 

3   Experimental Results Comparison 

We use etyma and words as basic units. Each etymon and word is performed four 
times by six signers. Four times data of all the other five signers except the test signer 
are used for training. The test signer’s fourth time data is used for test, and the other 
times data are used for adaptation. We use cross validation and leave one out. The 
results of six signers are listed in Table 1. When we use MLLR, 1 time of adaptation 
data is used, and 3 times is used when we use MAP. 

Table 1. The recognition accuracy comparison 

Etyma based method Words based method Signer for test
SI% MLLR% MAP% SI% MLLR% MAP% 

S1 59.93 72.67 88.79 62.82 76.15 94.78 
S2 56.28 68.74 90.35 60.03 73.59 95.43 
S3 62.55 72.90 91.11 65.68 76.73 96.09 
S4 62.55 72.87 90.99 65.36 76.46 95.80 
S5 65.48 75.00 91.01 69.94 79.78 96.31 
S6 59.13 71.79 88.75 62.67 74.84 94.10 

Average 60.99 72.33 90.17 64.42 76.26 95.42 

We only execute the global transformation adaptation during MLLR. We can find 
that all of the two methods improve the average recognition accuracy of words by 
about 12%, but the method of adaptation based on etyma only needs about half of the 
data compared to that of adaptation based on words. 

MAP can gain better results when the adaptation data become rich, so we use 3 
times data to execute MAP adaptation. Experiment results show that MAP can 
improve the average recognition accuracy by about 30%. Still the method we 
presented can save about half data. 

We also experiment with different times of adaptation data and compare the 
accuracy improved by MLLR and MAP. Fig.1 shows the results. The improvements 
by MAP are much better than that of MLLR, because the adaptation data we used 
(even 1 time data) are plenty enough for MLLR global transformation but not for 
MAP. 
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Fig. 1. The comparison between MLLR and MAP 
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4   Conclusions and Future Work  

Adapting large vocabulary Chinese sign language based on etyma can save more than 
half data compared to adaptation based on whole words with both MLLR and MAP 
algorithms. MLLR should be adopted when adaptation data is not enough(for 
example only one time data or less)， and MAP should be adopted after more 
adaptation data was collected. Breaking words to etyma is a proper way to solve 
signer-independent Chinese SLR.  

In the future, we will break the etyma to phonemes to reduce the adaptation data 
required further; we will apply the adaptation to continuous Chinese SLR; we will 
also do some work on unsupervised adaptation. 
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Abstract. We propose a novel news browsing system that can cluster
photo news articles based on both textual features of articles and image
features of news photos for a personal news database which is built by
accumulating Web photo news articles. The system provides two types
of clustering methods: normal clustering and thread-style clustering. It
enables us to browse news articles over several weeks or months visually
and find out useful news easily. In this paper, we describe an overview
of our system, some examples of uses and user studies.

1 Introduction

Many commercial news sites exist on the Web, and they deliver a lot of new
articles to us every day. Since data on the Web can be collected automatically
by crawler programs, we can accumulate news articles on the Web automatically
and build a personal news database with almost no cost. We can gather more
than one thousand articles a month, so that it is very difficult to watch all of
them and find out interesting articles out of such huge news database.

In this paper, we propose a novel news browsing system which can cluster
photo news articles based on both textual features of articles and image fea-
tures of news photos for a personal news database on PC. The system provides
two types of clustering methods: normal clustering and thread-style clustering.
For the normal clustering, we can adjust weights of textual features and im-
age features, and for the thread-style clustering, we can control width of thread
branches with a novel method. Ide et al. [1] extracted topic threads from a large-
scale TV news video corpus and created a thread-based interface which enables
users to browse news articles related to the same topic along time series. This
topic threading is helpful to browse a large amount of news articles, so that
we import and modify it for our system as one of the clustering methods. By
these functions, the proposed system enables us to browse news articles over
several weeks or months visually and find out useful news easily. In this paper,
we describe an overview of our system, examples of uses, and user studies.

2 Proposed System

Regarding Web news search, it is general to search for news articles without
photos using only textual information. On the other hand, our targets are news
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Fig. 1. Structure of the proposed system which consists of the four parts

articles with photos, which have a special characteristic that it can be under-
stood intuitively with just a look without reading. Our purposed system cluster
news articles using both textual information from text news articles and visual
information from photo articles. Since photos have the advantage of being visu-
ally recognizable, results of clustering are also easy to understand visually with
just a look. We aim to achieve a system which enables us to find interesting news
articles easily taking advantage of photos as visual clues.

We collect news articles with photos from the Yahoo Photo News Japan.
Being different from usual news articles, the main contents of articles of the
Yahoo Photo News are photos. In addition to a photo, each article has a title
and a short main text which explain the contents of the photo. Note that all
articles are written in Japanese, since the Photo News site we use in our work
is the Yahoo Photo News Japan. But our method did not rely on a specific
language, so we can adjust our system for the other languages easily.

Our system consists of four parts: News Collection Part, Feature Extrac-
tion Part, User Interface Part, and Clustering Part (Fig.1). The News
Collection Part and the Feature Extraction Part are carried out once a day
as off-line preprocessing. The User Interface Part and the Clustering Part are
carried out on-line.

News Collection. In the News Collection Part, we gather titles, main texts,
and photos of news articles by following the links from the top page of Yahoo
Photo News. If the Web page of the photo news includes a link to a usual news
article which has no photos, we collect the main text of the normal news article
as a “linked text” of the photo news article.

Next, we classify news articles collected into seven categories (domestic, in-
ternational, business, entertainment, sports, computer, and local). The seven
categories are already classified by the Yahoo Photo News and can be distin-
guished from the URL of news articles. In addition, we prepare “all” to which
all articles belongs.

Feature Extraction. In the Extraction Part, we extract image features from
the gathered photos and textual features from the titles, the main texts and the
linked texts gathered in the Collection Part.

As image feature, we use color histograms computed in the Lu∗v∗ color space
as color image features. Each histogram quantizes the color space into 64 (4 for
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each axis) bins. In addition, we also use the bag-of-keypoints histogram [2] which
consists of 300 bins as texture image features.

As textual feature, we use the vector space model for textual features. Each
element of keyword vectors is weighted by the entropy-based TF-IDF. Similarity
between articles is calculated as follows:

sim = weight ∗ (simimg color + simimg texture) + (1 − weight) ∗ simtext (1)

where simimg color is the similarity calculated based on color image features,
simimg texture is the similarity calculated based on bag-of-keypoint-based tex-
ture image features, simtext is the similarity calculated based on textual features,
and weight (0 ≤ weight ≤ 1) is a weight of image features. Weight is adjusted
by a slider on the User Interface. Similarities based on both color and texture
image features are calculated by the histogram intersection. Before calculating
similarities, each feature vector is normalized so that the sum of its elements is
1. Similarity based on textual features is calculated by the cosine similarity.

User Interface (UI). A user selects a term and a category of news articles
and set weight based on his/her preference on the Web-based UI. Weight is the
ratio of the textual feature and the image feature used in similarity calculation
for clustering. The Web-based user interface provides us with a slider to set a
weight of textual features and image features.

Clustering. In the Clustering Part, the system clusters news articles according
to similarity of feature vectors extracted in the Feature Extraction Part, and
shows the article which is closest to the mean of the cluster as the representative
article of each cluster. We can see all the images of the cluster by selecting
“display all images” on the UI.

The proposed system provides two kinds of clustering: k-means-based normal
clustering and time-series-based thread clustering.

Thread clustering groups articles related to the same topic and show them in
the time order. Here, “thread” means series of articles which are related to the
same one topic in the time order. If several articles are not similar each other but
all of them are similar to a certain article, “branching” will be made. “Thread”
can includes branches, and is composed as tree-structure in general.

By thread-clustering, we extract a thread which starts from a certain topic
a user selects from the result of normal k-means clustering, and show several
articles arranged as a short comic strip. They enable us to find out the flow or
relation of affairs or events more easily. In the UI, a user also select a constant
α which decides what extent of topic drift in a thread is allowed. “Topic drift”
means that the main topic of a thread is changing gradually along time progress.
This “topic drift” control by a constant is one of novelties of our system, com-
pared to Ide et al. [1].

To find child articles which are highly related to the parent and their time
stamps are always newer than the parent’s. “Highly related” is defined by the
following condition:

sim(vn, Vn−1) ≤ T (2)

, where

Vn =
{

vn (n = 0)
vn + αVn−1 (n ≥ 1) (3)
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⎛

⎜⎝

α : a constant which controls “topic drift” (0 ≤ α ≤ 1)
T : a threshold
vn : a feature vector of n-th article
Vn : an n-th accumulative mean vector

⎞

⎟⎠

3 Example Uses and a User Study

Use of Normal Clustering. We assume a user have an interest on the Japan
national team of World Cup of soccer. At first, the user selects “two months”
as the term of news articles and “sports” as the category. Next, the user selects
“text 100%” as the weight of textual and image features so that the clusters
are associated with a sub-category of sports such as soccer and golf (Fig.2). The
representative image in the third cluster is soccer, so we can estimate the third
cluster contains many soccer articles.

In the next step, the user carries out re-clustering for the third cluster with
text 50% and image 50% in order to divide soccer articles into some clusters. As
a result, the user find out a ”Japan Soccer W-cup” cluster which includes a lot
of articles related to the Japan National Soccer Team (Fig.3).

Fig. 2. Clustering result of sport news
articles

Fig. 3. ”Japan Soccer W-cup” cluster Fig. 4. Thread (α = 0)
Fig. 5. Thread
(α = 0.9)

Use of Thread Clustering. We assume that the thread clustering is used for
searching for related articles along time series after a user find out an interesting
article by the normal clustering.
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Fig.4 shows the thread on the food poisoning affair in the Japanese Domestic
news which was one of biggest news in early 2007 in case that α is 0, while Fig.5
shows the thread on the same topic in case that α is 0.9. These results indicates
the extent of branching is adjusted by varying the value of α.

User Study. We made the brief user study on the proposed system. We asked
seven subjectives to compare the proposed system with a baseline system regard-
ing how easily to search for interesting articles based on their own preferences.
The interface of the baseline system is similar to the Yahoo Photo News site.
The subjectives evaluated both the baseline and the proposed system with a
score from 1 to 5. As a result, the proposed system and the baseline system
obtained 3.86 and 2.43 on average, respectively. By applying Student’s T-test,
the difference on the average scores was proved to be significant.

4 Conclusions

We proposed a new photo news clustering browser which provided normal and
thread clustering. Its effectiveness was proved by the user study.
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The Taverna workbench allows constructing highly complex analyses over life 
sciences data and computational resources. It provides access over 1000 of 
bioinformatic services, e.g., analysis algorithms for comparing genome 
sequences, and facilitates the construction of bioinformatic workflows. These 
workflows make tacit procedural bioinformatics explicit and as such lend 
themselves for being used in bioinformatics education. However, until now, no 
Taverna e-learning service exists. In this paper, we describe how Taverna can 
be used for learning and the services that need to be integrated in Taverna for 
that purpose. This includes a digital library of multimedia resources since 
multimedia, especially visualization, plays an important role in bioinformatics. 
Equally important is an intelligent educational service that automatically 
assembles learning activities and resources into a pedagogically coherent 
whole. 

1   Introduction 

The Taverna workbench [7] facilitates the composition and execution of workflows 
for the life sciences community and allows a biologist or bioinformatician with 
limited computing background to construct highly complex analyses over public and 
private data and computational resources. Currently, Taverna provides access over 
1000 of bioinformatic services, e.g., analysis algorithms for comparing genome 
sequences.  

Bioinformatics or, more general, biomedicine is a very rich field of multimedia 
information. Resources include texts, images and videos obtained by a variety of 
methods such as X-Ray, ultrasound and magnetic resonance devices. However, 
despite the fact that bioinformatics is highly multi-medial in nature, Taverna has no 
explicit support for multi-media resources and services. 

Additionally, the workflow-based approach realized in Taverna lends itself for 
being used for learning. Workflows make tacit, i.e., implicit, knowledge explicit and 
represent skills and activities that students in bioinformatics need to learn. But again, 
there is no Taverna service that realizes learning support. 

In this paper, we will describe what it takes to use Taverna for multimedia 
learning. We start with a general overview on the Taverna workbench (Section 2), 
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followed by a brief introduction on state-of-the-art adaptive learning technologies 
(Section 3), namely course generation. Section 4 then sketches Taverna multimedia 
services that we are currently developing: VIACIPA, a digital library service of 
multimedia objects, and a course generator learning service based on VIACIPA.  

2   A Workflow Environment in Life Sciences 

The Taverna workflow workbench environment [7] allows a user (typically a 
biologist or bioinformatician) to specify and execute scientific workflows. The 
workflows model “in silicio” experiments: they involve the combination of data and 
analyses made available by the research teams. In bioinformatics, this type of 
experiments complements lab-based experiments and allows to generate new 
information from the publicly available data and to form hypothesis which can be 
assessed in lab studies. 

 

Fig. 1. An example of a Taverna workflow 

Taverna integrates more than 1000 bioinformatical services, ranging from 
applications such as analysis algorithms for comparing sequences, over databases 
arising from species-specific genome projects or holding cross species data sets for 
proteins or nucleotides, to visualization tools for protein structures, simulations of 
heart excitation models. Extensibility was one major design goal in Taverna. New 
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services (called processors) can be easily plugged-in based on Web-service interfaces 
and similar means. 

Workflows as realized in Taverna enable a scientist to model and execute their 
experiments in a repeatable and verifiable way (see Fig. 1 for an example of a 
workflow). Just like experiments can be repeated by other research groups, Taverna 
workflows can be exchanged and are resources in their own right. Thus, workflows 
capture the essential aspects of “in silicio” experiments and, what makes them so 
valuable for learning, they make tacit procedural knowledge explicit.  

The components of a Taverna workflow consists of the following: a set of data 
inputs; a set of outputs (the exit points); a set of processors each of which represents 
an individual step within a workflow: a processor receives data on its input ports, 
processes the data internally and produces data on its output ports. The final 
components of a workflow are links between the data sources and/or the processors, 
which, for instance, specify that the output of one data source serves as the input of 
another one. 

3   Technology-Supported Learning 

Technology-enhanced learning uses computers to support the learning process. 
Examples range from very basic Learning Management Systems that primarily 
administer learning to Intelligent Learning Environments (ILE). An ILE helps the 
learner during the complete learning process, by selecting and annotating learning 
content (resources), by suggesting what resources to read etc. The ActiveMath system 
is an example of a state-of-the-art ILE.1 It is a Web-based, multi-lingual, user-
adaptive learning system for mathematics that operates on semantically encoded 
learning objects annotated with metadata for providing advanced adaptive features. 
One of its main components is a course generator that automatically assembles 
individual courses according to a learner's learning goal, learning scenario, 
competencies, learning context and preferences. The following section takes a closer 
look at the course generator. 

3.1   Assembling Sequences of Learning Activities 

Course generation uses pedagogical knowledge to generate structured sequences of 
educational activities that are adapted to the learners’ competencies, individual 
variables, and learning goals [1]. The educational activities include viewing of 
learning objects but also using tools and services that support learning or that the 
student needs to master (e.g., computer algebra systems and function plotters for 
mathematic students, and bioinformatic services as available in Taverna for students 
of biomedicine). The generation process uses pedagogical knowledge, information 
about the resources and tools and, if available, information about the learner to select 
and sequence the resources that are to be studied and the tools to be used, and their 
order. 

Paigos [10] is a course generator that was developed for ActiveMath.  
Its distinguishing features are a complex model of pedagogical knowledge and a 
                                                           
1 www.activemath.org 



470 C. Ullrich, R. Shen, and S.-S. Chen 

service-oriented architecture. Its pedagogical knowledge allows Paigos to generate 
courses that support a learner in achieving a number of learning goals, such as 
discovering new content (“discover” in short), rehearsing, and training specific 
competencies. For these learning goals, Paigos generates complete courses which 
contain all the learning material required by a learner to achieve the goals. Paigos is 
also used to retrieve single elements that specifically fulfill a given purpose, such as 
presenting an example or exercise adequate for the current the learner. This 
functionality is important for remedial, e.g., if a learner fails to solve a task, then the 
presentation of an example might help the learner to overcome that difficulty. 

Paigos contains about 300 rules that determine the selection, ordering and 
structuring of resources. This “expensive” functionality lends itself to being 
“outsourced”: if the course generator is available as a service then other learning 
environments can access the functionality without having to re-implement it. Thus, 
Paigos makes its functionality available as a Web-Service (CGWS). Clients send a 
learning goal to the CGWS and receive a structured sequence of resource identifiers 
(URI) as a result. The sequence is represented using a standard representation called 
IMS Manifest. The CGWS implements a mediator architecture that enables a client to 
easily register its own repository and thus make it available to Paigos. At registration 
time, a client has to provide the name and the location of its repository, together with 
an ontology that describes the metadata structure used in the repository and a mapping 
of the metadata used in the CG onto the repository ontology. The metadata in Paigos 
consists of an ontology of instructional objects that describes LO from a pedagogical 
point of view sufficiently precise in order to allow for intelligent automatic 
pedagogical services. 

After receiving a learning goal, Paigos automatically assembles the sequences of 
resources, without any human intervention. However, this requires that the resources 
are annotated in a way that allows for pedagogical reasoning. This means that the 
resource repository needs to able to answer questions about the existence of resources, 
e.g., whether there exists an example of a domain concept. The following section will 
further elaborate on the required metadata. 

3.2   Requirements on Metadata 

Educational services need to have access to information about the resources that are to 
be included in the learning process. This information is called metadata. Metadata 
describes characteristics of resources relevant to the application domain the resources 
are used in.  

The most basic and most relevant aspect of a resource is the domain concept it 
describes (or explains, exercises, defines). This information can be given as simple 
keywords or as pointer to concept defined in a separate concept space, which contains 
the domain concepts additionally annotated with relationships among them, such as 
“prerequisite-of”, “part-of”, etc. 

In the case of educational services, a widely employed standard is LOM [2], which 
includes metadata such as difficulty, typical learning time, etc. However, LOM was 
primarily designed for human actors, e.g., authors and teachers. It does not describe 
resources precise enough for pure software services, i.e., services that automatically 
perform operations on it, such as course generation. For instance, in LOM it is not 
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possible to express that a resource is of the type “example”. An alternative metadata 
vocabulary is defined by the OIO (Ontology of Instructional Objects [9][10]. The OIO 
defines a set of about 20 classes and several relationships that allow representing the 
“instructional semantics” of resources. The classes include “definition”, “law”, 
“process”, “interactivity”, “exercise”, “evidence”, “example”, etc.  

Ideally, resources are described using the OIO and LOM. The more precise the 
metadata, the higher the quality of service that tools like a course generator can offer. 

Despite the fact that Paigos was developed for the ActiveMath system, which is 
primarily used for mathematics, the pedagogical knowledge formalized within Paigos 
is independent of the mathematical domain but can be applied to other domains as 
well. Previous work investigated the usage of Paigos within a workflow-oriented 
proactive delivery of educational resources in order to support learning at an office 
workplace [8]. In the following, we will explore what it takes to use Paigos within a 
truly multimedia environment for bioinformatics. 

4   Multimedia Services in Taverna 

The current version of Taverna is focused on bioinformatical services. Bioinformatics 
or, more general, biomedicine is a very rich field of multimedia information (see 
Figure 2 for examples). Resources include texts, images and videos obtained by a 
variety of methods such as X-Ray, ultrasound and magnetic resonance devices. 
However, despite the fact that bioinformatics is highly multi-medial in nature, 
Taverna has no explicit support for multi-media resources and services. 

In the following, we will first describe a digital library for fusion of multimedia 
information resources that can be used as an important service for mediating  
multimedia information in Taverna. We then describe how the resources can be used 
for learning purposes. 

4.1   Digital Library Server for Fusion of Multimedia Information 

In [2,3], a digital library server for fusion of multimedia information has been 
developed that addresses the problem that biomedical information has disparate 
information sources. In [2], Chen used an ontology-based approach for fusion of 
different multimedia sources, such as the Gene Ontology (GO), Clinical 
Bioinformatics Ontology (CBO) and the Foundational Model of Anatomy (FMA).  
An even higher level integration was developed in [3] which handled various system 
level issues. Ontology deals with concept level issues of the information content. For 
examples, anatomy deals with the human body, while cells are substructures within 
the organ structures of the human body. Ontology relates these concepts in a tree like 
structures. However multimedia information are different representations of possibly 
the same concept. For examples, a single organ can be imaged by both ultrasound and 
X-ray media. Thus we need to address the integration issue of these two kinds of 
information. In [2], Chen has addressed this issue, which has been a key topic of the 
multimedia research community. 
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Fig. 2. Example of multimedia information for bioinformatics 

4.2   Learning in a Workflow Environment 

In this section, we make two suggestions of how these multimedia resources can be 
used for learning within a workflow environment as exemplified by Taverna. The first 
approach corresponds to the “traditional” usage of course generation, while the latter 
is an innovative approach directly based on workflows and the embedded services. 

4.2.1   Traditional Course Generation 
In this approach, the course generator takes a learning goal (given by the learner or set 
by a teacher) and assembles a sequence of resources and tool usages that supports the 
learner in achieving the goal. 

In an open environment as Taverna, which is not specifically geared towards 
learning, the quality of the educational resource metadata will differ significantly. 
This reflects on the educational services: they have to be able to cope with such 
limited metadata, but at the same time use good metadata, if available. We developed 
a specific type of course for these situations, called “guided tour”. The guided tour is 
based on guidelines from instructional design [6] and multimedia learning [5] and is 
structured as follows. For each concept given in the goal task, and for each unknown 
prerequisite concept, the following sections are created: 

• Introduction. This section arises a learner’s interest by presenting 
educational resources of the type introduction. 

• Problem. This section inserts a real world problem for the concept. 
• Concept. This section presents the concept. 
• Explanation. This section contains educational resources that provide 

explaining and deepening information about the concept. 
• Illustration. This section provides opportunities for the learner to 

examine demonstrations of applications of the concepts. 
• Practice. This section enables a student to actively apply what he has 

learned about the concept. 
• Conclusion. This section presents educational resources that contain 

concluding information about the concept. 
• Reflection. This section provides the learner with an opportunity to reflect 

and discuss his new knowledge. 



 Multimedia-Learning in a Life Science Workflow Environment 473 

If no resource was found for a specific section, then the section is skipped. As an 
example, we will assume A, B and C are concepts and that concept A is a prerequisite 
of concept B. If the learning goal is (guidedTour (B,C)), then the resulting course will 
consists of three sections, one for each concept A, B, and C, and each of these sections 
will consist of up to 8 subsections corresponding to the list above. The course 
generator will automatically retrieve the prerequisites, the concept A in the above 
example. 

From the viewpoint of the course generator, the services that are integrated in 
Taverna are modeled using resources stored in the library. The specific type of such a 
service resource depends on how they are used. If they are used for illustrative 
purposes, e.g., showing how to access a service and what results to expect, then they 
would be of type example. If the user should use them interactively to come up with a 
specific result, then they would be classified as exploration. For each of these service 
usages, a resource needs to be created. 

The result of the course generation is a structured sequence of links to resources. 
They can be presented in Taverna’s enactor invocation window. 

4.2.2   Workflow Instantiation 
As elaborated in Section 2, workflows form an integral part of the knowledge of an 
experienced biologist and bioinformatician. Workflows make tacit procedural 
knowledge about experiments and data analyses explicit and thus offer a way of 
communicating this knowledge to students. Taverna treats workflows as resources in 
their own rights and as such they can serve to guide learning processes. Recall that a 
workflow essentially consists of input and output nodes and of processor nodes that 
perform operations on data, such as multiple sequence alignment. For learning, a 
processor node can be seen as an example of the application of the service it 
represents. Thus, when studying a workflow, a learner should be able to select a 
processor node and request educational resources that elaborate on this service and its 
specific operation. This requires a corresponding set of resources that are annotated 
with the service they illustrate. Resources can thus play a double role. They describe a 
specific phenomenon and at the same time they are examples of the usage of the 
service they were created with. 

Since the resources are annotated with the service name, each usage of this specific 
service can be linked to the corresponding resource, regardless of the workflow. Take 
as an example a workflow that takes in a protein sequence and then runs the 
InterProScan service to find family domians.2 If the resources are annotated with the 
service name (InterProScan_proteinraw), then the learner can request information 
about this service in each workflow that uses it. In this way, a workflow is annotated 
with additional information that may help to understand it, and in addition, a 
workflow is an example of how to use services. 

This type of learning support will benefit significantly from multimedia resources: 
since here the goal is to give examples of tool usage, presenting video sequences 
allows illustrating the complete process of the usage, including the results. 

                                                           
2 Workflow example by Paul Fisher (http://www.cs.man.ac.uk/~fisherp/). 
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5    Conclusion 

In this paper, we described how to employ multimedia services to a workflow 
environment used in bioinformatics. We sketched two services that add a new layer of 
functionality to the Taverna workflow workbench: VIACIPA, a web-based digital 
library service of multimedia objects, and Paigos, a course generator that assembles 
sequences of resource with the goal of supporting the learning process. Paigos can be 
used in Taverna in two ways: in the traditional, course-based way, but also within a 
workflow to illustrate the different processes employed in the workflow.  
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Abstract. A new challenge to data visualization has arisen from a new labora-
tory technique that is capable of imaging a large number of biomedical relevant 
molecule types in a single tissue probe, termed the Toponome. While aiming at 
deciphering the biochemical interactions of the molecules, and thus their bio-
logical functions as well their roles in diseases, no current methods of image 
analysis are fully suited for this new quality of high-dimensional image data. To 
overcome this problem we demonstrate a novel framework for interactive real-
time visualization, making use of standard graphics acceleration hardware. We 
show a sample implementation of a threshold-based visualization technique that 
is connected to the original work of the Toponome authors, improving it by 
means of fast user interaction. 

Keywords: Protein interaction networks, Toponome, multi-variate image data, 
hardware-accelerated computer graphics. 

1   Introduction 

Visualization has driven medical research since the inventions of microscope and  
X-ray imaging. While the microscope as an optical instrument gives a merely 
enlarged  view of the reality, it provides a real and live sight, and thus insight to the 
object under examination. X-ray images give far less real pictures, however it is still 
intuitively clear how the three-dimensional reality is mapped to a two-dimensional 
image space through, mathematically speaking, a projection.  

Today, Ultrasonic Imaging can display moving living three-dimensional subjects in 
real-time, allowing for studying processes in time as well as for changing the perspec-
tive, or navigating, to get a clearer view of spatial shapes and structures. In addition, 
Computer Tomography lets you first record data from a space volume and later gen-
erate the optimal view in the computer. Augmented Reality techniques combining real 
and computer generated images help in carrying out more accurate and less invasive 
surgery techniques. 

Thus, biomedical imaging has always been challenging our visual perception: By 
re-scaling reality, projecting shapes to flat canvases, by capturing and re-presenting 
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sequences in time as well as in space. Over the time, the need for intermediating 
stages (ergo: media) has increased from simple lenses over X-ray film and video to-
wards mathematical algorithms in form of computer software. The resulting chal-
lenges have been mastered, mostly because the resulting images still have an under-
standable link to reality and because adopting to different scales, mapping the three-
dimensional world to our two-dimensional retina and acting within the flow of time  
still appear natural to us.  

In this paper we try to continue and extent this long, successful path of emerging 
visualization techniques that challenge our perception. The paper is organized as fol-
lows: First we will motivate the underlying biological and medical questions.  Then 
we describe a new laboratory technique addressing these questions und discuss the 
data structures involved, as well as difficulties arising from analyzing such data. We 
motivate the need of new, intuitive visualization methods and sketch the outline of a 
suitable programming framework. Its usefulness is demonstrated by implementing an 
example algorithm, which is then applied to actual data from a laboratory experiment. 

2   Fundamental Questions in Biomedicine 

To understand the new challenge we deal with in this paper we draw our attention to 
the fundamental questions that are asked today in biology and medicine. These ques-
tions appear on the level of molecules.  

While we are not reviewing the principles of molecular genetics, that deal with the 
function of the famous double-helix DNA molecule, we should be aware of the DNA 
acting as a master plan for 30.000 or more (in human) different types of molecules, 
called the proteins. The ways proteins are build from the DNA and how they interact 
with each other and with other molecules widely determine the ways of growth and 
development of organisms, how organisms multiply, age and die. In particular, many 
diseases can be understood as malfunctioning of these fundamental interactions, in 
addition to attacks of microbes.  

Because for proteins to interact they must come close to each other in an organ-
ism’s body, a key approach to understanding the complex chains and networks of 
their interactions lies in detecting which groups of proteins appear together in each 
part of living organisms and which do not. 

3   Imaging the “Toponome” of an Organism 

Ideally one would like to know the positions of all molecules within an organism in 
one point of time. While this is technically infeasible, recently a new imaging tech-
nique has been described [1] that performs this detection task for a least 100 protein 
types at a time. It utilizes standard fluorescent microscopy on prepared tissue samples, 
where individual types of proteins are biochemically dye-marked and imaged through 
a microscope and a CCD camera.  

The novelty lies in applying this process to 100 different protein types in a single 
tissue specimen one after the other, bleaching away the fluorescent dye of each previ-
ous imaging cycle. Thus, the output is a set of 100 aligned microscope images of the 
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same tissue location, one image for each protein. Such an image set is referred to as a 
record of the Toponome of the organism under investigation.  

Seen as a data structure, these sets of images resemble multi-spectral or multi-
modal image data from space or land exploration much more than data representing 
time series or three-dimensional volumes. With the Toponome, each pixel is given by 
a 100-dimensional vector of protein abundances measured by the CCD camera at that 
pixel's location. 

4   Analysis of High-Dimensional Image Data 

To analyze Toponome data sets many methods of visualization, image processing, 
statistics and machine-based learning can be in principle applied to reduce the high-
dimensionality of the data to low-dimensional, comprehensive structures. We briefly 
review the problems we have found when applying these methods to Toponome data.  

A standard procedure of visualizing high-dimensional images data is through false-
color composition where each image channel is assigned a distinct color and all im-
ages are finally superimposed. As this is helpful for less then 10 image channels one 
looses in general too much information when mapping 100-dimensional image sets 
into the three-dimensional Red-Green-Blue space as done in Fig. 2. 

Classical image processing is based on applying filters in the spatial domain, and 
features such are edges or textures can be detected or images are segmented into pos-
sibly relevant sub-regions. Typically, these methods operate on single-valued or gray-
scale images with extensions to technical and natural color spaces such as RGB and 
CIE. However to our knowledge no practical framework has been developed that cov-
ers image data of arbitrary dimensions. 

While principal component analysis (PCA) can be applied to Toponome data in a 
canonical way, it regards the image data merely as an unordered set of pixels, not tak-
ing into account their actual positions in the image domain and so an important in-
formation, all spatial relations, never contribute to the analysis.  

The same is true for general machine-based learning methods (when used without 
spatial filtering), either unsupervised clustering or supervised classification tech-
niques. In addition the vast number of algorithms and their parameters make their 
choice and the interpretation of the results somewhat incomprehensible if not arbi-
trary. 

Though all these methods may reduce the high number of dimensions inherent in 
Toponome data sets, the difficulty seems to be in controlling which part of the origi-
nal information will be lost. 

5   A Framework for Interactive Visualization 

As a practical approach, and while keeping in mind the great success of visualization 
outlined in the first section, we demand for visual methods that result in descriptive 
images being generated and controlled in a natural and intuitive way. We regard  
interactive control in real-time is necessary to allow for quick data visualization,  
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in-depth feature extraction, as well as for concisely comparing multiple data sets. An 
excellent review and discussion of related ideas is given by [4]. 

In the following we first derive the cornerstones for possible implementations from 
the proposed real-time constraint, then we give an overview of our framework design 
and in the next section we show an example of an implemented technique. 

As a typical Toponome data set has 100 images of 1000x1000 pixels each, its total 
size is about 100 Megapixels. Processing these at 10 frames per second or faster gives 
a pixel-rate of at least 1 Gigapixel per second. Today, such and higher rates can be 
achieved by off-the-shelf hardware when utilizing strong graphics cards as produced 
for the gaming and the multi-media markets, typically based on chip technologies by 
ATI and Nvidia. When used for image processing at high pixel rates, the built-in 
processing parallelism must be fully exploited, so only a limited set of operations 
should be used: 

• (A) mapping pixel values to new pixel values by applying look-up tables 
• (B) adding, subtracting, multiplying or comparing pixel values 
• (C) composing any fixed sequence of operation types (A) and (B) 

It should be noted that applying image (convolution) filters does not appear in this 
list. 

 

Fig. 1. Architecture of our visualization framework (GPU=Graphics Processing Unit). Phase 1: 
Initialization, transferring image data to GPU. Phase 2: Pre-processing user’s interaction. Phase 
3: Transferring interaction parameters to CPU. Phase 4: Generating the result image by the 
GPU. 

Using the standardized and widely available OpenGL [2] programming interface 
for the C/C++ languages we have designed and implemented a framework that clearly 
distinguishes between the normal CPU with its main memory and the Graphics Proc-

User:  
Interaction 
on 
Parameters
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essing Unit (GPU) with its own memory. The aim is to have as many operations from 
the list (A), (B) and (C) as possible being performed by the graphics unit for fastest 
execution while minimizing the programming efforts for users of the framework. 

The architecture of the framework is outlined in Fig 1. It allows for loading an en-
tire Toponome data set as 8-bit texture images into the graphics units memory at the 
initialization phase 1. In the interaction phase 2, any control parameters changed by 
the user can be pre-processed by the regular CPU and are then transferred as a set of 
one-dimensional tables into the graphics unit (phase 3). By keeping the amount of pa-
rameter data   small compared to the Toponome data, the CPU can handle its part in 
real-time. In phase 4 the final image is generated from the Toponome data set and the 
parameter tables solely by the graphics unit under the control of an OpenGL pixel 
shader, which is coded in a standardized instruction format dedicated to performing 
operation of types (A)-(C) on the graphics unit. Only phases 2-4 are repeated over the 
interaction cycles and are therefore time-critical. 

 

Fig. 2. False color images comparing two Toponome data sets. Left: human skin involved in 
Psoriasis, a widespread inflammatory skin disease, right: uninvolved skin from same individual. 
(Original image sets published as online supplementary data to [1] by Schubert et al.) 

6   Example: A Threshold-Based Visualization Technique 

Within this framework we have implemented a simple visualization technique that is 
closely related to the threshold-based method described in the original Toponome 
publication [1]. However we enhance the original power by adding full interactive 
control of the threshold parameters as opposed to determining them statically. In the 
original paper the data complexity is reduced by applying to each of the 100 images in 
the data set an individual threshold value, transforming the Toponome data set into 
binary or black/white images for further processing. In our framework, we achieve 
this step by building look-up tables of binary values according to the user-controlled  
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Fig. 3a. Data sets from Fig 2 visualized by our combined threshold/false-color method. Exam-
ple threshold values and colors according to Fig 3b. 

 

Fig. 3b. Threshold values (as set for Fig 3a.) in the graphical user interface. The colors of the 
threshold bars are used for the false-color representations in Fig 2 and Fig 3a. Only 18 out of 
100 threshold values and colors are shown. 

threshold values. The final image is composed at the user's choice either through 
AND logic, resulting in white pixels in regions where all thresholds are met by the 
image data, or through false-color superposition of the binarized images. By carefully 
choosing the threshold values the amount and the exact stage of information reduction 
can be controlled. 

To follow the intended aim of finding groups of interacting proteins based on this 
interactive threshold-setting technique we suggest the following workflow, which 
clearly should be based on and guided by in-depth biological knowledge (that is be-
yond the scope of this paper): 

 
1. From individual original, non-binarized images, choose regions of potential inter-

est. 
2.  For each such region: 
• 2a. Set thresholds for the proteins with highest abundance in that region such that it 

appears as separated from other images regions. 
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• 2b. Fine-tune the thresholds sets, while visually optimizing the overall shape of 
composed output image to either match expected substructures in the tissue, or to 
reveal the most unexpected, surprising spatial patterns. 

• 2c. The set of the highest thresholds denote the proteins that are most likely to in-
teract with each other in the region.  

3. Compare the protein lists obtained for different regions as well the regions’ shapes 
and their relative positions to draw conclusions on possible biochemical relations 
and biological functions. 

 

Compared to a regular false-color image (Fig 2.) we believe much more insight is 
provided through the interactive process with the intermediate pictures giving clearer 
information (Fig 3a+b). When compared to the original authors' work we find that 
comparing and fine-tuning thresholds for several image data channels guided by com-
posite visualization output may help in more precisely finding the relevant threshold 
values.  

The great power of Toponome imaging and the need to overcome threshold-based 
analysis methods have already been pointed out by other authors [3]. While binarizing 
the images is only a first step towards comprehensive visualization of high-
dimensional Toponome data it already shows the technical validity of our framework. 
One can also see how a concrete method can be conceptually linked with and com-
pared to previously established ones, rising expectations to new promising principles 
of interaction.  

With the design of novel techniques that will act on the full range of pixel values 
instead of binarizing the image data we expect to further boost the visual experience 
and understanding of high-dimensional Toponome data sets. 

7   Conclusion 

We have shown that a new laboratory technique for imaging biological samples lead 
to new challenges of data visualization and analysis, because image sets of 100 or 
more images representing different modes of the same subject come into play. The 
need for an intuitive visualization has been emphasized in contrast to abstract process-
ing algorithms.  

For mapping high-dimensional data to a two-dimensional display we have sug-
gested the use of new interactive processes and we have derived a design of a suitable 
framework for real-time visualization. Modern standard graphics hardware and soft-
ware interfaces have been used to implement such a framework. Its fitness has been   
demonstrated with an example of a threshold-based technique.  

In the future we expect more sophisticated algorithms and visualization metaphors 
to be designed and implemented within this framework, allowing for new insights into 
high-dimensional image data sets and the biomedical phenomena they cover. Main-
taining a good balance between challenging and utilizing the capabilities of our visual 
perception will effectively guide this development. 
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Abstract. Time lapse video microscopy routinely produces terabyte
sized biological image sequence collections, especially in high throughput
environments, for unraveling cellular mechanisms, screening biomarkers,
drug discovery, image-based bioinformatics, etc. Quantitative movement
analysis of tissues, cells, organelles or molecules is one of the fundamental
signals of biological importance. The accurate detection and segmenta-
tion of moving biological objects that are similar but non-homogeneous
is the focus of this paper. The problem domain shares similarities with
multimedia video analytics. The grayscale structure tensor fails to dis-
ambiguate between stationary and moving features without computing
dense velocity fields (i.e. optical flow). In this paper we propose a novel
motion detection algorithm based on the flux tensor combined with
multi-feature level set-based segmentation, using an efficient additive op-
erator splitting (AOS) numerical implementation, that robustly handles
deformable motion of non-homogeneous objects. The flux tensor level
set framework effectively handles biological video segmentation in the
presence of complex biological processes, background noise and clutter.

1 Introduction

High throughput screening environments using time lapse video microscopy com-
bined with robotically assisted image sequence data collection systems, quickly
generate large volumes of gigabyte- to terabyte-sized image sequence archives.
Such imaging collections are being used to discover a wide range of mechanisms
and pathways of cellular behavior, screening for biomarker molecules, drug dis-
covery, cancer biomedicine, image-based bioinformatics, etc. [1, 2]. Precise re-
producible motion analysis of tissues, cells, organelles, molecules or aggregate
assemblies is one of the primary biologically significant signals especially for me-
chanical transduction signaling for which computational scientists can develop
automatic algorithms in collaboration with wet-bench biologists; see [3] and the
references therein. Live cell imaging in particular is undergoing a paradigm shift
from the study of isolated, static, equilibrium macromolecular properties to dis-
ease contextual, dynamic, non-equilibrium cellular states and pathways [4, 1].
Algorithm development for the mining of video microscopy data shares many
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similarities and challenges with multimedia applications in video analytics in-
cluding scalable techniques for image and video feature extraction, classification,
clustering, and indexing. Large scale image and video analysis algorithms can
take advantage of parallelization and web-based workflows like Taverna.

A wide range of techniques have been applied for detecting and segmenting bi-
ological objects of interest in video microscopy imagery including spatially adap-
tive thresholding, morphological watershed, mean shift, active contours, graph
cuts, clustering, multidimensional classifiers like neural networks, genetic algo-
rithms, etc. The classical spatiotemporal orientation or 3D grayscale structure
tensor has been widely utilized for low-level motion detection, segmentation and
estimation [5], since it does not involve explicit feature tracking or correlation-
based matching. The structure tensor fails to disambiguate between stationary
and moving features without an explicit (and expensive) eigen-decomposition
step at every pixel to estimate a dense image velocity or optical flow field. In
this paper we propose a new motion detection algorithm based on the novel
flux tensor that successfully discriminates between stationary and moving im-
age structures more efficiently than structure tensors using only the trace.

The basic Chan and Vese level set image segmentation method was extended
by our group, in a series of papers, to combine both image intensity and edge infor-
mation as well as incorporate spatial coupling constraints between objects using
a graph theoretic approach for cell segmentation and tracking [6, 7, 8, 9, 3]. These
algorithms established the feasibility of segmenting and tracking a large number
of homogeneous objects. However, in biological video microscopy and multimedia
video analysis applications the moving objects are seldom homogeneous in appear-
ance. The motion energy then becomes an important feature for segmentation [10].
The novel idea for segmentation of moving non-homogeneous objects is to com-
bine flux tensors for moving object detection, with a multi-feature level set-based
active contour algorithm for refinement and object segmentation.

2 Detecting Moving Objects Using Flux Tensors

Grayscale structure tensor-based approaches have been used for segmenting root
image sequences and estimating velocity profiles of growth at micron scale res-
olution [5, 11]. But neither the classical structure tensor or the proposed flux
tensor, have been applied to the segmentation of other biological data such as
cell migration [7,6], or bacterial pathogenesis studies [12] as shown in this paper.

Under the constant illumination model, the optic-flow (OF) equation of a
spatiotemporal image volume I(x) centered at location x = (x, y, t) is given by,

dI(x)
dt

=
∂I(x)
∂x

vx +
∂I(x)
∂y

vy +
∂I(x)

∂t
vt = ∇I(x) · v(x) = 0 (1)

where, the inner product operator between vectors is, · , v(x) = [vx, vy, vt] =
[∂x

∂t , ∂y
∂t , vt] is the optic-flow vector at x. In order to estimate v(x), we minimize

Eq. 1 over a local 3D image volume centered at x, and filtered using the con-
volution kernel W (x,y, σI), and subject to the condition that the orientation
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vector is of unit length ||v(x)|| = 1, leads to the standard minimum eigenvalue
problem, J(x, W ) v̂(x) = λ v̂(x), for the best estimate of v(x), denoted as v̂(x),
where, J(x, W ) =

∫ {
∇I(y, σD)∇IT (y, σD)

}
W (x − y, σI) dy is the integral of

an outer product matrix, and the numerical dependence of the gradient computa-
tion on a scale parameter σD, using spatially invariant convolutions, is explicitly
shown. This is the classical 3D grayscale structure tensor for the spatiotemporal
volumetric window centered at x. Fig. 1 shows a synthetic example of a moving
disk and stationary rectangle with additive white Gaussian noise added. The
circle experiences a constant translational motion of positive one pixel/frame in
both horizontal and vertical directions over nine frames. The thresholded Tr(J)
in Fig. 1b shows strong responses to both moving and stationary edges.

The shortcoming of the structure tensor is related to the fact that although
the elements of J include information relating to gradient changes, the temporal
variation of these gradients is not fully incorporated. Using temporal variations
in terms of partial derivatives with respect to time, we develop a new approach
to motion detection based on extending the grayscale structure tensor which
we refer to as the flux tensor, that is fast and robust. We demonstrate that
the flux tensor can be used to disambiguate between stationary and moving
image features without expensive eigen-decomposition analysis and with more
sensitivity to small slowly moving objects. Under the brightness constancy and
locally constant velocity model, the partial derivative of Eq. 1 with respect to t,

∂

∂t

dI(x)
dt

=
∂2I(x)
∂x∂t

vx +
∂2I(x)
∂y∂t

vy +
∂2I(x)

∂t2
+

∂I(x)
∂x

ax +
∂I(x)
∂y

ay

= ∇tI(x) · v(x) + ∇I(x) · a(x) (2)

where the spatiotemporal derivative operator is defined as, ∇t ≡ ∂
∂t∇, v(x) is

the velocity field and a(x) = [ax, ay, 0] the acceleration of the pixel at x. We use a
locally constant motion model for v(x), as in the traditional structure tensor, and

the error functional simplifies to, eF
ls(x) =

∫ {
∇tI(y, σD)·v(x)

}2
W (x,y, σI) y+

λ
{

1−v(x)·v(x)
}
. Similar to the 3D grayscale structure tensor, J, we denote the

tensor quantity, JF, as the flux tensor which is the filtered temporal variation
of the image gradient fields using (spatially invariant) convolution, JF(x, W ) =∫ {

∇tI(y, σD)∇T
t I(y, σD)

}
W (x − y, σI) dy. The flux tensor, JF, can be written

in expanded matrix form, as shown below, with some convolution and integration
parameters omitted for clarity,

JF =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∫ {
∂2I

∂x∂t

}2
Wdy

∫
∂2I

∂x∂t
∂2I

∂y∂tWdy
∫

∂2I
∂x∂t

∂2I
∂t2 Wdy

∫
∂2I

∂y∂t
∂2I

∂x∂tWdy
∫ {

∂2I
∂y∂t

}2
Wdy

∫
∂2I

∂y∂t
∂2I
∂t2 Wdy

∫
∂2I
∂t2

∂2I
∂x∂tWdy

∫
∂2I
∂t2

∂2I
∂y∂tWdy

∫ {
∂2I
∂t2

}2
Wdy

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)
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(a) Noisy Frame 5 of 9 (b) J, ktrace = 5×10−2 (c) JF, ktrce = 5×10−3

Fig. 1. Synthetic moving disk and stationary rectangle sequence with eigenvalue-based
feature maps using structure and flux tensors. Frames corrupted by white Gaussian
noise with statistics N (0, 1).

(a) Hamburg Taxi Frame 37 (b) Struc. Tensor ktrace = 5 × 10−3

(c) Struc. Tensor ktrace = 5 × 10−2 (d) Flux Tensor ktrace = 1 × 10−4

Fig. 2. A frame from the “Hamburg Taxi” sequence. Scaled eigenvalue confidence mea-
sures are shown as RGB color; the color scheme will be described elsewhere. When the
trace threshold of J is increased, useful features are not detected.

The 3D convolutions for both the derivative and averaging filters can be effi-
ciently implemented as separable 1D convolutions with a ring-buffer for memory
management of the streaming block of video frames needed for temporal filter-
ing as shown in [10], where a more complete derivation of 3D structure tensors
and flux tensors is also given. The trace of JF is sufficient to discriminate be-
tween moving and stationary portions of the scene as shown in the following
examples. Fig. 1(c) shows the correct detection of only the moving circle and
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the flux tensor has noise suppression performance comparable to the 3D struc-
ture tensor – that is the second derivative calculation for the flux tensor does
not lead to increased noise sensitivity. Increasing the trace threshold for J is
problematic as shown using frame 37 of the “Hamburg taxi” video sequence
(http://i21www.ira.uka.de/image sequences) in Fig. 2(a). Using a trace thresh-
old of ktrace = 5×10−3 for J results in Fig. 2(b) where the stationary background
clutters the output. Increasing the trace threshold reduces clutter significantly
but high contrast stationary cars and buildings still remain (Fig. 2(c)), and im-
portantly the low contrast car moving to the right is not detected. Using the flux
tensor all four moving objects are correctly identified including the low contrast
person, while suppressing information from stationary objects in the scene. The
reliable performance of the flux tensor extends to biological objects with de-
formable motion and complex non-homogeneous internal (foreground) textures
that are often difficult to distinguish from the background (see Results section).

3 Multi-feature Active Contour Level Set Segmentation

The flux tensor-based moving object detection results in Fig. 2 highlight the need
for further refining the flux tensor detector output in an explicit segmentation
step in order to obtain more compact solid blobs that accurately correspond
to visual object boundaries. Motion blobs are usually larger than the objects
themselves and elongated along the direction of motion. The motion blobs may
also be incomplete (i.e. motion boundary may not match object boundary),
fragmented (i.e. broken boundaries due to multiple motion blobs for a single
object), or contain holes/concavities due to the lack of internal structure within
moving homogenous objects. A multi-feature multi-class level set approach with
a flux tensor mask initialization is used to improve segmentation accuracy.

An active area of image and video segmentation research is the use of geo-
metric partial differential equation based level set methods in combination with
3D structure tensors [13]. One widely used level set-based algorithm, to segment
2D images into two-classes, was proposed by Chan and Vese and is well suited
for segmenting nearly homogeneous biological objects which often do not have
distinct edges as discussed in [7]. The speed of convergence and stability of the
Chan and Vese active contour algorithm depends on the initialization of φ, the
size of the dynamical evolution time step Δt and the numerical update proce-
dures, among other factors. Here, we use the flux tensor to accurately initialize
the curve in a region that is close to the desired segmentation to ensure consis-
tently fast object extraction. The trace of the flux tensor is a motion energy map
that gives a good approximation of the moving objects in the frame, and is used
to create the initialization for the level set evolution. Accurate flux tensor-based
initialization also significantly reduces the number of iterations.

The original Chan and Vese formulation enforces an homogeneity constraint
on the segmented regions in terms of the average gray value. This effectively
evolves the curve to find the interface which separates darker regions from lighter
regions. This assumption although seeming intuitive, is not always satisfied in
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(a) Original Frame (b) J, ktrace = 5 × 10−3 (c) J, ktrace = 5 × 10−2

(d) JF, ktrace = 2 × 10−4 (e) Level Set Segmentation (f) Segmented root

Fig. 3. Maize roots grown in vermiculite. Scaled measures are represented in color
channels. Thresholding the 3D structure tensor can lead to useful features being dis-
carded. The flux tensor successfully isolates the root. When used as weights for the level
set segmentation result (1500 iterations for non-AOS implementation), the root is cor-
rectly isolated (after boundary smoothing), while background vermiculite information
is suppressed to a large extent.

real world imagery – for example, in some phase contrast microscopy images of
cells the average cell gray value is not significantly different from the background
(as seen in Fig. 5), phase halos are bright regions adjacent to cell boundaries
that are of the same intensity as rounded-up cells beginning mitosis, subtle
illumination gradients can confuse the two phases of the level set, etc.

Instead of using only the mean image intensity within a phase, additional
image-based features can be used to improve the object segmentation including
distributions of image intensity, variance, color, texture, shape, etc. Using a
Bayesian inference approach for N−features leads to the energy functional [13],

E(p1j , p2j, φ) = −
N∑

j=1

(
∫

Ω

λ1j log p1j(Ij(x))H(φ(x))dx + (4)

λ2j log p2j(Ij(x)) (1 − H(φ(x))dx) + μ

∫

Ω

|∇H(φ(x))| dx

where pij corresponds to the conditional probability density function of observ-
ing feature value Ij(x) within region Ωi (i.e. for two classes foreground and
background), φ(x) is the embedding Lipschitz functional, H(φ) is a regularized
Heaviside function that defines the interior and exterior regions of level set con-
tours and the last term measures the length of all contours. Minimizing this
functional with respect to φ, leads to the associated Euler-Lagrange equations
and provides a gradient descent multi-feature optimization update equation,
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∂φ

∂t
= δ(φ)

⎛

⎝
N∑

j=1

λ1j log p1j(Ij(x)) − λ2j log p2j(Ij(x)) + μ div
∇φ

|∇φ|

⎞

⎠ (5)

Equations 4 and 5 simplify to the standard two-class Chan and Vese level set
model (or equivalently the Mumford-Shah cartoon model where the smooth-
ness term has infinite weight) in the case when both region intensities are from
Gaussian distributions with N (c1, σ1), N (c2, σ2), and σ1 = σ2 =

√
0.5. The

extension from the two-class multi-feature case to the M−class multi-feature
case is straightforward but computationally demanding since there are either
M−level sets using one level set per object class, or log M−level sets to update
using a multi-phase approach. When the gradient descent equation is solved
using an explicit numerical scheme, the time steps need to be relatively small
(e.g. Δt = 0.1) for stable convergence and consistency in order to satisfy the
Courant-Friedrichs-Levy condition relating numerical waves to physical waves.
Consequently, many iterations are needed to converge to an accurate solution.
A semi-implicit scheme named additive operator splitting (AOS) was derived
for non-linear diffusion filtering that is numerically stable even with large time
steps. AOS also surprisingly decomposes the multi-dimensional updating into
independent one dimensional updates. The Euler-Lagrange update Eq. 5 can
be put into the AOS form, ∂φ

∂t = a(φ) + div(b(φ)∇φ), and so can be efficiently
implemented using the AOS numerical scheme. Due to space limitations de-
tails will be described elsewhere and we refer the reader to [14] for a descrip-
tion of the AOS implementation for minimizing the level set active contour
functional.

4 Results for Biological Video Microscopy Datasets

The flux tensor multi-feature level set framework effectively handles motion de-
tection and moving object segmentation in the presence of complex biological
behavior (e.g., cell crawling, cell division/mitosis, cell death/apoptosis, touch-
ing cells, entering and exiting objects), spatially varying illumination, noise and

(a) Bacterial patho-
genesis

(b) Flux Tensor (c) Initial Mask (d) Segmentation
(120 iterations)

Fig. 4. Phase contrast image showing Listeria bacteria actin motility (data from J.
Theriot website [12]). Trajectories, or “comet tails”, of the bacterial pathogen moving
in the cytoplasm of an infected cell for studying actin-based motility.
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background clutter. Experimental results demonstrating versatile and robust es-
timation of root tissue velocities, cancer cell migration trajectories and movement
of bacterial pathogens are shown.

Figure 3(a) shows the fifth frame in a nine frame sequence of a maize root
grown in vermiculite to study velocity profiles along the midline of the root meris-
tem tissue. Estimation of accurate longitudinal root growth profiles requires sup-
pression the background responses from mostly stationary vermiculite particles.
Figures 3(b) and 3(c) are the 3D structure tensor-based detection results showing
the difficulty of selecting a threshold in the presence of strong stationary features
– at low trace thresholds stationary vermiculite is segmented as moving, while
at higher thresholds useful features about the root contours are lost. Using the
flux tensor with ktrace = 2 × 10−4 gives Fig. 3(d) which preserves features from
the root, while the stationary vermiculite is mostly suppressed. Using the Chan
and Vese single-feature explicit level set algorithm leads to the segmentation in
Fig. 3(e), with the foreground regions highlighted by bright boundaries. Once
accurate boundaries are available the flux tensor response JF(x) can be used to
compute confidence weights for each pixel in the image and aggregated for each
blob. The final segmentation combining the weighted flux tensor responses with
the level set refinement is shown Fig. 3(f). Fig. 4 shows motile Listeria bacteria
infecting and moving around within a host cell visible as actin “comet tails”
in phase contrast images that resolve polystyrene beads coated with ActA [12].
Trajectories of the bacterial pathogen moving in the infected cell are sufficiently
uniform to be accurately detected using flux tensors and segmented using the
intensity image alone.

The sequence in Fig. 5 shows a few frames from one field in the T25 plas-
tic culture flask of a control experiment with a low density culture of human
melanoma cell line WM793 to assess any toxicity to the high-throughput imag-
ing system [4]. Pixel resolution is 0.67 micron × 0.59 micron in X and Y using
a 20× objective lens. The flux tensor detects moving cells reliably and provides
an initial coarse segmentation for refinement. Although mean intensities within
cells and the background are nearly the same, using the local image variance fea-
ture leads to successful multi-feature level set-based segmentation – intracellular
variance is higher than the background variance. The variance feature image
also does not have sharp boundaries so geodesic active contours that depend
on an edge-based stopping function would not produce reliable cell segmenta-
tion. Using the flux tensor initialization and the semi-implicit AOS scheme with
Δt = 30, the level set segmentation converges in less than 150 iterations. We
highlight the fact that complex contours of the three dividing cells, in the middle
of each frame, are accurately extracted from the initial compact bright rounded-
up circular stage through elongated dark flattened-out post-cytokinesis final
stages. The proposed segmentation algorithm works successfully on both homo-
geneous and non-homogeneous biological objects in a variety of video microscopy
datasets.
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(a) Frame # 117 (b) Frame # 122 (c) Frame # 127 (d) Frame # 237

(e) Flux Tensor (f) Flux Tensor (g) Flux Tensor (h) Flux Tensor

(i) Initial Mask (j) Initial Mask (k) Initial Mask (l) Initial Mask

(m) Local Variance (n) Local Variance (o) Local Variance (p) Local Variance

(q) Segmentation
(100 iterations)

(r) Segmentation
(100 iterations)

(s) Segmentation
(100 iterations)

(t) Segmentation
(100 iterations)

Fig. 5. Four frames from a sequence of human melanoma cells in a control experiment
(data from LSDCAS, M. Mackey and F. Ianzine, U. Iowa [4]). Flux tensor detects
moving cells reliably and provides an initial coarse segmentation for refinement. Al-
though mean intensities within cells and the background are nearly the same, using the
local image variance feature leads to successful multi-feature level set-based segmen-
tation. Complex contour evolution of the three dividing cells, in the middle region of
each frame, is accurately extracted. Frames show the early stage when cells shrink and
round up for division in prophase/metaphase (i.e. become compact, spherical/circular,
textureless and brighter in phase contrast) through elongated cytokinesis when cells
flatten out (i.e. become elongated/ellipsoidal, textured and darker in phase contrast)
in anaphase/telophase/interphase.
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5 Conclusions and Future Work

A new flux tensor-based motion detection and multi-feature level set segmenta-
tion algorithm was developed for the segmentation of motile biological objects
that is suitable for high-througput live cell microscopy studies. The proposed
algorithm handles both homogeneous and non-homogeneous biological objects,
undergoing complex split-merge deformations, which continue to be challenging
research areas in tracking. The flux tensor detects both homogeneous and non-
homogeneous biological objects, and provides a good initialization for the fast
AOS level set based active contour segmentation. Flux tensor masks are used to
initialize the evolving level set curve and to guide the segmentation to isolate
active regions of interest. The proposed algorithm produces accurate, fast, repro-
ducible segmentations of moving biological objects. Non-homogeneous biological
objects with mean intensity similar to the background are handled in a novel
way using variance features for the level set active contour evolution process.
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Abstract. Biomedicine is a very rich field of multimedia information.  It is also 
a fruitful ground for information fusion and integration about scientific research 
data as well as clinical records of digital medical systems. In this paper, we 
present a global overview of these ideas, which have not been realized so far 
and could be interesting to the multimedia research community. We exemplify 
the complex information resources in terms of Gene Ontology (GO), Clinical 
Bioinformatics Ontology (CBO) and the Foundational Model of Anatomy 
(FMA). GO is a biomedical scientific research system used to describe genes 
and gene products, but no cellular components. CBO is a clinical oriented 
ontology of information, which potentially include many multimedia images: 
X-Ray, ultrasound and magnetic resonance images.  FMA is a foundational 
clinical source used to describe the anatomy of the human body as well as 
cellular components.  While scientists in each sector may use these systems to 
help develop their own information, it is very difficult for a layman or broad-
spectrum researcher to integrate the two different languages into one interface.  
We will attempt to address these issues to describe how information fusion can 
be achieved.  

Keywords: Ontology, GO, CBO, FMA, information fusion. 

1   Introduction 

Biomedicine is a very rich field of multimedia information.  It is also a fruitful ground 
for information fusion and integration about scientific research data as well as clinical 
records of digital medical systems. In this paper, we present a global overview of 
these ideas, which have not been realized so far and could be tackled by the 
multimedia research community. We exemplify the complex information resources in 
terms of Gene Ontology (GO), Clinical Bioinformatics Ontology (CBO) and the 
Foundational Model of Anatomy (FMA).  GO is a biomedical scientific research 
system used to describe genes and gene products, but no cellular components. CBO is 
a clinical oriented ontology of information which potentially include many 
multimedia images: X-Ray, ultrasound and magnetic resonance images.  FMA is a 
foundational clinical source used to describe the anatomy of the human body as well 
as cellular components.  While scientists in each sector may use these systems to help 
develop their own information, it is very difficult for a layman or broad-spectrum 
researcher to integrate the two different languages into one interface.               
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We will attempt to address this issue to describe how information fusion can be 
achieved. First, we will integrate these two languages into an ontology editor- 
Protégé. Then, we will present the Unified Medical Language System, which converts 
various data sets into a single language, which can input various data formats to a 
SQL database. With a front-end interface for access and search, we have the basic 
idea of developing information fusion systems. 

The organization of the paper is as follows. We first present FMA, GO and CBO. 
These information content  and their multimedia content can be understood from 
these ontologies. Next we will develop various technological aspects of information 
fusion: Protégé, Unified Language System (UMLS) and LexGrid. Other techniques, 
which have not covered here, are those fusion methods of multimedia information. 
However they have been the key research areas of the multimedia research 
community. 

2   Foundational Model of Anatomy (FMA) 

FMA was developed by Todd Detwiler and SIG (Structural Informatics Group) at the 
University of Washington. FMA includes methods for representing spatial and 
symbolic information about the physical organization of the body (see Figures 1 and 
2), and  for using these structural representations as a basis for organizing non-
structural information, under the hypothesis that structure is a logical foundation for 
organizing and inter-relating most information in biomedicine. FMA develops web-
accessible computer programs, which utilize these representations to solve practical 
problems in clinical medicine, research and education. Initially, it applies these 
methods to the domains of biological structure and neuroscience, including 
macroscopic, microscopic, cellular and subcellular anatomy, the structure of 
biological macromolecules, and the relationship of these structures to functional 
properties of the brain. 

 

Fig. 1. A FMA Anatomy Structure 
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Fig. 2. A FMA Cell Structure 

3   Gene Ontology (GO) 

The Gene Ontology project provides a controlled vocabulary to describe gene and 
gene product attributes in any organism. GO envelops the type of information we 
might capture about a gene product. This includes the biochemical material, either 
ribonucleic acid (RNA) or protein, resulting from expression of a gene. The amount 
of gene product is used to measure how active a gene is. In general, the gene ontology 
captures what the gene product does, why does it perform these activities and where 
does it act. GO contains three sub-ontologies that define these concepts. The 
Molecular Function Ontology captures what the gene product does, the Biological 
Process Ontology captures what processes the gene product is involved in and the 
Cellular Component Ontology captures where the gene ontology acts. Figure 3 
demonstrates how a gene ontology term is arranged. It contains an id, a term and a 
definition. Unfortunately there are areas that the GO does not cover. This includes no 
pathological processes, no experimental conditions, no evolutionary relationships and 
no gene products. GO is not a system of nomenclature. As of 2006, the GO contained 
20623 terms, 95.7% of which had definitions. There were 11360 biological processes, 
1806 cellular components and 7457 molecular functions. There are 1007 terms not 
included in the aforementioned statistics. 

 
Fig. 3. Example of a GO Term 

term: gluconeogenesis 
 
id: GO:0006094 
 
definition: The formation of glucose 

from noncarbohydrate precursors, such 
as pyruvate, amino acids and glycerol.  
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4   The Clinical Bioinformatics Ontology (CBO) 

Existing medical vocabularies lack rich terms to describe findings generated by 
molecular diagnostic and cytogenetic techniques. Bioinformatics resources were not 
designed to support the needs of the clinical community. Clinical Bioinformatics 
Ontology (CBO) was initiated to address these gaps and covers the areas of molecular 
genetics, molecular pathology, cytogenetics and infectious disease.  

The Clinical Bioinformatics Ontology includes a controlled vocabulary with 
uniquely identified concepts. It is machine-readable and comes in many formats such 
as the RDF format which is a format recognizable by Protégé. It also includes a 
semantic network, which provides biological context to clinical findings. 
Furthermore, the CBO is a curated resource. This means that there is consistent 
application of content creation methodology, quality control process. The CBO is 
focused on current clinical practice in a controlled scope. As of 2006 the CBO 
contained 8155 concepts, 18946 relationships, 4304 Facets and 13341 terms. 

5   Information Fusion Tools 

The following subsections contain some basic tools for information fusion.   

5.1   Digital Library Server for Fusion of Multimedia Information 

In [1], a digital library server for fusion of various information sources has been 
developed which handled various system level issues. At present, we address more 
basic issues within the information content. First, biomedical information has 
disparate information sources. We use an ontology-based approach for fusion of 
different multimedia sources, such as GO, CBO and FMA. Ontology deals with 
concept level issues of the information content. For examples, anatomy deals with the 
human body, while cells are substructures within the organ structures of the human 
body (Figures 1 and 2). Ontology relates these concepts in a tree like structures 
(FIGURE 3). However multimedia information are different representations of 
possibly the same concept. For examples, a single organ, such as the brain, can be 
imaged by both MRI and CT media. Thus we need to address the integration issue of 
these two kinds of information. This important issue has been a key topic of the 
multimedia research community. In this paper, we only address the ontology approach 
and leave the image-level fusion for future research. Our ongoing VIACIPA (Video 
Image Archive of Cell Images for Protein Activities) is such a research project. 

5.2   Protégé  

The Protégé is a semantic integration system, which is potentially useful for 
information fusion.  However there are difficulties to use it at present. For example, 
the Foundational Model of Anatomy’s website does not have a downloadable format 
that is compatible with Protégé (OWL or OBO files), though the GO website provides 
a downloadable OBO file. One of the beneficial features of Protégé is the graphical  
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Fig. 4. A Protege Interface 

 

Fig. 5. A UMLS Screeshot 

interface, which models relationships and entities in a tree structure (see Figure 4 for a 
Protégé interface).   

5.3   Unified Medical Language System 

The purpose of NLM's Unified Medical Language System (UMLS) is to facilitate the 
development of computer systems that behave as if they "understand" the meaning of 
the language of biomedicine and health (Figure 5).  The UMLS contains hundreds of 
different ontologies, though the only few used here are the FMA, CBO and GO.   
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Fig. 6. An Experimental Frontend Interface 

These files are installed onto the system as RRF (Rich Release Files), which are very 
similar to the standard ontology RDF files. These files can be viewed through the 
UMLS Browser, which gives basic searching abilities.  The drawback to this system 
is that while it provides search tools, it makes no attempts to integrate any ontologies 
together or give any reasoning capabilities. 

5.4   LexGrid 

LexGrid is a software tool provide by the Mayo Clinic, which provides for the 
conversion between various formats (UMLS’s RRF, OBO files, OWL files) and 
various SQL databases (MySQL, AccessSQL, etc.).  Once the UMLS had been 
installed, LexGrid was used to convert the FMA and GO RRF files into an MS 
Access SQL database.  This database contained seven tables, each detailing a specific 
facet of the dual ontologies.  There was one main table, which had column headings 
for several attribute fields, which could be looked up in one of the other tables.   

The relationships between the data tables can be created easily, since no pre-
defined relationships existed.  These relationships are used to create a variety of 
queries based on the Search Term’s Name, ID number or relationships.  We can delve 
deeper into the SQL queries,  for information fusion as the relationships established.  

5.5   Frontend Interfaces 

Once the data was converted into a SQL database, it was very easy to access and 
search the data.  The one thing that was missing was a good interface from which to 
do this.  Therefore, a GUI can be written to allow the user to view and search terms in 
multiple ontologies with ease. 

In Figures  6, we have developed some preliminary results of information fusion. 
The first frame of the application displays the basic information about a term.  On the 
right, the user can search by Code, CUI (some sort of Identifier – it was never 
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established what CUI stood for) or by Term name.  From here, the user could go into 
a more advanced search. The second frame (Advanced Search) gives the user the 
option to filter a search by relationships.  All of the searches in the interface programs 
were designed in a SQL database as queries. The data set was the backbone of the 
application.  The relationships and queries had to be created there. 

6   Conclusion 

The goal of this paper is to develop some information fusion examples of multimedia 
information in biomedicine. We use the ontological approach. Ideally, Protégé as a 
tool set can import them into the Protégé system.  Instead, we develop a variety of 
direct tools to create a GUI which let the user search the combined database of the 
Gene Ontology and the Foundational Model of Anatomy.  This was accomplished by 
downloading the Unified Medical Library System, converting the UMLS files into a 
SQL database and finally using SQL queries to support an integrating GUI.   
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Abstract. Orthogonal Frequency Division Multiplexing (OFDM) is a promising 
technique in broadband wireless communication systems. This paper presents a 
novel multi-reference scheme based on 3D interleaving for video coding and 
transmission over OFDM channel. Initially, a combining interleaving method in 
spatial, frequency and temporal domains, called SFTI, is proposed. With SFTI, 
different slices within one frame are transmitted in different sub-channels of 
OFDM, whose SNR can be estimated, and the transmission status of slices 
through these sub-channels are real-time feedback to the encoder. Based on the 
feedback information, a multi-reference scheme for video coding is proposed 
where the well-transmitted slices are selected as the reference picture of its 
consequent pictures in inter-frame coding to eliminate the impairment caused 
by error propagation in video transmission over wireless OFDM channels. 
Extensive experimental results have demonstrated the effectiveness of the 
proposed methods in error resilience.  

Keywords: OFDM, multi-reference picture selection (multi-RPS), Spatial Fre-
quency Temporal Interleaving (SFTI). 

1   Introduction 

Due to the parallel, slower bandwidth nature, Orthogonal Frequency Division 
Multiplexing (OFDM) is widely used in broad-band wireless channels to combat Inter 
Symbol Interference (ISI). Video transmission over OFDM channels, however, still 
faces the challenges of channel errors and error propagation as in other wireless 
channels. Besides forward error correction (FEC), error resilient video coding 
schemes, e.g. intra-refreshment or multi-reference picture selection (multi-RPS) can 
serve as effective tools to reduce the impairment caused by channel errors and error 
propagation. 

Multi-RPS, which can provide higher coding efficiency and better error resilient 
capability, is firstly proposed in H.263+ standard annex N [1] [2], and later  
is subsumed in annex U of H.263++. Now it has been integrated in H.264 standard 
[3]. The principle of multi-RPS is to restrain error propagation by selecting known-as-
correct reference frames in motion compensation during video transmission  
over error-prone channels. Much work has been carried out to utilize the multi-RPS in 



502 Y. Ma and Y. Chang 

 

real-time error resilient video transmission.  In [4] the end-to-end distortion is 
estimated by error tracking and then used to decide the optimal mode, motion vector 
and reference frame for the current macroblock (MB). In [5], the distortion at the 
decoder is estimated by simulating the channel behavior at the encoder. [6] follows a 
similar spirit as in [4] in distortion estimation to select the optimal reference frame.  

These methods are all based on distortion estimation, which unavoidably 
introduces high computational burden to the encoder and in addition, may not be 
accurate. A heuristic frame restriction method has also been proposed in [7], where 
the actual transmission status of reference frames is not considered. 

The approaches of combining end-to-end feedback with multi-RFC are also 
designed and evaluated in [2], [4] and [8], where the advantage of combination of 
multi-RPS and low delay feedback has been demonstrated. However, in most actual 
environments, low delay feedback is hard to obtain, and the long delay of end-to-end 
feedback will inevitably degrade the performance gain. 

In this paper a novel channel-aware adaptive multi-RPS scheme is proposed, taking 
advantage of the low delay feedback from OFDM channels. In fact, the feedback 
information of OFDM channel estimation at physical layer can be real-time, and 
reflects the real-time state of the wireless channel. The proposed adaptive multi-RPS 
scheme is based on a Spatial Frequency Temporal Interleaving (SFTI) method, and 
utilizes the real time feedback of OFDM channel together with the interleaving 
information to inform the encoder of the transmission status of a slice in a reference 
frame. Therefore, the error-prone slices are avoided to be used as reference in inter-
prediction. In consequence, the impairment of channel errors and error propagation 
can be well reduced. In addition, the complexity of the proposed scheme for cross 
layer control can be negligible and no delay will be introduced. 

The rest of this paper is organized as follows. Section II describes the proposed 
interleaving method (SFIT) and the adaptive multi-RPS method based on SFTI. 
Section III demonstrates the experimental results. Conclusion and future work is 
given in section IV. 

2   Proposed Adaptive Multi-RPS Scheme Based on SFTI 

2.1   Proposed SFTI  

Mobile radio channels are time varying and multi-path fading channels, so burst bit-
errors are frequently encountered in wireless channels. OFDM, which divides one 
wide-band channel into numbers of sub-channels resulting in slower transmission 
speed over each sub-channel, is often used to alleviate ISI in these channels.  

At the OFDM receiver, given the channel impulse response ( )tH at time t, the 

received signal can be expressed as  

( )tr tS = H S + N  . (1) 

where N  is the channel noise, and tS  is the transmitted signal. ( )tH  is time 

varying and frequency-selective, which is illustrated in Fig.1.  
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Fig. 1. Time-varying frequency-selective fading OFDM channel 

It is widely known that in most video coding standards, such as H.263+/264[1],[3], 
a frame can be divided into several slices, and each slice can be encoded or decoded 
independently. Based on this feature and the characteristics of OFDM, a novel 3D-
interleaving method, namely SFTI, is proposed. In this method, spatial interleaving 
operates after channel coding on bit level to enhance the performance of FEC. 
Frequency interleaving, on the other hand, is performed on slice level to limit the 
influence of sub-channels fading to a few slices. Temporal interleaving is also 
performed on slice level to facilitate efficient multi-RPS and error concealment.  

The bit level spatial interleaving is the same as generally used interleaving methods 
with the purpose of enhancing the efficiency of FEC. Spatial interleaving rearranges 
channel coded bits so that the contiguous data is separated and reassembled into a non 
continuous stream. After deinterleaving the burst bit errors will be dispersed, and then 
the source data can be retrieved more efficiently by FEC.  

The frequency interleaving is designed to transmit slices in a frame over different 
interleaved sub-channels of OFDM. And by assigning adjacent slices into un-adjacent 
sub-channels to avoid the simultaneous corruption of adjacent slices, which will 
facilitate spatial error concealment. An example of the interleaving process for coded 
video data in frequency domain is given in equation (2). This process is also 
visualized in Fig.2 (a). In this example, the contiguous slices such as slice 1 and 2 of 
the n th frame have been assigned into un-adjacent sub-channels 1 and 3. There are 
many other interleaving algorithms which can implement this function, too.  

( ) ,          while  is odd
,   

,         while  is even
i

i+1 /2 i
Z = i = 1, ,N

i/2+ N/2 i

⎧⎪ ⋅⋅ ⋅⎨
⎪⎩

 . (2) 

where iZ  denote the serial numbers of slice data transmitted over the  i th sub-

channel. Here N is the number of slices in one frame.  
The temporal interleaving is to re-interleave the slices of the subsequent frames in 

frequency domain to avoid that co-located slices may suffer from burst errors in the 
same sub-channels. Also an example of the corresponding process is shown in 
equation (3) and Fig. 2.  

( )1, , mod 1t i t iZ = Z r N+ + +  . (3) 

where r is a random integer.  
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Fig. 2. Example of temporal interleaving over slices between time tn(a) and time tn+1(b). And at 
the same time, (a) and (b) show frequency interleaving at time tn and tn+1, respectively.  

The proposed 3D interleaving method utilizes frequency and time diversity, so that 
the performance of any pre-used FEC can be enhanced. The corresponding 
performance gain obtained by SFTI is evaluated in section III. The proposed SFTI 
also facilitate the operation of error concealment, since slice-level interleaving 
permutes the corresponding relationship of slice with sub-channels, and consecutive 
loss of slices can be avoided.  

2.2   Proposed Multi-RPS Scheme with SFTI  

According to the real-time feedback of OFDM sub-channels and interleaving 
mechanism of SFTI, the reception status of each slice after transmission (successfully 
received or lost) can be obtained. Then the encoder can utilize this information in 
reference frame selection.  

Fig. 3 shows the system diagram of the proposed adaptive multi-RPS scheme. At 
the receiver of an OFDM channel, channel characteristics are estimated by pilots.  

Then corresponding information such as SNR of each sub-channel is fed back to 
the encoder. Utilizing the feedback information and SFTI parameters, the reception 
status of each slice is determined by the following steps.  

1. The SNR of each sub-channel [ ]1 2ˆ ˆ ˆ ˆ,..., Nρ ρ ρ=ρ ，  at time nt  is obtained by 

feedback.  

2. An error-free threshold tρ̂  is selected according to the FEC and modulation 

scheme. 
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3. The serial numbers of transmitted slices in each sub-channel at time nt  by SFTI 

is obtained. 

4. For the n th sub-channel, if n tˆ ˆρ ρ< , the reception status of corresponding slice 

is denoted as “unsuccessful”, other wise, i.e. n tˆ ˆρ ρ≥ , it is denoted as 

“successful”. 

 

Fig. 3. System diagram 

After the reception status of all slices of the frame transmitted at time nt  is 

obtained, this information is used in adaptive multi-RPS. Based on the reception 
status of slices, encoder performs multi-RPS as shown in Fig. 4. In this figure, the 
shadowed blocks show the coding MB in the current frame ( n th) and the most 

matched MB’s in its reference frames, with the serial number of from n r−  to 1n −  
(supposed that there are r  reference pictures for the current picture). The candidate 
MB in a lost slice, such as slice m  of the 2n r− +  th frame will be excluded in 
motion search.  

 

Fig. 4. Multi-RPS scheme 

The pseudo code of RPS MV-searching is shown in Fig.5. In an RD optimized 
environment such as in the reference software of H.264 (JM series) [3], this process is 
incorporated in the motion estimation process, as shown in equation (4).  
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( ) { }
( ){ }

argmin

argmin

opt

DFD motion

mv,ref = J(mv,ref)

    = D mv,ref + R(mv,ref)λ
 . (4) 

Here motion estimation is performed in slices with the reception status of slice ref as 

“successful”. In the equation, J is the Lagrangian cost. DFDD denotes the displaced 

frame difference obtained in motion estimation, R denotes the coded bit rate, and 

motionλ is the Lagrange multiplier used to select the optimal motion vector. Note that 

in some conditions, which rarely happen, all the candidates of the reference frames 
may have been denoted as “unsuccessful” ones, then the optimal motion estimation 

( )
opt

mv,ref  cannot be found out by equation (4). In such conditions, the MB will be 

coded in intra modes.  

For every MB in the current slice
{
      For every sub-block in the MB
     {
         Find the most fit reference MB among the slices in status
         of “ successful” of usable reference frames by selecting
         the minimum cost Jmin, avoid using the slices in status of
       “ unsuccessful” ;
      }
      Add up the cost of sub-blocks, obtain JMB;
      Record the information of MV, and reference frame;
}

 

Fig. 5. Multi-RPS motion search 

3   Simulation and Results 

In the following simulations, we use JM 10.2 [9] to encode the QCIF format standard 
test sequence Foreman (300 frames) and Claire (400 frames) using a fixed QP=28 
without rate control. The number of MB's in a slice is set to 11, and there are 9 slices 
in a QCIF format picture. 

To simulate the wireless channels, TU in COST207 [10] is selected as wireless 
channel simulation model, which represents the typical urban environments. The 
maximum Doppler frequency drifting is set as 

Dmaxf 150Hz= , which presents vehicle 

speed 80Km/h with modulation carrier
0f 2GHz= .  

Parameters in the OFDM systems are set as follows:
sT 100 sμ= , 

FFTN 64= , N 52= , 

gT 20 sμ=  [11]. The interval of sub-carriers is f 10KHzΔ ≈ , and QPSK modulation is 
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used. The convolutional encoder at the physical layer encodes on the coding rate of 
1/ 2R = .  

The first frame of each sequence is intra-coded, and all subsequent frames are 
inter-coded. In order to improve error resilient performance besides channel coding, 
three MB’s are intra updated in each frame, corresponding to an intra-frame updating 
period of 99 / 3 33N = =  frames. The number of reference frames is set to 10.  

At the decoder, those MB’s which cannot be decoded due to noise corruption in a 
slice will be discarded. After resynchronization with the next slice header, the decoder 
starts decoding the next slice, and conceals the damaged slices using the co-located 
slices in the former picture. Experimental results under different channel conditions 
(SNR) are shown in Tab.1 and Tab.2.  

There are fours schemes have been simulated and compared as follows:  

a. General interleaving without feedback.  
b. SFTI without feedback.  
c. General interleaving with adaptive multi-RPS,1 frame-delay feedback.  
d. SFTI with adaptive multi-RPS, the proposed scheme.  

Table 1. Performance Evaluation for Claire over different channel conditions (SNR) 

SNR 15dB SNR 20dB SNR 25dB SNR 30dB  
PSNR Bit rate PSNR Bit rate PSNR Bit rate PSNR Bit rate 

a 36.19 59.58 37.44 59.58 38.09 59.58 38.74 59.58 
b 36.50 59.58 38.64 59.58 39.21 59.58 39.66 59.58 
c 37.24 59.69 37.73 59.53 38.85 59.62 34.79 59.65 
d 39.51 61.92 39.66 59.99 39.72 59.67 39.72 59.85 

Note: PSNR in dB, Bit rate in Kbps.  

Table 2. Performance Evaluation for Foreman over different channel conditions (SNR) 

SNR 15dB SNR 20dB SNR 25dB SNR 30dB  
PSNR Bit rate PSNR Bit rate PSNR Bit rate PSNR Bit rate 

a 23.75 179.61 27.14 179.61 28.83 179.61 28.89 179.61 
b 25.71 179.61 29.66 179.61 34.05 179.61 31.85 179.61 
c 24.34 179.84 28.69 179.42 30.59 179.75 31.53 179.88 
d 34.91 188.47 35.29 182.22 35.49 180.57 35.51 180.37 

Note: PSNR in dB, Bit rate in Kbps.  
 
It can be seen that the proposed combination of SFTI with adaptive multi-RPS, i.e. 

scheme d, obtains the best performance in all compared methods, with little increase 
of bit rate than other schemes (only up to 5%).  

It outperforms SFTI without feedback (scheme b) by up to 3 dB for Claire, and up 
to 9 dB for Foreman. This indicates that the adaptive multi-RPS is very effective in 
transmission of video over lossy channels. On the other hand, we can see the 
contribution of SFTI alone (scheme b), compared with general interleaving (scheme 
a), which can bring about 1 dB improvement for transmission of Claire, and 2~3 dB 
for Foreman, with no increase of bit rate.  
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Although when combined with the proposed adaptive multi-RPS, the performance 
of the general interleaving can be improved (scheme c), which can be seen up to more 
than 1 dB for both Claire and Foreman with 1 frame-delay feedback, however, the 
improvement is limited due to its dependency on end-to-end feedback, and the 
requirement of the end-to-end feedback with long delay is not preferred in video 
transmission. While comparing the proposed combination of SFTI and adaptive multi-
RPS (scheme d) with this scheme (scheme c), up to more than 2 dB performance gain 
of the proposed method for Claire, and up to 10 dB for Foreman can be observed.  

It is noticeable that the quality gain of Foreman is mostly greater than Claire 
because Foreman has more intensive movement and is more sensitive to the errors. 
This interesting phenomenon also demonstrates the advances of the proposed method 
in error sensitive cases.  

4   Conclusion 

This paper addresses the issue of how to transport video effectively and robustly over 
wireless OFDM channels. An adaptive multi-RPS scheme based on SFTI is proposed.  

By introducing the SFTI method, slices of one frame are transmitted separately 
over interleaved sub-channels of OFDM. The performance of FEC is therefore 
enhanced. The real-time feedbacks of OFDM channel are utilized in combination with 
SFTI to obtain transmission status of slices within previously coded frames. 
Therefore, multi-RPS can be implemented efficiently to alleviate propagation error.  

Experimental results demonstrate that the proposed scheme can obtain better 
performance than conventional transmission methods and more graceful quality 
degradation with the decrease of channel SNR.  
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Abstract. As is well known, in video applications the former P frames are more 
important than the subsequent P frames in coding/decoding order due to the 
inter-prediction architecture adopted by the advanced video coding standards. A 
source marking mechanism based on this fact is proposed accordingly in this 
paper, along with an improved two rate three color maker (ITRTCM) scheme, 
which takes into account both the source mark value of a packet and the current 
network status. The results of ITRTCM are compared with those of the two rate 
three color marker (TRTCM), the enhanced token bucket three color marker 
(ETBTCM) and the TypeMapping method.  

Keywords: DiffServ, TRTCM, ETBTCM, TypeMapping and ITRTCM. 

1   Introduction 

With the rapid development of multimedia applications over Internet like distant 
learning, video conference, Voice over IP (VoIP), and Video on Demand (VoD), it is 
more and more needed for Internet to provide Quality of Services (QoS). However, 
current IP networks provide only the Best Effort Service. Although those applications 
are loss-tolerant, packet loss and packet delay still have great impact on the end-to-
end video quality and even make it unacceptable sometimes. Therefore, IETF defined 
two service models, namely the IntServ model [1] and the DiffServ model [2], to offer 
QoS in IP networks. Due to the simplicity, availability and scalability, DiffServ is 
more attractive to be applied in IP networks. 

There are many mapping schemes [4,5,6], a simple one is TypeMapping which 
maps I frame packets to green, P frame packets to yellow and B frame packets to red, 
however, as described in [7], there is no policing algorithm involved at the edge of 
DiffServ domain to check the conformance of the incoming packets and the 
importance indication of a packet may be disregarded if legacy packet markers such 
as Two Rate Three Color Marker (TRTCM) [8], which marks the video packets only 
according the network condition and never taking the relative importance of the 
packets into account, are applied at the ingress of the DiffServ domain. So Chih-Heng 
Ke et. al. propose a two marker system in [7], application-level source marker and 
Enhanced Token Bucket Three Color Marker (ETBTCM), considering both the 
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relative importance of packets and the network condition, to improve the delivery 
quality of MPEG video streams. There, if there are sufficient tokens in the bucket, all 
frame packets are marked as green. However, when there are insufficient tokens for 
the packet to pass, less important packets are marked with a higher drop probability, 
i.e. red for B frame packets and yellow for P or I frame packets. 

Many video coding standards, e.g., MPEG-x and H.26x, use motion-compensated 
prediction in order to gain better coding efficiency at the expense of inducing a 
dependency structure among the encoded video frames. A frame may use its former 
frames in coding/decoding order as references. Generally speaking, a Group of 
Pictures (GoP), which usually contains one I frame, several P frames and several B 
frames, are coded one time when an encoder is encoding a video sequence. P frame 
uses one I frame or its former decoded P frame as a reference and B frame uses at 
most two previously-decoded frames as references. So timely delivery of packets of a 
frame does not guarantee a good video quality to end-users, except that all the frames 
to which this particular predicted frame references are received and decoded correctly. 
Even if there is an error concealment mechanism which can recover the frames with 
wrong or one or more of whose packets are lost in their way, the difference (resulting 
error) between the frame recovered by error concealment scheme and its original 
frame will propagate along the subsequent frames in decoding order and this may 
have greatly impact on the video quality. From the description above, we can find the 
fact that not all the frames in a GoP have the same importance. In the DiffServ 
architecture, the simplest way of mapping packets importance to Differentiated 
Services Code Point (DSCP) is green to I slice packets, yellow to P slice packets and 
red to B slice packets based on the fact above [4]. However, we think that although all 
the B slice packets have the same importance, the slice packets of different P frames 
in a single GoP have different importance. For the previously-decoded P frames may 
have impact on all subsequent frames in decoding order in a GoP due to the prediction 
structure of video coding standards and those subsequent fames use its former P frame 
as a reference. In order to mapping more than three types of source marks (16 kinds in 
this study) to three classes drop precedence in a single Assured Forward (AF) class, 
we develop a new marker called Improved Two Rate Three Color Marker (ITRTCM) 
which will be placed at the ingress of the DiffServ domain to complete this mapping 
according to the source marks, which represent the relative importance of the packets, 
and the network condition when the packets get to the edge router. 

The remainder of this paper is organized as follows. The delivery system proposed 
is presented in details in Section 2. In Section 3 the simulation model is introduced 
and our experimental results are also presented and discussed in this section, and a 
brief conclusion is presented in Section 4. 

2   The Novel Delivery System 

The video packets delivery system consists of the source marking scheme and the 
edge marking scheme, and we will illustrate them in details as follows. It is important 
to note that we only consider the video streaming application and never consider the 
QoS of audio which goes with the video in a multimedia application in this study. 



512 L. Chen, G. Liu, and F. Zhao 

2.1   The General Novel Source Marking Scheme 

The basic idea of this source marking scheme is based on the observation that packets 
of different P frames have different impacts on the quality of their subsequence 
frames in the decoding order. In a single GoP the first P frames are more important. 
Let N  denotes the size of a GoP with one I frame, Np P frames and 1N Np− −  B 

frames. We define 16 importance grades for video packets, ranging from 1 to 16. 1’s 
are assigned to the I frame packets, which are the most important packets; 16’s are 
assigned to the B frame packets. The other 14 values from 2 to 15 are assigned to the 
P frame packets in terms of their relative importance. The greater values are assigned 
to the less important P frame packets. 

Let i  be the number of P frames in a GoP. [ ]prior i  stands for the mark value, 

which represents the importance of the packets of the thi  P frame, defined by 

14
[ ] * 1prior i i

Np
= ⎡ ⎤ + ,   ( 1 )i Np= …                                         (1) 

where T⎡ ⎤  represents the smallest integer greater than T , and [ ]prior i  ranges from 2 

to 15. 

2.2   Improved Two Rate Three Color Marker 

There are totally 16 types of source marks in our proposed source marking algorithm, 
but there are only 3 colors in a single AF class. So we should develop a reasonable 
mapping between the source marks and colors. Considering the fact that different 
source marks stand for different importance of packets, and at the same time the 
variable network condition, we use a viable algorithm for metering and marking at the 
edge of a DiffServ domain. In our marking algorithm, there are 4 traffic parameters: a 
Peak Information Rate (PIR) and its associated Peak Burst Size (PBS) and a 
Committed Information Rate (CIR) and its associated Committed Burst Size (CBS), 
which is the same as TRTCM [8]. PBS is the size of token bucket P and PIR is the 
rate of token produced in P, and CBS is the size of token bucket C and CIR is the rate 
of token produced in C. As is well known, the token count of the bucket reveals 
current network status; the less the token count is in the bucket, the busier the network 
is. We use 5 thresholds ( / 5CBS and 0 for bucket C, / 2PBS , / 4PBS  and 0 for 
bucket P in our study) for dividing the network status into 6 different grades 
according to the vacancy degrees of the buckets P and C, with each grade being 
associated with a special marking scheme. Assume that the edge begins to work at 
time 0, the token count in P at time t  is represented by ( )Tp t  and the token count in C 
at time t  is represented by ( )Tc t , then (0)Tp PBS=  and (0)Tc CBS= . Supposing a 
packet with size B  arrives at the edge at time t and the edge route use the algorithm 
ITRTCM shown in Fig. 1 to mark it. It is worthwhile to note that prior represents the 

value of the source mark of a packet. 
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If ( ) / 5Tc t B CBS− >
The packet is green;
Tp is decremented by B; 
Tc is decremented by B; 

Else if 0 ( ) / 5Tc t B CBS< − ≤
If 1 3*14 * ( ( ) ) /prior Tc t B CBS< + −

The packet is green;
Tp is decremented by B; 
Tc is decremented by B; 

Else
The packet is yellow;
Tp is decremented by B; 

End
Else if ( ) / 2Tp t B PBS− >

If 1prior ==
The packet is green;
Tp is decremented by B; 
Tc is decremented by B; 

Else if 16prior ==
The packet is red;

Else
The packet is yellow;
Tp is decremented by B; 

End
Else if / 4 ( ) / 2PBS Tp t B PBS< − ≤

If [ ]1 4 *14 * ( ( ) ) / 1/ 4prior Tc t B CBS> + − −

The packet is red;
Else

The packet is yellow;
Tp is decremented by B; 

End
Else if ( ) / 4Tp t B PBS− ≤

If 1prior ==
The packet is yellow;
Tp is decremented by B; 

Else
The packet is red;

End
Else

The packet is red;
End

 

Fig. 1. Metering and Marking of ITRTCM 
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3   Simulation 

3.1    Design of the Simulation Experiment 

We use the Network Simulation 2 (NS2) simulator [12] to complete our experiment. 
Fig. 2 shows the simulation network topology. It is a simple network topology with a 
DS region consisting of two DS domains. The egress, named Edge router, of DS 
domain 1 is the ingress of DS domain 2, and each of the DS domains has a bottleneck, 
bottleneck 1 and bottleneck 2. 

Due to the fact that we need a long time simulation but there are no video 
sequences longer than 5000 frames in [13], as the test video we choose a QCIF (size 
176X144) format sequence which has about 5000 frames from the movie Star War. 
The sequence is encoded into an H.264 bit-stream with a mean bit rate of 384kb/s 
(represented by 1R ). Each frame is divided into 5 slices, and the bit stream data of 

each of the slices is encapsulated into one Network Abstraction Layer Unit (NALU). 
At the same time the encoder generates a trace file, which contains the main 
information of all the NALUs such as the type, the length, the index and so on, to be 
used by the network simulator. A traffic generator uses the trace file as an input to 
generate a video flow. In domain 1, there are two competing traffics, a CBR traffic 
flow 1 with a rate of 350kb/s ( 2R ), and an on-off background traffic flow with an 

exponential distribution with the mean packet size of 1000 bytes, the burst time 
interval 100 ms, the idle time interval 50 ms and the rate of 250kb/s ( 3R ). All of the 

three stream sources are connected to the Ingress router 1. There is a CBR traffic flow 
2, with a rate of 200kb/s ( 4R ) generated by the CBR background traffic sender 2 

which connects with the ingress of the DS domain 2. The senders and their 
corresponding receivers are shown in Fig. 2.  

We can change the bandwidth of the bottleneck to obtain 5 different levels of input 
load (110, 120, 130,140 and 150% of the bottleneck’s capacity), needing not to 
change the input load actually. For instances, the total input load ( 1inputTotal ) of 

domain 1 in this simulation is 984kb/s ( 1 2 3R R R+ + ) and that ( 2inputTotal ) of domain 

2 is 834kb/s ( 1 3 4R R R+ + ), and according to the input load demand the corresponding 

five levels’ bandwidthes of bottleneck 1 ( 1BW ) and bottleneck 2 ( 2BW ) are 
respectively 895kb/s and 758kb/s, 820kb/s and 695kb/s, 757kb/s and 642kb/s, 703kb/s 
and 596kb/s, and 656kb/s and 556kb/s. For each input load level, five subscription 
levels ( afR ) of DiffServ AF (40 60, 80, 100 and 120% of the bottleneck’s capacity) 

are considered. Here the level of DiffServ AF stands for the rate of “green” packets 
committed to the network to carry [4]. The marker in the ingress use parameters as 
follows: 

* * /af bitrateCIR R BW R Total= ,                                          (2) 

where 1, 2BW BW BW= , 1 2 3 4, , ,R R R R R= and 1 2,bitrateTotal Total Total= ,CBS, PIR 

and PBS parameters according to PIR CIR= α ⋅  , CBS CIR= β⋅ , PBS PIR= β⋅  with 

2α =  and β = 1.5  which are recommended in [10]. For example, when 80%afR =  
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and the level of input load is 120%, the CIR, CBS, PIR and PBS for the Video sender 
in domain 1 is respectively 256kb/s ( 80%*(820 / )*(384 / ) /(984 / )kb s kb s kb s ),  48k 

bytes ( * /8CIRβ ), and 512kb/s ( *CIRα ) and 96k bytes. The core routers in the two 

DS domains implement the Weighted Random Early Detection (WRED) mechanism 
for the active queue management. In our experiment the WRED parameters, namely 
the minimum threshold, the maximum threshold and the drop probability, are 
specified respectively as 10, 15 and 0.02 for the green packets, 7, 10 and 0.10 for the 
yellow packets and 3, 6, and 0.20 for the red packets. 
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Fig. 2. Simulation Network Topology 

3.2   Comparison on Different Marking Schemes with Different Packet Loss 
Ratios 

Fig. 3 shows the video flows’ receipt rate for each of the subscription levels of 
DiffServ with afR =60%. The three subfigures are the receipt rates of the I slice 

packets, P slice packets and B slices packets respectively. The four marking schemes 
are TRTCM, ETBTCM, TypeMapping which is the direct mapping from the three 
frame types (I, P and B) to three colors [4], and ITRTCM. The TypeMapping scheme 
can obviously protect the I-type packets, but the loss rate of P-type packets and that of 
B-type packets become larger and larger as the network load increases, even reaches a 
quantity greater than 70% when the network load is 150% of its bottleneck capacity. 
We can easily imagine what the video quality becomes when using this marking 
scheme when the network is badly in congestion. In Fig.3, the receipt rate of the I-
type packets when using ITRTCM scheme is greater than the other two schemes and 
the effect is more and more distinct as the payload of the network increases. When 

afR =60%, although our results of the P-type packets and the B-type packets are 

sometimes lower than those of the other methods, there are no significant difference 
along them. The same results are obtained when afR =40%, 80% and 100%. So a 

simple conclusion can be drawn: ITRTCM can effectively protect more important 
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packets and never has great impact on the transmission of less important packets and 
it is more adaptive for marking video flow packets before they enter DiffServ 
networks. 

 

Fig. 3. Comparison of the receipt rates among the four mark scheme with afR =60% 

3.3   Objective Quality of End-To-End Video Delivery 

Results presented in 3.2 only show the different receipt rates of the different marking 
schemes at different network payloads. Although the results with the scheme we 
proposed are better than those of the other schemes, it does not fully present the 
advantage of our scheme for video delivery. Because the final purpose is to provide a 
better video quality and our source marking scheme is designed not only for 
protecting I-type packets but for protecting all the correspondingly important packets 
which contain not only I slice packets but the anterior P slice packets in decoding 
order. 

Here we only present the results of a scenario of afR =60% with 5 network 

payloads for end-to-end objective quality of video delivery. The reason we choose 

afR =60% are that the results of ITRTCM with afR =40% is obviously better than 

those of the other schemes for all the receipt rates are higher than those of the other 
and the case afR =60% can well stand for the other two cases. Fig. 4 shows the 

PSNRs of the frames from 1500 to 2000 with their respective network payload from 
140%. We only consider three schemes in the figures except the TypeMapping 
method because there are so many P frame packets lost in their way while adopting 
the TypeMapping method that its resulting bit stream can not be correctly decoded 
using JM11.0 [14]. When the TypeMapping method is used, there are only 1200 
fames which are correctly decoded when network the payload is 140% of the 
bottleneck capability, and 850 frames correctly decoded when the network payload is 
150% of the bottleneck bandwidth. We can see from those figures, that the line 
labeled “ITRTCM” is higher and higher than the other two lines, that is, with the 
network payload increasing our scheme can still better protect the important 
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information and get a better end-to-end objective quality. The mean PSNRs of Y, U 
and V of the 4 schemes when afR =60% is listed in Table 1, Table 2 and Table 3 

respectively. It is worth to mention that only the frames which have been correctly 
decoded are considered while we compute the mean PSNR of using TypeMapping 
scheme. Results in these tables show the same conclusion drawn above. When the 
network payload is 150% of the bottleneck capability, the PSNR of Y component 
using ITRTCM is even 5.5978 greater than that using ETBTCM and 6.0825 greater 
than that TRTCM, and even 10.0045 greater than that using TypeMapping method; 
the PSNRs of U and V components are also greater than those using the other 
methods. 

 

Fig. 4. Comparison of PSNR at network load 140% of the bottleneck bandwidth ( afR =60%) 

Table 1. Mean PSNR of Y component 

      Payload     
Psnr         

Schemes 

             
110%            

        
120%           

                
130%           

        
140%         

         
150%          

ITRTCM             42.3418         42.1673      41.1083     39.1970     37.1724     
ETRTCM         42.3418         42.0676      39.0226     34.1555     30.5746     
TRTCM          42.3418         42.1265      38.8825     34.5791     31.0899     
TypeMapping         42.2750         41.3826         36.4745      29.7828         27.1179         

Table 2. Mean PSNR of U component 

      Payload     
Psnr         

Schemes 

             
110%             

              
120%           

                
130%            

            
140%          

            
150%          

ITRTCM            45.2046          45.1256        44.8817       44.2310        43.6584        
ETRTCM         45.2046          45.0976        44.1862        42.5171       41.1196       
TRTCM          45.2046          45.1261        44.0705       42.6282       41.0003        
TypeMapping     45.1523         44.9581         43.4666     36.3833          34.7379          
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Table 3. Mean PSNR of V component 

      Payload     
Psnr         

Schemes 

             
110%             

              
120%           

                
130%            

            
140%          

            
150%          

ITRTCM            45.9521          45.8980        45.6991        45.2086       44.7275        
ETRTCM         45.9521          45.8766        45.1112        43.9649        42.7901       
TRTCM          45.9521          45.8966        45.0581       44.1458        42.7435        
TypeMapping     45.9105          45.7489         44.4405        40.2234          39.1763          

3.4   Subjective Quality of End-To-End Video Delivery 

In order to provide a more intuitive end-to-end quality comparison, subjective visual 
qualities with different delivery schemes are shown in Fig. 5. The numbers on the left 
of the pictures are the frame numbers in the display order and the marks above the 
pictures represent the marking schemes which are used. Obviously, the visual quality 
obtained by using ITRTCM is better than those using TRTCM and ETBTCM. Due to 
the reason mentioned in 3.3 above, we do not compare the results with TypeMapping 
in use. 

 

Fig. 5. Comparison of visual quality when the network payload is 150% of the bottleneck 
bandwidth ( afR =60%) 
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4   Conclusion 

In this study we first developed a source marking at the application level according to 
the different importance of I, P and B frame packets, the relative importance of the 
different P frame packets in a GoP. Then we designed a novel marking algorithm for 
the edge routers of a DS domain. At last, we compared the effects not only in the 
network loss rate in different scenarios, but also the end-to-end objective video 
quality and the subjective visual quality with the other three methods. From the 
simulation results we can draw the conclusions that our proposed method can protect 
the more important packets in a more effective way, and that the end-to-end video 
quality is greatly improved due to the former P frame packets in the coding/decoding 
order receive a better protection. 
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Abstract. The integration of scalable video representation and network coding 
(NC) offers an excellent solution to robust and flexible video multicast over IP 
networks. In this work, we examine one critical component in this system, i.e. 
video priority ordering and packetization at the source of the multicast tree. 
First, a GOP-adaptive layer-based packet priority ordering algorithm is 
proposed to allow flexible prioritized video transmission with unequal error 
protection. Then, a packetization scheme tailored to NC delivery is discussed. 
Simulation results are given to demonstrate that the proposed algorithms offer 
better performance in video quality and bandwidth efficiency as compared the 
SNR-based packetization method.   

Keywords: scalable video coding (SVC), network coding (NC), robust. 

1   Introduction 

With the maturity of video coding technologies, networking infra-structures and the 
rapid growth of computing power, digital video such as video-conferencing, 
multimedia chatting, video on demand (VoD), IPTV has reached us over wired and 
wireless IP networks. Video transmission over broadband networks in general and 
wireless networks in particular suffers from time-varying bandwidth and packet delay 
and loss. The scalable video coding (SVC) standard [1],[2], developed as an extension 
of H.264/MPEG-4 AVC, has attracted a lot of research interests for its flexible 
scalability and adaptability to a wide range of varying network conditions, 
applications and terminals. An efficient and robust SVC transmission system is 
expected to overcome these challenges for reliable video transmission. 

Research has been conducted to achieve robust video transmission over wired or 
wireless IP networks extensively for years. Unequal error protection (UEP) [3], [4], 
[5] based on priority encoding transmission (PET) [6] offers one of the most 
promising techniques among numerous proposed methods. For example, the data 
partition mode in H.264 divides a bit stream into three types of data of different 
importance so that different channel coding rates can be applied to them. Rate 
                                                           
* This project is supported by the NSFC (No. 60702058) and Chinese Scholarship Council. 



 Priority Ordering and Packetization for Scalable Video Multicast 521 

allocation to minimize the distortion or power as well as maximize video quality was 
considered by Xiao et al. in [3]. For SVC transmission, Fang and Chau [4] proposed a 
scheme to allocate an unequal amount of protection based on Reed-Solomon codes to 
different frames of a GOP (i.e., temporal scalability) or the progressive bit stream in 
each frame (i.e., SNR scalability) using the genetic algorithm. Schierl et al. [5] used 
the Raptor forward error correction (FEC) codes to protect SVC layers of different 
importance. Only source and channel coding methods have been considered in these 
methods. While packets are transmitted in the network, they are delivered by the 
traditional store-and-forward (S/F) mechanism in intermediate nodes.  

More recently, network coding (NC) [7]-[9] has been extensively studied by 
researchers in the information theory community. NC allows packets to be encoded at 
intermediate nodes and can achieve the maximum multicast information rate. The 
application of NC to wireless video multicasting using the H.264/SVC video format 
was studied by Wang, Xiao and Kuo [7]. However, a critical component in the whole 
system was not well addressed in [7]; namely, video packetization at the source node, 
due to the space limit. This work serves as a companion paper to [7] by focusing on 
the source video packetization problem. 

In this research, a GOP-adaptive layer-based priority ordering algorithm is 
proposed to organize the H.264/SVC video bitstream, which makes the whole system 
more robust under the same bandwidth condition than the default SVC ordering 
scheme or the SNR-based ordering algorithm. Then, the packetization algorithm 
optimized for NC delivery is discussed. 

The rest of this paper is organized as follows. Sec. 2 presents an overview of the 
NC-based video multicast system. Sec. 3 describes the packet priority ordering 
algorithm and the packetization algorithm in detail. The proposed ordering scheme is 
compared with other ordering algorithms in Sec. 4. Concluding remarks and future 
research directions are given in Sec. 5. 

 

Fig. 1. The proposed SVC video multicast system using the NC technique in the network 

2   Video Multicast with Network Coding 

The proposed SVC video multicast system using the NC technique is shown in Fig. 1. 
First, SVC video coding and packetization are performed at the source node. Then, 
the random linear network coding (RLNC) technique is conducted at intermediate 
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nodes of a multicast tree with multiple in-degrees. Finally, the Gaussian elimination 
method is used for random linear network decoding, which is followed by packet 
reconstruction at all receiving nodes. In this work, we focus on the task on the first 
stage, i.e., source video packetization. For more details in RLNC encoding and 
decoding, we refer to [7]. 

There are three major steps in preparing packets at the source node as detailed 
below. 

Step 1: SVC bitstream generation and priority layering 

The prioritized layers of H.264/SVC are represented as
10 ,..., −MLL . Each layer is 

composed by symbols 
ij Ls ∈  over the finite Galois field F .  

Step 2: Packet mapping 

Different amounts of redundant protection bits are assigned to layers of different 
priority, and these data are interleaved into packets. Most of the PET-based methods 
[3], [4] adopt the (n,k) Reed-Solomon code, where n-k redundant packets to protect k 
source packets. With NC, we can use zeros rather than RS codes [7] to simplify the 
packetization process. For example, some packets are concatenation of symbols from 
all layers )||...,||||( ,1,2,1 iMiii sssP −=  while others are concatenation of symbols from 

some layers and redundant protection bits )||...,||||0||0( ,1, jMjmj ssP −= . By interleaving 

data this way, it helps equalize the importance of different packets. As a result, there 
is no need for intermediate nodes to differentiate the importance of each packet in the 
NC mixing process, which simplifies the design and maintenance of multicast trees.  

Step 3: Packet loading 

Consider a video stream of N packets. Due to the finite input bandwidth, we do not 
pump all N packets into the source node simultaneously. Instead, they are organized 
into multiple groups, and each group is sent to the source node per unit time. This 
group of packets is represented by tG  where t  is the time index. Packets within the 
same group are mixed in intermediate nodes of the network using the RLNC 
algorithm. The loading time τ  is the total time required for the source node to 
transmit all the packets of the video stream. There are two factors that determine the 
loading time. One is the capacity of out-going links of source node denoted by

sC , 

which limits the amount of data to be sent to the network. The other is the bottleneck 
of the network, which corresponds to the minimum cut of the graph denoted by

minC .  

If ),min( minCCC s= , we need CN /=τ  time units to send out all N  packets to the 

receiver.  

In the following sections, we describe Step 1 and Step 2 in detail; namely, the 
packet priority ordering and packtization algorithms. 
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3   Priority Ordering and Packetization 

3.1   Priority Ordering 

When transmitting SVC video over the network, the source content is encoded once 
with the highest resolution and bit-rate. If there is no error and/or packet loss during 
the transmission, different receivers can extract a bit stream of different resolutions 
according to its own capability. However, if some errors and/or packet loss occur, 
reconstructed video quality may degrade.  

The default ordering of the SVC bit stream is done according to the temporal layer 
(frame) in the unit of GOP. Each temporal layer contains several spatial layers that 
may contain one base SNR layer and several enhancement SNR layers. The frontal 
portion is the base layer. At the same time, SVC uses the network abstraction layer 
(NAL) packet as its basis unit for transmission over the network. When one NAL 
packet is lost, all packets that depend on this NAL packet will be affected. 
Sometimes, it may make the subsequent bit stream un-decodable at the receiver. As a 
result, the impact of packet loss to SVC video transmission over networks must be 
considered carefully.  

A 3D layer based ordering algorithm is proposed in this work to organize SVC 
video with prioritization within one GOP. It can have the highest quality (or least 
distortion) under a certain number of correctly received NAL packets. In other words, 
the impact of NAL packet loss to the overall performance of the GOP can be 
significantly reduced by the proposed ordering algorithm. The method can be applied 
to bandwidth adaptation. When the target resolution is determined, the method can 
provide optimal performance to the receivers under different bandwidth conditions. 

 

Fig. 2. Illustration of the path selection process, where lines with different colors represent 
different paths from the start point to the destination point 

The objective of the method is to find the optimal path in the 3D coordinates to get 
the optimal rate-distortion (RD) performance, where the 3D co-ordinates are formed 
by temporal, spatial and SNR layers as shown in Fig. 2. By the optimal path, we mean 
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the optimal rate distortion performance from the lowest spatial, temporal and SNR 
resolution (i.e., the base layer) to the highest resolution (i.e., the inclusion of all 
enhancement layers). We see from the figure that there are many candidate paths for 
selection. Since each GOP of different video sequences may have different 
characteristics, the path may vary from one GOP to the other. The basic idea of the 
proposed algorithm is to choose several candidates under certain constraints at each 
local step and then integrate these local decisions to form a path that provides the 
optimal RD performance. 

Let (s,t,q) be the 3D integer layer indices, where s, t and q are spatial, temporal and 
quality layer indices, respectively. The lowest resolution is (0,0,0) while the highest 
resolution is (s*,t*,q*). By ordering, we map the 3D coordinates into 1D array, i.e,  

L(s,t,q)=i, 

where L represents a specific ordering scheme. We use 
jL  to denote the jth element 

of the 1D array ordered by scheme L. It is clear that a legitimate order has to meet the 
following criterion: 

ji LL PSNRPSNR > ,   .ji >∀  

In other words, video quality improves if an additional layer is added into existing 
video.  

A greedy algorithm to select a legitimate path is described below. 

• Initialization ( 0=i )  
The lowest layer )0,0,0(  is chosen as the start point of the path.  

• Iteration ( ,...1,0=i ) 
Suppose that iqtsL =),,(  is the current 1D index. We consider three possible 

positions (s+1,t,q), (s,t+1,q) and (s,t,q+1) as the possible next 1D index denoted 
by  j=i+1. Then, we choose the following one: 

j

j

L

L

j R

PSNR
L

∂
∂

= maxarg* , 

where 
jLR∂  is the rate increase due to the addition of this new layer. The above 

process is repeated until the maximum resolution along each dimension is reached. 

3.2   Packetization Algorithm 

After priority ordering, we consider the packetization problem. Assuming all NALs in 
the thp  GOP are partitioned into M layers 1,...1,0, −= MiLi

. These M layers are 

packetized into N packets, each of which has K bytes as shown in Fig. 3. The width 
and the height of each layer are 

iw  and
ih bytes respectively.  Then, we have 

∑
−

=

=
1

0

M

i
pii Rhw  

(1) 
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∑
−

=
=+

1

0

M

i
i KHh  (2) 

jiwhenww ji <≤  (3) 

where 
pR  is the total bit rate of the thp GOP. 

 

Fig. 3. The packetization structure 

Usually, H and K are fixed parameters. N is always smaller or equal to
sC , which is 

the capacity of outgoing channel of source node. We show how to find parameters 
iw  

and
ih , 1,...,1,0 −= Mi , below. 

The distortion function can be written as 

)(.)()(
1

0
∑

−

=
⋅Δ=

M

i
i PDpD , (4) 

where
⎩
⎨
⎧

−≤<−
=

=Δ
− 10

0

1 MiDD

iD
D

ii

i
i

, and (.)P  is the probability that the thi layer 

could be correctly received. The objective is to find parameters to minimize the 
overall distortion or maximize the quality of decoded video. This constrained 
optimization problem can be formulated as 

D
optiopti hhww ∈∈ ,

min  subject to constraints (1)-(3) (5) 

By using random linear network coding (RLNC), the source information is distributed 
among different packets. For example, for the ith  layer, 

iw  source information is 
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distributed among N  packets. The more the source information is distributed, the 
higher the probability of correct reception. Then, we can relate (.)P in (4) with the 

ratios of 
iw and replace the objective function in (5) by the following: 

∑
−

=
−=Δ

1

0

00 )(
M

i ii w

w

D

D  (6) 

Δ
∈∈ optiopti hhww ,

min    subject to constraints (1)-(3) (7) 

The fast bidirectional local search algorithm with iterative improvement can be used 
to solve the optimization problem. For details, we refer to [3]. 

3.3   Packet Delivery with Network Coding 

After priority ordering and packetization, we have 
1−Mw  source symbol vectors, 

denoted by ]...,[ ,,2,1, Kjjjj xxxx = , 1,...1,0 1 −= −Mwj , for one GOP. To transmit them, we 

can follow the standard network coding framework as stated in [8]-[9]. Consider an 
acyclic graph ),( EV , a sender Vs ∈ and a set of receivers VT ⊆ .  Then, each edge 

Ee ∈ dispersed from a node )(einV =  carries a symbol )(ey  that is a linear 

combination of source symbols, i.e. 

∑
−

=

−

=
1

0

1

)()(
Mw

j
jj xefey , 

where the vector of coefficients )]()...(),([)( 110 1
efefefef

Mw −−
=  is known as the global 

kernel vector on edge e . It can be determined recursively by local kernel vectors that 
are randomly chosen from finite field F  and entering symbols. Any receiver Tt ∈  
receiving 

iw  )1...1,0( −= Mi or more incoming symbols in form 
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(8) 

can recover source symbols 
iwxxx ..., 10
as long as matrix 

eF of global kernel vectors 

)()...(),( 10 iwefefef  has rank 
iw . This implies that i  source layers (including all layers 

small or equal to i ) can be decoded correctly. During the package procedure, the 
global kernel vector is recorded at each packet header so that it can reach any receiver 
via received packets. This can be implemented by appending the jth  global kernel 

vector to the jth  source vector 1...,2,10, 1 −= −Mj wx . Any receiver can recover the 

source vector by applying the Gaussian elimination algorithm to 
1−Mw  or more 

received packets. 
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4   Simulation Results 

To verify the efficiency of the proposed priority ordering and packetization 
algorithms, the bit stream generated by the SVC reference source code JSVM6 [2] 
was used. The standard sequences of mother&daughter(class A), foreman(class B) 
and football(class C) sequence of size 352×288, 30 frames per second and 300 frames 
in total were tested. The test sequences were coded by H.264/SVC with 2 spatial 
layers, 3 temporal layers and 2 SNR layers. The GOP size was 32, where the first 
frame of each GOP was intra-coded. A 3-tier multicast tree with 5 receive nodes with 
increasing access capacity were adopted to simulate the single source multicast 
network. The maximum in-degree of any intermediate node was 3. The finite field 
was of size 256. We set the target resolution to be full spatial, temporal and SNR 
resolutions. If the bit stream cannot be decoded due to the packet loss, error 
concealment of frame copy in the temporal domain and AVC half-sample 
interpolation filter ({1,-5, 20, 20,-5, 1}/32 of luminance and {16, 16}/32 of 
chrominance) in the spatial domain was used to achieve the target resolution. 

 

(a) Mother&daughter sequence (b) Foreman sequence 

 
(c) Football sequence 

Fig. 4. R-D performance Comparison of three priority ordering methods 
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In Fig. 4, we compare the R-D performance of three sequences using the default 
SVC ordering, the SNR-based ordering and the proposed priority ordering, where the 
averaged PSNR value of multiple simulation runs were shown. From the highest 
resolution layer to the lowest one, the bit stream is arranged first by the SNR layer, 
then the temporal layer and finally the spatial layer for the SNR-based ordering while 
it is arranged first by the temporal layer, then the spatial layer and finally the SNR 
layer for the default SVC ordering. When the bit rate is low, the proposed ordering 
method can provide better performance than the SNR-based ordering and the default 
SVC bit stream for all three sequences. As the bit rate reaches certain bit rate (about 
18Kbytes for mother&daughter, 41Kbytes for foreman and 103Kbytes for football), 
the gap between the proposed ordering algorithm and the SNR-based ordering 
algorithm becomes very small, because the SNR layer contributes more to the R-D 
performance at this time and the proposed method will chose SNR layer as its 
increment direction. However, they are still much better than the default SVC 
ordering. When the bit rate reaches the highest spatial, temporal and SNR resolution, 
the difference among the three ordering methods disappears. It is also shown in the 
figures that the R-D performances of three priority ordering methods are content 
sensitive. For sequences with low spatial detail and low amount of movement 
(mother&daughter), the performance gap between the proposed ordering algorithm 
and the SNR-based ordering algorithm is the smallest (up to 1.8dB) among three 
sequences. For sequences with medium spatial detail and low amount of movement 
(foreman), the coding gain of proposed method beyond SNR-based method (up to 
3.7dB) is even higher than that of the sequences with medium amount of movement 
and high spatial detail (football) (up to 2.8dB). This is probably because that, when 
the bit rate is small, the spatial enhancement layer often contributes more to the R-D 
performance, while the foreman (class B) sequence has less spatial details than the 
football (class C) sequence, when the full resolution is required but small bits are 
correctly decoded at the receiver, class B sequences will have better performance than 
class C sequences. 

 

Fig. 5. Comparison of NC and S/F delivery mechanism using three orderings 
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The performance of the default SVC ordering, the SNR-based ordering and the 
proposed priority ordering at different packet loss rates for video transmission over a 
multicast network using NC and the store/forward (S/F) delivery with Reed Solomon 
codes is shown in Fig. 5. 1000 runs were used to verify the validity of the method.  
We see that NC delivery outperforms the S/F delivery by about 5dB in all packet loss 
rates for the same ordering. With the same delivery mechanism, the proposed 
ordering gives the best performance while the default SVC ordering method the 
worst. Our priority ordering outperforms the SNR based ordering by 3dB under 
different packet loss rates either the NC or the S/F delivery mechanism. 

5   Conclusion and Future Work 

A new priority ordering scheme and a packetization algorithm for H.264/SVC video 
multicasting using NC was proposed. The excellent performance of the proposed 
priority ordering and packetization with NC or S/F delivery was demonstrated by 
computer simulation. The proposed priority method can provide better performance 
than SNR-based and default SVC methods. The performance can be further improved 
by NC as compared to those using S/F with FEC. Our preliminary study reveals the 
significant advantage of integrating NC and H.264/SVC in video multicasting. More 
test cases, including different network topologies and video sequences, will be 
conducted in the near future. 
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Abstract. In this paper, we propose an Error Concealment algorithm
for INTRA-frame losses over packet loss channels. The novelty is that
not only the INTRA-frame but also the subsequent INTER-frames are
error concealed. We use the received INTRA-MBs to refine their neigh-
bors based on the strong correlation between adjacent pixel values. In
addition, Motion Compensation is used to reconstruct the INTER-pixel
which has an INTRA-pixel in its motion trajectory. Both subjective and
objective simulation results are given to demonstrate the performance of
our proposed algorithm.

Keywords: Error Concealment, Error Propagation, Motion Compen-
sation, Spatial Interpolation.

1 Introduction

Delivering video of good quality over the Internet or wireless networks is very
challenging today, due to the use of predictive coding and Variable Length Coding
(VLC) in video compression [1]. In block-based video coding method, if we use
INTER-prediction mode, each macroblock (MB) is predicted from a previously
decoded frame by Motion Compensation. If data loss occurs during the trans-
mission, the corresponding frame will be corrupted, and this error will propagate
to the subsequent frames because of INTER-prediction, until the next INTRA-
coded frame is correctly received. In addition, a simple bit error in VLC can
cause desynchronization; as a result, all the following bits cannot be used until
a synchronization code arrives. Due to these facts, it is useful to develop some
Error Resilience (ER) or Error Concealment (EC) techniques to control the er-
rors in video transmission. Error resilience is usually applied at the encoder side.
The coding efficiency of an ER codec is lower than a normal codec, because the
encoder needs to introduce some redundancy to the stream. In the case of error,
the decoder would use this additional information to reconstruct the video. On
the other hand, error concealment is applied at the decoder side. It requires no

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 530–538, 2007.
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change to the encoder and does not increase the bit rate, so it is more preferable
for low bit-rate applications [2][3].

Lots of EC algorithms have been developed for video communication, such
as spatial interpolation using some smoothness measure and temporal com-
pensation based on inter-frame correlation [4][5]. Boundary matching algorithm
(BMA) is also developed to estimate the lost motion vectors (MV) [6][7]. Most
of current EC methods assume that only a few MBs or slices in a video frame are
lost. However, in low bit-rate applications, one frame is usually carried in one
data packet in order to save transmission overhead. As a result, the loss of one
packet will lead to the loss of one entire frame [3]. When frame loss occurs, we
can copy the previous received frame to reconstruct the lose one. More sophis-
ticated methods recover the motion vectors (MVs) in pixel or block level based
on the assumption of translational motion, i.e. motion remains constant along
motion trajectory [3][8][9].

As in most of the block-based video coding systems all the INTER-frames are
encoded based on the preceding INTRA-frame, the protection and restoration
of INTRA-frames is especially important for the decoding of subsequent frames.
However, as far as we know, most of the EC algorithms in the literature focus
on the restoration of INTER-frames, and only a few works deal with the EC of
INTRA-frames. In addition, almost all these algorithms assume that only part
of the INTRA-frame is corrupted so that the lost MBs can be reconstructed
using the information from the neighbors [10][11]. Since in low bit-rate video
transmissions the loss of a packet usually results in the loss of a whole frame, an
error concealment algorithm for INTRA-frame losses is necessary in reality. In
this paper, we will focus on this problem and propose an algorithm to improve
the reconstructed video quality when INTRA-frame loss occurs. The novelty
is that not only the INTRA-frame but also the subsequent INTER-frames are
refined using the received INTRA-MBs.

Random INTRA Refresh (RIR) scheme has been used in both earlier and
current standards such as MPEG-4, H.263 and H.264, where INTRA-coded MBs
are randomly inserted into the bitstream to remove artifacts caused by error and
INTER-prediction drift. Although coding efficiency is reduced a little, RIR with
a low INTRA-rate is more practical than inserting periodic INTRA-frames due to
the bit-rate constraint [12]. As the RIR scheme is implemented in the encoder and
does not introduce any decoding overhead, it is often jointly used with other ER
or EC schemes. In our algorithm we assume that the received bitstream contains
such INTRA-MBs. When an INTRA-frame is lost, the received INTRA-MBs in
the subsequent frames can be used to refine their INTER-neighbors based on the
strong correlation between adjacent pixel values. In addition, an INTER-pixel
can also be refined by Motion Compensation (MC) if there is an INTRA-pixel
in its motion trajectory.

The rest of this paper is organized as follows. In Section 2, we describe the
proposed EC algorithm. Its performance is demonstrated in Section 3 by both
subjective and objective results. Section 4 is conclusion.
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Fig. 1. The flow chart of the proposed EC algorithm for INTRA-frame loss

2 The Proposed EC Algorithm

In conventional EC algorithms, only the corrupted (lost) frames are error-
concealed. Although the subsequent frames can be decoded as usual, some an-
noying artifacts will exist due to the drifting errors and the video quality can be
even worse in the case of INTRA-frame loss. In this work, we propose to use four
ways to reconstruct the subsequent INTER-pixels after a lost INTRA-frame:

– Decoding directly as in the conventional codec;
– Error concealment by motion compensation (MC);
– Error concealment by the DC of INTRA-MB (DC);
– Error concealment by spatial interpolation (SI).

Each INTER-frame is decoded and then error concealed pixel by pixel, using
the algorithm in Figure 1. We will describe the three EC ways in the following
subsections and then summarize the algorithm. As the INTRA-MBs coded by
Random INTRA Refresh (RIR) can help to stop the propagated error, for each
pixel we use one mark to represent whether it is error-free (refreshed) or not. For
a lost frame, all the pixels are set to be non refreshed. And when an INTRA-MB
is received later, the corresponding pixels are marked refreshed. So a status map
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(Mf ) needs to be maintained for each frame in the frame buffers, one bit for one
pixel. In addition, we also maintain a small map Ms (size 16× 16) for the pixels
in an INTER-MB. The initial status of each pixel is non filled mc. Whenever a
pixel is refined by MC, its status in Ms is changed to filled mc.

2.1 EC by MC

Suppose there are L frames in the reference frame buffer. For each INTER-pixel
p, we have its motion vector MV0 and the corresponding reference frame index
k0, k0 ∈ {1, 2, . . . , L}. Then p can be refined by motion compensation (MC) if
there is a refreshed pixel in its motion trajectory. In detail,

1. Mark the status of p in Ms as non filled mc. Use MV0 to find the reference
pixel of p, i.e. q0. If q0 lies at an integer-pixel position marked as refreshed,
or if q0 lies at a sub-pixel position surrounded by refreshed pixels, mark p as
refreshed in Mf and stop. Otherwise, set k = 0 and go to 2).

2. Increase k by 1. If k is great than L, i.e. all the reference frames have been
checked, stop. Otherwise, go to 3).

3. If k equals k0, go to 2). Otherwise, estimate the MV of p to the kth reference
frame based on the constant velocity model, i.e. MVk = MV0 × k/k0. Then
use MVk to find the corresponding pixel qk in the kth reference frame. If qk

lies at an integer-pixel position marked as refreshed, or if qk lies at a sub-
pixel position surrounded by refreshed pixels, replace p by the pixel value of
qk and set the status of p as filled mc in Ms; stop. Otherwise, go to 2).

2.2 EC by DC

Divide the video frame into blocks with size D × D, D ∈ {4, 8, 16}. Suppose
pixel p lies in block Bc. We first check the eight neighbor blocks of Bc. If one
neighbor lies in an INTRA-MB, p will be refined by the DC of this block, i.e.
DCnb. In other words, the value of p is changed to

p = wdc × DCnb + (1 − wdc) × p, (1)

where wdc is the weighting factor to control the emphasis on DC.

2.3 EC by SI

For an INTER-pixel p, two nearest refreshed pixels are searched within a window,
which is centered at p with size (2S + 1) × (2S + 1). If there is no or just one
such pixel, the condition of EC by SI is not satisfied. Otherwise, suppose the
two pixels found are p1 and p2, with distance d1 and d2 from p, respectively.
Then an interpolated value for p from its spatial neighbors can be

p̂ =
p1 × d2 + p2 × d1

d1 + d2
. (2)

Using weight wsi to control the strength of spatial interpolation, we obtain the
final value of p:

p = wsi × p̂ + (1 − wsi) × p. (3)
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2.4 Summary for the EC Algorithm

If an INTRA-frame (I0) is lost, all the pixels inside are filled by grey color, i.e.
128 for all the YUV components. Each of the subsequent N frames is decoded
and then error concealed as follows until an INTER-frame is lost. Here N is an
integer to control the number of frames for EC.

– For the first INTER-frame (P1), compute the DC of the INTRA-MBs within
this frame, i.e. DCintra. Fill the reference frame of P1 (the buffer for I0) and
all the INTER-pixels of P1 by DCintra. Then for each INTRA-MB in P1,
use its DC to fill the eight neighboring INTER-MBs.

– For the subsequent frames, the INTER-pixels are error concealed as in Fig-
ure 1.

If an INTER-frame is lost, it is reconstructed by copying the previous frame
(copy-previous).

3 Simulation Results

We use the JVT reference software version 11.0 (baseline profile) for the simu-
lations [13]. The first 300 frames of video sequences Foreman and News (QCIF)
are encoded at 7.5fps, and only the first frame is I frame. Two reference frames
are used for INTER-prediction. Parameter UseConstrainedIntraPred is set to be
1 in the reference software, i.e. INTER pixels are not used for the prediction
of INTRA-MB. And the INTRA-rate for RIR is 3%. The compressed video is
supposed to be transmitted though a packet loss channel, and one packet con-
tains the information of one frame. So the loss of one packet will lead to the
loss of one entire frame. The simulated packet loss patterns are obtained from
[14], with loss rate P = 3%, 5%, 10%, or 20%. Decoder PSNR is used as the
objective measurement, which is computed using the the original uncompressed
video as reference. Given a packet loss rate P , the video sequence is transmitted
40 times, and the average PSNR for the 40 transmissions is calculated at the
decoder side. Three EC algorithms are evaluated, which will act as follows in
the case of INTRA-frame loss:

– EC F0 128 : The lost INTRA-frame is filled by grey color, i.e. 128 for all the
YUV components. And the subsequent frames are decoded directly.

– EC F01 DC : The EC approach is the same as EC MV DC SI. However, only
the lost INTRA-frame and the first INTER-frame are error concealed.

– EC MV DC SI : The proposed algorithm in section 2.4, with parameter wdc=
1/2, wsi = 1/3 and S = 16. Suppose the video frames are I0, P1, P2, P3,
P4.... We use D = 16 for P1, P2 and D = 4 for Pi, i ≥ 3.1

The lost INTER-frame is error concealed by copy-previous for all these three
algorithms.
1 Note that when EC by SI is applied in EC MV DC SI, with wdc = 1/2 in Eqn. (1)

and wsi = 1/3 in Eqn. (3), an INTER-pixel p is reconstructed by the average of the
DCnb, the interpolated pixel and the decoded one.
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Table 1. The average decoder PSNRs for different loss rate P

Foreman (QP=30)

Decoder PSNR Delta-PSNR

P 3% 5% 10% 20% 3% 5% 10% 20%

EC F0 128 29.41 26.52 23.82 20.24 0.00 0.00 0.00 0.00

EC F01 DC 29.47 26.59 23.94 20.51 0.06 0.07 0.12 0.27

EC MV DC SI 29.54 26.70 24.02 20.60 0.13 0.18 0.20 0.36

News (QP=30)

Decoder PSNR Delta-PSNR

P 3% 5% 10% 20% 3% 5% 10% 20%

EC F0 128 32.37 30.61 28.28 24.08 0.00 0.00 0.00 0.00

EC F01 DC 32.40 30.64 28.36 24.38 0.03 0.03 0.08 0.30

EC MV DC SI 32.58 30.86 28.52 24.50 0.21 0.25 0.24 0.42

We first simulate the case of INTRA-frame loss, and all the subsequent frames
are assumed to be received. Parameter N of EC MV DC SI, i.e. the number of
frames for EC, is selected to be N = 75 for a better illustration. Constant QP
(QP=30) is used to encode both Foreman and News. The decoder PSNR is
plotted in Figure 2. As shown in the figure, the video quality can be improved
by just error concealing the first two frames, i.e. filling with the DC of received
INTRA-MBs. However, with the proposed EC MV DC SI algorithm, much more
improvement can be obtained. The reconstructed 30th INTER-frames of Fore-
man by different algorithms are shown in Figure 3. We can see from the figure
that EC MV DC SI can suppress the propagated error more efficiently than the
other two algorithms.

The performances of the EC algorithms under random packet loss conditions
are given in Table 1 and Figure 4, with parameter N = 30 for EC MV DC SI.
Both INTRA-frames and INTER-frames can be lost according to the packet
loss rate (P ). Table 1 shows the average decoder PSNRs for different P . To
give a clearer illustration, we also present the difference between EC F01 DC/
EC MV DC SI and EC F0 128 for the same loss rate, as shown in the column
named Delta-PSNR. From the table we can see that both EC F01 DC and
EC MV DC SI can obtain a higher PSNR than EC F0 128, and the difference
increases with increasing P . Figure 4 compares the RD curves of the three EC
algorithms for a given packet loss rate P . From the figure we can see that by using
EC MV DC SI at P = 5%, we can gain about 0.19dB for Foreman and about
0.26dB for News, compared to using EC F0 128. For P = 20%, about 0.4dB can
be obtained for both Foreman and News. In addition, for a small loss rate P ,
i.e. P = 3% or 5%, the performance (decoder PSNR) of EC F01 DC is closer
to EC F0 128 than to EC MV DC SI. And when P increases, the performance
of EC F01 DC gets closer to EC MV DC SI. This can be observed from both
Table 1 and Figure 4.

Not that in Table 1 and Figure 4, the gap between EC MV DC SI and
EC F0 128 is smaller than that in Figure 2. As in the case of INTER-frame
losses, the two algorithms have the same action, i.e. copy-previous, and the
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Fig. 4. The RD curves of different EC algorithms with loss rate P = 5% and P = 20%

advantage of EC MV DC SI over EC F0 128 is not obvious. Actually in such
conditions, the received INTRA-MBs can also be used to refine the subsequent
INTER-frames. We will take this as a future work.

4 Conclusion

In this paper, we propose an EC algorithm for INTRA-frame losses over packet
loss channels. Both motion compensation and spatial interpolation are used to
refine the INTER-pixels in the subsequent frames. As a result, the propagated
error can decrease much faster than just error-concealing the lost INTRA-frame.
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Abstract. In this paper, audio data-hiding schemes and speaker/recorder 
devices are employed to deliver information within nearby areas where 
connection and networking capabilities are expensive or even unavailable. 
Conventionally, information delivery in this way suffers from low data rate, 
questionable robustness and, most seriously, the limited transmission distance. 
Here, we alleviate the constraint of short transmission distance by devising a 
novel application scenario where widely available speaker/recorder devices 
move around together with the recipient – the information delivery service 
based on car radio systems. To be more specific, passengers in cars can receive 
additional visual information broadcasted through radio channels using devices 
capable of audio recording. To achieve sufficient data rate and necessary 
robustness, existing audio watermarking schemes have been enhanced. 
Furthermore, empirical on-road tests are performed to evaluate the robustness 
of the proposed scheme in real-world environments. According to our 
experimental results, enhanced audio watermarking schemes can be practically 
adopted to provide visual information without introducing additional costs or 
specific receivers in the client end. The proposed scheme can bring new 
business opportunities and commercial values for existing radio channels and 
car radio systems. 

Keywords: audio data-hiding, information delivery using car radio systems, 
data capacity. 

1   Introduction 

In the past decade, digital watermarking technologies were once regarded as a 
promising solution against copyright infringements of all kinds of multimedia. 
However, until now, the systems have not been widely deployed and accepted yet. It 
is due to the doubts about the security of watermarking schemes, as well as improper 
market timings and business models. Fortunately, many interesting applications other 
than copyright protection have been devised. 

Recently, communications over acoustic channels via messages hidden in audio 
signals [1-3] have received more and more attentions. In these schemes, a speaker is 
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used as a transmitter and a microphone is adopted as a receiver. Messages hidden in 
audio signals are transmitted acoustically and then extracted in the receiving end. In 
[1], the authors suggest that discounts information in shopping malls and flight times 
in airports can be delivered via music played around. In [2], bootleg copies of live 
performances distributed over Internet can be automatically traced according to the 
messages embedded into played sounds. In addition, identities of audiences who 
illegally record live performances can be verified using the scheme introduced in [3] 
and related seat information. 

One of the major advantages of communication systems based on audio data-
hiding schemes is the backward compatibility. Since speakers (music-playing 
devices) and microphones (recording devices) are commonly available in our daily 
life, it is convenient and cost-effective to deliver information by acoustic channels 
without the need for networks or connections, as claimed in [1]. 

However, the aforementioned schemes also suffer from several serious drawbacks. 
First, the information transfer distance is constrained by the physical characteristics of 
sound waves, i.e. the hidden information can only be received within the areas where 
the played music is audible. Therefore, in order to get the additional information 
transferred via acoustic channels, information recipients must move to positions near 
a speaker and then watch the information displayed in their own devices. 
Furthermore, data transmission rate of existing schemes are in fact too low to be 
practically used for delivering useful information. For example, the authors of [1] 
claim that messages are delivered at the highest bit rate of 213 bits/minute while 
keeping the error rate under 10%. In other words, delivering a simple message like 
“30% off, the last 2 days!” requires more than 60 seconds! Apparently, the prescribed 
information-delivery systems would never be practically deployed due to such low 
data transmission rate. 

To extend the applicability of audio data-hiding systems, we devise a practical 
usage of audio data hiding schemes – visual information delivery based on car radio 
systems. Section 2 illustrates the basic ideas and system requirements of the proposed 
applications. Implementation details that boost the capacity of existing schemes are 
described in Section 3. Section 4 gives the empirical experimental results of our 
information delivery system, including real-world on-road tests. Limits and potential 
extensions of the proposed scheme are discussed in Section 5. Section 6 concludes 
this paper. 

2   Delivering Visual Information Via Existing Car Radio System 

As mentioned in Section 1, though speakers are commonly available in our living 
environment, expecting a recipient to move close to a fixed speaker and wait for a 
certain period for receiving information is unrealistic. However, there is a very common 
scenario that people inevitably stay close to speakers for a certain period – traveling by 
cars equipped with radio systems. Since almost each car has a built-in radio system, the 
backward-compatibility advantage of audio data-hiding can be fully retained. As long as 
messages carried by audio signals can survive the intermediate D/A–A/D conversions 
and the environmental noises during car moving, passengers can use audio recording-
enabled devices, such as laptops or intelligent mobile phones, to extract the hidden 
information. Furthermore, if the data transmission rate can be increased significantly, 
useful visual information for car passengers can be delivered as Fig. 1. 
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Fig. 1. The proposed information delivery system based on car radio system 

Many kinds of useful information can be delivered to car passengers in visualized 
form via acoustic channels. For example, textual description of real-time news 
together with simple illustrations, newest traffic conditions labeled in pre-stored 
maps, tour recommendations or emergency instructions with routes and 
accompanying descriptions, as well as e-coupons or advertisements, are good 
candidates of hidden messages. Though conventional radio programs can also convey 
some of these messages by sounds, there are several advantages of the proposed 
scheme: (1) broadcasted music does not have to be interrupted by annoying reports or 
advertisements. (2) Passengers can actively decide whether he or she would like to 
receive the embedded information, rather than conventional “no advertisement, no 
music” radio-listening style. (3) The received information can be stored for time-
shifted usage. (4) New commercial values of audio broadcast channels and business 
models can be developed. 

Currently, some information service providers cooperated with car manufacturers 
have provided similar information-delivery services together with their GPRS 
services. However, the customers have to purchase and install additional devices and 
continuously pay a monthly fee. The proposed system has the advantage that the end 
users can spend least additional expenses and still enjoy the existing services. Note 
that the service of providing local information based on positioning capability of 
GPRS devices can be implemented based on different information actively delivered 
by different regional radio stations. 

Radio Data System [4], or denoted as RDS, is a standard for sending digital 
information using conventional FM radio broadcasts and has been applied in Europe 
and the United States. However, specialized devices must be purchased to receive and 
decode additional information. Different from the RDS systems, the proposed scheme 



542 C.-H. Huang et al. 

can be facilitated by legacy car radio systems and widely available receiving devices 
with common recording capabilities. 

Since the data rates of existing implementations are too low to provide useful 
information, a high-capacity audio data-hiding system based on spread-spectrum 
watermarking is devised. 

Another important issue for this system is the complexity of embedding and 
extraction. To hide messages in live radio programs, the embedding must be done 
efficiently. On the other hand, the extraction time directly affects the required buffer 
size in the receiving devices. In our implementation, real-time embedding can be 
easily achieved. 

3   System Implementation Details 

The spread-spectrum watermarking schemes proposed in [5, 6] are well-known for 
their good performance, efficient computation and the generality to hide information 
in all kinds of multimedia. Our implementation is similar to the spread-spectrum 
audio data-hiding scheme proposed in [1], but now additional synchronization 
methodologies and adequate codebook designs are adopted to improve the robustness 
and the data transmission rate. In addition, messages are embedded to the middle-
frequency coefficients, instead of all the transform coefficients of host audio signal. 
Therefore, the fidelity performance can also be improved. 

3.1   Embedding 

In our implementation, DCT coefficients of host audio signals are divided into 
consecutive n-components frames. We denote the kth coefficient of the ith frame as 
Xi[k], k=1,…,n. Messages are represented by codewords in a m-element codebook, 
and each codeword Cj in a codebook is a pseudo-randomly generated binary sequence 
consisting of l bits. The data transmission rate is partially determined by the codebook 
size m since logm is the number of bits that will be hidden in each frame of the host 
audio signal. On the other hand, the length of codeword l affects the robustness of the 
data hiding system since the auto-correlation characteristic of pseudo-random 
sequences is better when l is larger. In addition, l also controls the fidelity 
performance. 

Throughout our experiments, l is deliberately chosen to be substantially smaller 
than n so that only portions of coefficients will be modified. The embedding process 
for embedding the jth message codeword into the ith DCT frame can be described by: 

lkkCkakXkY jiii ,...,1],[][][][ =⋅+Δ++Δ=+Δ  (1) 

where Δ denotes the number of unmodified low-frequency coefficients, i.e. only 
middle-frequency coefficients from Xi[Δ+1] to Xi[Δ+l] will be altered during the 
embedding process. ai is the scale factor that determines the fidelity of marked signal 
and takes the masking effect of each critical band into consideration: 

][][ , kaka bi
Bb

i ∈
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B is the set of all the middle-frequency critical bands b. ai,b[k] is the scale factor for 
the ith-frame coefficients within the critical band b, and is defined as: 

][max][ ,1, kYpka bi
bk

bi −∈
⋅=  (3) 

where Yi-1,b[k] is the coefficient possessing the largest magnitude within the critical 
band b in the previous marked frame. Calculating adequate scale factor according to 
characteristics of the previous frame is mainly due to the real-time constraint of the 
proposed application. Finally, p is a given parameter that determines the degree of 
coefficient alternations. The relationships between all the specified system parameters 
and the system performances will be clearer when subsequent experimental results are 
presented. 

3.2   Extraction 

The received DCT frame Yi’[k] is firstly divided by the scale factor ai’[k] so that the 
auto-correlation properties of pseudo-random sequences degraded by the perceptual 
scaling operation employed in the embedding process can be improved. Then, as in 
common spread-spectrum watermarking schemes, the correlation values between 
Yi’[k] and all the codewords are calculated. At last, the codeword corresponds to the 
highest correlation value is regarded as the embedded message. 

3.3   Synchronization 

Since the embedded audio signals will be transmitted in the form of sound waves and 
may suffer from environmental noises, the hidden messages may easily get out of 
synchronization. Therefore, a two-stage synchronization scheme is adopted to prevent 
the out-of-sync problem. Initially, a buffer provided by the receiving device is used to 
store the first s frames. All the n possible offsets, i.e. from 0 to n-1, are iteratively 
tested by calculating all the sums of correlation values between the synchronizing 
codeword and the s received coefficient frames shifted according to each offset. The 
offset corresponds to the highest correlation value are used to rearrange the 
forthcoming audio signals. Throughout all experiments, s is empirically set as 10. 

Furthermore, a periodic synchronization operation is performed regularly each time 
an interval t has elapsed. The periodic synchronization process is similar to the initial 
synchronization but the range of tested offsets is significantly reduced to avoid buffer 
overflow. In our experiments, t is set as 1 second and the range of tested offset is 
limited to 4 samples before and after corresponding signal samples. 

4   Experimental Results 

Our experimental results can be classified into two parts. In the first part, detection 
performances are evaluated in indoor areas without noises. In the second part, the 
proposed system is empirically tested in a moving car to see whether the proposed 
scheme can resist noises during car moving.  Experiments on freeways and urban 
roads are performed to evaluate the effects of different driving conditions. 

All the embedding processes in the experiments are performed in real-time using a 
desktop computer with 3.4GHz CPU. The extraction processes are done using an 
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Acer TravelMate 3001 laptop equipped with a built-in sound card. And all the on-
road experiments are performed within a Suzuki SX4 hatchback car [7]. 

All the necessary implementation parameters will be provided when necessary to 
help reproduce the experimental results. Nevertheless, the uncontrollable variances in 
actual environmental noises and traffic conditions may slightly affect the 
experimental results. 

4.1   Experimental Results of Indoor Tests  

Five 20-second mono audio clips recorded from daily radio programs are used as the 
host audio signals. The sampling rate is set to 44.1 kHz. Table 1 lists the characteristic 
of each audio clip. 

Table 1. Audio clips adopted as host signals 

Audio Clips Description 
SMNY Symphony played by an orchestra. 
POP1 Chinese POP music soloed by a female singer. 
POP2 English POP music played by a band. 
Speech1 10-second traffic condition reports with subsequent music. 
Speech2 DJ talking with apparent background music. 

Fig. 2 lists the indoor detection performance of the adopted audio clips. The 
parameters are set as follows: n=512, m=16, 32, l=128, Δ=128, and p=0.3. The 
achieved bit-rates are therefore 344 and 430 bps respectively. All experimental results 
are obtained by calculating the average value of detection results of three repeated 
tests for each audio clip. 

Note that the pure-music clips SMNY, POP1, and POP2 show relatively good 
detection performance over clips containing speech signals. This is reasonable since 
the underlying data-hiding scheme is designed for audio signals, rather than speech 
signals. Since one of the design goals is to eliminate the need of speech reporting or 
advertisement, the low performance of extracting from speech signals does not limit 
the feasibility of our scheme at all. 

On the other hand, as expected, the detection performance degrades as the data rate 
increases. In other words, a feasible communication system shall decide the 
reasonable trade-offs between the data rate and the detection performance according 
to its application scenario. 

Table 2 lists the SNR values for all embedded audio clips. Note that since the bit-
rate increases is obtained by increasing the codebook size only, the SNR values of 
each signal for both experiments are the same. In addition to the objective 
measurements of SNR, subjective fidelity tests of embedded audio signals also show 
satisfying results. 

When devices with better recording capability are employed, the performance can 
be improved accordingly. For example, when we repeated the experiments of the 
SMNY clip using a desktop equipped with a Creative Sound Blaster Audigy card, the 
detection performance increases to 89.5% and 86.8% respectively, as compared to 
83% and 77% in the laptop’s case. 
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Fig. 2. Detection performance for indoor tests 

Table 2. SNR values of marked audio clips 

Audio Clips SMNY POP1 POP2 Speech1 Speech2 
SNR (dB) 20.9 17.2 19.6 28.8 26.6 

4.2   Experimental Results of the On-Road Tests 

To evaluate whether the proposed scheme can actually resist noises occurred during 
driving, empirical on-road tests are performed. Throughout all experiments, there are 
always one driver and two other passengers in the car. Furthermore, all the tests are 
performed using the prescribed laptop. Similarly, all the results are average values of 
results obtained by repeating each test for three times. 

According to the indoor tests, speech signals are inadequate for the audio data 
hiding scheme. Therefore, only the SMNY, POP1 and POP2 clips are used in on-road 
tests. Fig. 3 shows the detection results for freeways (the average speed is between 70 
km/hr and 80 km/hr) and urban roads (the average speed is under 50km/hr) while the 
data rate is 344 bps (m=16). Other experimental parameters are the same as 
aforementioned ones. According to these experimental results, the noises introduced 
during car moving degrade the detection performance moderately. Therefore, 
technologies such as error-correcting codes could be incorporated to enhance the error 
resilience of the proposed scheme. Note that there is no obvious difference between 
the results obtained in freeway and those in urban roads. 

Though asking car passengers to stop talking so that information can be smoothly 
delivered is undoubtedly an annoying constraint, we try to enhance the detection 
performance by eliminating controllable noises caused by chatting between 
passengers. However, the test results do not improve for all the cases as we originally 
expected. This seemingly counterintuitive phenomenon is mainly due to the 
difficulties to reproduce the road conditions of the previous experiments. Although 
the on-road experiments are performed on the same segment of freeway and the 
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nearby urban areas, the traffic conditions for each test cannot be perfectly controlled 
or reproduced. To make things worse, the environmental noises occurred during the 
experiment where passengers kept silent may be larger, thus leading to the illusion of 
“chatting can increase detection performance”. In other words, the experiments shall 
be merely viewed as ones performed under different traffic conditions, rather than 
trying to grasp the effects of passenger talking. 
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Fig. 3. On-road experimental results when the bit-rate is 344 bps 

4.3   Computation Time and Required Storage 

The extraction processes requires about 8.3 seconds and 11.5 seconds for the initial 
synchronization procedure in the two experiments whose results are represented by 
Fig. 2. Subsequent extraction function can be performed in a real-time manner. 
Besides, corresponding average buffer sizes in the receiver are 0.747M bytes and 
1.035M bytes. 

5   Discussions 

5.1   Challenges Faced in On-Road Tests 

According to the experimental results, the proposed system does possess good 
robustness against noises occurred in indoor environments and moving cars. 
However, due to the difficulty of controlling the traffic conditions, as well as the 
constraints on human power and research equipments (e.g. to obtain experimental 
results for another test car or in other areas), the experimental results cannot be easily 
generalized. We hope that more “real-world” tests could be performed so that the 
feasibility of the proposed scheme could be proved on a more solid basis. 

Moreover, audio signals used in all experiments are played and recorded using 
devices attached to desktops or laptops. The actual distortions caused by AM/FM 
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broadcasting and car sound systems are not completely reproduced. Therefore, 
seeking the opportunities for collaborative researches with campus radio stations or 
car sound system manufactures would be an important part of our future work. 

5.2   Legislative Constraints on Broadcast Channels 

Due to the rarity of broadcast bandwidth and political concerns, governments in many 
countries have imposed constraints on the usage of broadcast signal, or even 
prohibiting embedding any information in broadcasted audio signals. Such regulations 
could seriously limit the usage of the proposed scheme. 

5.3   Potential Extensions 

According to the experimental results, we successfully boost the transmission rate of 
audio data-hiding scheme to about 400 bps with acceptable error rate. However, 
though our works are much faster than existing works, there is still a significant gap 
in transmission rate between our works and current short-distance data transmitting 
technologies like infrared or Bluetooth. If the data transmission rate based on audio 
data hiding can be further improved, audio data-hiding schemes could be a convenient 
and cost-effective alternative to existing data communication schemes without 
physical connection mediums. Therefore, more advanced watermarking approaches, 
such as spread-transform dither modulation (STDM) [8] and improved spread-
spectrum (ISS) [6] schemes, will be adopted and tested in order to achieve better 
system performance. 

6   Conclusions 

In this paper, an information delivery system for car passengers is proposed. The 
proposed system shows the advantages of sufficient data capacity, strong robustness 
against driving noises and backward capability with legacy car radio systems. Both 
indoor tests and on-road experiments are performed to evaluate the system 
performance of the proposed car information delivery system. 
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Abstract. Within an MPEG-21 architecture, the two key concepts are
the Digital Item, representing multimedia content, and Users, interacting
with this content. MPEG-21 introduced Digital Item Processing to allow
content authors to describe suggested processing of their Digital Items.
It standardizes ways to insert functionality into a Digital Item, as such,
creating a dynamic and interactive multimedia format. Moreover, if a
terminal wants to support Digital Item Processing, it needs to provide
an execution environment offering basic functionality. The semantics of
this functionality have been standardized, however there is significant
room for interpretation. Consequently, a Digital Item author may not
be aware of the actual processing when using this functionality. In this
paper, a system is proposed, compliant with the Digital Item Processing
specification, to give content creators full control on the processing. This
allows creating advanced predictable multimedia systems in an MPEG-
21 environment.

1 Introduction

ISO/IEC 21000, better known as MPEG-21, is a standards suite developed by
MPEG. It envisions to create a multimedia framework for the creation, delivery,
and consumption of multimedia content across a wide range of networks and
devices [1]. An MPEG-21-compliant terminal is a terminal that provides the
necessary functionality to process MPEG-21 content and will further be called
MPEG-21 terminal. A content author will create a Digital Item (DI), containing
references to multimedia content and metadata. Embedded functionality in the
DI allows the author to define the way the content should be processed when an
MPEG-21 terminal is used to consume it.
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This paper focuses on the processing part, defined in part 10 of the MPEG-
21 Multimedia Framework, named Digital Item Processing (DIP)[2]. DIP allows
the execution of script code inserted in the DI. Moreover, it provides basic func-
tionality with standardized interfaces, available on any DIP-compliant terminal
(called DIP terminal). DIP has been succesfully applied in the Los Alamos Na-
tional Library for the dissemination of digital objects and as means to create
services, linked to the digital objects, which can be executed by agents [3]. In this
case the DIP terminals were all implemented by the same person and known to
the DI authors. Contrarily, in a more open environment, different DIP terminals
might interprete the standardized interfaces differently. Regarding an MPEG-21
environment, these possible implementations may lead to potential issues for the
creation of DIs containing DIP functionality. The paper shows how these differ-
ent implementations prevent a DI creator to know how his content is processed.

Accordingly, a system is presented to allow the content author to take full
control of the processing by using standardized DIP functionality. The proposed
system allows an author to implement his own set of basic functionality which
can be used on a client device when the content is consumed. As a result, the
author exactly knows how his content will be processed, while still maintaining
MPEG-21 compliance.

The outline of the paper is as follows. The next section elaborates on the
MPEG-21 standard, specifically on DIP. Section 3 recapitulates the issues arising
within an ubiquitous MPEG-21 environment and in Section 4, we present our
solution. Section 5 elaborates on new use cases that become achievable by the
proposed system. Finally, Section 6 formulates a number of conclusive remarks.

2 MPEG-21

The aim of MPEG-21, the so-called Multimedia Framework, is to enable trans-
parent and augmented use of multimedia resources across a wide range of net-
works, devices, and communities. In this framework, the fundamental unit of
transaction is a Digital Item (DI) as defined in part 2, named Digital Item Dec-
laration (DID) [1]. This part defines the structure of a DI, which can contain
(references to) multimedia content and metadata. The declaration of a DI uses an
XML-based language, called Digital Item Declaration Language (DIDL), which
defines the structure of the items. A DI can, for example, represent a music
collection including audio files, descriptive information of every song, graphi-
cal elements representing CD-covers, etc. This is a static presentation, meaning
there is no information available on how a DI should be processed by a consumer.

DIP has been created to permit the author of a DI to add explicit information
on how the item should be processed [2]. This way, an author can, for instance,
add a method to the item which shows the cover of the CD, whilst playing a
song and displaying a textual description. DIP allows the addition of interaction
to the static declaration of a DI by means of Digital Item Methods (DIMs).
These methods are written in the Digital Item Method Language (DIML), which
extends ECMAScript [5]. They are essentially code fragments inserted in the
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XML representation of the DI. A DIP terminal will most likely contain a module,
called a DIP engine, capable of executing these methods.

To extend the scripting functionality, DIP provides specific multimedia pro-
cessing by defining a standardized set of functions. As such, similar behavior can
be obtained on different terminals. These functions, called Digital Item Base Op-
erations (DIBOs), form a library, available on any DIP terminal, which can be
called from within a DIM. MPEG-21 has standardized the interfaces and se-
mantics of this functionality and the developer of the DIP engine is responsible
for providing an implementation. This has as advantage that different vendors
can compete in their implementation. The DIBOs are divided into different cat-
egories, relating to different parts of the MPEG-21 framework. Moreover, the
DOM Level 3 Core API and the DOM Level 3 Load and Save API [6] are in-
cluded in DIML, allowing access, manipulation, loading, and serializing of the
DID at the XML level. For a detailled description of the DIBOs, the reader is
referred to [1].

An example of a DI containing DIP functionality is shown in Fig. 1. The
XML representation shows two Components. The first component (identified by
the id “movieResource”) defines a movie resource and a descriptor stating this
element represents a Movie object. The second component (identified by the id
“DIM”) contains a resource that represents a DIM. The first descriptor in this
component is used to indicate the presence of a DIM. The second descriptor is
used to denote the type of arguments the DIM takes. Consequently, the figure
shows a DIM which takes a Movie object as argument and then executes a DIBO
(DIP.play() in the example) on this object. The play DIBO is one of the DIP-
related DIBOs and renders the element, passed as an argument, into a transient
and directly perceivable presentation. When the functionality provided by the
DIBOs on a DIP terminal is not sufficient, a DI author can make use of Digital
Item eXtension Operations (DIXOs). A DIXO is externally generated code which
can be included in the DI. DIP defines ways to invoke DIXOs from inside a DIM
and a DIXO has access to the entire DIBO set through standardized bindings.
So DIBOs are part of a DIP terminal, but DIXOs are typically externally created
by a DI author. The language of the DIXOs can be chosen freely, but currently
only DIXOs written in the Java language, called J-DIXOs, are standardized.
The J-DIXO itself is a Java class (if necessary included in a Java archive) which
implements a pre-defined J-DIXO interface. A specific DIBO has been defined,
called runJDIXO, which invokes the J-DIXO.

Fig. 2 shows the different components of an MPEG-21 terminal from a DIP
point of view. We can see that the DIP engine takes a central position; interacts
with the User and is connected to additional modules related to the different
MPEG-21 parts. A DID engine parses item and forward the DIP elements to
the DIP engine. Through the DIBOs, an interface is created for a DI to utilize
(part of) the underneath platform. However, there is room for interpretation of
the semantics of the DIBOs and this vagueness can introduce several problems
in real life scenarios, as will be discussed in the next section.
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Fig. 1. Example Digital Item

Fig. 2. MPEG-21 terminal
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3 Problem Description

Given that every DIP terminal can have its own implementation of the DIBOs,
a number of problems arise. Although the semantics of the function are deter-
mined, the actual implementation can vary considerably, making it hard for a
DI author to compose his content without knowledge of the client application.

A short example is the alert DIBO, which takes a string as parameter and
alerts the User. The semantics of this DIP-related DIBO are defined as “provide
simple textual feedback to the User”[1]. It is obvious that the actual interpreta-
tion of alerting a User is rather vague and can be synchronously showing a popup
message on the screen, displaying a warning on the media player, or even just
adding some information to a log file. This might issue a problem for a content
author if his application relies on the reaction of the user on this alert. For the
other DIBOs similar problems can be found.

Several of the DIBOs can only be used to their full capacity if the creator of
the DI is aware of the actual implementation of the DIBOs at client side. Clearly
a mechanism is needed that allows DI authors to control the processing of their
content in a more detailled manner.

4 System for Predictable Digital Item Processing

The solution we propose makes use of the existing technology defined by DIP,
therefore allowing full compliance with the standard. The basic idea is that a
DI author provides an own implementation for a set of DIBOs (further called
authorDIBOSet), encapsulated in a DIXO, which will then be used whenever a
DIBO is called from within the DI.

To accomplish this, a DI author adds a specific method which can be called
by the DIP engine. By adding the attribute “autoRun” to the definition of the
DIM and by setting its value to “true”, a DIP Engine will automatically execute
this method when processing the DI. The method invokes a DIXO provided
by the content author, containing the authorDIBOSet. The DIXO itself can be
transported along with the DI or can be made available online. The execution of
the DIXO starts with changing the occurrences of the desired DIBO calls into
calls to the DIXO itself, as shown in Fig. 3. Since the DIXO can make use of
the DIBOs and more specifically the DOM functionality, we can easily replace
the textual occurrence of the DIBO calls by calls to the DIXO. The first four
arguments of runJDIXO() are used to identify the element containing the Java
archive or class, while the fifth argument (given the value “DIXOSet” in Fig. 3)
is needed to define the appropriate class to be executed. The last argument is
an array of arguments which is passed to the class. In our system, we use the
first element in this array to identify the DIBO call, which was replaced by
using the specific name of the DIBO (in this case the play DIBO, noticeable by
the “play” argument of the DIXO call). The rest of the array is used to pass
the original arguments of the DIBO to the DIXO. This ends the initialization
phase, corresponding to step 1, shown in the sequence diagram in Fig. 4. The
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Fig. 3. Conversion of DIBO calls to DIXO calls
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Fig. 4. Sequence diagram of the use of an authorDIBOSet

DIXO will then allow the User to choose a DIM in the updated document. If
a DIBO is invoked within that DIM, a direct call to the DIXO containing the
authorDIBOSet is performed, with the appropriate arguments (step 2 in Fig. 4).
At this point, the execution of the appropriate DIBO, provided by the DI author,
starts and return values, if any, are passed back to the invoking DIM. As such,
the content author can be sure that his implementation of the DIBO set is used
and can uniquely determine the outcome. This system is transparent to the user,
since he is not involved with the internal working of the methods, but only with
the perceivable outcome.

The DI author can deliver an implementation for every DIBO or restrict
himself to the most relevant ones and reuse a number of the DIBOs available in
the client application. As shown in step 3 of Fig. 4, the author can even choose
to place the DIBO implementation on a centralized server, or provide the DIBO



Predictable Processing of Multimedia Content 555

functionality throug a web service, thereby reducing the processing effort on the
client device.

To increase the performance of the system, a simple check might be added in
the DIM which loads the DIXO, to see if the set is already present in the client
application. Since a content author typically produces numerous diverse DIs,
there is a clear benefit to get the authorDIBOSet only once and consequently
refer to it in those DIs.

The described system gives an author full control of the processing, allowing
to exploit his in-depth understanding of the content. Therefore, the possibilities
for different DIBOs are extended in the following ways.

The DIBO related to Digital Item Adaptation (DIA) allows to adapt elements
of the DI. According to the DIBO requests that an attempt is done to adapt
a specific element. This attempt might fail if the DIP engine has no adapta-
tion capabilities, or it does not know how to interpret the input arguments.
Since the DI author is aware of the actual format of the input arguments, he is
more equiped to create the adaptation. Our system allows that the author can
introduce specific adaptation tools steered by associated metadata. MPEG-21
DIA defines tools to adapt DIs based on context information. Resources can
be adapted according to descriptions of the usage environment, introducing an
advanced quality of service. For example, within DIA, means are defined to de-
scribe the preferences of the user. This way, scenes of interest within a movie
can be identified and could be displayed at higher quality [7]. The rich variety
of adaptations introduced in DIA can only be used if appropriate software is
available and if the format of the arguments is exactly known. Our system al-
lows to execute this adaptation since the DI author himself will implement it. If
high consuming adaptations cannot be run on the client device, the author can
choose to place them on a server.

The DIBOs related to part 2 of MPEG-21, Digital Item Declaration (DID),
provide means to allow the end-user to make specific choices when dealing with
a DI (for example the choice of a specific movie to be shown). The way that
these choices are presented to the user is not defined. Through our system the
DI author can present the choices in a consistent and structured way, according
to his own preferences.

The DIBOs related to part 3 of MPEG-21, Digital Item Identification (DII),
specify means to retrieve elements from a DI according to a specific identification.
The DI author is better suited to provide an implementation of these DIBOs,
since he has a priori knowledge about the structure of the DI and the location of
several identified elements. This way, high cost XML processing can be avoided
to increase the systems performance [8].

The DIP-related DIBOs, which mostly interact with the User, can be extended
with rich user interfaces allowing consistent presentation of different DIs from the
same content author. Playback of specific content can be achieved, by providing
appropriate codecs and even entire players which offer advanced control to the
User.
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The DIBOs related to part 5 of MPEG-21, Rights Expression Language
(REL), can now be used according to the intention of the DI author. The author
can set up his own license server and has, consequently, more control on the
usage of his content.

A DI author can use an alternative to our proposed system. Upon creation of
the DIMs within his DI, he might choose to use DIXOs instead of DIBOs. The
playMovie DIM, in Fig. 3, will then directly contain a DIXO call instead of the
play DIBO call. This is similar to the DI formed after the initialization phase
(step 1 in Fig. 4). The creation of DIs in such a manner has as an advantage
that there is no need to reconvert the DI at the Users’ side. However, when the
DI author wants to change the inserted functionality this has to be done for all
the produced DIs. Our system collects the DIBO implementations in a set and
allows easy updates. The author can also choose between DIBO implementations
on the DIP terminal or implementations from the authorDIBOSet, whereas this
is not possible in the alternative system, since this is hard-coded.

5 Discussions

Our system allows to accomplish new use cases and service delivery. In this
section, the use case of a museum equipped with an interactive multimedia in-
frastructure is presented.

In the case of a closed environment, meaning a system in which the client
applications and the provided content are known to the DI author, the author
is aware of the actual processing. This might be the case in an interactive mu-
seum, where people get a museum-owned PDA containing an MPEG-21 terminal,
which can be used to consume content provided by the museum (this was the use
case of the European project DANAE1). Since the client application is known
by the museum, several assumptions can be made on what the values are for
the different arguments of the DIBOs and what happens within the processing.
If we want to achieve the goal of MPEG-21 and broaden the environment in a
way that the content authors do not need to have knowledge about the client
MPEG-21 terminals, we foresee difficulties for the content authors as mentioned
above.

Consider a museum with the infrastructure to present interactive multimedia
content. A central server stores MPEG-21 content and is responsible for deliv-
ering this to available terminals. If a user enters the museum, carrying his own
PDA, cell phone or other multimedia device, containing an MPEG-21 termi-
nal, he will be able to consume the museum content. Context about the con-
sumers is collected and processed to generate advanced quality of service and user
experience.

We can work out the use case through the system presented in this paper. The
museum creates an authorDIBOSet, implementing the relevant DIBOs, which
will be used on all client devices. By using this authorDIBOSet, a specific user

1 http://danae.rd.francetelecom.com/
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Fig. 5. Multimedia application using DIP

interface can be created for communication with the user (see Fig. 5). Advertise-
ments can be added to the user interface, without having to incorporate these
in the media content itself . A consistent uniform user interface is provided in
any interaction and on any device. Control of the play DIBO allows to play
proprietary content with a specific codec or player according to the needs of
the museum (in the figure, the player is a multimedia player able to show rich
multimedia presentations including text, graphics, sound, and movies).

A full implementation of the license related DIBOs, making use of internal
licensing and registration servers can be used to deliver specific content to ap-
propriate users. As such, customers with a subscription to the museum can get
access to additional content or services.

Heavy processing, like the adaptation of content is done on server side, allow-
ing even the most constrained devices to consume the multimedia. Information
is gathered on the number of consuming clients, the maximum bandwidth, and
the capacity of the museum’s infrastructure. Consequently, this is taken into ac-
count when performing adaptations or delivering content. By using a centralized
server, context can be collected and made available to each application. For ex-
ample the figure shows the name of the consumer, “Katrien”, when starting an
interaction. The name is just a simple example of various contextual information,
which can be collected when a consumer enters a museum. This use of context
creates a more personalized approach to multimedia processing; it focuses on the
key player in an interactive multimedia application, namely the user.

The presented solution allows introduction of any MPEG-21 terminal into the
multimedia infrastructure of the museum. Visitors can use their own multime-
dia devices resulting in reduced costs for the museum. The use case presented in
this section can be extended to other domains wherein a multimedia infrastruc-
ture can be exploited, e.g., warehouses, educational environments, and cultural
events. By providing the appropriate DIBO sets and domain-specific content,
the existing client application can be used in other settings.
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6 Conclusions

The major contribution of our work is the development of an MPEG-21-compliant
system to extend the way a DI author can define the actual processing of his DI.
The system gives the content authors full control over the actual processing. A
number of advantages throughout the different parts of DIP were presented. A
use case has been presented, showing the applicability of the system in a real-life
scenario. Our system makes the processing of Digital Items more appealing and
interesting for industrial content providers, allowing advanced service delivery.
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Abstract. H.264/AVC is the newest international video coding standard. This 
paper presents a novel hardware design for CABAC decoding in H.264/AVC. 
CABAC is the key innovative technology, but it brings huge challenge for high 
throughput implementation. The current bin decoding depends on the previous 
bin, which results in the long latency and limits the system performance. In this 
paper, the data hazards are analyzed and resolved using the algorithmic 
features. We present a new pipeline-based architecture using the standard look-
ahead technique where the arithmetic decoding engine works in parallel with 
the context maintainer. An efficient finite state machine is developed to match 
the requirement of the pipeline controlling and the critical path is optimized for 
the timing. The proposed implementation can generate one bin per clock cycle 
at the 160-MHz working frequency. 

Keywords: CABAC, H.264/AVC, pipeline, VLSI. 

1   Introduction 

H.264/AVC [1] is the new emerging video compression standard. It uses a 
combination of novel advanced coding technologies based on the mature hybrid 
block-based coding framework and achieves up to 50% coding gains compared with 
MPEG-2 standard [2].  

Among these technologies, Context-based Adaptive Binary Arithmetic Coding 
(CABAC) is one of the most important tools of the H.264/AVC standard Based on the 
traditional Q-coder family [3], CABAC adopts the adaptive context models to obtain 
non-stationary symbol statistics and the table-driven engine to avoid the slow 
multiplicative calculation during the interval subdivision. However, the control 
intensive operations combined with the arithmetic carry feedback in the CABAC 
algorithm result in the high calculation time which becomes the bottleneck of the 
H.264 decoder system. The computational requirements for CABAC decoding are a 
huge challenge and exceed the capabilities of today’s generic CPUs [4], especially for 
the High Definition (HD) Video in the consumer electronics. Real-time applications, 
such as Set Top Box, require a stable, high-throughput hardware implementation.  

There are various architectures of CABAC decoding proposed in literature [5-7]. 
Reference [5] takes averagely 2 to 3 cycles to decode one bit. Reference [6] 
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concatenated two regular bins or two bypass bins decoding and [7] used the MPS 
(Most Probable Symbol) prediction to accelerate the bin processing. Their schemes do 
improve the decoding performance in the normal cases, but they don’t really break the 
limitation of feedback loop. In their designs, the number of clock cycles required to 
decode one bin is variable and only the average statistic data are provided for the 
normal cases. But for actual product development, the system performance in the 
worst case must be considered.  

In this paper, a high throughput design for CABAC decoding is proposed. The 
proposed design can process one bin per clock cycle at the 160-MHz working 
frequency. The original sequential decoding is replaced by a novel pipeline-based 
scheme using the standard look-ahead technique. An efficient finite state machine 
(FSM) is developed to achieve the flexible control of the algorithm processing. The 
critical path involved the renormalization operation is optimized based on the 
characteristics of the arithmetic decoding algorithm.  Our implementation results 
show that the proposed design can meet the requirement of CABAC real-time 
decoding for 1080i video. This paper will concentrate on the coefficient group 
decoding in CABAC, as further explained in Section II. 

The remainder of the paper is organized as follows. The CABAC decoding 
algorithm is briefly described in Section II. Section III illustrates the details of the 
hardware design. VLSI implementation results will be given in Section IV. Finally, 
we draw a conclusion in Section V. 

2   CABAC Decoding Algorithm 

The decoding process of CABAC is composed of two major steps: the context 
modeling and the arithmetic decoding. In the first stage, based on which syntax 
element (SE) to be decoded, CABAC decoder selects the context by referring to the 
neighboring or previously decoded SEs. Afterwards, the bit value along with its 
associated model is passed to the regular decoding engine, where the arithmetic 
decoding together with subsequent model updating takes place. For some bits with the 
equal probability, the bypass decoding mode is chosen in order to allow a speedup of 
the whole decoding process.  

2.1   Syntax Group 

The standard [1] specifies 18 kinds of SEs which need to be coded using CABAC.  
They can be classified to two classes based on occurrence probability. Most of them 
occur a few times per picture. Oppositely, a few SEs produce a long bin string and 
need to be decoded hundreds of times per picture. As expected, the coefficient related 
SEs contribute to most of the arithmetic decoder workload, especially in high quality 
applications. These SEs are mainly residual coefficients and significance maps. The 
bin rate of the coefficient group is up to 60% according to our statistics for many high 
bitrate streams. A dedicated hardware accelerator is needed for these SEs. For other 
SEs with low frequency of occurrence, the software solution may provide the higher  
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flexibility. In this paper, both the algorithm analysis and hardware design are focused 
on the coefficient related decoding. Furthermore, all proposed methods in this paper 
can also be extended to the hardware implementation of other SEs decoding because 
of the CABAC algorithmic consistency and similarity. 

In the bitstream, coded_block_flag(CBF), significant_coeff_flag(MAP), last_ 
significant_coeff_flag(LAST), coeff_abs_level_minus1 and coeff_sign_flag (LEVEL) 
[1] make up of the coefficient group. Each group includes full map and residual 
information which can generate the exact 4, 16, or 64 coefficient values depending on 
the coded block size: 2×2, 4×4, or 8×8. Fig. 1 shows the decoding flow for one 
coefficient group. 

 
CBF MAP LAST LEVEL

 

Fig. 1. Decoding flow for one coefficient group 

2.2   Binarization 

All syntax elements in one coefficient group all use the fixed length coding except 
LEVEL. The LEVEL binarization applies the concatenated unary/0-th order 
Exponential-Golomb Unary (UEG0) method [4]. Its whole range is divided into 
several sub-ranges, as denoted in equation (1). m and n denotes the bit number of the 
middle bin (Mid-bins) and the Exp-Golomb coded bin (EG-bins) respectively. 
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1st-bin plus Sign-bin is set to denote +1/-1. The absolute value between 2 to 14 
needs the additional unary bins which are called as the Mid-bins. The others require 4 
parts: 1st-bin, Mid-bin, EG-bin, and Sign-bin. The bigger the value of the residual 
coefficient is, the longer the bin string of the coefficient is. For example, assume that 
the current residual coefficient is equal to +2038 whose bin string is composed of 36 
bins including 1 1st-bin, 13 Mid-bins, 21 EG-bins, and 1 Sign-bin. The decoding 
control becomes quite complicated because of the long bin string and the context 
switch. 



562 J. Zheng et al. 

2.3   Context Models 

Each kind of SE has its own context models. The scanning position decides the 
context index for both MAP and LAST. For CBF, the neighboring CBFs from left and 
above macroblocks (MBs) are used to calculate the context index. For one LEVEL, 5 
models (called One_Ctx) are used for the 1st-bin and another 5 models (called 
Abs_Ctx) for all Mid-bins. Both EG-bins and Sign-bin are decoded through the equal 
probability estimation. The context index of One_Ctx is determined by the 
accumulated number of decoded trailing 1 and will be reset to 0 immediately once the 
current coefficient is greater than 1. The context index of Abs_Ctx is decided by the 
accumulated number of decoded levels with absolute value greater than 1. Both of the 
indices have the maximum value of 4. Decoding one coefficient needs the 
corresponding contexts which will be updated after the current decoding. This 
adaptive context scheme results in a long feedback loop which strongly affects the 
design for a high throughput system. 

3   Hardware Design 

Fig. 2 depicts the block diagram of the proposed hardware design. It consists of 3 
main logic blocks. 

 

 

Fig. 2. Coefficients decoder block diagram 

The dec_one_coeff module controls the coefficient decoding flow through a FSM. 
In this module, a line buffer is adopted to store the CBF data from the above MB row. 
The dec_one_symbol module implements an optimized arithmetic decoding engine to 
generate the bin result. The ctx_ram_ctrl module is responsible for the context 
initialization and maintains the context tables which are stored into a context register 
bank.  

Firstly, dec_one_coeff module knows that which bin in one specific SE will be 
decoded and informs ctx_ram_ctrl module to fetch the corresponding context 
information from context register bank. Secondly, the bitstream data from the outside 
stream buffer are read to dec_one_symbol module and the current context information 
is passed to dec_one_symbol module too. Through the arithmetic calculation, the 
decoded bin will be outputted to dec_one_coeff module. Thirdly, the correct 
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coefficient will be sent out depending on the combination of the current bin value and 
the previous bin string. At the same time, the current context table will be updated for 
future operations. Then the next loop will continue until the end of bitstream. 

3.1   FSM for Coefficient Group 

From the previous analysis, decoding one coefficient group involves 4 major kinds of 
SEs, which are CBF, MAP, LAST, and LEVEL. Each SE contains one or more bins. A 
dedicated FSM is designed to control the whole procedure which is given in Fig. 3. 
The SEs decoding in Fig. 1 is mapped to different stages. CBF for a single block, 
MAP, and LAST are the one-bin SEs and thus only one stage is assigned. LEVEL is 
disassembled to 5 stages based on the UEG0 binarization rules. dcbf, dmap, and dlast 
are the decoded values. tot is the total coefficient number and cnt for the coefficient 
counter which is used to record the scanning position of MAP and LAST. dbin is the 
decoded bin of one LEVEL value and bcnt is the bin counter to accumulate the 
number of Mid-bins or EG-bins. The De_IDLE state is the special state used to 
control the beginning and end of the group. 
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Fig. 3. State transition of coefficient decoding 

The precise context management can be obtained through the above FSM as well. 
Based on the state transition, the probability information of the next state can be pre-
fetched from the context tables. For example, if the next state is De_1st_Bin, the 
probability information of 1st_bin is pre-fetched from the context register bank. If the 
state will leave the De_Mid_Bin, the updated state and MPS are written back into the 
context tables. The context index of CBF is calculated using the neighboring CBF 
values from above MBs and left MB. Thus when the next state is the De_CBF, the 
CBFs of above MB will be loaded from the line buffer. After finished, the decoded 
CBF of current MB will be stored to the line buffer for the future calculation in next 
MB row. Besides, the transition from De_Sign_Bin to De_1st_Bin can guarantee for 
the successive coefficient decoding in one group. Consequently all bins in one 
coefficient group can be generated consecutively without stalling under the control of 
the FSM.  
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3.2   Pipeline Scheme 

Pipelining is one effective implementation technique to improve the system throughput. 
But in CABAC, there exists the strong data dependency between two neighboring bins. 
In order to solve this problem, the data hazards must be analyzed firstly. 

Decoding one regular bin needs 5 major phases: 

1) Generate the context index; 
2) Look up the context table to obtain the context model; 
3) Look up the probability table based on the current context model; 
4) Arithmetic decoding using the current probability value where the main 

calculation occurs; 
5) Update the context table. 

Data processing in the sequential fashion limits the throughput of the decoder 
which is depicted in Fig. 4 (a). If the previous bin has not been totally decoded, the 
context model of the current bin can not be obtained. So the bin dependency 
constitutes a major obstacle for the pipeline design. Decoding a bin needs a long 
calculation time and results in the low throughput of the decoder system. 
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Fig. 4. Bin decoding flow 

In our implementation, a novel decoding pipeline is designed using the look-ahead 
technique to solve the data hazards, as illustrated in Fig. 4 (b). The long processing is 
separated into two stages. Stage I including phase 1 to 3 is responsible to provide  
the probability information. Stage II consisted of phase 4 and 5 fulfills the arithmetic 
decoding and context updating. The key point is that there are two instances of  
Stage I. Because for each bin, only 0 and 1 are probable values, two instances 
working in parallel can cover all situations. When the bin[i] is calculated in the 
arithmetic engine, the probability information of bin[i+1] is prepared simultaneously 
based on the estimating values of the bin[i]. So the probability estimating of the next 
bin works in parallel with the arithmetic decoding of the current bin. Once the current 
bin is generated, the exact probability estimation for the next bin can be obtained 
immediately only through a simple selection.  The proposed pipeline can obtain twice 
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throughput and generate one bin per clock cycle compared with the conventional 
design. In other words, the sequential design can also achieve a bin per clock cycle, 
but it needs double the clock cycle time just shown in Fig. 4. 

The most crucial challenge of the pipeline design is to balance the workload of 
each stage and obtain fluent pipeline flow without introducing too much hardware 
overhead. In our design, Stage I includes three phases and only two phases for Stage 
II. The reason is that phase 4 requires the complicated arithmetic calculation and 
occupies two time slots. So the workload of two stages is the same approximate. On 
the other hand, only a small number of hardware circuits need be built twice. The 
context tables in our implementation are stored in the context register bank. It’s not 
necessary to adopt two same context tables because the register-based scheme can 
easily support two reading and one writing operations simultaneously. The logic of 
generating the context index is naturally designed for two situations: one for bin 0 and 
another for bin 1. For the probability tables, it needs two instances, as further 
described in subsection 3.3. One rLPS table size is 256×8 bits. The implementation of 
Stage I doesn’t bring much area overhead. 

3.3   Arithmetic Engine 

The key limitation of the CABAC algorithm comes from the arithmetic engine. There 
exists the data dependency for Offset and Range values. The straightforward mapping 
implementation will result in the long propagation paths. 

• Optimization for Lookup Tables 
In our design, the look-ahead technique is also adopted to the circuit level in order to 
reduce delays on critical paths, which is illustrated in Fig. 5. The partial calculation 
logics are doubled in order to achieve the concurrency of both MPS and LPS 
branches. All decisions are made at the end of the decoding iteration through Mux1~5 
as depicted in Fig. 5. Thus the partial parallel processing can be achieved. 

 

Fig. 5. Arithmetic decoding engine 
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The output of sub0 is (range – rLPS) which is used in both MPS and LPS path. 
The output of sub1 is the value of (offset - (range - rLPS)). The overflow bit, the most 
significant bit of Outsub1, works as the final selecting signal and is used to determine 
which logic path will be chosen. LPS is the Least Probable Symbol. Range is the 
current length of the subinterval and offset for the offset position. rLPS is the size of 
subinterval associated to the LPS. 

The operations of looking up the transTables (State_MPS_Table and State_LPS_ 
Table) and the arithmetic calculation of sub0 and sub1 are performed in parallel. Two 
same transIdxLPS tables (rLPS_Table) are looked up concurrently. The 32-bit output is 
latched to the rLPS_group register firstly. The final rLPS value is selected by range 
[7:6] through Mux0. So the operation of looking up the 256 entries is split into two 
stages to reduce the propagation time. 

• Optimization for Renormalization 
Renormalization procedure is the computationally expensive part of CABAC. Each 
time a renormalization operation must be carried in one or more bits depending on the 
current interval range value. Exactly, the numerical difference between 8 and the bit 
index of the most significant bit (MSB) in the range value determines the times of the 
renormalization loop.  

In our design, the renormalization operation is optimized using the algorithm 
features. For MPS, at most one bit is shifted since the MPS probability is never less 
than 0.5. Only the highest bit should be checked and it’s enough using a simple 
inverter inv0 to fulfill this task. For LPS, the range of the shifting bits is from 1 to 7 
bits because the maximum range is 240 and minimum is 2. A First One Detector 
circuit (FOD) is employed to perform the leading one detection.  

• Barrel Shifter 
A Data FIFO is used to store the input bitstream. It can fetch more data from the 
external memory once its space is half full. The register R2 latches the output of the 
Data FIFO in order to improve the timing. When the accumulator generates a carry, it 
indicates that the data in R0 is useless, so R0 loads the data from R1 immediately. At 
the same time, R1 loads the new word from R2 and R2 is updated using the FIFO 
output. Two barrel shifters storing a 16-bit window of the data from R0 and R1 are 
served for MPS and LPS branch respectively. The outputs of sub2 and sub3 are the 
accumulated length of decoded code words which decide how many bits should be 
shifted in the barrel shifters. Thus the shifters output always begin with the first bit of 
the code word to be decoded. Therefore, using the FOD and barrel shifters, the 
normalization can be finished in one single step. 

For the bypass mode, the logic circuits of MPS branch can be reused to reduce the 
area. An additional subtraction is required to calculate the value of ({offset, 
1’b0/1’b1} - range). No more operations are involved. 

4   Simulation and Implementation 

We have described the design in Verilog HDL at RTL level. According to 
H.264/AVC verification model [8], a C-code model of coefficient group decoding is 
also developed to generate simulation vectors. By testing with the conformance 
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bitstreams including SD and HD sequences, Synopsys VCS simulation results show 
that our Verilog code is functionally identical with the H.264/AVC verification 
model. 

The validated Verilog code is synthesized using 0.18-μm CMOS cells library  
by Synopsys Design Compiler. The gate count of each functional block is listed in 
Table 1. The circuit totally costs about 30.2K logic gates exclusive the register bank 
when the working frequency is set to 160-MHz. The register bank including 2,200 
registers costs about 16,200 logic gates.  

Table 1. Gate count profile  

Functional block Gate count 

ctx_ram_ctrl 10,483 
dec_one_coeff  7,615 
dec_one_symbol 12,028 

Total 30.2K+16.2K 

Table 2. Comparison of Synthesized Results  

 [5] [6] [7] Proposed 

Technology 0.13-μm 0.18-μm 0.18-μm 0.18-μm 
Working 
frequency 

200 MHz / / 160 MHz 

Critical path / 6.7 ns 3.3 ns 6.2 ns 

Gate count 
138K gates 
(logic + table) 

30.0K gates 
(0.3mm2) 
+ 32×105 bits RAM 

/ 
30.2K gates + 
2,200 registers 

Throughput 
0.33~0.5 bit/cycle 
(averagely) 

1~3 bins/cycle 
(averagely) 

0.33 
bin/cycle 
(exactly) 

1 bin/cycle 
(exactly) 

Capacity 
CIF (Normal 
Case) 
at FPGA platform 

SDTV (Normal 
Case) 
(720×576, 25fps) 

/ 
HDTV (Worst 
Case) 
(1920×1080, 30fps) 

 
The comparison between our proposed design and other designs in literature is 

presented in Table 2. The table shows the synthesized results and performance. 
Reference [5] can finish one bit decoding in 2~3 clock cycles averagely. But the 
H.264/AVC standard doesn’t specify the maximum bit-to-bin rate. It’s possible that 
one bit can produce a long bin string based on the algorithm features. These bins in 
the worst case will drop down its performance. Reference [6] can achieve 1~3 bins 
per clock cycle and support the SDTV application. However, it didn’t provide any 
performance analyses in the worst case as well. Decoding 3 bins in one cycle can be 
fulfilled only in some special situations. Reference [7] needs 3 cycles to decode one 
bin, that is, 10 ns per one bin. The proposed implementation can guarantee decoding 
one bin per cycle even in the worst case and achieve the high throughput of 160M 
bins/s. According to the binrate constrains specified in the H.264/AVC standard, it’s 
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enough for real-time 1080i video decoding of H.264 High Profile at Level 4.1. Its 
critical path is well optimized and the pure data path is about 5.6 ns if the clock 
uncertainty (0.35 ns) and the library setup (0.26 ns) don’t be counted in. Exactly, the 
proposed design does cost more silicon area. But the additional cost is controlled in a 
reasonable range through our optimization in both architecture level and circuit level. 

5   Conclusion 

This paper presents the design and VLSI implementation of a high throughput 
CABAC decoder for H.264/AVC. The proposed design is based on a 2-stage pipeline. 
As it is known, pipeline is the important technique for fast system design. But the 
potential data hazards in CABAC limit the system performance and it is impractical to 
adopt the pipeline method to the CABAC design directly. In this paper, the features of 
CABAC algorithm and the bin dependency is analyzed firstly. An efficient FSM is 
employed to control the whole procedure. Through the look-ahead estimation, the 
data hazards are solved. The pipeline-based architecture is proposed that can obtain 
the fluent data processing flow. In addition, the critical path at the circuit level is 
optimized to reduce the propagation time. The renormalization procedure can be 
finished in one step in the proposed circuit. Finally, we gave out simulation results 
and synthesis reports. Our design is verified with the standard video test sequences 
and it can achieve the throughputs of 160M bins/s. It can support the real-time 
CABAC decoding of HDTV 1080i H.264/AVC video. The architecture can be easily 
integrated into H.264/AVC CODEC SoC. 
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Abstract. Streaming media has contributed to a significant amount of today’s 
Internet Traffic. One solution of to solve this problems is using streaming 
proxy. There are two categories in streaming proxy; that is for homogeneous 
and heterogeneous client. The transcoding proxy can be used for heterogeneous 
client. The traditional proxy considers only a single version of the objects, 
whether they are to be cached or not. However the transcoding proxy has to 
evaluate the aggregate effect from caching multiple versions of the same object 
to determine an optimal set of cache objects. And recent researches about 
multimedia caching frequently store initial parts of videos on the proxy to 
reduce playback latency and archive better performance. Also lots of researches 
manage the contents with segments for efficient storage management. In this 
paper, we propose the efficient proxy policy that combines the segment-based 
caching mechanism and aggregate effect at transcoding proxy. The results 
demonstrate that the proposed algorithm outperforms in delay time, byte-hit 
ratio and the amount of transcoding data than other methods. 

Keywords: Transcoding, Proxy Caching, Multimedia Caching, Segment based 
caching. 

1   Introduction 

Proxy caching has been widely used to cache static objects on the Internet so that 
subsequent requests to the same objects can be served directly from the proxy without 
contacting the original content server. However, the proliferation of multimedia 
content makes caching challenging due to the typical large size and the low latency 
and continuous streaming demands of media objects[1]. 

To solve the problems caused by large size media objects, researchers have 
developed a number of segment-based proxy caching strategies that cache partial 
segments of media objects instead of entire media objects[2].  

And currently, most cache architectures are designed for end users with similar 
network links and device profiles. Differential content delivery must be based on 
users’ network and computing environments. Users who are connected to a high-
speed network prefer high-quality video wile users with low-bandwidth wireless links 
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may not enjoy the same quality of videos, since the delay is too large to be acceptable. 
Therefore, many web sites provide streaming video clips at several different bit-rates 
to serve users with different connection bandwidths. However, existing media caching 
systems still take each version of a video object as an independent object, rather than 
considering the aggregate effect from caching multiple versions of the same video 
object[3].  

In this paper, we propose the segment-based caching algorithm for efficiently 
caching multiple versions of the same multimedia object. The main contributions of 
this paper are as follows: 1) the events in the transcoding proxy using segment-based 
caching technologies are defined; 2) we combine the profit based transcoding proxy 
and segment-based proxy. 

The remainder of this paper is organized as follows. In section 2, we define about 
the events in transcoding proxy and describe about the transcoding graph that is based 
in this paper. In section 3, we provide the main idea of this paper that is segment 
based streaming media in transcoding proxy. And in section 4, we evaluate the 
simulation results. Finally in section 5, we summarize our work and conclude the 
paper. 

2   Related Work 

Much work has focused on adapting multimedia content delivery by various means. 
With regard to Web content and mobile client capabilities, the InfoPyramid[4] has 
two key components that define a representation scheme to provide multimodal, 
multi-resolution, and the selection method is achieve via client capabilities. In 
addition, the InfoPyramid contains individual components of the multimedia content, 
such as text, images, video, and audio, that has to be adapted to different client 
devices, and customizes its characteristics and processes via off-line transcoding, not 
by caching or streaming[5].  

Traditional partial caching schemes store initial parts of popular videos on the 
proxy to reduce playback latency and achieve better performance via consideration of 
the IP network, the prefix size, and so on. In content layering or versions, the video 
streaming of multiple versions is compared to that of multiple layers in a caching 
environment, and mixed distribution/caching strategies have been shown to provide 
the best overall performance. However, layer-encoded formats may not always be 
available in the real world. TranSquid[6] maintains the server-directed transcoding 
information as part of meta-data and uses this information to convert its fidelity, 
modes, and user heuristics, while considering three distinct events(miss, partial hit, 
and hit). When the cache already contains a higher fidelity variant but no object, a 
partial hit event occurs. Outstanding transcoding-enabled algorithm for adaptive 
content delivery are the full version only(FVO) and transcoded version only (TVO) 
schemes, and TEC. FVO and TVO[7] utilize caching algorithms with transcoding 
capabilities, in which the video object is cached in the proxy. Under the TEC scheme, 
Transcoding-enabled Caching(TeC)[8], which is defined by TEC-11, TEC-12 and 
TEC-2, also defines three distinct events(exact hit, transcode hit, and miss) in a TeC 
proxy. TeC-11 and TeC-12 cache at most one version of a video object at the proxy at 
any time. On the other hand, TeC-2 may cache multiple versions of the same video 
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and hence reduces the processing load on the transcoder. Tests of their performance 
using a synthesized and enterprized trace-driven simulation showed that TEC-11 and 
TEC-12 perform better than TEC-2 under similar network capacity conditions, and 
that the performance of TEC-2 is superior with heterogeneous network connectivity. 
However, all TEC algorithms evict one complete version even if the newly transcoded 
version is sufficiently smaller than the size of the victim[4]. 

Cheng-Yue et al. formulated a generalized Profit Function(PF) to evaluate the 
profit obtained by caching each version of an object[9]. However, their approach 
considers only the aggregate caching efficiency from caching multiple versions of 
small web objects, rather than video objects which need much more space for 
caching. Additionally, it employs only the delay saving ratio as a metric, whereas in 
fact the byte-hit ratio must also be considered, since the byte-hit ratio is important for 
streaming content caching. Chi-Feng et al. formulated a generalized Video Profit 
Function(VPF) to estimate the benefit of caching partial or whole clips of various 
versions of video objects[3].  

3   Segment-Based Cache Replacement Algorithm for Streaming 
Media in Transcoding Proxy 

3.1   Events in a Transcoding Proxy 

We had defined the events in a transcoding proxy in [4]. But, we had assumed the 
proxy manage the content by the half-size unit of the content. So it isn’t satisfied 
whole events at transcoding proxy with partial caching. In this paper, we define the 
events for partial caching in transcoding proxy.  

When a client request a version of a content, transcoding proxy decides the event 
by caching status. Traditional proxy has only two events such as cache hit and miss. 
Some researches about transcoding proxy often include more events such as 
transcoding hit. We define these events(Hit, Miss, Transcoding Hit) as atomic events. 
To define events in a transcoding proxy using partial caching, we divide the content 
as 1 ~ 3 parts. If all parts are cached, it is defined as H(Hit). And if prefix part is 
cached, middle part isn’t cached but there is a version that is able to transcode to the 
version, and suffix part isn’t cached any version of that content, it is defined as 
HTM(Hit/Transcoding Hit/Miss). The second column in Table 1 shows the atomic 
events in each part. For example, in case of HT(Hit/Transcoding hit), the cached 
content is divided by 2 part(prefix/suffix). Atomic event in prefix part is Hit and that 
in suffix part is TransCoding Hit. The third column shows the next actions. For 
example, in case of event HTM, the proxy has to transcode(T) the middle part from 
original version in the transcoding proxy to the requested version and 
fetch/transcoding(F&T) the suffix part(Missed part) from original server. 

All events in transcoding proxy are shown in Table 1. and Fig. 1. There are  
7-events using these 3-atomic events such as H(Hit), M(Miss), T(Transcoding hit), 
HM(Hit/Miss), HT(Hit/Transcoding hit), HTM(Hit/Transcoding hit/Miss) and 
TM(Transcoding hit/Miss). In cases of M and HM, each has 2 cases whether the 
requested version is 0 or not. In case of M or HM with version 0, proxy has to fetch  
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Table 1. Events in a transcoding proxy 

Event name Atomic events in each range Next action 

H Hit No act 

M(F1) Miss F 

M(F&T2)    Miss F&T 

T3 TCH4 T 

HM(F) Hit Miss F 

HM(F&T) Hit Miss F&T 

HT Hit TCH T 

HTM Hit TCH Miss T/F&T 

TM TCH Miss T/F&T 
                 1 : Fetch  2 : Fetch and Transcoding  3 : Transcoding  4 : TransCoing Hit 

 

Fig. 1. Events in transcoding proxy 

the data from original server. And the other case, proxy has to fetch the version 0 
from original server and transcodes it to requested version simultaneously. 
Consequently, there are 9-cases events in transcoding proxy using partial caching.  

3.2   The Weighted Transcoding Graph 

[3] and [9] presented a weight transcoding graph of the transcoding relationship. As 
shown in Fig. 2, a weighted transcoding graph, Gi, is a directed graph of the 
transcoding relationship among transcodable versions of object i. For each vertex v ∈ 
E[Gi], v represents a version of object i, Version x of object i is transcodable to 
version y iff there exists a directed edge (x, y) ∈ E[Gi]. The transcoding cost from 
version x to version y is represented as wi(x, y), so the cache algorithm must find the 
subgraph Gi’ of the weighted transcoding graph Gi that minimizes the aggregate 
transcoding cost for object i. Fig. 3 presents an example, Fig. 3(a) plots the directed 
weithgted transcoding graph of object i. If versions 1 and 2 of object i are already 



 Efficient Segment Based Streaming Media Transcoding Proxy 573 

cached, then the transformation from the directed weighted graph of object I into such 
a subgraph is as shown in Fig. 3(b). When a client requests version 3 or 4, they will be 
transcoded from version 2 instead of version 1, because the transcoding cost of each 
transformation is smaller. 

 

Fig. 2. Directed weighted transcoding graph of object i 

 

Fig. 3. Example of transformation from the directed transcoding graph into a subgraph 

3.3   The Segment Based Profit Function(SPF) 

The generalized SPF is almost same with generalized VPF in [3], but some meaning 
of variable is different. VPF use the mean reference rate and average duration of 
access to certain version. But SPF use total reference rate and cached size of certain 
version. The generalized SPF is composed of two factors – delay time saving and 
reduction in the number of bytes transmitted. In the proposed algorithm, this function 
is adopted to assign the eviction priorities of each object. Initially, the individual 
profit function is derived to estimate the profit from caching a single version of a 
video object. Then, the aggregate profit function is derived to estimate the profit when 
caching multiple versions of a video object simultaneously. Finally, depending on the 
aggregate profit function, the complete profit function is formulated for estimating the 
profit from caching a version of a video object when other versions of the object are 
already cached. 
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Let on,v denote version v of video object n. The reference rates to different versions 
of objects are assumed to be statistically independent of each other and denoted by 
rn,v, which is the number of accesses of version v of object n. The mean fetching delay 
for first several frames of version v of video object n from the original server to the 
transcoding proxy is denoted by dn,v. The fetching delay is defined as the interval 
between the sending of the request and the receiving of sufficient data to play the 
film. The cache size of version v of object n is Sn,v. The number of cached segment of 
Sn,v is Nn,v and the bitrate of version v of object n is Rn,v. The corresponding extended 
weighted transcoding graph of object n is Gn and the cost of transcoding from on,v to 
on,v’ is the value on the edge (v, v’) in E[Gn]. The transcoding length from on,v to on,v’ is 
TRL(v, v’). Table 2 lists symbols used in this paper. They are used in estimating the 
profit from caching version v of object n. 

Table 2. List of Symbols 

Symbol Description 
v0 The original version of v and v’ 

on,v Version v of object n 
on,v’ Version v’ that has the longest runtime more than on,v 
rn,v Reference rate to on,v 
dn,v Mean fetch delay for the first several frames of on,v from the original 

server to the proxy 
Sn,v Cached size of on,v 
Rn,v Bitrate of on,v 
Gn Corresponding extended weighted  transcoding graph of on,v 

wn(v,v’) Transcoding cost of from on,v to on,v’ 
TRL(v,v’) Transcoding length from on,v to on,v’ 

First, the profit from caching a single version of an object in the video proxy, when 
no other versions are cached, is considered. For client users, as optimal cache 
replacement algorithm is expected to minimize the response time. Thus, the individual 
profit from caching the partial version v of object n is calculated from the delay 
saving and bandwidth saving as follow.  

 
Definition 1. SPF(on,v) is a function used to calculate the individual profit for caching 
Sn,v size of on,v, when no other version of object n is cached. 
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Definition 2. SPF(on,m1, on,m2,…, on,mk) is a function used to evaluate the aggregate profit 
for simultaneously caching on,m1, on,m2,…, on,mk , where Gn’ is the subgraph obtained 
by the MPTC procedure[3]. 
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Definition 3. SPF(on,m| on,m1, on,m2,…, on,mk) is a function used to calculate the individual 
profit for caching Sn,v size of on,v, when on,m1, on,m2,…, on,mk  are already cached, where 
m ≠m1, m2, …, mk. 
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3.3   Design of Cache Replacement Algorithm 

Based on the generalized segment based profit function (SPF) formulated in 3.3, 
cache-replacement algorithm is designed. The replacement is happened when the new 
segment is needed at transcoding or fetching a content from original server. In other 
algorithms such as FVO, TVO, TeC, and transcoding graph based methods, they 
reserve a space area in advance at saving the first parts of the content. They are 
simple, but waste the storage because the speeds of fetch or transcoding are not fast to 
occupy the reserved space at that time. In our proposed segment based algorithm, it 
reserves a segment at new data as a small size unit. So, more different data can store 
in transcoding proxy than other methods. But it needs much more replacement 
operations. 

Table 3. Replacement Algorithm for Segment based Transcoding Proxy 

1: replacement(n,v,s)  
2: { 
3: if(!is_room())  { 
4:   find_profit_victim(victim_n, victim_v) 
5:   delete_last_seg(victim_n, victim_v) 
6: } 
7: add_seg(n, v, s) 
8: update_profit(n) 
9: } 
10: is_room()  
11: { 
12: if(capacity + SEG_SIZE > CAPACITY) 
13: return FALSE; 
14: else 
15:    return TRUE; 
16: } 
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4   Simulation Results 

We implemented a simulator for performance analysis. In the client model, client 
devices can be partitioned into 5 classes (15%, 20%, 30%, 20%, 15%). That is, each 
data item can be transcoded to 5 different versions by the transcoding proxy to satisfy 
the users’ requirements. The bit rate of the 5 versions of each media object are 
assumed to be 512, 256, 128, 64 and 32 kbps. The transcoding delay for the first 
sufficient segments of version from i to j is determined to (j - i) * 500 ms. The 
popularity of the video object follow a Zipf distribution with a skew factor α of 0.47. 
And we use 500 CBR video clips, whose lenghs are uniformly distributed (30 sec – 
12 min). The simulation lasts 400 simulation hours with 100,000 accesses that follow 
a random Poisson distribution. The delays for fetching the first several segments of 
video objects from the original server are exponentially distributed (μ = 1.5 ) and the 
ratio of the access duration to the total duration of a video sequence in a partial 
viewing environment is random distributed. The cache capacity is assumed to be (0.3 
~ 0.9) * (�  128 kbps bit-rate object size) [3]. We assume the fetch speed from 
original server to proxy server is the same with the bit-rate of version 0 and the 
transcoding speed is 512 kbps. And the default segment size is 64 kbyte. 

In our simulation, the variation of the performance of the proposed cache-
replacement algorithm with cache capacity is investigated. We thought that the startup 
delay time and byte-hit ratio is important to client and the amount of transcoding data 
is important to the proxy system because of transcoding is CPU-intensive task[10]. So 
we simulate that factors as following figures. Fig. 4 and Fig. 5 plot the results of the 
evaluations of SVF and other policies such as TeC2[8], VPF-complete[3] and VPF-
partial[3]. In each figure, X-axis is the relative cache size rate of the sum of 128 kbps 
bit-rate object size.  

 

Fig. 4. Startup delay time (a) and byte-hit ratio (b) under various cache capacities 

Fig. 4 shows the startup delay time and byte-hit ratio as a function of relative cache 
size. As shown in Fig. 4 (a), the proposed algorithm outperforms the others by 19 ~ 
32% (TeC2) , 15 ~ 30% (PT2), 10 ~ 13% (VPF-complete) and 7 ~ 8% (VPF-partial) 
in average delay time. And as in Fig. 4(b), SPF outperforms the others by 36% 
(TeC2), 28 ~ 35%(PT2), 16 ~ 40% (VPF-complete) and 15 ~ 26% (VPF-partial) in 
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byte-hit ratio. Byte hit ratio is defined as the number of bytes served from the cache to 
clients over the number of bytes requested from the clients. Specially, TeC system has 
worst performance in delay time, because it is based on LRU algorithm ignore the 
size and the popularity of the objects as well as the delay. 

Fig. 5 shows the total jitter count that sum of jitter of each users and the amount of 
evicted data. Jitter count is increased when the client cannot receive some of data in 
play time. The evicted data is the sum of dumped data at replacement time for new 
caching data. The amount of evicted data is almost same with sum of the amount of 
fetching and transcoding data. As shown Fig. 5, SPF has fewer jitters and evicts data 
less than other algorithms. 

 

Fig. 5. Total jitter count(a) and the amount of evicted data(b) 

 

Fig. 6. Amount of transcoding data under various cache capacities 

Fig. 6 shows the amount of fetching(a) and transcoding data(b). In this figure(b), 
the proposed algorithm outperforms the others by 10 ~ 23% (TeC2) , 8 ~ 21%(PT2), 8 
~ 11% (VPF-complete), 6 ~ 7% (VPF-partial) in the amount of transcoding data. 
Since transcoding is a CPU-intensive task[10], it is the better method that has less the 
amount of transcoding data. Also SPF less fetchs data from original server than other 
algorithms, as shown Fig. 6(a). 

As a result, SPF caches and evicts data by segment-size unit, so it managed data by 
fine-grained unit than others, therefore it increases byte hit ratio and decreases the 
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fetch, transcoding and evicted data in the proxy. And because SPF also consider the 
startup delay time, transcoding length and content size, it reduce the startup delay 
time than others.  

5   Conclusions 

In this paper, we first define 9-events at the transcoding proxy using atomic events 
such as Hit, Miss and Transcoding Hit. And we propose a segment based caching 
algorithm using aggregate profit values in streaming media transcoding proxy. The 
simulation results demonstrate that the proposed algorithm outperforms the competing 
algorithms in delay time, byte hit ratio and the amount of transcoding data. The 
startup delay time and byte-hit ratio is the two of most important factors in the client 
side, and the amount of transcoding data is one of most important factor in proxy 
server side. In our ongoing work, we are considering the transcoding weight as 
transcoding overhead and designing the cooperative transcoding proxy models. 
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Abstract. Implementing reliable Video on Demand (VoD) systems over
the Internet, which is inherently best-effort, is a challenge. Distributed
streaming for Video on Demand addresses this challenge with a com-
bination of two techniques. The first, Distributed Video Streaming us-
ing Multicast (DVSM) involves video streaming from multiple servers
to overcome path congestion by exploiting path diversity. The second
technique, Asynchronous Hybrid mechanism for Video on Demand, im-
plements a segmentation-based periodic broadcast to effectively utilize
network bandwidth and decrease latency. The combination involves de-
vising new algorithms for bandwidth estimation, segment partitioning
and scheduling. A simulation of our proposed solution demonstrates its
effectiveness. Specifically the results show, the prompt reaction of our
strategy to congestion, and, the effect the various parameters have on
system performance. The results shed light on parameters that can be
fine-tuned for an effective VoD system.

Keywords: Video on Demand, Patching, Scheduling, Distributed
Streaming, Multicast.

1 Introduction

Video on demand (VoD) systems allow users to choose what videos to play and
when to play them. A user interacts with the server with playback, pause, forward
and rewind operations. The basic components of a generic VoD system are users,
service providers, program providers and the network. The users request videos
from the service providers who in turn get the video from program providers
and make it available to the clients via the network. A single program provider
or server might lead to large access latency for clients. Thus there is a need to
distribute the content on a group of linked VoD servers for shorter access times.
Content distribution is determined by both video popularity load distribution[1].

Implementing streaming video over the Internet requires that the video servers
continuously stream the video while coping with network congestion. To address
this issue, standards are now available to reserve bandwidth and buffer resources
along the network path. Multicasting is also used to further reduce network
bandwidth requirements [2]. Further, clients implement buffering to store out of
sync packets. Buffer size limitations result in overflow or underflow if the desired
transmission rate is not sustained. Additional protocols are used to manage
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timing issues. Although adequate for low bit rate applications, systems using bit
rates greater than about 1Mbps still require ”tuning” to achieve optimum and
reliable performance.

Current research in distributed VoD, focuses on selecting among replicated
servers to serve a client request completely[5,9]. That is, once a request is directed
to a server, that server takes care of the entire video transmission to the client or
a multicast group of clients. In our work a single video is streamed from different
servers in an interleaved fashion to overcome path congestion as well as provide
continuous streaming to avoid breaks in the video playback.

We propose a design based on distributed streaming of fragmented videos.
New algorithms for deciding the streaming sequence of segments are designed. A
mathematical relation between the streaming time of a segment and its playback
duration is derived to ensure continuous playback even in case of path congestion.
The proposed solution is validated with a simulation study conducted using the
OPNET Modeler[15].

2 Related Work

Batching and patching are two commonly used techniques in traditional VoD
systems. We look at recently reported research that combines these two. In Max-
imum Factored Queue Length (MFQL)[3], a batching approach and a threshold-
based patching scheme are combined to propose two hybrid multicast algorithms.
Their idea is to link up small VoD servers to a network so servers with excess
retrieval bandwidth help servers that are temporarily overloaded.

In [4], the Virtual Interface Architecture (VIA) communication protocol and
the interval cache algorithm are used to minimize the time required to transfer
data across the connecting network. In [5], server selection techniques for a sys-
tem of replicated batching VoD servers is reported. All of these works focus on
efficient ways for selecting one amongst the distributed servers and streaming
the video with minimum delay. But the issue of delay due to network congestion
has not been considered, which is the focus of our work. Also lower startup delay
is one of our other main design concerns.

In other related work, implementation of Distributed VoD servers such as
the Yima [6] and VoDKA [7] demonstrate cost effective solutions for Video on
Demand services.

3 Preliminaries

Two of the techniques that form the basis of our research are presented in this
section. Distributed Video Streaming using Multicast (DVSM) [8] employs multi-
ple servers to stream video to a group of receivers. It provides path diversity [9,10]
via multiple servers and provides efficient bandwidth utilization via multicast
streaming. DVSM comprises of three main algorithms, bandwidth estimation,
rate allocation and packet partitioning. Receivers send asynchronous feedback
in the form of control packets indicating current bandwidth and loss estimates.
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Servers process the feedback and change sending rates and sending sequences.
Bandwidth estimation is done at a receiver using a TCP-friendly sending rate
estimation formula [11]. When one of the paths from a server to a receiver gets
congested above a predefined threshold, the receiver sends out control packets
notifying all the servers about the change in network status. Each server then
computes a new consistent bandwidth distribution and adjusts its sending rate
and the packets to be sent accordingly.

Rate allocation in DVSM tries to compensate the sending rate of a congested
sender by leveraging the rates of less congested sender(s). If a sender’s available
bandwidth falls below the equally (initially) divided sending rate, increasing the
rates of other servers compensates for the loss in bandwidth of the server. Dis-
tributed Streaming for VoD does not require rate allocation for two reasons.
Firstly the receivers always start buffering the segment before its playback be-
gins. So it is not required to stream the segment with a higher rate in case of
path congestion. Secondly the rates of the channels are set in a way to main-
tain playback continuity at the receiver. Changing these rates would disrupt the
segment schedule. Thus rate adjustment is neither required nor permissible.

Packet partitioning algorithm ensures that the received packets arrive in an
interleaved fashion from multiple senders, so as to reduce the startup delay.
The goals of the packet-partitioning algorithm are to maximize the difference
between the playback and arrival time of a packet received at the receiver, to
avoid missing and minimize duplicate packets.

Asynchronous hybrid VoD implements a segmentation-based periodic broad-
cast [12] technique that combines the best features of broadcasting [13] and
patching[14]. If a request comes when the broadcast of a video has already be-
gun, then the part that the request has missed is patched in such a manner, as
to ensure that the request is able to catch up soon with the broadcast. Using
segmented video and periodic broadcasting limits the amount of patching to a
maximum of one segment. There is no constraint of synchronicity on the video
streams which reduces the implementation complexity of the system. Further,
the system provides VCR like functionality very efficiently.

4 System Model

Our system comprises of a Central Server, subordinate servers (senders), and, re-
ceivers (clients). The senders store all the video content of M popular videos. The
central server controls the distribution of requests from receivers to the senders.
It takes care of streaming the first video segment as well as patching the part of
the first segment to receivers that have missed it. One or more secondary servers
which will stream the remaining video. A receiver joins the multicast of a number
of senders to receive different segments of the video from different servers.

A video of length L is divided into K segments of equal size. A Segment is
further divided into packets to fit the maximum segment size of the transport
layer. Scheduling takes place at the Segment level though retransmission hap-
pens at the Packet level. The Central Server schedules the multicast of the first
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Fig. 1. Channel Partitioning

segment of all popular videos cyclically over M channels each of bandwidth b.
Segment VX1 is the first segment of the Xth video. Figure 1(a). shows the chan-
nel partitioning on the Central Server. The Senders simultaneously schedule the
multicast of the remaining K − 1 segments of all the videos on K − 1 channels
each of bandwidth 2 × b × M . As shown in Figure 1(b), the ith channel carries
the (i + 1)th segments of all the M videos in a cyclic manner. It is important to
note that out of the M video segments that are scheduled only those which are
being requested and assigned to this sender by the Central Server are actually
multicast, the remaining are scheduled only as place holders. At time t, a client
sends a video request to the Central Server. The central server (CS) calculates
its estimated wait time (we) for the request. This is given by the time until the
next scheduled multicast of the requested video. Recall that the first segment of
each popular video is being repeatedly multicast on a dedicated channel. This
estimate is used in deciding how to deal with the request as follows:

– Case A: If the estimated wait time (we) for the request falls within a thresh-
old δ seconds of the end of the current multicast of the first segment then
the request is made to wait till the start of the next cycle of multicast of the
first segment of the requested video.

– Case B : If the estimated wait time (we) is longer than the threshold, the
Central Server patches the part of the first segment of the current multicast
that the request has missed.

4.1 Multicast Schedule on Senders

When the Central Server receives a client request it notifies the receiver to join
the multicast of N channels where N segments starting from the second segment
are scheduled for multicast, one on each after an interval of one segment-playback
time. After N − 1 segment-playback intervals with respect to the end of the
current segment transmission, each sender schedules the multicast of a segment
which is calculated as the currently streamed segment number +N . For example.
Suppose that video 2 is requested and the Central Server notifies senders 1,2 and
3 to schedule the 2nd, 3rd and 4th segment. The 1st server schedules the multicast
of the 5th segment after two playback durations since streaming the 2nd segment.
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So when the receiver starts getting the 4th segment it also starts buffering the 5th
segment, to maintain continuity in playback. Similarly sender 2 and 3 schedule
multicast of segments 3 and 6 and segments 4 and 7 respectively and so on.

4.2 Control Packets and Synchronization Sequence Number

When a sender receives a control packet it has to identify the receiver that has
sent it in order to determine the segment streaming sequence of which video
multicast has to be changed. The control packet format is modified from that in
DVSM to include information about the multicast group, the segment number
and the packet number within the segment that the receiver expects to receive
next. The packet contains, delay (Di) and loss-rate(Li) values for each of the

D1 L1 D2 L2 . . . Dn Ln M Packet Sync

N senders. M is the multicast group of the receiver, which is received from
the central server at the start. Sync represents the synchronization sequence
number and is the next segment requested by the receiver.The receivers buffer
the segment next to the one which is currently being played, in order to maintain
continuity in playback. When it finds packet loss in the reception of a segment
it sends a control packet with the Sync field set to that segment number. As the
segment size is large, the complete requested segment is unlikely to be in transit
and not yet reached the receiver. Thus the receiver notifies the exact segment
number using the Sync field, while it uses the Packet field to convey an estimate
of the packet number that has to be sent next by the senders based on what
may already be in transit.

4.3 Segment Partitioning Algorithm (SPA)

When a sender receives a control packet, it immediately runs the SPA to deter-
mine the next sequence of segments in the video stream to be sent. All of the
senders arrive at the same conclusion since they use the same copy of the control
packet to run the same algorithm. All senders use the segment number in the
control packet to initialize the segment partitioning algorithm. Each sender cal-
culates the estimated time difference between arrival and playback time of the
requested packet number in the control packet. The calculation of this estimate
is based on the Delay values corresponding to each sender as reported by the
receiver via the control packet. All the senders can determine the sender who
maximizes this time difference, and then that sender sends the requested part
of the segment. Every time a sender is selected to stream the next segment the
segment count is incremented by 1. After that, the segment partitioning algo-
rithm runs every half a segment playback interval by selecting a sender to send
the next segment.

4.4 Playback Continuity

In order to maintain continuity in play the user must be able to start buffering
the second segment before the first segment completes play. It is required that
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the receiver be able to buffer the next segment even in case of congestion where it
has to receive the segment from a different sender after receiving a part from the
first sender. The following constraint must be satisfied: Ls

b ≥ 2× Ls
(Bm−b×M)

K−1

×M

The time that it takes to playback a segment must be greater than or equal
to twice the time that it takes for the server to start transmission of the next
segment. This ensures that in one segment playback time the next segment is
scheduled for multicast twice. Thus during a segment transmission, if the receiver
notifies congestion on the path from one sender the remaining part of the segment
is streamed from another sender within the previous segment playback time. This
condition gives the value of K, the number of segments to fragment the video
into: K ≤ Bm−b×M

2×b×M + 1

5 Simulation Study and Results

The model was implemented using OPNET Modeler [15] for validation and per-
formance study. ”OPNET Modeler is the industry’s leading environment for
network modeling and simulation, allowing one to design and study communi-
cation networks, devices, protocols, and applications with unmatched flexibility
and scalability”. Finite state machine (FSM) modeling was used to simulate
the protocol behavior. Process and node models with full functionality for the
Central Server, Senders and Receivers were designed and implemented. Figure 2
shows the network model with the positioning of the Central server, senders
and receivers. NSFNet backbone network (July 1989-November 1992) was used
for the network topology. In each scenario, there exist congestion links shared
with other TCP traffic. All the links are 100Mbps except the congestion links
which are 100Kbps each. During the simulation period, a burst of TCP traffic
is started and stopped to test how Distributed Streaming for Video on Demand
compares to DVSM [8]. A video of length 120 minutes is streamed to the re-
ceiver(s). Each receiver is assumed to have buffering capability of 2Ls. In the
first scenario we look at how the system adjusts to congestion in case of 3 and 6
servers respectively. Table 1 lists the simulation parameters used. First we con-
sider 3 senders S1, S2 and S3 to be streaming video to the receivers. We shall

Fig. 2. NSFNet Backbone Network for Simulation
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Table 1. Simulation Parameters

Video length, L 120 min

Total Bandwidth, B 200Mbps

Video coding rate, b 1.5Mbps

Number of segments, K 4

Length of a segment, Ls 30 min

Patching threshold, δ Ls/8 - Ls/3

Multicast to patching ratio, α 0.5-0.8

Number of patching channels 53

Number of videos when N = 3 10

Number of videos when N = 6 20

look at the behavior of the system for the receivers falling in the same multicast
group. Receivers R1, R2, R7 and R8 send video requests at 103, 108, 110 and
112 seconds respectively for the same video (say video 2) and so fall in the same
multicast group as decided by the Central Server. There are two groups of TCP
connections sharing a congestion path with S1 and S3. Congestion paths are
represented with thicker lines. Link X is a congestion link shared with receivers
R7 and R8 and link Y is a congestion link shared with receivers R1 and R2.
TS1 ∼ TS20 and TS21 ∼ TS40 represent the TCP servers and TR1 ∼ TR20
and TR21 ∼ TR40 represent the TCP clients. TCP transmissions start and
stop during the simulation to simulate congestion and to see if S1 and S3 ad-
just accordingly. The simulation results demonstrate the impact of the various
parameters on the performance of our strategy, and the responsiveness of the
strategy to congestion in the network.

5.1 Performance Study

Important performance metrics for a VoD system are, the average startup latency
for a client and the capacity of the system to handle client requests. These metrics
will be studied in the following. All the statistics are in a ±5% confidence interval
with a confidence level of 95% [16]. Figure 3(a) shows the impact of bandwidth
partitioning on latency. For a given value of α as we increase the arrival rate we
observe that the latency stays steady till a point after which it increases rapidly.
Till the point where the latency remains steady, a video request finds a patching
channel available on arrival, after that it has to wait for patching channels to
be free before it is serviced. Values of α below 0.6 give poor performance, as the
bandwidth assigned to the multicast component is less. Thus the latency offset
which is due to the multicast delay is larger. When α is 0.6 we get a very good
performance, as the multicast delay component is around 25 seconds and we
are able to support up to 0.1 arrivals per second (6 arrivals per minute) with a
latency of no more than 120 seconds.

The impact of δ on latency is shown in figure 3(b). During less popular times
when the request arrivals are few we can use smaller values of δ (1/8th Ls) , as
this would keep the latency low (less than 15 seconds). Higher values of threshold
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(a) Impact of Bandwidth Partitioning (b) Impact of Threshold

(c) Impact of Supporting more Videos (d) Impact of more Net Bandwidth.

Fig. 3. Latency Results

are desirable for busier times (up to 1/3rd Ls ) with a tolerable latency of 100
seconds.

The system can also support more videos with a compromise on the maximum
number of supported arrivals. If the number of popular videos, M , is 20 as
opposed to 10 then we can still support a reasonable number of arrivals, about
3 per minute. Here we can choose δ such that we can handle more requests by
compromising on the latency. Figure 3(c) shows the latency plots for supporting
more videos.

Increasing the total bandwidth also affects the latency. Figure 3(d) shows that
with an increase (doubling) in bandwidth the number of requests that can be
handled increases around five-fold (0.08 to 0.4 and 0.13 to 0.58). This indicates
that bandwidth enhancements are efficiently utilized by the system to improve
capacity (support more request arrivals).

5.2 Response to Network Congestion

We observe that the senders adjust their sending sequence in response to the
network congestion ensuring continuous playback at the receivers. Figure 4(a)
and 4(b) show the loss rates and throughputs with three senders S1, S2 and S3
(not shown) measured at receivers R7 and R8 (not shown). High loss rate for
S1 is observed when there are TCP connections (to simulate congestion, twenty
TCP sources and receivers start transmitting) competing on the shared link X
after t=455s (7 minutes 35 seconds) till t=487s (8 minutes 7 seconds). That
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(a) Loss rates of each sender measured at
R7

(b) Throughputs of S1 and S2 measured
at R7 (1)

(c) Throughputs of S1 and S2 measured
at R7 (2)

(d) Loss rates of S4 and S5 measured at
R1

(e) Throughputs of S4 and S5 measured
at R1 (1)

(f) Throughputs of S4 and S5 measured
at R1 (2)

Fig. 4. Network Congestion Results

is, congestion on link X causes the loss rate for S1 at receivers R7 and R8 to
increase. The throughput of S1 continuously drops also. In response, R7 and R8
send out control packets to notify the senders to change the segment sending
sequence. Consequently S2 (figure 4(c)) is selected to stream the remaining part
of the second segment. Next we consider six senders S1 ∼ S6 while supporting
20 videos (Figures 4(d), 4(e) 4(f)). Videos 1 to 10 are replicated on S1, S2 and
S3 while videos 11 to 20 are replicated on S4, S5 and S6. In this case R1 and
R2 request for video 12 while R7 and R8 still request video 2. Thus S1, S2 and
S3 service requests from R7 and R8 while S4, S5 and S6 handle those from R1
and R2. R7 and R8 do not experience any congestion in this case and senders
S1 ∼ S3 continue with the initial segment schedule to stream all the segments
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of video 2. R7 and R8 face congestion on link Y due to TCP connections. We
observe a similar reactiveness to cope with congestion as in the previous scenario.

To summarize our results, we have seen the effect of various parameters on
the latency provided by the system. We have also seen that the system adjusts
well to congestion.

6 Conclusion

This paper extends existing research on Video on Demand systems by presenting
a combination of two techniques, viz. DVSM and Asynchronous Hybrid mech-
anism for Video on Demand. Distributed streaming for Video on Demand has
proposed algorithms for video streaming from multiple servers in an interleaved
manner. Some of the algorithms in the two base techniques were adapted to suit
the new Distributed Video on Demand Architecture. Roles of the sender and the
receiver are modified to suit the new system while a Central Server was intro-
duced to handle initial setup. We were able to provide low access latencies for
requests arriving in an ad hoc manner. The derived mathematical relations for
latency hold good as seen by the simulation results while the characteristics of
the system match well with those of DVSM with respect to adjusting to conges-
tion. As a part of the future work we can devise a technique for the distributed
streaming of the first segment. Also selective placement of the video content and
scalability are two other areas to look into.
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Abstract. A Body Area Network (BAN) is a body worn system which provides 
the user with a set of mobile services. A BAN incorporates a set of devices (eg. 
mp3 player, video camera, speakers, microphone, head-up display, positioning 
device, sensors, actuators). A BAN service platform for mobile healthcare and 
several health BANs targetting different clinical applications have been devel-
oped at the University of Twente. Each specialization of the BAN is equipped 
with a certain set of devices and associated application components, as appro-
priate to the clinical application. Different kinds of clinical data may be cap-
tured, transmitted and displayed, including text, numeric values, images and 
multiple biosignal streams. Timely processing and transmission of such multi-
media clinical data in a distributed mobile environment requires smart strate-
gies. Here we present one approach to designing smart distributed applications 
to deal with multimedia BAN data; namely the context awareness approach de-
veloped in the FREEBAND AWARENESS project. 

Keywords: Telemonitoring, multimedia medical data, Body Area Networks, 
Context awareness, power management. 

1   Introduction 

With the development of mobile and high capacity personal computing devices, 
miniature wearable sensors and ever improving wireless communication infrastruc-
tures, mobile healthcare (m-health) is becoming a realistic prospect from the technical 
point of view [1-4]. The potential now exists for healthcare professionals and patients 
to transfer health related data anywhere anytime. Furthermore, the healthcare systems 
of different healthcare providers are increasingly interconnected. Consequently, ubiq-
uitous access to and availability of healthcare information is becoming technically 
feasible. However current mobile devices and wireless communications still suffer 
from certain limitations which restrict the ability to store, process and transmit large 
volumes of multimedia clinical data in real time. Mobile devices still have limited 
memory and processing power, and are especially restricted by of battery life. State of 
the art wireless communications technologies now handle high bandwidth applica-
tions, however transmission of some kinds of (multimedia) clinical data strains or 
exceeds the capacity available today. Furthermore applications need to adapt to the 
dynamically changing communications environment and to the changing needs and 
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situation of the user.  For this and other reasons m-health applications need to be 
context aware. In this paper we describe the AWARENESS approach to context 
awareness for BAN-based m-health applications. 

The University of Twente and partners have been developing mobile health sys-
tems based on Body Area Networks (BANs) since 2001 [5]. A number of BANs and a 
BAN service platform targeted at the healthcare domain were developed during the 
course of several European and Dutch projects. We define a health BAN as a network 
of communicating devices (sensors, actuators, multimedia devices etc.) worn on, 
around or in the body which provides mobile health related services to the user.  

The generic health BAN has been specialised for different m-health applications 
targeted at different clinical conditions, to provide a variety of telemedicine services.  
Each specialization of the BAN is equipped with a certain set of BAN devices and 
associated application components as appropriate to the clinical application. 

A BAN for health monitoring incorporates one or more sensors capturing biosig-
nals, which are transmitted to a remote healthcare location for viewing by health pro-
fessionals. One of the BAN devices, the Mobile Base Unit (MBU), acts as a commu-
nication gateway to other networks and takes care of local storage and processing.  
The MBU has been implemented on a number of different PDAs and smart phones 
(e.g. IPAQ 3870, Qtek 9090). BAN data has been transmitted to the remote location 
via a range of wireless network technologies including WiFi, GPRS and UMTS. 
Typically multiple biosignals will be captured and, depending on the measurement, 
will be displayed as numeric readouts or as biosignal traces along a time axis. In some 
cases visualisations of biosignal data will be combined with video or medical images. 
BAN output is often therefore multimedia in nature, incorporating text, numeric data, 
sensor data to be presented graphically and possibly streaming video or still images.   

The first application envisaged for health BANS was the trauma application, where 
an accident victim would have a trauma patient BAN attached to them by the ambu-
lance paramedics. This BAN would incorporate vital signs sensors and would trans-
mit the casualty’s vital signs to the hospital emergency room. At the same time the 
paramedics would wear BANs which would transmit video of the scene to the hospi-
tal and provide two way audio communications between the paramedics and the hos-
pital staff. The intention was to enable a distributed team such that the emergency 
room team could collaborate with the paramedics at the scene and could assess the 
condition of the casualty in order to better prepare for their reception at the hospital.  

During the European IST project MobiHealth [6] the first BAN service platform 
and a number of variants of the health BAN were developed and trialled in four Euro-
pean countries, with various biosignals monitored and transmitted to remote health-
care centers over GPRS and UMTS. The nine trials in MobiHealth included telemoni-
toring for cardiology and respiratory insufficiency (COPD) patients, for pregnant 
mothers and in trauma care. In the trauma trial both the anticipated trauma patient 
BAN and paramedic BAN were implemented but the latter using still images rather 
than video.  

BAN development subsequently continued in the Dutch FREEBAND AWARENESS 
project [7] and the European eTEN project HealthService24 [8].  
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In AWARENESS the innovation lies in applying context awareness to build smart 
BAN applications for neurology. In this paper, we discuss why context awareness is 
important for health BANs and the processing of multimedia medical data and give an 
example of how context awareness may be used to address the problem of power 
management in mobile devices. 

In Section 2 we introduce our concept of health BAN. In Section 3 we describe spe-
cializations of the generic health BAN for clinical applications in neurology and in 
Section 4 we discuss some issues relating to context awareness. In Section 5 we give an 
example of context awareness relating to power management as applied in 
AWARENESS. In Section 6 we discuss some challenges and possible future directions. 

2   Health BANs 

Figure 1 shows the general configuration of the BAN service platform. The patient 
wears a set of devices which communicate via the MBU with a user (or with a soft-
ware application) at a remote location via the BAN Backend server. Some sensors are 
standalone, others are front-end supported. In the latter case the sensors are connected 
to a sensor front end or ‘sensor-box’ which powers the sensors and performs some 
signal processing and filtering. At the remote location a health professional can view 
biosignals and other BAN data and send control commands to the BAN. IntraBAN 
communication may be wireless (eg via BlueTooth) or wired, or a mixture of the two, 
and extraBAN communication is wireless (over GPRS, UMTS, WiFi etc.) 

 

Fig. 1. A health BAN Network for Telemedicine 

Figure 2 shows one variant of the BAN. In this case the MBU is implemented on a 
Qtek PDA. The sensors are electrodes and a respiration sensor, examples of front end 
supported sensor systems. In the centre is the sensorbox (the Mobi from TMSI).  
Figure 3 shows a visualisation of output from the patient trauma BAN. The upper part 
shows ECG output from three electrodes; below that the derived QRS complex is 
displayed. Lower we see respiration, then pulse plethysmogram and the lowest trace 
in the top part of the display is a sawtooth reference signal. The lower part of the 
display shows: oxygen saturation, heart rate, mean heart rate, heart rate variability, 
heart rate variability short, heart rate variability long, sensor status, and marker 
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Fig. 2. BAN with electrodes and respiration sensor 

output (a button used for alarms or notifications). Blood pressure (systolic) and blood 
pressure (diastolic) are measured externally and values are input manually. To the 
right of the graphical representation, current values of the parameters are presented 
textually (eg. 96% for oxygen saturation). Bottom right there is a panel of text show-
ing further information relevant in trauma care, including: fluids administered, left 
and right pupil size and reaction, and injury type, by timestamp. 

 

Fig. 3. Display of BAN data from multiple biosignal sources 

In AWARENESS we develop context aware BAN applications for neurology, with 
specializations of the BAN for telemonitoring of epilepsy and spinal cord lesion pa-
tients and for teletreatment of patients with chronic pain. The corresponding speciali-
sations of the BAN are described in the next section. 
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3   BANs for Neurology 

3.1   Chronic Pain BAN 

One variant of the BAN is planned for investigating daily physical activity patterns in 
chronic low back pain (CLBP) patients in relation to physical fitness, psychological 
variables and subjective perceived activity level [9]. The ultimate objective is to use 
BANs to provide teletreatment by monitoring physical activity in daily life and giving 
real time feedback to CLBP patients, adapted to the context of the patient (e.g. loca-
tion, current activity), in terms of advice on adapting activity levels to an optimum 
lying between hyper- and hypoactivity. The chronic pain BAN incorporates the fol-
lowing devices:  MBU, Mobi sensor front end and the Xsens MT9 inertial 3-D motion 
tracker. The MT9 measures 3-D rate-of-turn and acceleration. 

3.2   Motor Disorder BAN 

It is proposed to use this variant of the BAN for the management of motor disorders, 
specifically spasticity in spinal cord lesion patients [10]. Spasticity is a sensory-motor 
disorder characterised by involuntary muscle activity, resulting in restrictions in func-
tion, deformities and pain. Spasticity fluctuates over time and is known to be influ-
enced by contextual factors. The BAN is used for long-term monitoring and will also 
yield important research data concerning the fluctuation of spasticity over time and its 
relationship with various context parameters. 

In addition to the MBU and the Mobi, the Motor Disorder BAN will incorporate 
one or more sensors to measure surface EMG and, possibly, sensors to measure the 
(angular) position or displacement of the knee or force exerted by spastic muscle 
contractions. The EMG sensors will be positioned on the upper thigh muscles, pref-
erably on more than one muscle.  

3.3   Epilepsy BAN 

Epilepsy is a serious chronic neurological condition characterized by recurrent unpro-
voked seizures. Seizures may happen anywhere and at any time. If detection or even 
prediction of seizures by a few seconds were possible this would give the patient a 
chance to prepare and the care network of health professionals and informal care-
givers the chance to render appropriate assistance and/or advice. 

The epilepsy BAN incorporates electrodes (for measuring ECG), an activity sensor 
and a positioning device in addition to the MBU and Mobi [11]. The Epilepsy BAN 
has been used to test a novel seizure detection algorithm based on analysis of HRV 
(heart rate variability) in the context of information about the patient’s activity levels 
as derived from the activity sensor. Information from the positioning device can be 
used to determine the location of the patient in case assistance needs to be dispatched. 
This BAN is used in the remainder of this paper as a case example to discuss the 
AWARENESS context awareness extension to health BANs. 
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4   Context Awareness for m-Health 

Health professionals may now access patient information from their office PC or from 
a mobile device when they are on the move. However, especially if the mobile device 
is a phone or PDA rather than a laptop, retrieving relevant information for a specific 
patient may become tedious and awkward, due to the situation (professional on the 
move) and to the limitations of the device. This example illustrates the need to pay 
attention to two aspects of context; namely the situation of the user and the capabili-
ties of the device in use [12]. 

Smart healthcare applications need to adapt to the situation of the user in order to 
provide timely and tailored information in a way suited to the moment and to the 
context of use. In the AWARENESS project we are developing an infrastructure to 
support this type of smart context aware application. AWARENESS takes a service-
oriented approach to context usage [13]. The AWARENESS approach considers two 
classes of entity relevant for context exchange: context producers and context con-
sumers. Context producers create and offer context information services while context 
consumers (typically a context aware application) discover and use services provided 
by the producers. Context related aspects incorporated into the AWARENESS infra-
structure are: 

• Context discovery, acquisition and transfer 
• Context reasoning 
• Security, privacy and trust. 

AWARENESS validates its context aware infrastructure with the telemedicine pro-
totypes based on the BAN and the m-health service platform. We provide several 
approaches to enable context-awareness. For example, we provide a rule language and 
engine to automatically react to context changes [14]. Furthermore, we provide an 
infrastructure to discover [15] and dynamically bind sources [16] of context with 
context-aware applications. 

In the epilepsy application for example we see context information used in order to 
interpret biosignals. HRV is derived from ECG but cannot be reliably interpreted in 
the absence of context information relating to patient activity, since changes in HR 
may be due to motion rather than to imminent seizure. Furthermore, context informa-
tion on the location of the patient and the location of possible caregivers (to determine 
nearby caregivers), combined with the availability of caregivers is used to effect the 
dispatch of specific caregivers to patients having an epileptic seizure. First of all, this 
saves dispatch time because only available caregivers are contacted and secondly, this 
reduces time to reach the patient. These aspects may improve “golden-hour” effec-
tiveness in medical emergencies. 

Another kind of context awareness relates to the technical aspects of the system. 
One example is the use of knowledge of changing traffic loads in the communications 
infrastructure to support dynamic routing; another example involves migrating the 
execution of (selected) software components to compensate for breaks in connec-
tivity, or to cope with low battery power in mobile devices given the fact that biosig-
nal processing often places heavy demand on resources. In the following section we 
focus on the latter example and describe the AWARENESS strategy for using context 
information to enable smart power management. 
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5   Context Aware Power Management 

An epilepsy detection algorithm based on real-time ECG measurement is being tested 
in AWARENESS using the Epilepsy BAN [17]. At a high level, the algorithm con-
sists of six biosignal processing units (BSPUs) as shown in Figure 4. First, the pa-
tient’s ECG data is filtered to remove signal artifacts and environment noise. Thereaf-
ter, beat-to-beat heart rate is derived and HRV in the frequency domain is calculated. 
The frequency spectrum of the HRV is then used to calculate the probability of an 
upcoming or occurring seizure. To reduce the chance of false alarms, the patient’s 
activity information is monitored as well and correlated with the analyzed spectrum in 
the final stage. 

 

Fig. 4. Epileptic seizure detection algorithm 

 
In the epilepsy BAN, four devices are capable of executing BSPUs: (1) the sensor-

box, (2) the MBU, (3) the backend server and (4) the health professional’s terminal 
(c.f. Figure 1). The sensorbox and MBU are resource-scarce mobile devices local to 
the BAN; the other two are resource-full devices and located remotely. To do smart 
power management, the BAN may shift certain BSPUs to execute remotely, for in-
stance if the user is away from a charging point and battery power is getting low. The 
context aware power management strategy as applied in AWARENESS is illustrated 
by the following scenario: 

Sandra suffers epileptic seizures and she wears an Epilepsy BAN. All the computa-
tion tasks are executed on her MBU. Once a seizure is detected, her MBU can send 
an alarm to the back-end server. One day when she is out shopping, the power man-
agement component on her MBU detects that battery power is running low. In order 
to prolong system life time, it decides to shift some computation tasks, e.g. the BSPUs 
of “FFT”, “Frequency analysis” and “activity fusion” (Figure 4), onto the back-end 
server and terminal. Thus, system lifetime can be extended giving a better chance of 
functioning until Sandra returns home and charges the battery.   

A key to this solution is to know which BSPU should be assigned to which device 
in different situations. This requires investigation of the optimal BSPU assignment 
with the objective of maximizing system life time. 

The problem described above can be generalized as a chain-to-chain mapping 
problem as studied by Bokhari [18]. An example of such an assignment is illustrated 
in Figure 5. In the series of studies on the chain-to-chain assignment problem [18-21], 
algorithms are proposed to obtain an optimal assignment to minimize the bottleneck 
processing speed. In this section, we show how to apply a similar approach to finding 
the optimal assignment in order to maximize system life time. 
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Fig. 5. An example of assigning a BSPU chain to a device-chain 

 
First a layered directed graph (Figure 6) is built, in which each layer corresponds to 

a device and the label on each node corresponds to a possible sub-chain of BSPUs 
assigned to a device. Any path connecting nodes <S> to <T> therefore corresponds to 
a feasible assignment of BSPUs to devices. For example, the thick path in Figure 6 
corresponds to the assignment of Figure 5. We further weight each node with the 
battery support time of running the sub-chain on the corresponding device with both 
computation and communication power consumptions in mind. For example, node 
“<2,3>” in the second level (device 2) is weighted with the battery support time of 
running BSPU 2 and 3 on device 2. Node <S> is weighted zero. In the last step, each 
arc inherits the weight of its departure node. Now the largest capacity path [22] in the 
graph corresponds to the BSPU assignment that maximizes the system lifetime.  

 
Fig. 6. The assignment graph for a problem with six BSPUs and four devices 

 
Similar to Bokhari’s method [18], a faster procedure with O(m2n) exists based on 

the special layered feature of this labeled assignment graph, where m is the number of 
BSPUs and n is the number of devices: We visit every node layer by layer from layer 
1. For each node we visit, we compare the maximum of the incoming arc’ weights 
with the node’s weight. The smaller value is re-labeled to this node and copied to all 
of its outgoing arcs as their weights. After all the nodes are visited in the assignment 
graph, we can find the incoming arc to node <T> with the maximum weight. By trac-
ing back through this link, it is possible to identify the optimal assignment. 

The method of power management described above is being implemented in the 
current BAN service platform and represents one of the mechanisms developed in 
AWARENESS for augmenting BAN-based applications with context awareness. It is 
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however a generic approach which could be applied in any clinical application or 
indeed in other applications processing multimedia data in a mobile environment. 

6   Conclusions and Future Directions 

We have described the m-health BAN and service platform and three variants of the 
health BAN aimed at applications in neurology. Following this we discussed the im-
portance of context awareness and outlined the approach taken in the AWARENESS 
project. The example given of applying context information to achieve smart power 
management addresses one of the most critical problems faced today in mobile ser-
vices, namely the severe constraints imposed on use of mobile devices by battery life 
limitations.   

Development of the Awareness framework for context awareness continues, along 
with development of new clinical applications for the BAN. Many challenges remain, 
however. Future success of BAN-based m-health systems will depend on the intelli-
gence of the BAN services, and this in turn relies, amongst others, upon development 
of more sophisticated context aware mechanisms. One such mechanism was dis-
cussed, namely the dynamic relocation of biosignal processing across the m-health 
platform in response to the fluctuating mobile environment. Such process relocation 
strategies can be applied to more general multimedia processing systems where mul-
timedia streams can be processed at different nodes. 

Another challenge relates to usability of the BAN itself. The development team 
have made enormous progress in BAN and BAN service platform development, how-
ever current generation BANs have not yet reached desirable levels of unobtrusive-
ness and user friendliness, due to various limitations of current technologies. It is not 
convenient for patients to wear current generation BANs for long periods, for one 
because they have to wear or carry and manage a collection of different devices in-
cluding a PDA or smart phone. We envisage several directions in which BANs may 
evolve in the long term to overcome some of these shortcomings. Three directions of 
possible future evolution are enabled by wearable microelectronics, micro implants 
and bio-nanotechnology. We envision increasing miniaturization eventually enabling 
the “disappearing BAN”, incorporating micro- and nano-scale devices, processes and 
materials, possibly implanted, communicating with the Ambient Intelligent Environ-
ment to provide cost-effective, unobtrusive, pervasive, context aware services.  
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Abstract. Intra video coding is a common way to process video material for 
applications like professional video editing systems, digital cinema, video 
surveillance applications, multispectral satellite imaging, HQ video delivery, 
etc. Most practical intra coding systems employ JPEG encoders due to their 
simplicity, low coding delay and low memory requirements. JPEG2000 is the 
main candidate to replace JPEG in this kind of applications due to the excellent 
R/D performance and high coding flexibility. However, its complexity and 
computational resources required for proper operation could be a limitation for 
certain applications. In this work, we propose an intra video codec, M-LTW, 
which is able to reach very good R/D performance results, as well as JPEG2000 
or H.264 INTRA, with faster processing and lower memory usage. 

Keywords: image and video coding, tree-based wavelet coding, integer lifting 
transform, low complexity coding. 

1   Introduction 

A wide variety of video compression schemes have been reported in the literature. 
Most of them are based on the DCT transform and motion estimation/compensation 
techniques. However, a lot of research interest was focused on developing still image 
and video wavelet coders due to the great properties of wavelet transform. Most 
wavelet-based video encoding proposals are strongly based on inter-coding 
approaches, which require high-complexity encoder designs as counterpart to the 
excellent R/D performance benefits. However, some applications like professional 
video editing, digital cinema, video surveillance applications, multispectral satellite 
imaging, HQ video delivery, etc. would rather use an intra coding system that is able 
to reconstruct a specific frame of a video sequence as fast as possible and with high 
visual quality.  

So, the strength of an intra video coding system relies on the ability to efficiently 
exploit the spatial redundancies of each video sequence frame avoiding complexity in 
the design of the encoding/decoding engines. There are several still image codecs that 
                                                           
* This work was funded by Spanish Ministry of education and Science under grant TIC2003-

00339 and by Valencia Government under grant ARVIV/2007/045. 
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get very good R/D (Rate/Distortion) results. Unfortunately, most of them propose 
complex algorithms to achieve the pursued R/D performance. As a consequence of 
the higher computational complexity demanded by these coders, their software (even 
hardware) implementations would require powerful processors with enough 
computational resources to cope with the algorithm requirements. For example, the 
JPEG2000 [1] standard uses a large number of contexts and an iterative time-
consuming optimization algorithm (called PCRD) to improve coding efficiency, 
increasing the complexity of the encoding engine. Something similar happens with 
H.264/AVC [2] INTRA coding, where a powerful spatial prediction scheme with 
context modeling and rate-distortion optimization is employed in order to efficiently 
exploit spatial redundancies.  

In this paper, we propose a new lightweight and efficient intra video coder, M-
LTW (Motion Lower-Tree Wavelet), based on the LTW algorithm [3]. The main 
contribution of LTW is the way that it builds the significance map when coding each 
video frame. As other tree-based wavelet coders, it is based on the construction and 
efficient coding of wavelet coefficient trees. However, it does not use an iterative loop 
in order to determine the significant coefficients and to assign them bits. It builds the 
significant map in only one step by using two symbols for pruning tree branches, and 
codes the significant coefficients also in one step.  

Several rate control schemes have been reported in the literature. Most of them are 
applied to DCT transform like Test Model Near-term version 5 (TMN5) [4] used in 
H.263 standard or the MPEG Test Model 5 (TM5) [5]. In [6] the authors propose a 
new rate control scheme based on Game Theory and a deep introduction to rate 
control is made. 

Since the LTW encoding engine is non-embedded and it is based on DWT 
transform, we have proposed a low complexity rate control tool to encode the original 
video sequence to a user-defined target bitrate, in order to increase the flexibility of 
M-LTW video encoder and allowing LTW to work with rate-adaptive applications. 
Also, we have changed the overall codec to work with fixed point arithmetic. So, the 
DWT transform may use the original lifting floating-point approach or an equivalent 
DWT integer lifting version which will speed up the DWT transform step. As a 
secondary benefit, the required memory space is halved (16-bit integer data types 
instead of 32-bit floats).  

The organization of the paper is the following one: in section 2 the M-LTW 
algorithm is described, making special emphasis in the LTW spatial coding and the 
proposed rate control tool. In section 3, we show some evaluation results using as 
performance metrics rate/distortion, complexity and memory requirements. Finally, in 
section 4 some conclusions and future work are drawn. 

2   M-LTW Coder Description 

As shown in figure 1, the proposed M-LTW intra video encoder is composed of (a)  
DWT module, which computes the Discrete Wavelet Transform, (b) the proposed rate 
control tool, which adjusts quantization parameters to fit a user-specified target 
bitrate, (c) the coding engine, which is based on the LTW still image encoder, (d) an 
arithmetic entropy encoder, which is fully integrated with the LTW encoder, and (e) a 
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format bitstream module to multiplex the info delivered by rate control (quantization 
parameters) and the two data sets delivered by LTW (entropy encoded significant 
map symbols and the raw coefficient values as explained later). 
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Fig. 1. M-LTW block diagram 

We have also developed two versions of the DWT transform module: (a) a 
standard lifting version based on 7/9 biorthogonal filter (as many other wavelet 
encoders use) and (b) a version of the former one using an integer-to-integer lifting 
scheme based on [8] and [9].  We have performed the expansion factor of DWT by an 
approximation to integer operations (multiplication and shift). In this manner we 
avoid three extra lifting steps at the expense of making the DWT not reversible. The 
proposed approximation does not introduce a meaningful error, being the difference 
respect to the regular lifting scheme negligible.  

The M-LTW is designed to work with fixed point arithmetic, with the exception of 
the standard lifting version of DWT transform module, that uses float data types for 
its computations.  

2.1   LTW: The Intra Coding Engine 

In LTW, the quantization process is performed by two strategies: one coarser and 
another finer. The finer one consists in applying a scalar uniform quantization, Q, to 
wavelet coefficients. The coarser one is based on removing the least significant bit 
planes, rplanes, from wavelet coefficients.  

A tree structure (similar to that of [7]) is used not only to reduce data redundancy 
among subbands, but also as a simple and fast way of grouping coefficients. As a 
consequence, the total number of symbols needed to encode the image is reduced, 
decreasing the overall execution time. This structure is called lower tree, and it is a 
coefficient tree in which all its coefficients are lower than 2rplanes.  
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Our algorithm consists of two stages. In the first one, the significance map is built 
after quantizing the wavelet coefficients (by means of both Q and rplanes 
parameters). The symbol set employed in our proposal is the following one: a 
LOWER symbol represents a coefficient that is the root of a lower-tree, the rest of 
coefficients in a lower-tree are labeled as LOWER_COMPONENT, but they are never 
encoded because they are already represented by the root coefficient. If a coefficient 
is insignificant but it does not belong to a lower-tree because it has at least one 
significant descendant, it is labeled as an ISOLATED_LOWER symbol. For a 
significant coefficient, we simply use a symbol indicating the number of bits needed 
to represent it.  

Let us describe the coding algorithm. In the first stage (symbol computation), all 
wavelet subbands are scanned in 2×2 blocks of coefficients, from the first 
decomposition level to the Nth (to be able to build the lower-trees from leaves to root). 
In the first level subband, if the four coefficients in each 2×2 block are insignificant 
(i.e., lower than 2rplanes), they are considered to be part of the same lower-tree and they 
are labeled as LOWER_COMPONENT. Then, when scanning upper level subbands, if 
a 2×2 block has four insignificant coefficients, and all their direct descendants are 
LOWER_COMPONENT, the coefficients in that block are labeled as LOWER_ 
COMPONENT, increasing the lower-tree size.  

However, when at least one coefficient in the block is significant, the lower-tree 
cannot continue growing. In that case, a symbol for each coefficient is computed one 
by one. Each insignificant coefficient in the block is assigned a LOWER symbol if all 
its descendants are LOWER_COMPONENT, otherwise it is assigned an 
ISOLATED_LOWER symbol. On the other hand, for each significant coefficient, a 
symbol indicating the number of bits needed to represent that coefficient is employed. 

Finally, in the second stage, subbands are encoded from the LLN subband to the 
first-level wavelet subbands. Observe that this is the order in which the decoder needs 
to know the symbols, so that lower-tree roots are decoded before its leaves. In 
addition, this order provides resolution scalability, because LLN is a low-resolution 
scaled version of the original image, and as more subbands are being received, the 
low-resolution image can be doubled in size. In each subband, for each 2×2 block, the 
symbols computed in the first stage are entropy coded by means of an arithmetic 
encoder. Recall that no LOWER_COMPONENT is encoded. In addition, significant 
bits and sign are needed for each significant coefficient and therefore binary encoded. 

2.2   M-LTW Rate Control Tool  

The proposed rate control is founded on the definition of a simplified model of LTW 
coding engine. Applying this idea to the LTW encoder, the simplified coding model 
will lead us to get an initial and fast bitrate estimation for different values of the 
coarser quantizer rplanes (from 2 to 7). This estimation is computed as follows: for 
each specific value of rplanes, the probability distribution of significant and 
insignificant symbols is calculated. Then, the bit rate estimation (Ebpp) for each 
rplanes value is calculated, taking into account: (a) an estimation of the bit-rate that 
the arithmetic encoder will produce, and (b) the number of bits required to store the 
sign and significant bits (which are binary coded). The resulting estimation gives a 
biased measure of the real bit rate for all operative bit-rate range (from 0.0625 to 1 
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bpp), so we will reduce the error by means of a correction factor calculated from the 
Kodak image set [10]. 

After that, the target bit-rate, Tbpp will establish the proper value of the quantization 
parameter rplanes (Ebpp(rplanes) > Tbpp > Ebpp(rplanes+1)). In order to determine the 
proper value of the quantization parameter Q, the bit rate progression from the current 
rplane to the next one follows a second order polynomial curve with a common 
minimum. So, with the estimated values (Ebpp(rplanes) and Ebpp(rplanes+1)), we can 
build the corresponding expression that will supply the estimated value of Q for a 
given target bitrate. 

To perform the rate control in the overall video sequence, we have extended the 
rate control explained above by using a very simple approach. Firstly, we apply the 
proposed rate control algorithm to the first frame, in order to estimate the values of 
rplanes and Q quantization parameters that produce the frame bitrate budget. After 
coding the first frame, we compute the estimation error, so we will try to compensate 
it when coding the following frames. We will do that keeping the same value of 
rplanes and estimating the appropriate values for Q based on the observed error. 
When the estimated error reaches a threshold, the algorithm detects a scene change 
and runs the initial estimation algorithm in order to re-estimate more suitable rplanes 
and Q parameters. Then, the accumulated error will be corrected gradually in order to 
avoid great R/D alterations. After several experiments, the accuracy of the proposed 
error control was always better than 98.5% (worst case at very low target bitrates). 

3   Numerical Results 

In addition to R/D performance we will also employ other performance metrics like 
coding delay and memory consumption. All the evaluated encoders have been tested 
on an Intel PentiumM Dual Core 3.0 GHz with 1Gbyte RAM Memory. We have 
selected H.264 (Baseline, JM10.2), M-JPEG2000 (Jasper 1.701.0), M-LTW and M-
LTW_Int (the integer version of M-LTW), since their source code is available for 
testing. The correspondent binaries were obtained by means of Visual C++ (version 
2005) compiler with the same project options and under the above mentioned 
machine. The test video sequences used in the evaluation are: Foreman (QCIF and 
CIF), Hall (QCIF and CIF), Container (QCIF and CIF), News (QCIF and CIF), 
Mobile (ITU 576p30) and Station2 (HD 1024p25). 

Table 1 shows the R/D evaluation of the proposed encoders. In general, the M-
LTW obtains the best results (about 0.5 dB with respect to M-JPEG2000 in Foreman 
QCIF). The difference is higher with ITU and HD formats (around 2 dB with respect 
to H.264). At these sizes, optimal DWT decompositions can be exploited. The M-
LTW_Int encoder has slightly lower PSNR results than H.264. The lower 
performance of the integer version is mainly due to the arithmetic precision loss, 
which is more noticeable at lower compression rates. 

Table 2 shows the encoding delay for all encoders under evaluation. As expected, 
H.264 is the slowest encoder and M-LTW is one of the fastest encoders. All M-LTW 
versions are faster than M-JPEG2000, specially the integer version that performs the 
encoding process six times faster on average than M-JPEG2000.  

In Table 3, the memory requirements of different encoders under test are shown. 
The M-LTW needs only the amount of memory to store the source image (in-line 
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processing is another feature of LTW encoder) and an extra of 1.2 KB basically used 
to store the histogram of significant symbols, required by the rate control algorithm. 
M-JPEG2000 requires two times the memory of M-LTW, and H.264 needs six times 
the memory of M-LTW for QCIF size and eight times for CIF size. Note that M-
LTW_Int could be implemented using 16-bit integer, reducing to the half the amount 
of needed memory. 

Table 1. PSNR (dB) with different bit-rate and coders 

Codec/Bitrate 
(Kb/frame) 

H.264 
M-JPEG 

2000 
M-LTW 

M-LTW      
_Int 

Foreman (QCIF 176x144, 30Hz) 
2.36 22.86 19.99 23.03 23.01 
7.40 28.72 28.00 28.69 28.58 

20.49 35.36 34.53 34.99 34.40 
33.73 39.24 38.78 39.37 37.62 

Mobile (ITU 640x512, 30Hz) 
38.08 27.04 28.42 28.59 28.48 

119.93 32.29 32.39 32.57 32.26 
213.36 35.29 35.07 35.40 34.75 
386.23 38.59 38.41 38.87 37.21 

Station2 (HD 1920x1024, 25Hz) 
93.92 30.49 32.35 32.45 32.19 

180.00 32.58 34.36 34.49 34.06 
604.64 37.55 38.66 39.02 37.73 

1117.53 40.37 40.76 41.38 39.08 

Table 2. Execution time comparison of the coding process including DWT (time in seconds) 

Codec/Bitrate 
(Kb/frame) 

H.264 
M-JPEG 

2000 
M-LTW 

M-LTW 
_Int 

CODING Hall (QCIF 176x144, 30Hz) 
2.70 121.92 4.04 0.86 0.51 
7.77 137.18 4.39 1.07 0.71 

19.54 165.67 4.55 1.57 1.10 
29.50 184.67 4.87 1.97 1.41 

CODING News (CIF 352x288, 30Hz) 
14.91 531.40 15.63 3.96 2.62 
23.62 559.45 15.20 4.26 2.81 
57.73 650.47 15.54 5.98 3.94 
89.91 720.44 16.43 7.17 4.95 

Table 3. Memory requirements for evaluated encoders (KB) (Results obtained from Windows 
XP task manager, peak memory usage column) 

Codec/ Format H.264 M-JPEG 2000 M-LTW M-LTW _Int 
QCIF 6508 2264 1104 1104 
CIF 13016 3920 1540 1540 



606 O. López et al. 

Figure 2 shows the maximum frame rate for all evaluated encoders at different 
sizes for an average PSNR video quality of 30 dB. The integer version of M-LTW is 
the fastest of all encoders and it can encode an ITU size sequence in real time. 
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Fig. 2. Maximum frame rate for an average R/D 
of 30dB 

Fig. 3. Execution time comparison (end-to-
end) of the coding process 

The M-LTW implementation was developed finding the optimizations for 
maximizing R/D performance, so its software code is not optimized, just like H.264 
and JPEG2000 reference software. However, we have compared its performance with 
respect to a fully optimized implementation of JPEG2000: Kakadu [12], in order to 
evaluate if a full optimization of M-LTW will be worth the effort. For that purpose, 
we have used two versions of Kakadu software: (a) version 2.2.3, compiled without 
optimization options, and (b) the last version 5.2.5 which is fully optimized including 
multi-thread multi-core hardware capabilities. 

Table 4. PSNR (dB) comparison between Kakadu and M-LTW 

Codec/ 
(Kb/frame) 

KKDU 2.2.3 KKDU 5.2.5 M-LTW 

News (CIF, 30Hz) 
14,91 27.63 27.44 27.74 
23,62 30.27 29.96 30.42 
36.75 33.33 33.31 33.36 
57,73 37.26 37.10 36.89 

Mobile (ITU, 30Hz) 
38.08 28.59 28.39 28.61 
119.93 32.56 32.52 32.62 
213.36 35.34 35.34 35.47 
386.23 38.85 38.89 38.90 

Station2 (HD, 25Hz) 
93.92 33.79 33.70 33.62 
180.00 36.16 36.15 36.08 
604.64 41.11 41.11 40.96 

1117.53 43.18 43.18 42.94 
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As shown in figure 3, M-LTW is a very fast encoder even though not being fully 
optimized. The speed of M-LTW lies on the simple engine coding model. M-LTW is 
approximately 2 times faster than Kkdu-5.2.5 for News CIF sequence for a PSNR of 
32dB. For HD images, M-LTW is slower than Kkdu-2.2.3, due to the cache page miss 
fail of the lifting DWT implementation. In terms of R/D, there are slightly differences 
between all codecs as shown at table 4. For small and medium size images M-LTW 
outperforms KKDU at medium and high compression rates. For larger images, M-
LTW has slightly lower PSNR than both versions of Kakadu, but these differences are 
not perceptible when PSNR is over 38dB as concluded in [11]. 

Regarding to memory requirements, M-LTW needs only the amount of memory 
required to store the source image, while Kakadu memory requirements are 
independent of the image size due to its DWT block-based implementation. 

5   Conclusions 

In this paper we have presented a fast an efficient intra video coder, M-LTW, which is 
based on the non-embedded LTW image coder. We have proposed a fast rate control 
algorithm to both M-LTW encoder versions.  After evaluating M-LTW performance 
in terms of R/D, execution time and memory consumption, it exhibits the best trade-
off between R/D performance, coding delay (3 times faster than M-JPEG2000 and 
108 times faster than H.264) and overall memory usage (half the memory of M-
JPEG2000 and 6 times less than H.264). Also, the M-LTW coder is able to encode in 
real time an ITU video signal with very low memory demands and good R/D 
performance at moderate to high compression rates (up to 2 dB with respect to H.264 
in the HD sequence). 

For further evaluation, we have compared M-LTW coder with a highly optimized 
version of JPEG2000 (Kakadu), being also competitive in terms of coding delay (up 
to 2 times faster than Kkdu for small and medium size images) and R/D performance 
(0.4 dB for CIF, and 0.1 dB for ITU at medium and high compression rates). So, a 
fully optimization process will make M-LTW even faster and with lower memory 
requirements (with line-based or block-base DWT implementations).  
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Abstract. In this paper, we propose a parallel algorithm for H.264/AVC
intra frame encoding by using the graphics processing unit (GPU). The
proposed algorithm can handle 4x4 intra block prediction and recon-
struction. By rearranging the encoding order of 4x4 blocks and modify-
ing the architecture of H.264/AVC encoder, thirty times speed up can
be achieved which utilizing the computing power of GPU without any
loss in coding efficiency.

Keywords: Intra Prediction, GPU, Graphics Hardware.

1 Introduction

With the development of Internet and wireless network, multimedia information,
especially video content, becomes more and more popular. However, since the
size of uncompressed videos is usually quite large. It is impractical to transmit
videos without compression.

H.264 is the newest international coding standard developed by Joint Video
Term (JVT) [1] which consists of the experts from the members in ITU-T’s video
coding experts group (VCEG) and ISO/IEC’s moving picture experts group
(MPEG). It contains a number of new features to achieve video compression in
a more effective way, e.g. multiple reference frames, sub-pixel motion estimation
and a variety of intra mode. With such advanced intra mode decisions, the rate
distortion performance of intra frame is greatly improved. However, the coding
complexity increases at the same time. To reduce the computation complexity,
many recent researches focus on fast intra prediction [2] [3]. But those methods
usually introduce PSNR loss as a trade-off.

On the other hand, over the past few years, graphics hardware technology has
grown in an unprecedented rate. It is because multi-billion dollar video game
market is a pressure cooker that drives innovation and the specialized nature of
graphics hardware makes it easier to use additional transistors for computation
instead of cache. Nowadays, the graphics hardware is not only a specialized
hardware for accelerating three-dimensional graphics processing and rendering
but also a co-processor, which equips a Graphics Processing Unit (GPU), to
process data stream with user developed program. According to the Moore’s

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 609–618, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Law, the performance of CPUs is improved with an annual growth rate 1.4x.
However, the annual growth rate of the performance of GPUs is 1.7x (pixel/sec)
to 2.3x (vertices/sec), which is much faster than that of CPUs. GPUs grow with
significant improvement on the quality of computation and programmability.
It provides a very powerful data parallel mechanism and more flexibility for
general-purpose computing. Recently, quite a lot of works have used GPU for
both graphics and non-graphics applications, such as HDR [4], watermarking [5],
linear algebra [6], FFT [7], etc.

Nowadays, many researches focus on applying GPU to video compression
framework, e.g. GPU-based decoding [8] and inter frame motion estimation [9]
[10] [11]. However, there are few related works on accelerating intra frame encod-
ing. In this paper, we present an efficient intra frame encoding which not only
perform intra block prediction but also generate the reconstructed blocks by re-
arranging the encoding order of 4x4 block on GPU without losing any coding
efficiency.

The rest of the paper is organized as follows. In section 2, we discuss the Pro-
grammable Graphics Pipeline and Intra Block Encoding in H.264/AVC. Then,
we go through the detail of GPU-based implementation in section 3. In sec-
tion 4, we evaluate the performance of the proposed method. Finally, we draw
a conclusion in section 5.

2 The Programmable Graphics Pipeline and Intra Block
Encoding in H.264/AVC

2.1 The Programmable Graphics Pipeline

Figure 1 shows a high-level diagram of modern graphics pipeline. The typical
use of graphics hardware is to process 3D data. The applications use an API
(for example OpenGL or Direct3D) to send the graphics geometry description
as a stream of vertices to the GPU. These vertices are transformed to their final
screen location by the vertex processor which also assigns each vertex a color
based on the scene lighting. The Rasterizer converts geometry presentation (ver-
tex) to image presentation (fragment) and it interpolates per-vertex quantities
across pixels. Then the fragment processor which is multiple in parallel will
compute the final color for each pixel and store back into the frame buffer. The
user can implement customized operations by writing program called shaders on
both vertex processor and fragment processor for per-vertex and per-fragment
computing. They are fully programmable and perform SIMD like operations on
a vector with 4 components.

In general purpose computation (GPGPU), the GPU is a stream processor
to provide independent parallel process. It executes a number of kernels on data
streams. The kernel is like a function applied on each data element of the stream.
For the proposed intra block processing, kernel is used for 4x4 block prediction
and intra mode selection, image reconstruction processes including forward In-
teger Cosine Transform(ICT), quantization, inverse ICT, De-Quantization and
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Fig. 1. High-level diagram of modern graphics pipeline

inverse prediction. Textures are used to store the original frame and the previ-
ous reconstructed neighbors block information. The detail will be described in
Section 3.

2.2 Intra Prediction in H.264/AVC

In 4x4 block prediction, each 4x4 block is predicted from the spatially neighbor-
ing sample(Figure 2.b) where symbols a to p are the current block pixels and
symbols A to L and X are the neighbor’s block pixels for generate the prediction
block. There are 9 prediction modes: one DC prediction mode and 8 directional
prediction modes(Figure 2.b).

In the mode decision part, the cost function composes of the sum of absolute
different(SAD) and Mode Cost. It is a rate-constrained optimization problem
and the best mode is selected that minimizes the Lagarangian cost function.
The Mode Cost is a function of 4x4 block prediction mode m, Most Probable
Mode(MPM) and the Lagrangian multiplier λ. λ imposes rate constraint of cod-
ing mode information which is QP dependent. The cost function is shown in the
following equation. Where C is the original 4x4 block, Pm is the predict block
with corresponding mode m and MPM donate the Most Probable Mode which
is computed from the Intra mode of left and up 4x4 block.
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Fig. 2. 4X4 block Intra Prediction
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COST (m, λ, MPM) = SAD(C, Pm) + Mode COST (m, λ, MPM)

SAD(C, P (m)) =
4∑

y=1

4∑
x=1

|C[y, x] − Pm[y, x]|

Mode COST (m, λ, MPM) = (m! = MPM) × λ

As the intra prediction requires the previous coded neighbors block informa-
tion: reconstructed pixels for building predict block and block modes for com-
puting MPM. The dependency among adjacent block is introduced.

2.3 CPU Working Flow for Intra Frame Processing

In the reference software JM8.2, the MB coding in raster scan order. The high-
level block diagram is shown in Figure 3. The prediction block needs to use the
previous coded neighbors MB. The process of next MB must wait until current
MB finish. High dependency is introduced between MBs. Weak data parallelism
due to the MB coding order. In section 3, we propose a modified MB and 4x4
block coding order to maximum the throughput of data parallel processing on
GPU.
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Fig. 3. High-level diagram of intra frame processing on H.264/AVC

3 Proposed GPU-Based Intra Frame Processing

The proposed GPU-Based Intra Frame Processing performs 4x4 intra block pre-
diction and generates the reconstruction block as the predict information for fu-
ture blocks. Figure 4 is shown the high-level block diagram of GPU-based Intra
Frame Processing and the detail will be discussed in the following subsections.

3.1 Data Representation in Graphics Hardware

For the input data, current original 4x4 block and previous coded neighbors
block information (pixel values and 4x4 intra prediction modes) is needed and
also the current block availability. All of them can be represented as texture
objects and stored in texture memory but the bandwidth for memory access
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from CPU to GPU is expensive. We use GL RGBA as the input data type, it
is a vector containing of 4 float data. The current original frame is loaded into
the texture memory once and the rest of the data is packed into one buffer and
loaded into the texture memory for each process.

3.2 Data-Level Parallelism

In section 2.2, it point out the dependency among adjacent block. Figure 5 is
shown the original encoding order of 16 4x4 blocks within one MB. Symbols A to
D donate 4 up 4x4 blocks, E donate the up-right 4x4 block, F to I donate 4 left
4x4 blocks and X donate the up-left 4x4 block. The small blocks represent the
4x4 blocks inside MB and the number in the block represents the encoding order.
Recently some researches focus on better parallel and pipelined execution of 4x4
intra prediction. Genhua Jin [12] and Wonjae Lee [13] proposed to rearrange
the 4x4 block coding order to provide parallel processing between 4x4 blocks
within the same MB. But associate with the large number of stream processors
inside GPU, the parallel process is not only target on 4x4 blocks within same
MB but also the 4x4 blocks within same frame.

We propose to divide the frame into many diagonal 4x4 block lists. Figure 6 is
shown the division of 4x4 block list, the 4x4 blocks with the same number belong
to the same block list and the number also represent block list encoding order.
For each 4x4 block in the block list, the necessary neighbor’s data is available
after the previous block list process finished and they are independence with
each other. The encoder processes the 4x4 diagonal block list from top-left to
bottom-right. Thanks to the parallelism of GPU, the encoding of all 4x4 block
can be done at the same time. This method solves the dependency problem and
provides a high degree parallelism.



614 M. Kung et al.

1 2 

3 4

5 6 

7 8 

9 10 

11 12 

13 14 

15 16 

A B C D E 

F 

G 

H 

I  

X 

Fig. 5. Encoding order of 4x4 block within MB

 

  

  

  

  

  

  

  

  

  

  

  

  

  

1 2 

3 4 

3 4 

5 6 

5 6 

7 8 

7 8 

9 10 

5 6 

7 8 

7 

9 

9 

9 

8 

10 

10 

10 

9 10 

  

  

Rest of the frame  

Rest of the frame  

Fig. 6. Rearrangement of 4x4 block encoding order

3.3 Output Data Packing

The latest high-end graphics hardware can support maximum 1024 bits as output
and the consumer-level graphics hardware usually supports 512 bits as output.
It has 4 vectors with 4 components and use 32 bits float as the data type for
each component. For the output data, we have one 4x4 reconstruction block,
one 4x4 residual coefficients block and current block mode. The GPU provides
totally 16 floating number(32 bits for each) to store the output data. Inside the
kernel, bit shifting operations is not supported. We cannot directly embed the
data into high 16 bits. As a floating point number can represent as one integer
number plus one decimal number least than one. We embed the output data
into both integer and decimal place by multiple and divide the data. For the
4x4 reconstruction block, it is all positive and within the range from 0 to 255.
It is more suitable to embed into the decimal place. Figure 7 is shown the data
packing process.
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4 Performance Evaluation

We use one PC equipped GeForce 8800 GTS PCIe graphics card with 96 stream
processors(1200Mhz for each) and Intel Pentium 4 3.2GHz processor with 1 GB
DDR2 memory as the testing platform. The shaders were programmed OpenGL
API and the Cg computer language. Experiments are conducted to evaluate the
performance of proposed method, the impact on limited download bandwidth
from GPU to CPU and the speed up ratio compare with CPU implementation.

We performance all the experiments to measure the execution time begin at
the intra prediction and end at the generating reconstruction image. In order to
show how download bandwidth limit from GPU to CPU impact the performance,
both with and without readback data from GPU to CPU also be tested. We first
find out the execution time for different size of block list. Figure 8 is shown the
result. For short block list, less blocks can be processed parallel, the overhead of
data I/O becomes significant. But for the long block list, the gain on process it
on GPU is significant from the benefit of parallel mechanism it also diminishes
the effect of setup overhead of GPU. The longer block list, the larger speed up.
We obtain the optimal block list size So(speed up ratio is greater than 1 when
block list size is longer then So) for different testing condition.

Finally, we adjust the selection of processing block lists by using CPU or
GPU. If the sizes of block list smaller than So, the processing will be running on
CPU, otherwise on GPU. Figure 9 is shown the performance of CPU or GPU
selection with using So as the threshold.
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From the experiment result, the speed up ratio of readback and w/o readback
has about 16 times different. It shows that the readback data from GPU to CPU
is the main bottleneck. The overhead of readback data from GPU to CPU is the
domain of the process.
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5 Conclusions and Discussion

We proposed a GPU-based intra frame processing implementation to offload the
computation loading from CPU to GPU. By rearranging the 4x4 block encoding
order, the process can favor from the parallel mechanism on GPU. With using
the optimal block list size for the selection. Up to thirty times speed-up can be
achieved. However, the performance improvement is limited by the download
bandwidth limitation. The proposed method does not support 16x16 intra pre-
diction. This is due to output data for one 16x16 MB exceed the limit of output
data size. Possible solution is to compress the data prior to the output process.
This is left for the future works.
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Abstract. In this work, we investigate error patterns in compressed
multi-view video signals and propose three error concealment algorithms,
which can hide the effects of transmission errors efficiently. The proposed
algorithms conceal a lost block by choosing and combining the best can-
didate blocks in the temporally adjacent frames or the inter-view frames
at the same time instance. Simulation results demonstrate that the pro-
posed algorithms effectively protect the quality of reconstructed videos
against transmission errors.

1 Introduction

The advances of diverse multimedia technologies make the acquisition, coding,
transmission and display of multi-view video sequences possible. A multi-view
video sequence provides multiple views of the same scene, thus it can offer in-
teractivity as well as rich experience. However, in spite of these advantages, a
typical multi-view sequence requires a huge amount of storage space, which is
proportional to the number of available views. Therefore, the compression algo-
rithm is being standardized jointly by ISO/IEC and ITU-T to reduce the data
rates of multi-view video sequences [1].

Unlike a single-view sequence, a multi-view sequence exhibits high correla-
tions between views as well as spatio-temporal correlations within a view. To
achieve a high coding gain, the inter-view and spatio-temporal correlations are
exploited by predictive coding schemes. However, if an error occurs, it propa-
gates to adjacent views as well as to subsequent frames, degrading the picture
quality severely. Whereas various approaches have been proposed to protect the
qualities of single-view sequences against transmission errors, little effort has
been made for the robust transmission of multi-view sequences. In this work, we
analyze the hierarchical B prediction structure [2,3] for multi-view video coding
and the corresponding error propagation patterns. Then, we propose several er-
ror concealment (EC) algorithms to hide the effects of block losses in multi-view
video transmission.

The rest of this paper is organized as follows. Section 2 briefly explains the
hierarchical B structure for multi-view video coding. Section 3 describes the pro-
posed algorithms, and Section 4 evaluates their performances. Finally, Section 5
gives concluding remarks.
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Fig. 1. The prediction structure for multi-view sequences, proposed in [3]. Ti denotes
time, while Sj denotes a view. In this example, a group of pictures (GOP) contains 8
temporal frames in 8 different views.

2 Prediction Structure for Multi-view Sequences

The hierarchical B picture mode in the H.264/AVC standard enables the ef-
ficient compression of video sequences using the bi-directional prediction in a
hierarchical manner [2]. It decouples the coding order of frames from the display
order. Using the hierarchical B picture mode, various predictive structures can
be designed for multi-view video sequences, since a frame can be predicted using
different view frames and/or temporally adjacent frames.

Merkle et al. [3] proposed a prediction structure for multi-view sequences,
which is shown in Fig. 1. This structure is used in this work for its effective-
ness. The vertical axis represents different camera views, while the horizontal
axis represents the temporal axis. The first view S0 is encoded using only the
temporal correlations. The other even views S2, S4 and S6 are also encoded
based on the temporal prediction, but their first frames are encoded using the
inter-view prediction. In the odd views S1, S3 and S5, both the temporal and
inter-view predictions are jointly used to improve the compression performance.
The last view can be an even or odd view depending on the number of views.
In this example, a group of pictures (GOP) contains pictures at 8 different time
instances, but the other GOP lengths are also possible, such as 12 or 15.

3 Proposed Algorithms

3.1 Error Patterns

We apply different concealment methods according to error patterns. In this
work, a view is referred to as I-view, P-view or B-view according to the type
of its first key frame. For example, in Fig. 1, S0 is I-view, the other even views
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Fig. 2. Error propagation effects according to the error patterns. The loss of a frame
in (a) a P-view sequence and (b) a B-view sequence.

S2, S4 and S6 are P-view, and the odd views S1, S3 and S5 are B-view. Note
that the last view S7 is P-view, since its first frame is predicted from a single
neighbor only.

Frames in an I-view or P-view sequence are used for the prediction of frames in
a B-view sequence. Therefore, if an error occurs in an I-view or P-view, it prop-
agates temporally within the same view and also to the frames in the adjacent
views. In contrast, frames in a B-view sequence are never used for the prediction
of the other view frames. Thus, errors in a B-view sequence are confined within
that view and propagate in the temporal direction only.

Fig. 2(a) illustrates the temporal and inter-view error propagation when frame
T0 in a P-view S2 is lost during the transmission. On the other hand, Fig. 2(b)
shows the temporal propagation when frame T0 in a B-view S1 is corrupted. We
see that the loss of an I-view or P-view frame has more devastating effects than
that of a B-view frame.

3.2 Elementary Concealment Modes

In general, error concealment schemes estimate lost information using the intact
information in neighboring blocks or frames. According to an error pattern, dif-
ferent information is available for the concealment. Therefore, we utilize several
concealment modes depending on the error patterns.

We use two temporal modes to conceal the loss of blocks.

– Temporal EC-forward (TEC-F): a lost block is replaced by another block in
the nearest preceding frame within the same view, which has been already
decoded.

– Temporal EC-backward (TEC-B): a lost block is replaced by another block in
the nearest subsequent frame within the same view, which has been already
decoded.

Moreover, we use two additional inter-view modes.

– Inter-view EC-left (IEC-L): a lost block in a B-view (or P-view) sequence
Sn is replaced by a block in the adjacent view Sn−1 (or Sn−2) at the same
time instance.
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Fig. 3. Four elementary concealment modes: (a) temporal EC modes and (b) inter-view
EC modes

– Inter-view EC-right (IEC-R): a lost block in Sn is replaced by a block in
Sn+1 at the same time instance.

The IEC-R mode cannot be applied to blocks in I-view or P-view sequences
because of the decoding order. Also, note that we implement the decoder to store
Sn−2 in order to employ the IEC-L mode for a P-view sequence Sn. Fig. 3(a)
illustrates the temporal EC modes, and Fig. 3.(b) illustrates the inter-view EC
modes.

Using the four modes, a lost block is replaced by a block in the future, past,
left or right reference frame. To find an appropriate concealment block, the
decoder can estimate the motion vector of the lost block using the neighboring
pixel values, as done in the decoder motion vector estimation (DMVE) [4,5] or
the block matching algorithm (BMA) [6]. In DMVE, the motion vector of the
neighboring pixels is estimated and then used for the lost block. In BMA, the
motion vector is selected such that it minimizes the side matching distortion
between the recovered block and the neighboring pixels.

As in DMVE, the proposed algorithm first estimates the motion vector for the
lost block, which minimizes the sum of absolute differences (SAD). In the SAD
calculation, we use the left two lines and the upper two lines of the lost block.
The conventional DMVE selects the motion vector, yielding the smallest SAD,
and replaces the lost block with the block in the past frame specified by the
motion vector. However, the computation of SAD is based on the neighboring
pixels, not on the lost block itself. Therefore, the estimated motion vector is
not reliable and may not effectively represent the motion of the lost block. In
this work, we achieve more reliable concealment by finding multiple candidates
in the four (future, past, left and right) reference frames and combining them
efficiently.

3.3 Three Error Concealment Algorithms

We propose three error concealment algorithms, which are described in detail
subsequently.

Single-Hypothesis EC: As mentioned previously, there are three and four
elementary EC modes for blocks in P-view and B-view sequences, respectively.
In the first algorithm, called single-hypothesis EC (SHEC), we find the best
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matching block in each mode. Specifically, when a block is lost in a P-view
sequence, we employ the DMVE algorithm to find the best matching blocks in
the future, past and left frames, respectively. Then, we choose the final block,
which yields the minimum SAD, among the three best blocks, and then replace
the lost block with the final block. A lost block in a B-view sequence is concealed
in a similar way.

Multi-Hypothesis EC 1: In multi-hypothesis EC, more than two candidate
(or hypothesis) blocks are combined to reconstruct a lost block. In [7], Park et
al. proposed an algorithm, which finds a candidate block in each of the N previ-
ous frames and combines the N candidate blocks to form the concealing block.
In [8], Kung et al. proposed an adaptive EC algorithm, which combines mul-
tiple candidate blocks to minimize error propagation. The underlying assump-
tion of multi-hypothesis EC is that individual reconstruction errors of candidate
blocks cancel one another, and thus the energy of the final reconstruction error
is stochastically lower than that of the reconstruction error of each hypothesis.

In this work, we propose two novel multi-hypothesis EC algorithms for error
concealment of multi-view video sequences. In the first multi-hypothesis EC
(MHEC1) algorithm, a block in a B-view sequence is concealed in the following
way.

1. Find out the block with the minimum SAD in each of the four elementary
modes: TEC-F, TEC-B, IEC-L and IEC-R.

2. Between TEC-F and TEC-B, select the block, denoted by B1, with a smaller
SAD.

3. Between IEC-L and IEC-R, select the block, denoted by B2, with a smaller
SAD.

4. Replace the lost block with (B1 + B2)/2.

On the other hand, in the case of P-view, we cannot use the IEC-R mode. Thus,
the inter-view concealment may not be as reliable as the temporal concealment,
and we adopt a different scheme for P-view concealment as follows.

1. Find out the block with the minimum SAD in each of the three elementary
modes: TEC-F, TEC-B and IEC-L.

2. If the IEC-L mode provides the smallest SAD, conceal the lost block by
averaging the IEC-L block and the temporal block with the second smallest
SAD. Otherwise, conceal the lost block by averaging the two temporal blocks.

Multi-Hypothesis EC 2: The next algorithm, called multi-hypothesis EC
2 (MHEC2), has the same procedure as MHEC1, but it adaptively changes
weighting factors when combining two candidate blocks.

In [9], Song et al. showed that the optimally weighted multi-hypothesis EC
provides better concealment performances for single-view video sequences than
the equally weighted multi-hypothesis EC. Especially, in the double-hypothesis
case, the optimal weights are approximately 2

3 and 1
3 for the best matching block

and the second best matching block, respectively.
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Fig. 4. MHEC1, when the TEC-F and IEC-L modes have the smallest SAD values in
the temporal and inter-view directions, respectively

In MHEC2, we classify a lost block according to its estimated motion vector,
which yields the minimum SAD in the TEC-F or TEC-B mode. If the magnitude
of the motion vector is larger than a pre-specified threshold, the lost block is
called a fast block; otherwise, it is a slow block. For a fast block, the inter-view
concealment modes are more effective than the temporal concealment modes in
general. On the other hand, for a slow block, the temporal concealment modes
are more effective. Therefore, the concealment procedure for a B-view sequence
in MHEC1 is modified in order to adaptively change the weighting coefficients.

Table 1. The PSNR performance of the proposed algorithms when the error rate is
10%

Table 2. The PSNR performance of the proposed algorithms when the error rate is
5%
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1. Find out the block with the minimum SAD in each of the four elementary
modes: TEC-F, TEC-B, IEC-L and IEC-R.

2. Between TEC-F and TEC-B, select the block, denoted by B1, with a smaller
SAD.

3. Between IEC-L and IEC-R, select the block, denoted by B2, with a smaller
SAD.

4. If the lost block is a fast block, use 1
3B1+ 2

3B2 for the concealment; otherwise,
use 2

3B1 + 1
3B2 for the concealment.

The concealment procedure for a P-view sequence is modified in a similar way.

4 Simulation Results

We test the performances of the proposed algorithms on two test sequences:
the “Ballroom” and “Exit” sequences. Each sequence is encoded by the joint
multi-view video model (JMVM) 3.0 codec using the hierarchical B prediction
structure [1]. All the encoding parameters are set according to the JVT common
test condition [10]. B-view S3 or P-view S4 is corrupted in the test, and a slice
is lost randomly within the corrupted view with a loss rate 5% or 10%. Since
concealment performances depend heavily on the error locations, we test 10
different slice error locations and present the average PSNR.

Tables 1 and 2 show the performances of the proposed algorithms in the cases
of 5% and 10% error rates, respectively. The column “Error” gives the PSNRs
when a lost slice is filled with black pixels. We see that the proposed algorithms

Fig. 5. The reconstructed 55th frame of the B-view S3 in the “Ballroom” sequence:
(a) error locations - 15.43 dB, (b) SHEC - 26.51 dB, (c) MHEC1 - 27.28 dB, and (d)
MHEC2 - 28.79 dB

Fig. 6. The reconstructed 144th frame of the P-view S4 in the “Exit” sequence: (a)
error locations - 20.17 dB, (b) SHEC - 26.56 dB, (c) MHEC1 - 28.90 dB, and (d)
MHEC2 - 29.37 dB
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conceal losses effectively and provides much higher PSNRs than the black pixel
filling scheme. Also, note that MHEC2 shows the best performance among the
three proposed algorithms by exploiting the inter-view and temporal correlations
adaptively.

Fig. 5 shows the 55th frame of the B-view S3 in the “Ballroom” sequence,
when its several slices are lost during the transmission. SHEC provide an accept-
able performance, but it shows artifacts around the orange dress of the dancing
woman. MHEC1 and MHEC2 reduce those artifacts and provide higher quality
reconstructions. Fig. 6 shows the 144th frame in the P-view S4 in the “Exit” se-
quence. Again, MHEC1 and MHEC2 provide high quality reconstructed images
without any noticeable artifacts.

5 Conclusion

In this work, we proposed three EC algorithms for multi-view video sequences.
The proposed algorithms use four elementary modes, which can exploit inter-
view correlations as well as temporal correlations. The first algorithm, SHEC, se-
lects the best matching block among all candidates blocks. It provides an accept-
able performance. Moreover, the advanced algorithms, MHEC1 and MHEC2,
combines multiple candidate blocks to hide the effects of transmission errors
more effectively. Simulation results demonstrated that the proposed algorithms
can reconstruct high quality sequences even in severe error conditions.
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program (IITA-2006-C1090-0603-0017), both of which are supervised by the
IITA.

References

1. ISO/IEC JTC1/SC29/WG11 and ITU-T SG16 SQ.6, Joint Multiview Video Model
(JMVM) 3.0, JVT-V207, Marrakech, Morocco (2007)

2. Schwarz, H., Marpe, D., Wiegand, T.: Analysis of hierarchical B Pictures and
MCTF. In: Proc. ICME, pp. 1929–1932 (2006)

3. Merkle, P., Muller, K., Smolic, A., Wiegand, T.: Efficient compression of multi-
view video exploiting inter-view dependencies based on H.264/MPEG4-AVC. In:
Proc. ICME, pp. 1717–1720 (2006)

4. Zhang, J., Arnold, J.F., Frater, M.R.: A cell-loss concealment technique for MPEG-
2 coded video. IEEE Trans. Circuit Syst. Video Technol. 10(4), 659–665 (2000)

5. Tsekeridou, S., Pitas, I.: MPEG-2 error concealment based on block-matching prin-
ciples. IEEE Trans. Circuit Syst. Video Technol. 10(4), 646–658 (2000)

6. Lam, W., Reibman, R., Liu, B.: Recovery of lost or erroneously received motion
vectors. Proc. ICASSP 1993 5, 417–420 (1993)

7. Park, Y.O., Kim, C.-S., Lee, S.-U: Multi-hypothesis error concealment algorithm
for H.26L video. In: Proc. ICIP-2003, pp. 465–468 (2003)



Error Concealment Techniques for Multi-view Video Sequences 627

8. Kung, W.-Y., Kim, C.-S., Kuo, C.-C.J.: Spatial and temporal error concealment
techniques for video transmission over noisy channels. IEEE Trans. Circuit Syst.
Video Technol. 16(7), 789–802 (2006)

9. Song, K.W., Chung, T.Y., Kim, C.-S., Park, Y.O., Kim, Y.D., Joo, Y.H., Oh, Y.J.:
Efficient Multi-Hypothesis Error Concealment Technique for H.264. In: ISCAS-
2007 (2007)

10. ISO/IEC JTC1/SC29/WG11 and ITU-T SG16 SQ.6, Common Test Conditions
for Multiview Video Coding, JVT-U207, Hangzhou, China (2006)



H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 628–637, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Consistent-Quality Distributed Video Coding 
Framework 

Geming Wu1, Lifeng Sun2, and Feng Huang2 

1 School of Software, Tsinghua University, 
Beijing 100084, China 

Wgm05@mails.tsinghua.edu.cn 
2 Department of Computer Science, Tsinghua University, 

Beijing 100084, China 
{sunlf, huangf}@tsinghua.edu.cn 

Abstract. In this paper, we address the problem of quality control for 
distributed video coding (DVC). In a pure DVC framework, the compression 
performance conflicts with the consistency of the video quality. A hybrid 
framework is proposed to solve this problem. Wyner-Ziv video coding and zero 
vector motion compensation are combined to keep the visual quality in 
consistency while maintaining satisfied compression efficiency. Simulation 
results show that the proposed framework can effectively reduce the variance of 
the video quality, and the compression performance is 1-5dB better than pure 
DVC framework worked in constant quality mode. We also evaluate the 
decoding efficiency of two multistage decoding (MSD) strategies in Wyner-Ziv 
coding. Simulate results show that passing soft decision from low level to high 
level works better in DVC.  

Keywords: Distributed Video Coding (DVC), Wyner-Ziv Coding, low-density 
parity-check (LDPC). 

1   Introduction 

Distributed video coding (DVC) is a fundamentally new paradigm for video 
compression [1][2][3], which contains a light video encoder. In a DVC framework, 
frames are divided into intra frames and Wyner-Ziv frames, the intra frames are coded 
using conventional intra frame coder while the Wyner-Ziv frames are coded using 
Wyner-Ziv coder. The Wyner-Ziv encoder generates the syndrome bits of the Wyner-
Ziv frames and sends them to the decoder. The decoder uses these syndrome bits to 
correct the virtual errors in the side information, i.e. an approximation of the current 
frame. 

The peak signal-to-noise ratio (PSNR) of a reconstructed Wyner-Ziv frame relies 
on the quality of the side information. Different solutions have been proposed to get 
better side information. In [4], hash is send to the decoder to guide the selection of the 
side information. In [5], universal prediction is proposed to generate the side 
information by extrapolation from previously decoded frames. 
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In [6], the authors deal with video quality control in multi-view video coding, 
frames captured by the neighbor cameras are sent to the decoder to improve the 
quality of the reconstructed frame. 

In this paper, we address the problem of quality control for DVC and propose a 
DVC framework based on zero vector motion compensation. The residual frame 
(the difference between the current frame and the previous frame) is intra-coded 
and the low-frequency coefficients are sent, these low-frequency coefficients are 
used to perform block match, and we control the video quality by changing the 
percentage of the low-frequency coefficients be sent. In[4] high-frequency 
coefficients of the current frame are sent as hash, the idea is similar to ours, but the 
authors only consider the compression performance while we aim to design a 
consistent quality video coding framework. Also in our framework the percentage 
of the coefficients is variable according to the motion level. We describe the detail 
of this framework in Section II and demonstrate its performance in Section III. The 
second contribution of this paper is that we evaluate the decoding efficiency of two 
multistage decoding (MSD) strategies in Wyner-Ziv coding, simulation results are 
displayed in section III. 

2   Proposed Framework 

2.1   Quality Consistency of Wyner-Ziv Video Coding 

For most real-world video applications, it is desirable to have consistent video quality. 
This can be satisfied easily in conventional video coding standards like H.26x because 
they exploit the temporal correlation at the encoder, and entropy codes helps them to 
work in variable rate mode naturally. 

Under Wyner-Ziv setup, quantization step of the Wyner-Ziv frame must be chosen 
according to the motion level, coarse quantization has to be taken when the motion is 
large. We explain this by a simple test. We encode the second frame of foreman 
sequence in QCIF format using both H.263 intra codec and Wyner-Ziv coder. We 
compare the compression efficiency of these two schemes. Under Wyner-Ziv setup, 
we assume that the first frame is perfectly reconstructed at the decoder and help 
decoding the second frame as the side information. The results are illustrated in 
TABLE I. Wyner-Ziv coding becomes less efficient than intracoding as the 
quantization level increases. This is because a Wyner-Ziv encoder achieves 
compression gain by sending M  syndrome bits instead of K  information bits, the 
compression rate is MK / , where M  is a monotonically increasing function of E  

and can be written as )(EM . K  is often fixed in real application and it can not be 

too large because long block length can cause high delay. So as E  increases, the 
compression efficiency )(/ EMK  decreases. When the motion between two 

successive frames is large, coarse quantization has to be taken to reduce the virtual  
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errors E , otherwise the compression efficiency must be poor. The motion level of a 
sequence often varies with time, so a Wyner-Ziv encoder has to change the 
quantization step according to the motion level so as to achieve high average 
compression gain. In application, quantization step can be chosen proportioned to sum 
of absolute differences (SAD) between two successive frames [1]. This makes the 
video quality of a Wyner-Ziv video coder’s output varies with time. 

Table 1. Coding results of wyner-ziv coding and intracoding 

Quantization Level 8 16 32 
LDPC syndrome (bits) 10200 30650 68280 

Intracoding (bits) 14008 31181 65400 

PSNR (dB) 30 35 40 

Due to this natural drawback of Wyner-Ziv video coder, there is a contradiction 
between compression performance and quality control in pure DVC framework. So 
we propose to combine Wyner-Ziv coding with zero vector motion compensation. 
The detail is discussed in the following subsection. 

2.2   Hybrid Distributed Video Coding Framework 

The structure of the proposed DVC framework is illustrated in Fig. 1 and Fig. 2. This 
framework combines a Wyner-Ziv coder and an intraframe coder. The intraframe 
coder is used to compress the residual frame between the current frame and the 
previous frame. We use this zero vector motion compensation technique to generate 
better side information at the decoder, and save the syndrome bits needed to be sent. 

 

Fig. 1. The structure of the encoder in the proposed framework 

Let the current to-be-encoded frame and the previous frame denoted by X  and Y  
respectively. First we calculate the residual frame: YXN −= , and then N  is  
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intracoded using 88×  DCT and entropy codes. Unlike the work in [4] where high-
frequency coefficients are sent as hash, we send low-frequency coefficients. We 
consider that low-frequency coefficients carry most of the information, so more 
accurate block match results can be expected, further, we observe in experiments that  
it’s not efficient to compress the high-frequency coefficients without doing motion 
estimation. 

At the decoder side, the side information is generated in the following way: 

1. IDCT is applied to the received low-frequency coefficients producing a coarse 
residual frame T . 

2. Add up T  and the previous decoded frame we get a coarse version of the current 
frame 'T ，  at this time, 'T  does not contain any high-frequency information. 

3. Use 'T  to perform motion search in the previous frame to find the best match 
denote by ''T . This step is the same as the motion search in H.26x.  Integrate the 
low-frequency coefficients of 'T  and the high-frequency coefficients of ''T , we 
get the final side information. 

 

Fig. 2. The structure of the decoder in the proposed framework 

The flowchart can be seen in Fig. 3. In our scheme, the low-frequency coefficients 
sent by the encoder are used directly to generate the side information, so the 
quantization step of the residual frame is chosen according to the quality 
requirements. The percentage of the to-be-sent low-frequency is chosen according to 
the motion level. In practice, this percentage is chosen proportioned to the SAD which 
can be calculated without adding much complexity to the encoder.  

The syndrome conception is first introduced in [1] by Ramchandran et al. Our 
Wyner-Ziv scheme is based on the scheme proposed in [2] by Aaron et al. Each pixel 
in a Wyner-Ziv frame is quantized by a uniform scalar quantizer. The quantized 
symbols are then converted to bitplanes. LDPC encoding is applied to these bitplanes 
producing syndrome bits which are sent to the decoder.  
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Fig. 3. The decoding procedure 

The quantizer in the proposed framework consists of a uniform scalar quantizer 
concatenated by a modular quantizer. First, pixel data ranging from 0 to 255 are 

quantized to 1M  levels codewords, ...}16,8,4,2{1 ∈M . Then codewords are 

quantized again by a 2M  level modular quantizer. Both quantizations can be view as 

binning, the whole range 0-255 is partitioned into several bins, and the bin index is 

the quantization result. For the scalar quantizer, there are 1/256 M elements in the 

same bin having the minimum distance 1 from each other, for the lattice quantizer, 

there are )*/(256 21 MM elements in a modular bin having the minimum distance 

))1(*/(256 21 −MM  from each other. 1M  is chosen proportioned to the SAD of 

the difference frame N such that the number of the virtual error won’t excess the 

capacity of the error correcting codes. Lager 2M  brings higher compression rate, but 

too large 2M  can result in reconstruction error. 

In pure Wyner-Ziv framework, the syndrome quantization level has to be small 
when the motion is large, so the quantized symbols Q  carry not enough information 

which leads to poor quality of the decoded frame. In our scheme, better quality side 
information can be generated by sending more low-frequency coefficients. Because 
the reconstruction of a Wyner-Ziv frameW  is a function: ),|( SQWEW = , better 

side information will give a better estimation of W , thus reducing the syndrome bits 
needed to be sent. 

2.3   Encoding Complexity and Multistage Decoding 

The syndrome encoder in our scheme is based on the framework in [3], its main 
calculation is the multiplication of the bitplanes and the LDPC matrix. The residual 
encoding has the same complexity as intracoding. The calculation of the percentage of 
the to-be-sent coefficients can be accomplished by several times of multiplication, so 
it brings little complexity.  

In [8], bitplanes are decoded from low level (less important bitplane) to high level 
(more important bitplane) using multistage approach [9]. After the bitplane of level i   
 



 Consistent-Quality Distributed Video Coding Framework 633 

is decoded, the decoding results are passed to high levels, and the initial log-
likelihood of level 1+i  is calculated with the help of previous i  levels decoding 
results:  

)
2

)4,(
exp(

)
2

)4,(
exp(

2

2

}ˆ,,ˆ,0|{

2

2

}ˆ,,ˆ,1|{

1

111

111

σ

σ
JYd

JYd

LnL

iii

iii

xjxjjJ

xjxjjJch
i

−Σ

−Σ
=

===

===
+

+

+

h

h
                       (1) 

Where 2d  denotes the Euclidean distance, 2σ  denotes the variance of the residual 

frame, Y  denotes the side information, and ix̂  denotes the previously decoded 

results. 
Multistage decoding is first introduced as modulation technique used in 

communication. And it’s used in Wyner-Ziv coding to avoid the use of non-binary 
error correcting codes which can bring huge computing burden and high delay. We 
consider that the application of multistage decoding in DVC is different from that in 
communication for two reasons. First, bitplanes are dependent while bits are assumed 
to be independent in channel codes. Error propagation from low levels to high levels 
[10] will cause PSNR loss. Second, multilevel coding is directly applied to the 
original data in DVC while signal mapping is taken before multilevel coding in 
modulation. So in our decoding scheme, soft decision results is passed to higher levels 
instead of hard decision results. In practice, the initiate log-likelihood of each bitplane 
is calculated as follows: 
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Where )ˆ( ixP  is the probability of the i -level bit ix being ix̂  which is called soft 

decision results. 

3   Experimental Results and Discussion 

First, the comparison of decoding success rate using soft decisions passing and hard 
decisions passing is illustrated in Fig. 4. The carphone sequence is used as test 
sequence. The block length K  of LDPC and the quantization step is chosen as 25536 
and 16 respectively. We adjust the LDPC rate and record the decoding success rate. 
Results show that passing soft decisions from low level to high level can improve the 
decoding efficiency. In the following simulations, soft decisions passing scheme is 
adopted. 
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Fig. 4. Efficiency comparison of two multistage decoding strategy 

We took salesman and carphone sequences in QCIF format to test our framework, 
which represent small and large motion scenes respectively. We compared the 
compression efficiency of the proposed framework with H.263+ intracoding, 
intercoding and pure DVC. In pure DVC framework, the previous frame is directly 
used as the side information. For the plots in the figure, the bits for both key frames 
and WZ frames are counted, and only the PSNR of the luminance component is 
considered.  

A modified version of Radford Neal’s package for LDPC encoding/decoding [7] 
was used for simulations. Different quantization levels }64,32,16,8,4{2 ∈M  are 
used. I-P-P-P structure was applied in our experiments. The percentage of the to-be-
sent coefficients varies from 0-40%. 

In Fig. 5 and Fig. 6, the performance of our framework is between H.263 
intercoding and intracoding. The gap below H.263+ is about 1.5dB for salesman and 
about 2-3 dB for carphone. Both the pure DVC framework and the proposed 
framework perform better in low motion sequences. It’s because for high motion 
sequences, it’s difficult to setup a proper correlated model for the to-be-decoded 
frame and its side information. Second, for high motion sequences, the true motion 
vectors are far from zero, so the zero vector compression technique can not exploit the 
temporal correlation efficiently. Similar results can be observed in [2][3][4]. 

We also display the compression performance of the pure DVC framework in Fig. 
5 and Fig. 6, where we fixed the quantization levels to make it work in consistent 
quality mode. The proposed framework outperforms the pure DVC for 1-5dB. 

In Fig. 7 and Fig. 8 the PSNR of the first 100 frames of salesman and carphone is 
displayed. Both the proposed framework and pure DVC have almost the same average 
compression performance, but there is high variance of quality in pure DVC 
framework (up to 4 dB) while the quality variance in the proposed framework is quite 
small (within 1 dB). 
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Fig. 5. Rate vs. PSNR at 15 fps for salesman 
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Fig. 6. Rate vs. PSNR at 15 fps for carphone 
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Fig. 7. The PSNR of the first 100 frames of salesman 
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Fig. 8.The PSNR of the first 100 frames of carphone 

4   Conclusions and Future Work 

In this paper, we propose a distributed framework combining zero vector compression 
and Wyner-Ziv video coding. Simulation results show that the proposed framework 
can effectively reduce the variance of decoded video quality while maintaining 
satisfied compression performance. The soft decision passing and hard decision 
passing scheme in multistage decoding for Wyner-Ziv coding is also discussed in this 
paper. 

More effective residual frame coding method remains our future work. Current 
quantization coefficients and the codebook of entropy codes are designed to work 
with block search, so it must have some potential for improvement. The work 
includes the designing of quantization coefficients and the codebook of the entropy 
codes. 
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Abstract. In many rate control models, a uniform weighted distor-
tion has been assumed; that is, the DCT coefficients of the motion-
compensation difference frames (residues) conform to a uniform
distribution. However, the residue after transform does not conform to
a uniform distribution but approximate to a Laplacian distribution. In
this paper, we first deduce a new distortion model with the assumption
of Laplacian distribution of quantized DCT coefficients (called Laplacian
distortion model, LDM), and then a more accurate rate-distortion model
is proposed based on LDM. Experimental results on H.264/AVC show
that our proposed method can improve PSNR up to 0.8dB compared to
that of traditional TMN8; meanwhile, the mismatch of target bit rate
and actual bit rate generated for coding can be controlled below 2.5%.

1 Introduction

The rate control plays an important role in video coding and communication sys-
tems. Without rate control, any video coding encoder would be practically hard
to use. Therefore, any video coding standard usually develops their own non-
normative rate control scheme during the standardization process, such as TM5
for MPEG2 [1], TMN8 for H.263 [2,3] and VM8 for MPEG4 [4]. In [5], Li et al.
presents an adaptive rate control scheme for H.264/AVC, where the linear pre-
diction model and quadratic rate-distortion model are employed, as well as the
hypothetical reference decoder (HRD) is considered. The key of equation-based
rate control methods above is to find the relation between rate and distortion,
namely rate-distortion (R-D) model. Traditionally, both the rate and distortion
models are considered as functions of quantization parameter (QP), so that the
traditional R-D model is the function of QP. For example, in TM5, a simple
linear R-D model, i.e., R(QP ) = X/QP is adopted, where X is the complex-
ity measure of a picture, QP is the quantization parameter and R is the coded
bits for the picture. In VM8 and H.264/AVC, a more accurate quadratic rate-
distortion (R-D) model, i.e., R(QP ) = a1 × X/QP + a2 × X/QP 2 is employed.
In TMN8, an R-D model Ri = A(Kσ2

i /QP 2
i + C) is used. Besides, a novel R-

D model is directly represented with the relation between rate and ρ, where

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 638–646, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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ρ indicates the percentage of zero coefficients after quantization [7]. Conven-
tionally, a uniform distortion model is considered in many rate control models.
However, the uniform distortion model suffers from relatively large estimation
and control error as the DCT coefficients after quantization does not conform
to a uniform distribution but a Laplacian distribution [3,6]. In this paper, we
first deduce a distortion model with the assumption of Laplacian distribution
of quantized DCT coefficients (called Laplacian distortion model, LDM), which
can represent the actual distortion more accurately. And then, we incorporate
the Laplacian distortion model into the traditional TMN8 [3,8], and derived a
more accurate R-D model. The newly proposed R-D model can control the bit
rate more accurately and improve PSNR significantly. The rest of this paper is
organized as follows. Section 2 describes the deduced LDM. Section 3 presents
the proposed new R-D model. Section 4 gives the simulation results of the new
methods. Section 5 concludes this paper.

2 Laplacian Distortion Model (LDM)

As we know, the residue after transform for inter-frames conforms to the Lapla-
cian distribution. However, in practice, it is very complex to use Laplacian dis-
tribution to combine bit rate and distortion, thus, a uniform distortion model is
usually considered in most of rate control schemes, such as TMN8 and ρ-domain.

Assumed that the random variable X at the quantizer input conforms to a
density function fy(y), and then the quantizer maps it into a discrete-valued
random variable Y . In [9], the minimum entropy of Y represented as

Hmin ≈ H0 − log Q, (1)

and the corresponding distortion coming with the quantizer represented as

D(Q) = Q2/12, (2)

can be obtained when a uniform quantizer is applied, where Q is the step size
of quantizer, and H0 is the entropy of the continuous distribution of random
variable X . Generally, the DCT coefficients of the motion-compensated are ap-
proximately uncorrelated and Laplacian distributed with variance σ2 as

fy(y) =
λ

2
e−λ|y|(λ =

√
2

σ
). (3)

Then H0 can be calculated as

H0 = −
∫ +∞

−∞

λ

2
e−λ|y| log(

λ

2
e−λ|y|)dy = log

2e

λ
, (4)

From (1) and (4), we can obtain the minimum entropy of the random variable
Y as

Hmin = log
2e

λ
− log Q = log

2e

λQ
(log

√
2eσ

Q
), (5)
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which represents the minimum bits used for coding the quantized DCT coeffi-
cients. And then, based on (2) and (5), the rate-distortion (R-D) model is derived
as follow,

R = log
√

2eσ

Q
= log (

σ√
D

) + C(C = log
e√
6
). (6)

When uniform distortion model is considered, the distortion in each macroblock
(MB) is introduced by uniformly quantizing its DCT transform coefficients with
a quantizer of step size Q as shown in (2). When Laplacian distribution is as-
sumed, we deduce the LDM as follows.

In H.264/AVC, a total of 52 quantization values (QP ) are supported [10,11].
From (2) and (3), the theoretical distortion D(Q) is

D(Q) =
+∞∑

−∞

∫ Q(i+0.5)

Q(i−0.5
(y − Q(i))2

1√
2σ

e
√

2
σ |y|dy, (7)

where Q(i) is the reconstructed y value derived after quantization and inverse
quantization. Equation (7) is an even function of Q. Thus, it can be re-written
as

D(Q) =
+∞∑

i=1

2(
∫ Q(i+0.5)

Q(i−0.5)
(y − Q(i))2

1√
2σ

e
√

2
σ ydy)

+ 2(
∫ 0.5Q

0
(y − Q(i))2

1√
2σ

e−
√

2
σ ydy). (8)

Since
⎧
⎪⎨

⎪⎩

∫
ye−aydy = −e−ay

a2 (ay + 1) + c
∫

yne−aydy = −1
a
e−ayyn +

n

a

∫
yn−1e−aydy

, (9)

D(Q) can be derived from (8) using (9) as

D(Q) = σ2 −
√

2Qσ

e
Q√
2σ − e

− Q√
2σ

= σ2(1 −
Q√
2σ

1
2 (e

Q√
2σ − e

− Q√
2σ )

)

= σ2(1 −
Q√
2σ

sinh Q√
2σ

) = σ2(1 − β

sinh β
), (10)

where β = Q√
2σ

, the sinh(.) is defined as

sinh β =
β

1
+

β3

3!
+

β5

5!
+ . . . · (11)

(11) can be approximated by β + β3/6 when β <
√

e corresponding to high bit
rate [3] is true. Then, the (10) can be replaced by

D(Q) ≈ σ2 Q2

12σ2 + Q2 . (12)
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3 Rate-Distortion (R-D) Model

Based on our proposed LDM, we can get a new R-D model as follows. The rate
control problem, which compromises between the whole distortion and bit rate
budget, can be formulated as an optimization problem as

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Q∗
1Q

∗
2 · · · Q∗

N = argmin
1
N

N∑

k=1

Dk

N∑
k=1

Bk < B, Bi ≈ A(K
σ2

i

Q2
i

+ C)

. (13)

where Bi represents the expected number of bits produced by coding the i-th
macroblock in current frame, B is the bits budget of current frame, K is the
model parameter, A is the number of pixels in a macroblock, and σi is the
standard deviation of the residue in the i-th macroblock, C is the overhead rate.
Here, Bi can be represented by the experimental entropy of quantized DCT
coefficients [3] as

H(Q) =

⎧
⎪⎪⎨

⎪⎪⎩

1
2

log2 (2e2 σ2

Q2 ) ,
σ2

Q2 >
1
2e

e

ln 2
σ2

Q2 ,
σ2

Q2 <
1
2e

, (14)

which is based on the assumption that the DCT coefficients of residue are ap-
proximately uncorrelated and Laplacian distributed. According to the Lagrange
algorithm [12,13],

f(Q) = Q∗
1Q

∗
2 · · · Q∗

Nλ∗

= argmin
1
N

N∑

k=1

α2
kσ2

k

Q2
k

12σ2
k + Q2

k

+ λ[
N∑

k=1

(A(K
σ2

k

Q2
k

+ C)) − B] (15)

From (1) and (15), the traditional TMN8 [3,8] selects the values of the quanti-
zation parameter of the i-th macroblock in a frame is calculated as

Q∗
i =

√√√√ AK

B − ANC

σi

αi

N∑

k=1

αkσk (16)

where A is the number of pixels in each MB, N is the number of MB in a
frame, K is a distortion model parameter, C is the overhead rate, σi and αi

is the standard deviation and distortion or importance weight of the i-th MB
respectively. From (12) and (15), i.e., based on LDM, we can get the quantization
parameters of the macroblock as

Qi =

√√√√√√√√

12σ2
i AK

N∑
k=1

αkσk

αiσi[AKN + 12(B − ANC)] − AK
N∑

k=1
αkσk

(17)
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where the parameters have the same meanings as in (16). Formula (17) requires
about the same computational complexity as formula (16). And its bit rate
control accuracy or quality is better than when applying formula (17).

4 Experiments and Discussions

In [14], Yin et al. has provided a new rate control scheme for H.264/AVC, where
the TMN8 model is employed, and the pre-analysis only using 16x16 inter mode
is performed to get the variance σ2 of each MB. In this paper, we implemented
the proposed LDM based rate control scheme(called LDM for short in the follow-
ing content) and TMN8 in H.264/AVC encoder (JM9.8). The encoder employs
the frame-layer bit allocation as in [5] to select a target number of bits for the
current frame, and the macroblock-layer QP control using LDM and TMN8 to
select the values of the QPs for the macroblocks in that frame. Besides, the pre-
analysis only using 16x16 intra mode for I frame, and 16x16 inter mode for P
frame is adopted here.

For evaluating the performance of our proposed R-D model, the experiments
both on LDM and TMN8 are performed on a set of video sequences. Exper-
imental results for ”Foreman” (CIF: 352x288) and ”Football” (CIF: 352x288)
are tabulated in Table 1 and Table 2 respectively. According to Table 1, we can
see that the PSNR improvement for sequence ”Football” can be up to 0.7dB;
meanwhile, little mismatch of target bits and real bits generated below 1% can
be observed.

Fig. 1. PSNR vs bit rate of ”Foreman”

The R-D curves are explicitly shown in Fig.1 and Fig.2 for ”Foreman” and
”Football” respectively. From Fig.1 and Fig.2, our proposed LDM achieves about
0.3-0.5dB PSNR improvements in average over TMN8 scheme. In addition, using
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Fig. 2. PSNR vs bit rate of ”Football”

Table 1. Coding performance with uniform and laplacian distortion models for
”Foreman”

Bit Rate Uniform Distortion Laplacian Distortion ΔPSNR
(kbps) PSNR(Y) REAL-BR ΔBR PSNR(Y) REAL-BR ΔBR

200 32.02 199.93 -0.07 32.30 200.10 0.10 0.28

300 33.80 300.05 0.05 34.11 300.10 0.10 0.31

500 35.95 499.84 -0.16 36.24 500.09 0.09 0.29

800 37.90 799.90 -0.10 38.20 800.09 0.09 0.30

Table 2. Coding performance with uniform and laplacian distortion models for
”Football”

Bit Rate Uniform Distortion Laplacian Distortion ΔPSNR
(kbps) PSNR(Y) REAL-BR ΔBR PSNR(Y) REAL-BR ΔBR

300 28.06 330.14 30.14 28.76 302.47 2.47 0.71

500 30.50 519.42 19.42 30.73 500.12 0.12 0.23

700 32.00 700.70 0.70 32.33 700.03 0.03 0.33

900 33.32 900.13 0.13 33.68 900.12 0.12 0.36

LDM proposed, there is just a little gap of mismatch between the target bit rate
and the real bit rate generated. In our experiments, the mismatch of target bits
and generated bits does not exceed 2.5% for all test sequences. Furthermore, the
rate control can brings PSNR improvement in the large range of bit rate.

For illustrating the quality fluctuation of each frame, the PSNR per frame for
”Foreman” and ”Football” is shown in Fig.3 and Fig.4 respectively, where the
buffer size is 2 seconds, the size of group of picture (GOP) is 30, intra refresh
period is 1 second and only I/P frame is considered. From Fig.3, the PSNR
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Fig. 3. PSNR per frame of ”Foreman” (CIF, 30Hz). (Target bit rate is 500kbits/s, and
real bit rate generated is 500.17kbits/s and 508.21kbits/s for our proposed LDM scheme
and TMN8 scheme respectively. And, the average PSNR is 36.02dB and 35.96dB for
our proposed LDM scheme and TMN8 scheme respectively).

Fig. 4. PSNR per frame of ”Football” (CIF, 30Hz). (Target bit rate is 800kbits/s, and
real bit rate generated is 800.49kbits/s and 831.21kbits/s for our proposed LDM scheme
and TMN8 scheme respectively. And, the average PSNR is 32.78dB and 33.05dB for
our proposed LDM scheme and TMN8 scheme respectively).

fluctuation of our proposed LDM is less than that of TMN8 based on uniform
distortion model; meanwhile, the mismatch between target bit rate and real bit
rate generated is less than that of TMN8 when our proposed LDM is employed.
Fig.4 shows the experimental results for ”Football” (CIF), and the higher coding
performance as ”Foreman” can be also observed.
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From our experience, the variation of quality of pictures will be magnified if
the bit rate controls badly. In addition, the quality of subsequent frames deteri-
orate much more when high motion or big scene change resulting in much bits
consumed occurs. To the accuracy of bit rate controlling, our proposed LDM
and TMN8 in MB-level is better than the rate control scheme in H.264/AVC
[5]. In our experiments, the mismatch between target bit rate and real bit rate
generated of each GOP can’t exceed 5% when our proposed LDM is employed;
in addition, the bits consumed of each frame also nears to the bits quota allo-
cated. From Fig.3 and Fig.4, our proposed LDM can obtain the smoother picture
quality compared to the TMN8 scheme. However, the higher performance of our
proposed LDM is somewhat dependent on the better bit allocation strategy.
Otherwise, the bad bit allocation strategy will yield the big quality fluctuation,
which will deteriorate the subjective and objective quality of pictures coded ul-
timately. Thus, we introduce a QP constraint strategy for each MB and frame,
to get the higher coding performance and the better picture quality.

5 Conclusions

In this paper, we first present a distortion model using Laplacian density ap-
proximation to the DCT coefficient distribution. Experimental results show that
LDM is more accurate than that from the uniform distribution. Second, we pro-
pose a new R-D model based on LDM in H.264/AVC. The simulation results
show that not only PSNR improvement but also better matching of target bits
and real bits generated for coding can be obtained. Moreover, the LDM can be
easily applied to other rate control schemes and the improved coding and the
best matching performances can expect to be achieved.
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Abstract. Previous work has shown that human faces under variable lighting
conditions can be modeled by low-dimensional subspaces called illumination
subspaces that can be computed using images under a universal lighting config-
uration. This configuration can be estimated using Harmonic images. However,
harmonic images can only be obtained by using 3D information, and thus can be
restrictive. In this paper, we overcome this limitation by presenting a completely
data-driven method to find good universal lighting configurations. Motivated by
the fact that affinity propagation clustering finds the cluster centers from the real
images, we use affinity propagation clustering on real images taken under vari-
able lighting conditions to find the cluster centres and use them to determine the
lighting configuration. The illumination subspace for each individual is spanned
by their images acquired in this lighting configuration. Matching is performed by
comparing the distances to these individual illumination subspaces. Further, ker-
nel methods are used to explore the non-linear structures of the illumination cone
and carry out the illumination subspace methods in the kernel induced feature
space. Experiments conducted on the Extended Yale Face B database demon-
strate that the configuration obtained by our method is better than earlier recom-
mended configurations. We also demonstrate that our technique is robust to pose
variations using the CMU PIE database.

Keywords: Face Recognition, Illumination Subspace, Affinity Propagation.

1 Introduction

Face recognition under variable lighting and pose is a challenging problem and has
attracted tremendous attention in the computer vision community over the past few
decades. Many new techniques [1,4,5,7,9], have been developed to overcome the light-
ing variation problem. [1] has shown that the images from one person under any lighting
condition but with fixed pose can be well-approximated by a low-dimensional subspace
spanned by a few Harmonic images. To acquire these Harmonic images, one needs to
know the 3D information of faces such as surface normals and albedos. In order to
avoid potential complex 3D reconstruction, [5] proposed finding a good lighting con-
figuration with a small number of lighting directions and using real images under this
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lighting configuration to estimate the subspace spanned by the Harmonic images. How-
ever, to train the lighting configurations, the Harmonic images and thus 3D information
are still required.

In this paper, we propose a completely data-driven method to estimate the lighting
configuration. For a small number of people, we assume that the real images under
sufficiently diverse lighting directions are available. By applying affinity propagation
(AP) clustering [3] on these real images, we can obtain the cluster centers which are
real images. Motivated by the fact that a low-dimensional subspace can be estimated by
a few vectors in this subspace and that the cluster centers are good representations of
their neighbors, we use the lighting directions associated with these central images as
the lighting configuration. We then apply this configuration to face recognition of larger
set of people. The proposed method completely avoids using 3D information and only
requires a large amount of training images for a small number of people.

Though the images under variable lighting can be well approximated by a low-
dimensional subspace, these images constitute a nearly convex cone [4] but not exactly
a subspace. To better approximate this illumination cone, we proposed to use kernel
method by approximating it as a subspace in the kernel-induced feature space. Since
kernel methods can exploit the nonlinear structure of face images, it has potential to
improve performance of the recognition system.

There are two major contributions in this paper. First, a novel method is proposed
to find good lighting configurations. The proposed method is computationally simple.
It is data-driven and thus 3D information is not required, increasing its applicability;
Second, a nonlinear extension of the subspace method is proposed that has the potential
to better approximate the illumination cone constituted by the images under all lighting
conditions. Experimental results are provided to demonstrate the effectiveness of the
proposed methods.

The layout of the rest in this paper is as follows. In Section 2, we briefly review the
background on the illumination models of the images under all possible lighting condi-
tions. Section 3 addresses the clustering method to find good lighting configurations and
Section 4 addresses the kernel method to estimate the illumination cone. Experimental
results are provided in Section 5 for comparison.

2 Illumination Subspace of Face Images

Let C denote the images of one person (with fixed pose) taken under all possible lighting
conditions. By assuming that the object is convex and Lambertian, [7,4] shows that C is
polyhedral cone in the image space, called illumination cone. Moreover, [1,9] prove that
the set C can be effectively approximated by a nine dimensional linear subspace which
is spanned by nine virtue images. These nine virtue images, called Harmonic images,
can be computed from the 3D information of the object. However, the Harmonic images
are not images under real lighting conditions.

To avoid using 3D information such as surface normal and albedo, instead of Har-
monic subspace, it was suggested to find a subspace spanned by images under real light-
ing conditions to approximate the illumination cone well. To find the critical lighting
conditions, the earlier proposed method minimizes the distances of the images under
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these lighting conditions to the Harmonic subspace. To do so, one still needs to know
the 3D information: surface normals and albedos. For convenience, we refer illumina-
tion subspace to the space spanned by the real images taken under the critical lighting
directions.

In the next section, we present a completely data-driven method to find the criti-
cal lighting conditions under which the associated images span a subspace which can
approximate the illumination cone well.

3 Finding the Critical Images by Affinity Propagation Clustering

The problem is formulated as follows: given a collection {L1, L2, · · · , Ln} of lighting
conditions or equivalently the associated images {I1, I2, · · · , In} under these lighting
conditions, we want to find a few (say nine) images such that the subspace spanned by
these images approximates all the images in this collection well, i.e., the projections of
these images onto this subspace is maximized.

To find l from n images, we have Cl
n choices. Let Gi, i = 1, 2, · · · , N be N sets,

each of which has l images randomly selected from the n images. This computation
could be very expensive if one uses exhaustive search. Note that the distribution of the
images is usually not uniform across the given lighting directions, for example, images
with frontal lighting often dominate. With uniformly distributed lighting directions, the
images may have several clusters. Motivated by the fact that the cluster centers are most
likely independent and good representations for images of their clusters, we hypothesis
that they are the good candidates for estimating the basis of the low-dimensional sub-
space spanned by all the images under variable lighting. We propose the use of affinity
propagation clustering to find the clusters of the training images of a small number of
people. The lighting directions associated with the cluster centres are then identified
to be the critical lighting directions, thus estimating the illumination subspace. When
estimating the illumination subspace, if the number of clusters (c) is large, a lower di-
mensional (d)subspace can be produced by principal component analysis, which is used
for recognition later for recognition. Each person then has their own subspace spanned
by their images taken in these critical lighting directions. At recognition stage, the query
image is projected to the illumination subspaces for each person, and matched with the
one with the minimal distance. We call this method the Linear Subspace method, to
differentiate it from the nonlinear extension we describe later.

For AP clustering, we define the similarity of two images xi, xj as the negative of
the square of their Euclidian distance, i.e., s(xi, xj) = −‖xi − xj‖2. Although the
number of clusters need not to be specified in AP clustering, one can specify input
preferences for each data point, which then in turn controls the number of clusters [3].
By AP clustering on the images from 10 people on the Yale Face Database B under
64 light source directions, we find nine critical lighting directions. The images for one
person under these lighting conditions are shown in Figure 1.

Similar as the configurations recommended in [5], this configuration includes one
near front lights and six (there pairs of) symmetric side lights but the angles are larger
than those recommended in [5]. The critical difference of these two configurations is
that this configuration includes one lighting above the head. We note that [5] focus on 45
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lights with good quality images and the configuration suggested is based on the analysis
of these good quality images. Our experiments demonstrate that the images under all 64
lighting conditions are possible candidates for the illumination subspace. In addition,
this freedom to incorporate bad images in the definition of the subspace allows poor
images in similar lighting to be recognized. Also, being data driven, the method can be
used to estimates the subspace from available images, and thus it has potential to be
applied when the lights are not under strict control.

Fig. 1. The Nine Central Images

4 Nonlinear Extensions Using Kernel Trick

Though the images under variable lighting can be approximated well by a
low-dimensional subspace, these images constitute a positive, convex cone but not ex-
actly a subspace. Kernel methods can explore the nonlinear structure while maintaining
the computational cost similar to the linear case. By exploring the nonlinear structure of
the illumination cone, kernel methods have the potential to improve the approximation
in the kernel-induced feature space.

In order to extend the illumination subspace method using kernel trick, we reformu-
late it as follows. Let x1, x2, · · · , xl be l images (represented as vectors) for one person
and denote X = [x1, x2, · · · , xl]. If these vectors are independent, one orthogonal basis
u of span(X) can be computed via the singular value decomposition of X = uΣvT .
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The confidence level of a query image x (normalized to be unit norm) to be identified
as this person is defined as the norm of its projection onto span(X), i.e.,

c(x) = ‖xT u‖
= ‖xT XΣ−1vT ‖ (1)

where Σ and v satisfy
XT X = vΣ2vT .

Hence, the confidence level c(x) can also be obtained by doing singular value de-
composition on XT X and applying equation above. With this formulation, it is easy
to generalize the illumination subspace method to a nonlinear extension using the ker-
nel trick [10]. The data is now replaced with the feature vectors: xi → Φi = Φ(xi)
induced by a kernel where k(xi, xj) = Φ(xi)T Φ(xj). By replacing the inner products
< xi, xj > with k(xi, xj) , XT X is replaced by K with Ki,j = k(xi, xj), xT X is
replaced by κ(x) = [k(x, x1), k(x, x2), · · · , k(x, x9)] and one can perform the illumi-
nation subspace method in the kernel-induced subspace via singular value decomposi-
tion of K (= vΣ2vT ). The confidence level of a query image can be computed directly
as c(x) = κ(x)Σ−1vT . We note that the proposed method does not actually need to
access either the feature vectors Φ(xi) or the basis of the subspace spanned by these
vectors. This method is called Kernel subspace method.

For kernel functions k(·, ·), one typically uses linear k(xi, xj) = xT
i xj , polynomial

(xT
i xj + 1)d or Gaussian k(xi, xj) = exp

(
−‖xi − xj‖2/σ2

)
. Recently, a new type of

kernel called fractional kernel defined as

k(xi, xj) = sign(xT
i xj) | xT

i xj |μ

is suggested and applied successfully in face recognition [6]. In our experiments, we
applied fractional kernel and the results demonstrate that it is useful to improve perfor-
mance compared to the linear subspace method.

5 Experimental Results

Experiments were conducted with both the linear and kernel subspace methods on two
databases: CMU PIE [11] and The Extended Yale Face Database B (YaleB) [4,5] to test
the performance of the proposed algorithm. The CMU PIE face database contains 68
individuals with 41368 face images. The face images were captured by 13 synchronized
cameras and 21 flashes, under varying pose, illumination and expression. The extended
Yale Face Database B [5] contains 16128 images of 28 human subjects under 9 poses
and 64 illumination conditions. The data format of this database is the same as the
original Yale Face Database B [4]. From CMU PIE, we choose the five near frontal
poses (C05,C07,C09,C27,C29) with images under different illuminations, lighting and
expressions where each individual has 170 images except for a few bad images. All test
image data used in the experiments are manually aligned, cropped, and then re-sized to
32x32 images.

Our first experiment is implemented on the Extended Yale Face Database B using
the linear subspace approach. Since there are a few bad images for 7 persons, the order
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Table 1. Performance (error rate %) on the Extended Yale Face Database B using Linear subspace
method

d \ c 7 8 9 11 13 15 9([5])
5 7.36 7.09 7.80 7.61 6.77 5.46 8.86
6 6.17 3.74 4.28 6.57 5.69 4.87 7.33
7 3.06 2.88 2.70 2.98 4.49 2.96 6.45
8 2.36 2.05 1.95 3.42 2.04 6.33
9 2.11 1.70 1.71 1.12 6.10

Table 2. Performance (error rate %) on the Extended Yale Face Database B using Kernel subspace
method

d \ c 7 8 9 11 13 15 9([5])
5 6.28 6.85 7.39 7.06 6.77 5.46 8.86
6 4.75 3.46 3.23 5.17 5.31 4.61 6.92
7 3.06 2.65 2.05 2.56 3.42 2.90 6.22
8 2.36 2.05 1.83 1.64 1.25 6.04
9 2.05 1.58 1.08 0.99 5.69

of lighting conditions of the images for these persons do not coincide with the images
for other people, we exclude the images of these persons and use the images for 31
people. The results obtained by using the AP configuration setup proposed in this paper
are compared to the results in [5].

The performance is illustrated in Table 1, where d denotes the dimension of the
subspace used to formulate the recognition system and c is the number of cluster centers
used for estimating the illumination subspace. The last column of Table 1 shows the
performance using the earlier suggested lighting configuration (c = 9) in [5]. From this
table, one can see that the error rate is significantly better when d ≥ 6 compared to the
performance in [5], and is better when d = 5. Note that we tested all the 64 images for
each person while in [5] only used the 45 images of good quality.

Further, we also noted that with larger number of clusters (critical images) and larger
number of dimension, better performance will be achieved. This indicates that nine
harmonic images may not be the optimal choice in practice and we will investigate this
issue further in the future.

The second experiment is done on the same database of Extended Yale Face Database
B but we use the proposed kernel approach. It can be seen that the performance of the
kernel approach is better in general.

The third experiment is done with the CMU PIE face database. Since there are a
few bad images for one person, the order of lighting conditions of the images for this
person do not coincide with the images for other people, we exclude the images of this
person and use the images for 67 people. This database not only has different lighting
but also has different poses (5 poses for each person in our experiment). In this case, the
configuration setup in [5] will not be applicable and Table 3 shows the results. We note
that very low errors are obtained when the number of cluster centers and the number
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Table 3. Performance (error rate %) on CMU PIE face database using linear subspace method

d \ c 9 11 13 17 20
5 15.06 14.38 12.71 9.31 8.49
7 12.97 11.95 10.11 6.32 5.73
9 12.10 10.75 8.72 5.15 4.14
11 9.92 7.77 4.55 3.46
13 7.38 4.20 3.08
17 4.07 2.95
20 2.98

Table 4. Performances (error rate %) of Kernel subspace method versus Linear subspace method
on the Extended Yale Face Database B with randomly selected training images

Methods \(Ntr, d) (10,9) (20,9) (20,13) (30,9) (30,15)
Linear 17.99 9.66 8.40 6.92 5.64
Kernel 14.58 7.85 7.04 5.64 4.96

of dimensions is increased (c = 20, d = 20), which indicates the robustness of the
proposed method to pose variations.

In order to compare the performance of linear and kernel approaches for randomly
selected training samples, we did an experiment on the Extended Yale Face Database B.
A random subset with Ntr(= 10, 20, 30) images per individual was taken with labels
to form the training set, and the rest of the database was considered to be the testing
set. For each given Ntr, we average the results over 50 random splits and we used the
same splits and the same matlab data files1 which were used in [2]. Table 4 reports the
comparison of the linear and kernel subspace methods for randomly selected training
samples, as obtained by examining the average performance of 50 randomly selected
training samples. Here d denotes the dimension of the subspace. We used the fractional
kernel and the parameter of the kernel is selected using the cross validation [8] on
5 random selected training samples. The increase in performance is observable. This
shows that the kernel method is preferred in general case and thus is likely to be more
applicable in real world settings where it is difficult to control the lighting conditions.
Also, it shows when the dimension d is larger than 9, the performance can be improved
which demonstrates that 9 dimensional subspace approximation may not be the best.

6 Conclusions

In this paper, we proposed a new approach of face recognition to deal with variational
lighting and poses. First, based on affinity propagation clustering, we have proposed a
new method to find the good lighting and pose configurations for face recognition under
variable lighting and poses. Further, the fractional kernel approach is used to improve
the current subspace approach for face recognition. Experimental results demonstrate

1 Which were downloaded from http://ews.uiuc.edu/ dengcai2/Data/data.html
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the proposed configuration setup performs better than earlier recommended configura-
tion [5]. In addition, our method can also handle pose variations. Further the proposed
kernel subspace method is more robust than the linear subspace method to the selection
of training samples.

Also our approach is data-driven and is not depending on the 3D information of face
model. The computational cost is usually lower, which we will investigate theoretically
further in future. Since it is usually hard to control the lighting and pose variations in
practice, the proposed approach is applicable broadly.
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Abstract. The two-dimensional Principal Component Analysis
(2DPCA) is a robust method in face recognition. Much recent research
shows that the 2DPCA is more reliable than the well-known PCA method
in recognising human face. However, in many cases, this method tends
to be overfitted to sample data. In this paper, we proposed a novel
method named random subspace two-dimensional PCA (RS-2DPCA),
which combines the 2DPCA method with the random subspace (RS)
technique. The RS-2DPCA inherits the advantages of both the 2DPCA
and RS technique, thus it can avoid the overfitting problem and achieve
high recognition accuracy. Experimental results in three benchmark face
data sets − the ORL database, the Yale face database and the extended
Yale face database B − confirm our hypothesis that the RS-2DPCA is
superior to the 2DPCA itself.

1 Introduction

Face recognition is an active research area recently because of its numerous ap-
plications in authentication and surveillance systems. Given a human face image,
a face recognition algorithm needs to identify the person with his information
stored in the database. Otherwise, it needs to figure out that the person is new to
the database. Building such algorithm is challenging because of the similarity of
people faces and large variance of the face images belonging to the same person.
Moreover, a person can change hair style or glasses when the face image is taken.
Camera noise and poor image quality could also add trouble to the process of
recognizing human face. For these reasons, a robust face recognition algorithm
is still the goal of current research in face recognition.

One of the well-known methods for face recognition is the PCA (or Eigenfaces)
method, which was originally proposed by Sirovich and Kirby [1,2] and then de-
veloped by Turk and Pentland [3]. The PCA converts the intensity of face image
to a vector and uses the Karhunen-Loeve transform to construct an expressive
subspace for face recognition. The face image vector is projected along the axes
of the subspace to extract image features with lower dimension and maximize
the variance among face images. Extensions of the PCA include the Nonlinear
PCA [4], Independent Component Analysis (ICA) [5] and Kernel PCA [6].
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The PCA represents image intensity as a vector, thus the size of the vector
could be very large. For example, for a face image with size of 195×231 in the Yale
face database, the size of the vector is 195×231 = 45045. This large size of vector
creates problem to the PCA implementation when estimating the eigenvectors
of the covariance matrix of the sample data. To avoid such drawback, Yang et al.
[7] proposed the two-dimensional PCA (2DPCA), which works directly with the
2-D matrix of the image intensity. This makes the computational cost to extract
the image features less expensive than PCA. Experimental results on various
face data sets have showed that the 2DPCA is more reliable than the PCA in
face recognition [7,8,9,10].

Both the PCA and 2DPCA rely on a single projection subspace. The subspace
dimension d significantly affects the recognition accuracy of these methods. If d is
small, the images could lose valuable discrimination information when projected
onto the subspace. A large value of d could make the projected images overfitted
to the sample data and reduce the recognition accuracy. The overfitting problem
could be solved by using the random subspace (RS) technique as demonstrated in
[11] for decision tree classification. The main idea of this technique is that, instead
of using a single subspace for classification, multiple subspaces are constructed
from the original space by a random procedure. The RS technique produces a
classifier using each random subspace. Then, the final classification decision is
achieved by combining all classification results. Although each classifier may not
produce a good classification, their combination can be much better than using
a single subspace. The RS technique has been applied successfully by Wang and
Tang [12] to improve the recognition accuracy of the Fisherface [13] and Null
Space Linear Discriminant Analysis (N-LDA) [14] algorithms. However, their
work suffers the same drawback of the PCA, that is, inefficiency in computing
eigenvectors of the covariance matrix of the sample data.

Inspired by [12], we present a novel method that combines the 2DPCA and
RS technique in face recognition. This integrated method is named as the RS-
2DPCA. Instead of using a single subspace that maximizes the discrimination
of the projected images as 2DPCA method, the RS-2DPCA uses multiple sub-
spaces obtained by a randomly sampling procedure. When a testing image ar-
rives, it is projected onto the multiple random subspaces to extract the image
features. These features are matched with image features of the sample images
for classification. This method inherits the advantages of both the 2DPCA and
RS techniques, which are efficient in computation and can avoid of overfitting.
We test the RS-2DPCA on three popular data sets: the ORL database, the Yale
face database and the extended Yale face database B. Experimental results on
these data sets show that the RS-2DPCA outperforms the 2DPCA.

The remaining of the paper is as follows. Section 2 presents the 2DPCA al-
gorithm. Section 3 describes the proposed algorithm − RS-2DPCA. Next, the
experimental results to evaluate the performance of the RS-2DPCA are showed
in Sect. 4. Section 5 gives some discussions on the RS-2DPCA and conclusions
are followed in Sect. 6.
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2 Two-Dimensional Principal Component Analysis
(2DPCA)

Assume that the sample data consists of M training face images with size of
m × n. A1, . . . , AM are the matrices of the sample image intensity. The 2DCPA
proposed by Yang et al. [7] is as follows:

1. Obtain the average image A of all training samples:A = 1
M

∑M
1 Ai

2. Estimate the image covariance (scatter) matrix G:

G =
1
M

M∑

j=1

(Aj − A)T × (Aj − A)

3. Compute d orthonormal vectors X1, X2, . . . , Xd corresponding to the d
largest eigenvalues of G. X1, X2, . . . , Xd construct a d−dimensional projec-
tion subspace. Yang et al. [7] have showed that X1, . . . , Xd are the d optimal
projection axes, such that when projecting the sample images on each axis
Xi, the total scatter of the projected images is maximum.

4. Project A1, . . . , AM on each vector X1, . . . , Xd to obtain the principal com-
ponent vectors:

Y j
i = AjXi, i = 1, . . . , d, j = 1, . . . , M

5. When a testing image with 2D intensity matrix B arrives, compute the
principal component vectors of the new image:

Y B
i = BXi, i = 1, . . . , d

6. Compute the Euclidean distance between (Y B
1 , . . . , Y B

d ) and (Y j
1 , . . . , Y j

d )
(j = 1, . . . , M):

dist(B, Aj) =
d∑

i=1

||Y B
i − Y j

i ||2

where ||Y B
i − Y j

i ||2 is the Euclidean distance between Y B
i and Y j

i .
7. Use dist(B, Aj) (j = 1, . . . , M) and a threshold θ to decide the label of the

testing image.

The constructed image of a sample image Aj is defined as: Ãj =
∑d

i=1 Y j
i XT

i .
In the 2DPCA, the dimension d of the subspace has a great impact on the
energy of the constructed image. According to Yang et al. [7], the energy of the
constructed image is concentrated on first small number of component vectors
corresponding to the larger eigenvalues. Thus, choosing the dimension d small is
enough to obtain a high accuracy rate for the 2DPCA.
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3 Random Subspace Two-Dimensional PCA
(RS-2DPCA)

Based on the 2DPCA and random subspace (RS) technique, we proposed the
Random Subspace Two-Dimensional PCA (RS-2DCPA) algorithm. The RS-
2DPCA first computes the image covariance matrix G from sample images
A1, . . . , AM as in 2DPCA. Then, it constructs K subspaces Γ1, . . . , ΓK by ran-
domly selecting the eigenvectors of G. A classifier Ωk is created using each ran-
dom subspace Γk. To classify a testing image, the RS-2DPCA first labels the
image by sequentially using each classifier Ωk (k = 1, . . . , K). Then, it combines
the labeled results of K classifiers using majority rule to achieve the final label
of the testing image. Detail of the RS-2DPCA is as follows:

1. Obtain the average image A of the training images:A = 1
M

∑M
1 Ai

2. Estimate the image covariance (scatter) matrix G:

G =
1
M

M∑

j=1

(Aj − A)T × (Aj − A)

3. Obtain K random subspaces Γ1, . . . , ΓK as:
(a) Select N0 eigenvectors X1, . . . , XN0 corresponding to N0 largest eigen-

values of G. These vectors are fixed in all random subspaces. Usually,
N0 is small.

(b) Select N1 eigenvectors X
(k)
N0+1, . . . , X

(k)
N0+N1

randomly corresponding to
the remaining non-zero eigenvalues of G.

(c) Random subspace Γk (k = 1, . . . , K) is constructed from N0 + N1 eigen-
vectors X1, . . . , XN0 , X

(k)
N0+1, . . . , X

(k)
N0+N1

.
4. When a testing image with 2D intensity matrix B arrives, label the testing

image by using each classifier Ωk derived from subspace Γk:
(a) Compute principal component vectors of the sample images A1, . . . , AM

by projecting them onto ΓK :

Y
j(k)
i = AjX

(k)
i , i = 1, . . . , N0 + N1, k = 1, . . . , K

(b) Compute the principal component vectors of the testing image:

Y
B(k)
i = BX

(k)
i , i = 1, . . . , N0 + N1, k = 1, . . . , K

(c) Obtain the distance between (Y B(k)
1 , . . . , Y

B(k)
d ) and (Y j(k)

1 , . . . , Y
j(k)
d ):

dist(k)(B, Aj) =
d∑

i=1

||Y B(k)
i − Y

j(k)
i ||2

(d) Use dist(k)(B, Aj) (j = 1, . . . , d) to label the testing image.
5. The final label of the testing image is the majority label obtained from the

K classifiers.
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4 Experimental Results

4.1 Experiments on the ORL Database

We use the ORL database1 to test the performance of the RS-2DPCA algorithm
in face recognition. The ORL database has 400 face images with the size of
112×92. There are 40 people in the database, each has 10 face images. The images
are gray scaled and normalized before applying the RS-2DPCA algorithm. The
face images of a person in the database are shown in Fig. 1(a).

We use the first five images of each person for training and the remaining
images for testing. The RS-2DPCA is run with parameters N0 = 3, N1 = 10
and K = 20, where N0 is the number of fixed eigenvectors, N1 is the number of
random eigenvectors and K is the number of random subspaces. Each random
subspace has N0 + N1 = 13 dimensions. The RS-2DPCA creates K (= 20) clas-
sifiers with the random subspaces. The recognition accuracy of the 20 classifiers
in a run of the RS-2DPCA is showed in Fig. 1(b). The RS-2DPCA combines all
classifiers to label a test image using majority rule, that is, the most popular
label obtained from the classifiers is taken as the final label of the test image.
Figure 1(b) shows that the accuracy of the combination classifier (93.5%) is
higher than the accuracy of most component classifiers (around 92%).
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Fig. 1. (a) Face images of a person in the ORL database. (b) Comparison of the compo-
nent classifiers with the combination classifier. The RS-2DPCA is run with parameters
N0 = 3, N1 = 10, K = 20, and on the 5-train data set.

We compare performance of the RS-2DPCA with the 2DPCA on the ORL
database. We construct five data sets from the ORL database: 1-train, . . . ., 5-
train. The i-train data set (i = 1, . . . , 5) is created by taking first i images of
each person for training and the taking the remaining images for testing. We
run the RS-2DPCA and the 2DPCA on the five data sets. The RS-2DPCA is
run ten times on each data set with parameters N0 = 3, N1 = 10 and K = 20 to
obtain the mean, variance, minimum and maximum of the recognition accuracy.
Table 1 shows the performance of the RS-2DPCA on each data set.

1 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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Fig. 2. Comparison of RS-2DPCA with 2DPCA on the ORL database. The RS-2DPCA
is run with parameters N0 = 3, N1 = 10 and K = 20, while 2DPCA is run with
d = 1, . . . , 40.

Table 1. The performance of the RS-2DPCA on the ORL database

Data set 1-train 2-train 3-train 4-train 5-train
Mean (%) 71.72 80.18 88.14 89.13 93.40
Variance 0.71 0.61 0.47 0.54 0.46

Minimum (%) 71.11 79.06 87.50 90.00 92.50
Maximum (%) 73.33 80.94 98.57 88.33 94.00

We run the 2DPCA on the five data sets with the subspace dimension d vary-
ing from 1 to 40. Figures 2(a)-(e) compare the performance of the RS-2DPCA
with 2DPCA on the five data sets 1-train, 2-train, . . . ., 5-train, respectively. The
figures show that, most of time the mean accuracy of the RS-2DPCA is higher
than the accuracy of the 2DPCA. Consider the results on the 5-train data set
(Fig. 2(e)), the mean accuracy of the RS-2DPCA (93.40%) is much higher than
the top accuracy of the 2DPCA (91%, when d = 16). Moreover, the minimum
accuracy of the RS-2DPCA in ten runs (92.50%) is still higher than the top
accuracy of the 2DPCA (91%). We conclude that, the RS-2DPCA outperforms
2DPCA on the ORL database.
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4.2 Experiments on the Yale Database

The Yale face database2 has 165 face images of 15 people. Each person has 11
face images with size of 231× 195. We test the performance of the RS-2DPCA
with the 2DPCA on the five data sets 1-train, 2-train, . . ., 5-train of the Yale
face database. We run the RS-2DPCA ten times on each data set to obtain the
mean and variance of the recognition accuracy. We set the parameters K = 20,
N1 = 15 and N0= 2 in the cases that the RS-2DPCA is run on the data sets
1-train, 4-train and 5 train, while K = 20, N1 = 15 and N0= 4 in the other cases.
We run the 2DPCA on the five data sets 1-train, 2-train, . . ., 5-train with the
subspace dimension d varying from 1 to 40. The mean recognition accuracy of the
RS-2DPCA compared with the accuracy of the 2DPCA is shown in Figs. 3(a)-(e).
The figures show that the RS-2DPCA outperforms the 2DPCA in all experiments
on the Yale face database.
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Fig. 3. Comparison of RS-2DPCA with 2DPCA on the Yale face database

4.3 Experiments on the Extended Yale Face Database B

We use the cropped images of the extended Yale face database B3 [15,16]. The
database contains face images of 38 people under 64 illumination conditions.
The size of each image is 192×168. The light source direction with respect to
2 http://cvc.yale.edu/projects/yalefaces/yalefaces.html
3 http://vision.ucsd.edu/˜leekc/ExtYaleDatabase/ExtYaleB.html
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the camera axis varies from −130 to +130 degrees azimuth and −40 to +90
degrees elevation. We select a subset of the extended Yale face database B as
follows. With each person, seven face images of which the light source is from −20
to +20 degrees azimuth and from −20 to +20 degrees elevation are randomly
selected. We again create five data sets 1-train, 2-train, . . . ,5-train from this
subset. Similar to the experiments conducted on the ORL and Yale face database,
the RS-2DPCA is run ten times on each of the five data sets to obtain the mean
recognition accuracy. The parameters of the RS-2DPCA are N0 = 1, N1 = 15
and K = 20. We also run the 2DPCA with the subspace dimension d varying
from 1 to 60 (in the case of running on the 1-train data set) and from 1 to 40 (in
the other cases). The mean recognition accuracy of the RS-2DPCA compared
with the accuracy of the 2DPCA is shown in Figs. 4(a)-(e). The figures show
that the RS-2DPCA is superior to the 2DPCA in all cases.
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Fig. 4. Comparison of RS-2DPCA with 2DPCA on a subset of the extended Yale face
database B

5 Discussions

The number of random subspaces K affects significantly the performance of the
RS-2DPCA. Figure 5(a) shows the recognition accuracy of the 2DPCA tested
on the 5-train data set of the ORL database. The parameters N0 and N1 are
fixed (N0 = 3,N1 = 10), but K is varied from 1 to 30. Figure 5(a) shows
that, at the beginning, the recognition accuracy increases significantly when K
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increases, then it stays roughly stable when K is above a certain high value.
This is because when K is small, the RS-2DPCA cannot maintain well the
discrimination information when projecting a face image onto the K random
subspaces. But when K is large enough, most discrimination information has
been retained and cannot be improved further by increasing K.
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Fig. 5. Impact of parameters K, N0 and N1 on the performance of the RS-2DPCA.
The RS-2DPCA is run on the 5-train data set of the ORL database and with (a) K
varied from 1 to 30, N0 = 3, N1 = 10, (b) N0 varied from 1 to 15, N1 = 10, K = 20
and (c) N1 varied from 1 to 15, N0 = 3, K = 20.

The number of fixed eigenvectors N0 also has great impact on the performance
of the RS-2DPCA. Figure 5(b) shows the recognition accuracy of the 2DPCA
running with the same values of N1 (= 10) and K (= 20) but different values
of N0. The figure shows that when N0 is small, the RS-2DPCA performs much
better than 2DPCA with parameter d = N0. However, when N0 is large, the
performance of the RS-2DPCA is the same as the 2DPCA. This is because
when N0 is high, the N0 fixed eigenvectors make the RS-2DPCA overfit to the
training data. Thus, the choice of the N1 random eigenvectors does not affect
significantly to the performance of the RS-2DPCA.

The recognition accuracy of the RS-2DPCA also depends on the choice of
the number of random eigenvectors N1. We test the RS-2DPCA running with
the same value of N0(= 3) and K(= 20) but with different value of N1. The
results are shown in Fig. 5(c). The maximum accuracy rate of the RS-2DPCA
is achieved when N1 = 10. When N1 > 10, increasing N1 does not improve the
recognition accuracy of the RS-2DPCA. To obtain high accuracy rate for the
RS-2DPCA, we suggest to choose small N0, and large N1 and K.

6 Conclusions

In this paper, we have presented a novel algorithm for face recognition − the
RS-2DPCA. This is an integrated algorithm that combines the 2DPCA and ran-
dom subspace (RS) method. The RS-2DPCA defines a set of classifiers by using
random subspace technique. The classifiers are combined to obtain the final
classification result. We have tested our algorithm in three data sets: the ORL
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database, Yale face database and the extended Yale face database B. The exper-
imental results show that the RS-2DPCA is more reliable than the 2DPCA in
face recognition. In the future work, alternative fusion methods for the classifiers
will be investigated to improve the performance of the RS-2DPCA.
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Abstract. We investigate the problem of automatically identifying speaking 
faces for video analysis using only the visual information. Intuitively, mouth 
should be first accurately located in each face, but this is extremely challenging 
due to the complicated condition in video, such as irregular lighting, changing 
face poses and low resolution etc. Even though we get the accurate mouth 
location, it’s still very hard to align corresponding mouths. However, we 
demonstrate that high precision can be achieved by aligning mouths through 
face matching, which needs no accurate mouth location. The principal novelties 
that we introduce are: (i) proposing a framework for speaking face 
identification for video analysis; (ii) detecting the change of the aligned mouth 
through face matching; (iii) introducing a novel descriptor to describe the 
change of the mouth. Experimental results on videos demonstrated that the 
proposed approach is efficient and robust for speaking face identification.  

Keywords: SIFT, watershed, speaking face identification, change detection, 
mouth alignment, video analysis. 

1   Introduction 

Speaker identification is a crucial step in many video analysis problems such as 
automatic annotation of characters [1], [10], [11], audio-visual speech recognition [2], 
user interfaces based on vision [3], [9], etc. In this paper, we address the speaking 
face identification problem in teleplay or movie video, only using the visual 
information. It is a challenging problem due to the following reasons: 1) face pose and 
expression change; 2) lip deformation; 3) changing illumination; 4) background 
clutters and 5) other factors, such as motion of the camera. 

In recent years, many techniques have been proposed for speaker identification. 
Saenko et al. [2] use SVM to train a discriminative classifier to locate the lip and then 
train another strong classifier to detect the subclass of lip appearance corresponding to 
the presence of speech. However, they only consider frontal and upright faces under 
the controlled environment which is not practical in teleplay or movie video. In [3] 
Murphy et al. use Bayesian network model as an attractive statistical framework for 
cue fusion to detect speaker. The model combines four simple vision sensors: face 
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detection, skin color, skin texture, and mouth motion. Their aim is to build a 
human centered user interface and they assume that the face detector can only detect 
frontal faces. The assumption may be useful to construct a robust user interface, but 
again it is not true when dealing with teleplay or movie video. 

Sift points

Speaking face identification

Sift points
match

Background 
removeLip ROI

Face 
matching

Change 
detection in 
mouth ROI

Change 
descriptor 
analysis

Input face set
Speaking 

or not

(b)

Input video Shot detector Shots Face Tracker Face Sets
Speaking 

face 
identification

Speaking 
or not

(a)

 

Fig. 1. (a) The flowchart of the proposed speaking face identification system; (b) The flowchart 
of the speaking face identification module 

Everingham et al. [1] use speaking face identification as one module of automatic 
naming of characters in TV video. They achieved this by finding face detections with 
significant lip motion. A rectangular mouth region within each face is identified using 
the located mouth corners, and a mean squared difference of the pixel values in 
consecutive mouth regions is computed to determine if the shape of the mouth is 
changing or not. To achieve translation invariance the difference is computed over a 
search region around the mouth in the current frame and the minimum is taken. Two 
thresholds on the difference are set to classify face into ‘speaking’, ‘non-speaking’ or 
‘refuse to predict’. There are many constraints in their approach. First, they detect and 
track frontal upright faces which only occupy about 40% of the total faces in telefilm 
videos. The statistical number is got in our experiments by using multi-view face 
detector. Second, the detected mouth corners are used to locate the mouth and align 
the mouths, but to locate mouth corners precisely and stably is still a difficult 
problem, especially in profile face and moving mouth. Finally, they only consider 
translate transformation between two consecutive mouths. In this paper, we will try to 
resolve these problems and construct a robust speaking face identification system. 

Despite many works have been proposed for speaker detection, most of the 
existing methods limit their use in indoor situations with controllable lighting 
condition, and their experiments are based on full frontal upright faces in good quality 
images. Few of them mentioned possible solutions to robust multi-view speaking face 
identification in real media such as teleplay or movie. 

To address the problems mentioned above, we propose a framework for speaking 
face identification in this paper. The proposed framework is illuminated in Fig. 1. 
Video is first segmented into shots [4]. Then face sets in each shot are got by multi-
view face detector and tracker [5]. Finally each face is labeled to be speaking or not 
roughly as following steps. First, the mouth Region-of-Interest (ROI) is located using 
the information got from the face detection and tracking module. The watershed 
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segmentation [8] is then applied to remove non-face background pixels. Second, SIFT 
feature points are extracted in current face image and previous one, then these 
two sets of SIFT points are matched. Third, we use the matched SIFT points to 
calculate the transformation model to wrap the current face to the previous face image 
plane. The change in the aligned mouth ROI can be used to judge if the face is 
speaking. Here, we use a novel descriptor, which we call Normalized Sum of Absolute 
Difference (NSAD), to describe the change in the mouth ROI. Thus we get a vector of 
NSAD for each face set and use it to label if the face is speaking. Finally, we post-
process the label vector and get the final smooth identification result. Experimental 
results on videos demonstrate that the proposed approach is efficient and robust for 
speaking face identification. 

 

Fig. 2. Left column of each entry: the result of SIFT feature points detection; Middle: feature 
matching result before RANSAC; Right: matching result after RANSAC 

The paper is organized as follows. Section 2 describes our approach for speaking 
face identification for video analysis. The experimental results are demonstrated in 
Section 3, followed by the conclusions in Section 4. 

2   Speaking Face Identification 

The speaking face identification is performed in two steps. The first step aligns the 
consecutive mouths through face matching. At the same time, the mouth ROI is 
extracted and background pixels in the ROI are removed. In the second stage the 
speaking face identification is achieved by capturing the change of the mouth using a 
novel descriptor.  

2.1   Mouth Alignment 

We observed the fact: it is much easier to match two consecutive whole faces robustly 
than to match two mouths directly, because face is more informative than mouth, and 
with less deformation. It is true especially when the resolution is low or the face size 
is small. Through matching two faces, the corresponding mouth alignment can be 
achieved naturally: when the two consecutive faces are well matched, the mouth on 
each face is also well aligned. Moreover, the translation limitation will be eliminated 
by using a four parameter affine transformation model when matching the faces. 
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Fig. 3. Mouth ROI extraction and background remove. Left image of each example: the green 
point is the center of the face and the red circle reflects the face scale. The white lines are 
connected components for watershed segmentation. Middle image of each example: the 
segmentation result of the watershed algorithm. Right image of each example: the blue 
rectangle is the mouth ROI. 

2.1.1   SIFT Feature Points Detection 
For each face set, the current face image and its previous one are fed to the feature 
detector. The feature detector should be able to work reliably in demanding natural 
environments. It should be robust against illumination variations, imaging noise, 
image rotation and scaling. We tested different approaches presented in the literature 
[12], [13], and found that the SIFT feature [7] performs best. See [7] for details of 
SIFT points detection. 

Left columns of Fig. 2(a) and (b) illustrate detected SIFT points using the SIFT 
detector. After the feature points have been detected, they are forwarded to the feature 
matching stage. 

2.1.2   SIFT Feature Points Matching 
For the two sets of feature points got in the consecutive faces, respectively, we seek 
for two closest by using the Euclidean distance as the similarity measure. If the two 
distances are too close to each other, the matching cannot be done reliably and the 
feature is discarded. Otherwise, the closest match is included to the match set. This 
procedure effectively removes the duplicate matches. In our experiments, we ignore 
the feature if the ratio of the two closest distances is bigger than 0.6. The feature 
matching stage outputs a set of feature matches between the current face image and 
the previous one. See Fig. 2 for examples of SIFT points matching. 
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2.1.3   Estimation of Geometric Transformation 
After the feature matching stage, we have a set of feature correspondences between 
the current face image and the previous one. Most of the duplicate features are 
removed during the matching process, but there is still a possibility that some outliers, 
such as mismatched feature points, are included in the set. In order to achieve a 
reliable estimate for the transformation model, these outliers need to be removed. We 
adopt a well known and robust algorithm, the RANdom SAmple Consensus 
(RANSAC) [6]. The matching result after RANSAC is shown in Fig. 2. 

In this work, a four parameter affine model is used. It is considered as sufficient 
for approximating transformation between consecutive faces as it can represent 2-D 
transformation consisting of translation, rotation, and scaling: 

0

0

cos sin

sin cos

1 0 1 10

x s s x

y s s y y

xθ θ
θ θ

′ −⎛ ⎞ ⎛ ⎞⎛ ⎞
⎜ ⎟ ⎜ ⎟⎜ ⎟′ =⎜ ⎟ ⎜ ⎟⎜ ⎟
⎜ ⎟ ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠

 

where ( , )x y  is a coordinate in the current face image and ( , )x y′ ′ is its correspondence 

in the previous image. 0 0,x y  are related to common translational motion and ,s θ are 

2-D scale and rotation respectively. 
The transformation model can now be used to transform the current face image to 

the previous face image plane. After that, the mouth would be aligned. 

2.2   Mouth ROI Extraction 

To detect the change of the mouth on consecutive images, we need to locate the 
mouth on each face first. However, accurate mouth location directly is a challenging 
task, especially in teleplay or movie video, because the environment is so complicated 
that there is no uniform color space to describe the lip/mouth, and the difference 
between lip and face may be very small in color or intensity. Fortunately, we can 
make use the face information acquired from the face detector and tracker to help to 
locate the mouth. Although the mouth location is somewhat coarse, it works very well 
for our purpose of speaking face identification. 

The multi-view face detector and tracker [5] we used can provide the following 
information for each face: the center location of the face, the scale, in-plane rotation 
angle and out-of-plane rotation angle. From observation, some simple heuristic rules 
can be outlined and used to locate the mouth ROI. Example of location result is 
shown in Fig. 3 (the blue box).  

 

Fig. 4. Example images that can not be aligned well. (a) (b) motion blur; (c) shot detection 
error; (d) the poor quality of the video. 
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Let ( , )lf lfx y  denote the left top point of the mouth ROI and ,w h denote the width 

and the height of the ROI respectively. The center and the radius (scale) of the face 
are denoted by ( , )c cx y and r , respectively. We employ a simple empirical formulas 
to locate the mouth ROI as follow: 

, 0.6 , 0.2

0.67

0.5

0.33

lf c

c

lf c

c

w r h r y y h

x w left profile

x x w frontal

x w right profile

= = × = + ×

− × −⎧
⎪= − ×⎨
⎪ − × −⎩

 

lfx is changed according to the different face poses (out-of-plane rotation). If the face 

has in-plane rotation the mouth ROI should rotated according to the degree, as 
illustrated in the left of Fig. 3(b), (d). 

2.3   Background Remove 

The mouth ROI acquired in above step may contain some non-face region such as 
background clutters, especially for profile face. This will greatly influence the result 
of the change detection in the mouth ROI. Thus, these non-face regions should be 
removed before the mouth change detection. However, face segmentation is a 
challenging problem, especially in teleplay or movie video, due to the complicated 
illumination and background clutters. In this paper, face is segmented by watershed 
algorithm [8] which can easily make use the prior knowledge, e.g. the face 
information got from the face detector and tracker. 

Connected component region selection is the most critical stage of the watershed 
method. Based on the information from the face detector and tracker, an empirical 
connected component mask is designed to separate the face pixels from the clutter 
backgrounds, for each of the three face poses respectively, as illustrated in Fig. 3. 
Although this kind of segmentation is somewhat coarse, it works well. After the 
segmentation, most non-face background pixels near the mouth are removed. 

2.4   Mouth Change Description 

After consecutive mouths are aligned and non-face background has been removed, we 
now describe the change in the mouth ROI. This change is a strong cue for speaking 
face identification. In [1], mean squared difference of the pixel values in the mouth 
region is computed between the current and previous frame to describe the change. To 
achieve translation invariance the difference is computed over a search region around 
the mouth region in the current frame and the minimum is taken. There are two main 
limitations of this approach: 1) the descriptor is not normalized according to 
the illumination and the scale of the face or the mouth; 2) it only considers translation 
transformation of the face. However, the motion of the face is not that simple, 
especially in teleplay or movie video. We have solved the second problem by the 
geometric transformation which can represent 2-D transformation consisting of 
translation, rotation, and scaling. Here, we will describe our proposed change 
descriptor which is illumination and scale normalized. 
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Fig. 5. (a) Illustration of the vector of change descriptor; (b) Illustration of speaking face 
labeling; (c) Label smoothing; (d) sample images from the face set. The character is speaking 
between frames 1-35 and remains silent for the rest of the track. 

Denote the intensity in the previous face image and the current face image by 

pI and cI respectively. We can get the ordinary Sum of Absolute Difference (SAD) in 

the mouth ROI as follows: 

SAD p c
ROI

d I I= −∑   

Then the average and standard deviation for the previous face region ( ),p pμ σ  and 

( ),c cμ σ  for the current face region are calculated. The Illumination Normalized SAD 

(INSAD) and Scale Normalized SAD (SNSAD) are calculated as follows: 

p p c c
INSAD

ROI p c

I I
d

μ μ
σ σ
− −

= −∑  

0 /NSAD SNSAD INSADd d d s s= = ×  

s w h= ×  

We normalize the INSAD from scale s  to scale 0s  and let the Normalized SAD 

(NSAD) NSAD SNSADd d= . ,w h stand for the width and the height of the previous face 

image respectively. In our experiments, we let 0 160 160s = × . 

In real-world environment, there are cases that the number of matched SIFT points 
in the consecutive faces is small, thus there is no reliable alignment between these 
two images. This always occurs when there are motion blur or shot detection 
error, as shown in Fig. 4. In these cases, we let the NSAD equal to 2000 and refuse to 
judge if the face is speaking. 

After normalization, we can label each face if it is speaking according to the NSAD 
value, regardless of the illumination or the scale changes. 
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Fig. 6. The example face images of false alarm and misses 

2.5   Speaking Face Labeling 

In a face set, we calculate a NSAD value for each pair of consecutive face images, 
and then we get a vector of change descriptor, as illustrated in Fig. 5(a). When the 
NSAD is small, which means there is a reliable alignment between two face images, 
and at the same time the mouth is not moving, we can label it as ‘non-speaking’. If the 
NSAD is relatively large, we label it as ‘speaking’. If the NSAD is too large, we label 
it as ‘refuse to predict’. In most cases, the too large NSAD values come from the 
wrong alignment of faces or out-of-plane rotation of the face. Following is the 
labeling criterion. 
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t d t

L d t
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⎪= <⎨
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1: speaking; 2: non-speaking; 3: refuse to predict. 
In all of our experiments, 1 230, 700t t= = . Fig. 5(b) shows the labeling result. 

In the label vector of each face set, some label value may be different from its 
neighbors. This does not make sense in practice. To solve this problem, we can 
smooth the NSAD vector before labeling. Here we smooth the label vector instead, 
since it is semantic and meaningful. We use a median filter with the window size 
setting to five. The result is illustrated in Fig. 5(c). 

3   Experimental Results 

Experiments are carried out on five videos, including episode 22 of Prison Break 
season 2, episode 21 of Desperate Housewives season 2, episode 31 of Dae Jang 
Geum, 25-minute clip of Roman Holiday and one hour clip of Pride and Prejudice. 
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(In the following we use PB, DH, Dae, Roman and Pride for short respectively) We 
do not care those face sets that are not long enough (less than 40 frames), or contain 
very small faces, e.g., the scale (radius) of the face is less than 35 pixels. About ninety 
percent of the ignored face sets are non-speaking. Details of the data are shown in 
Table 1. 

In order to quantitatively evaluate the proposed method we randomly select twenty 
face sets of each video to label each face if it is speaking, totally 13,527 faces, and 
6,348 faces among them are labeled as speaking. Table 2 shows the precision/recall 
result. The term ‘precision’ and ‘recall’ are defined as follows: 

#

#

correctly identified speaking face
precision

identified speaking face
=  

#

#

correctly identified speaking face
recall

total ground truth speaking face
=  

Note that the criterion is stricter than that used in [1]. We evaluated the result in 
‘frame’ level while their evaluation is in ‘track’ level. 

In our experiments, false alarm usually happens when the character’s head is out-
of-plane moving or the lip is moving but the character is not speaking. Miss detection 
of the speaking face always happens when the character is speaking but the lip 
doesn’t move or move slightly. These incorrect cases are hardly eliminated through 
only the visual information, even if we can get the accurate contour of the lip. Some 
false identification examples are shown in Fig. 6. 

When we fuse visual information with audio cues, the false alarm and miss would 
mostly be eliminated. This is our on-going work and will be reported elsewhere.  

Table 1. The information of each video 

 Frames Resolution Face Sets Faces Filtered sets Filtered faces 
PB 62127 608*336 953 34415 243 17113 
DH 60856 608*336 908 53167 285 25669 
Dae 67023 352*288 822 67444 346 38980 

Roman 37372 528*384 507 58960 107 17440 
Pride 104458 640*272 959 85069 320 37697 

Table 2. The precision/recall result of each video 

 PB DH Dae Roman Pride 
precision 81.2% 89.1% 91.5% 85.2% 86.8% 

recall 88.3% 81.9% 86.7% 83.4% 85.1% 

4   Conclusion 

Automatically identifying speaking faces for video analysis based solely on visual 
input is a challenging problem. In this paper, the speaking face identification is 
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formulated as a change detection problem. We align the mouths through face 
matching and propose a novel change descriptor which is illumination and scale 
normalized. It can describe the change of the mouth effectively and we can get 
accurate speaking face identification through the analysis of the NSAD. The proposed 
method is tested on five videos and the experimental results demonstrate that the 
approach is reliable and robust. 
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Abstract. Active Appearance Model is a well-known model that can
represent a non-rigid object effectively. However, since it uses the fixed
appearance model, the fitting results are often unsatisfactory when the
imaging condition of the target image is different from that of train-
ing images. To alleviate this problem, incremental AAM was proposed
which updates its appearance bases in an on-line manner. However, it
can not deal with the sudden changes of illumination. To overcome this,
we propose a novel scheme to update the appearance bases. When a new
person appears in the input image, we synthesize illuminated images of
that person and update the appearance bases of AAM using it. Since
we update the appearance bases using synthesized illuminated images
in advance, the AAM can fit their model to a target image well when
the illumination changes drastically. The experimental results show that
our proposed algorithm improves the fitting performance over both the
incremental AAM and the original AAM.

1 Introduction

Active Appearance Model (AAM) is a generative model that allows both the
shape and appearance variations[1]. These variations are represented by linear
models such as Principal Component Analysis (PCA), which finds a subspace
reserving maximum variance of given data. The AAM has been widely used and
has many application areas such as face modelling, medical image modelling and
so on.

However, since the AAM uses the fixed appearance model, the fitting results
are often unsatisfactory especially when the illumination condition of the target
image is far different from that of training images which are used to learn the
appearance model. This problem can be solved by collecting a large number of
training images that contain every possible illumination conditions, but collect-
ing such training images is impossible. To alleviate this problem, Lee et al.[2]
proposed to use adaptive linear appearance model that update its appearance
bases using the incremental PCA. However the update of appearance bases using
ill-fitted images can worse their fitting performance of the AAM than that of
original AAM. Hence they used modified adaptive observation model (AOM)[3]
as a measure to determine whether to update the appearance bases or not when

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 675–684, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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a new fitting result is given. By this scheme, they first fit the AAM to the in-
put image, then determine the goodness of the fitting result by computing the
percentage of outlier pixels. If the fitting result is good, the AOM parameters
are updated and the new appearance bases of the AAM are computed using
the incremental PCA. Then, the updated AOM and AAM are used for the next
frame image. This algorithm works well under the gradual change of illumina-
tion. However, when the illumination condition changes drastically, the AOM
judges the entire warped pixel as outlier pixels. In a consequence, neither the
AOM nor the AAM is updated and the fitting performance is not improved.

To overcome the drawback of the incremental AAM, we propose a novel
scheme to update the appearance bases. The drawback of the incremental AAM
is the AOM cannot adapt to the rapid change of illumination, as a result, no up-
date of appearance bases is take place. Therefore, we do not use AOM. Instead,
when a new person appears in the input image, we synthesize illuminated face
images of that person and update the appearance bases using it. By doing this,
the appearance bases can fit to the input image accurately. In addition, even
when the illumination condition changes drastically, the AAM fit to the input
image well by the virtue of the appearance bases which are updated using the
synthesized illuminated face images. The advantage of the proposed algorithm
over the incremental AAM is that since we update the appearance bases only
once when a new person appears, we do not need to determine the goodness
of the fitting result during the image sequences. The experimental results show
that our proposed algorithm improves the fitting performance over both the
incremental AAM and original AAM.

2 Theoretical Backgrounds

2.1 Active Appearance Models

In 2D AAM[1], the 2D shape is represented by a triangulated 2D mesh with l
vertices, which correspond to the salient points of the object. Mathematically,
the shape vector s consists of the 2D coordinate of the vertices that make up
the mesh as s = (x1, y1, . . . , xl, yl)t and shape variation is expressed by a linear
combination of a mean shape s0 and n shape bases si as

s = s0 +
n∑

i=1

pisi, (1)

where pi are the shape parameters. A standard approach to compute the linear
shape model is to apply the principal component analysis (PCA) to a set of
shape vectors that are gathered from the manually landmarked training images
and aligned using Procrustes analysis, where the ith shape basis si is the ith
eigenvector that corresponds to the ith largest eigenvalue.

Once a mean shape s0 is obtained, the training images are warped to the mean
shape using the piece-wise affine warp that is defined between the corresponding
triangles in the landmarked shape of the training images and the mean shape.
Then, we can define the appearance as a shape normalized image A(x) over the
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pixels x that belong to the inside of the s0. The appearance variation is expressed
by a linear combination of a mean appearance A0(x) and m appearance bases
Ai(x) as

A(x) = A0(x) +
m∑

i=1

αiAi(x), (2)

where αi are the appearance parameters. As with the shape model, the ap-
pearance model is computed from the manually landmarked training images by
collecting the shape normalized images and applying PCA to them, where the
ith appearance basis image Ai(x) is the ith eigenvector that corresponds to the
ith largest eigenvalue.

2.2 Incremental Principal Component Analysis

To incrementally update the appearance bases such that the updated linear
appearance model can represent a new appearance data, the traditional PCA
requires to keep all the training images, which is very inefficient. Instead we use
incremental subspace learning algorithm[4] that is more efficient than traditional
PCA.

Suppose that a set of d-dimensional data vectors is D = {d1, . . . , dN}. The
eigenspace of the data set can be obtained by solving the singular value decompo-
sition (SVD) of the covariance matrix C. Then, the given data set can be repre-
sented by k(< d)-dimensional coefficient vectors ai by projecting the data vector
di to a subspace spanned by k eigenvectors corresponding to k largest eigenval-
ues. For the ease of the explanation, we will use a matrix U = [u1 · · · uk] ∈ R

d×k

that contains the k eigenvectors and a diagonal matrix Λ ∈ R
k×k that contains

k large eigenvalues as the diagonal elements in the descending order.
When a new data vector dN+1 is given, the incremental PCA updates the

mean and the basis vector as follows. Since the total amount of the data is
changed, we should update the mean and the basis vector to represent the data
including a new data. The mean is updated as d̄

′ = 1
N+1 (N d̄+dN+1). Then, the

orthogonal residual vector bN+1 is computed as bN+1 = (UaN+1 + d̄) − dN+1.
Let a normalized vector be

b̂N+1 =
bN+1

‖bN+1‖2
. (3)

We acquire the new basis set U′ by rotating the basis set [U b̂N+1] so that the
i-th basis of the new basis represents the i-th largest maximal variance as the
U′ = [U b̂N+1] R. The rotation matrix can be obtained by solving SVD for D
matrix:

D R = R Λ′, (4)

when we compose D ∈ R
(k+1)x(k+1) as

D =
N

N + 1

[
Λ 0
0T 0

]
+

N

(N + 1)2

[
aaT βa

βaT β2

]
, (5)

where β = b̂
T

N+1(dN+1 − d̄) and a = UT (dN+1 − d̄).
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2.3 Bilinear Model

The bilinear model is categorized into two types: symmetric model and asym-
metric model. In symmetric model, the bilinear model interacts with the style
and content using an interaction matrix that makes them independent. We used
the symmetric model for the synthesis of illuminated face images.

A symmetric bilinear model represents the observation vector y as

y =
I∑

i=1

J∑

j=1

wijaibj, (6)

where w is a basis vector which interacts with style factor a and content vector
b and the size of the two vectors is K. To use the symmetric bilinear model, we
need to learn the interaction basis vector w. Assume that we have S×C training
samples and we build the observation matrix Y by stacking them:

Y =

⎛

⎜⎝
y11 · · · y1C
...

. . .
...

yS1 · · · ySC

⎞

⎟⎠ , YV T =

⎛

⎜⎝
y11 · · · y1S
...

. . .
...

yC1 · · · yCS

⎞

⎟⎠ , (7)

where the superscript VT means vector transpose and each element yij is a K-
dimensional observation vector. The observation matrix Y has a size of SK × C.
Then, the symmetric bilinear model can be represented in a compact form as

Y =
(
WV TA

)V T

B or YV T = (WB)V T A, (8)

where A and B represent the stacked style and content factor matrices whose
size are I × S and J × C, respectively:

A = (a1, · · · , aS) , B = (b1, · · · ,bC) (9)

and W is the stacked interaction matrix.
Usually, the optimal style and content matrices A and B are estimated by

an iterative computation using singular value decomposition(SVD), because it
tends to get the global and non-localized features. The detailed algorithm is
given in [5].

3 Illumination Image Synthesis and Its Application to
Incremental AAM

3.1 Illumination Image Synthesis

Many researches have been tried to synthesize new illuminated image from in-
put image which is captured under arbitrary illumination condition. Sim and
Kanade[6] proposed a model and example based method to synthesize a new illu-
minated image. Belhumeur and Kriegman[7] introduced the illumination convex



Incremental AAM Using Synthesized Illumination Images 679

cone. They argued that the images under all possible illumination conditions
built a convex cone in the image space and the reconstructed shape and albedo
of the face from a small number of samples served as a generative model for
synthesizing images of the face under novel poses and illumination conditions.
However this algorithm requires at least three images of the same face taken
under different lighting conditions. Shashua[8] introduced the quotient image
that uses class-based re-rendering and recognition with varying illuminations.
They defined an illumination invariant signature image that enables an analytic
generation of images with varying illuminations. However, their approach might
fail in obtaining the illumination invariant feature when the input image has a
shadow.

We propose a novel illumination image synthesis method which adopts ratio
image concept into bilinear model framework. First, we assume that the face has
the Lambertian surface: a face image can be represented by the product of the
albedo, the surface normal, and a light source. Then the intensity of a pixel at
the position (x, y) in the image is represented as

I(x, y) = ρ(x, y)n(x, y)T · s, (10)

where, ρ(x, y) is the albedo of pixel (x, y), n(x, y) is the surface normal, and s
is the point light source, respectively. In addition, we warp the input face image
into a predefined mean shape by means of AAM. Therefore we also assume that
all the people have the same surface normal. Denote the input face image under
an arbitrary illumination s as Is

in = ρin(x, y)n(x, y)T · ss. Ratio image of input
face between two different illumination A, B is defined as follows:

RAB
in (x, y) =

IB
in(x, y)

IA
in(x, y)

. (11)

Input Image

Synthesized
Image

Ground-truth
Image

Fig. 1. The result of illumination image synthesis

From Eq. 10, we have

RAB
in (x, y) =

ρin(x, y)n(x, y)T · sB

ρin(x, y)n(x, y)T · sA
=

n(x, y)T · sB

n(x, y)T · sA
. (12)
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Here, we can see that surface normal and light source determine the ratio
image. Moreover, since we assume that all the people have the same surface
normal, ratio image between two different illumination is the same for all the
people. From now, we represent the ratio image between two illumination A and
B as RAB by dropping person-specific term from Eq. 11.

Our goal is to synthesize a face image It
in under a novel light source t, given

input face image Is
in under light source s and a reference image It

ref under target
light source t. From the ratio image,

Rst(x, y) =
It
in(x, y)

Is
in(x, y)

=
It
ref (x, y)

Is
ref (x, y)

. (13)

The target image It
in can be calculated if we can estimate Is

ref (x, y) which
is the reference image under input light source s. We adopt symmetric bilinear
model for estimating Is

ref (x, y) and treat the facial identity and the lighting as a
content factor and a style factor of bilinear model, respectively. First we factorize
the input face image into the identity factor and the lighting factor. Then we
can synthesize the reference face image under the input lighting condition by
multiplying the identity factor of the reference face image, the lighting factor
of the input face image, and the interaction matrix of bilinear model. Here, we
used mean of the training face images as the reference face image.

The detailed explanation of the overall procedure of the proposed illumination
image synthesis method is given below.

1. Factorize the input face image into identity factor and lighting factor as
Is
in = ainWbs, where ain is the identity factor, bs is the lighting factor, and

W is interaction matrix, respectively.
2. Obtain the reference face image under the input lighting condition Is

ref =
arefWbs using the identity factor of the reference image aref and the lighting
factor of the input image bs.

3. Obtain the ratio image between lighting s and t: Rst(x, y) = It
ref (x,y)

Is
ref (x,y) .

4. Compute the target face image It
in(x, y) = Rst(x, y)Is

in(x, y).

Fig. 1 shows the result of illumination image synthesis. We can see that the
synthesized images (row 2) have almost identical illumination condition with the
ground-truth images (row 3) and the identity of the input face is not changed.
Hence we can apply the proposed illumination image synthesis method to incre-
mental AAM.

3.2 Incremental AAM Using Synthesized Illumination Face Images

To improve the fitting performance of AAM, incremental AAM updates the
appearance bases as the imaging condition changes. However, when the illumi-
nation condition changes drastically, the AOM judges the entire warped pixel
as outlier pixels. In a consequence, neither the AOM nor the AAM is updated
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Input image

Face detection

Initialize the AAM with eye detector

Fit the AAM to the image

Newly appeared person ?

Synthesize illuminated images

Update the appearance bases

Yes
No

Fig. 2. The procedure of the incremental AAM using synthesized illumination images

and the fitting performance is not improved. To solve this problem, we first syn-
thesize illuminated face images and update the appearance bases using it. As a
result, we expect the fitting performance of AAM to improve.

Fig. 2 shows the procedure of the incremental AAM using synthesized illu-
minated images. For a new image, the AAM is initialized using a face and eye
detector and fitted to the input image. Next, the algorithm determines whether
the fitted face is a newly appeared person using the face tracker. If the fitted
face is a newly appeared person, the illuminated face images are synthesized
as explained in section 3.1 and the appearance bases of AAM is updated using
theses images. Then, the updated AAM is used for the next input image.

4 Experimental Results

4.1 Data Setup

For constructing active appearance model, we used the face image database that
were gathered from 28 people in our lab. For each person, 6 images are registered
in the database and the images contain four facial expression variations(three
neutral images, a happy image, a surprise image, and a angry image) at frontal
view. Therefore there are 168 images and we manually landmarked all the images.
Then we constructed the model and it is built using 37 appearance bases and
28 shape bases. Each number of bases is selected to account for 95% shape and
appearance variations.

For training the bilinear model, we also gathered another face image database
which consists of 15 people. For each person, 6 images under different lighting
directions are registered. Therefore there are 90 images and we manually land-
marked all the images. Then we warped each face image into the mean shape
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of the AAM and we used this warped face image to train the bilinear model.
We built the observation matrix Y by stacking the warped face images. Each
column of Y has the warped face image of a specific subject with all illumina-
tions and each row has the warped face image of all the subject with a specific
illumination. We take S = 6, C = 15, and K = 6237 for Eq. 7, where K is the
dimension of the warped face image.
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Fig. 3. Fitting error of each algorithm

4.2 Comparison of Fitting Performance

We compared the fitting performance of the original AAM, incremental AAM
and proposed method. For evaluating the fitting performance of each algorithm,
we recorded a image sequence which has varying illumination. It has gradual illu-
mination change at the middle of the sequence, then sudden illumination change
starts near frame index 300. Fig. 3 shows the fitting error of each algorithm. The
fitting error is measured as the sum of squared error between the fitted shape
point and the ground-truth shape point:

Error =
N∑

i=1

√
(xfit

i − xg
i )2 + (yfit

i − yg
i )2, (14)

where (xfit
i , yfit

i ) is the i-th fitted shape point, (xg
i , y

g
i ) is the i-th ground-truth

shape point, and N is the number of shape points1. From the figure, we can
see that the fitting error of original AAM increases as the illumination changes.
On the contrary, the fitting error of incremental AAM does not increase under
the gradual change of illumination(from frame index 120 to 180 and from frame
index 220 to 290), since the AOM adapts to the change of appearance variation
of the face image and the update of appearance base is take place. However,

1 In this experiment, we used 70 shape points.
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when the illumination changes drastically after the frame index 300, the AOM
cannot adapt to the change and as a result the fitting error increases like the
original AAM. In case of the proposed algorithm, the fitting error is not changed
much through the entire image sequence.

Fig. 4 shows the fitting result of each algorithm when the illumination changes
drastically. We can see that the original AAM cannot fit the model to the input
face image since the trained appearance bases do not contain illumination varia-
tions. The incremental AAM also cannot fit the model to the input face since the
AOM cannot adapt to the rapid change of the illumination. However, the fitting
result of the proposed algorithm is stable since we updated the appearance bases
using the synthesized illumination face images at the first frame.

(a) Fitting result of original AAM

(b) Fitting result of incremental AAM

(c) Fitting result of incremental AAM using synthesized illuminated images

Fig. 4. Comparison of the fitting result of each algorithm

There were 32 updates of appearance bases for incremental AAM, while only
7 updates (1 for input image and 6 for synthesized illumination images) were
take place for the proposed algorithm. Moreover, the incremental AAM should
determine the goodness of the fitting result and update the AOM parameters
for every frame. Thus, our proposed algorithm has less computation time than
the incremental AAM.
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5 Conclusion

In this paper, we proposed a novel scheme to update the appearance bases. First,
for a new image, the AAM is initialized using a face and eye detector and fitted
to the input image. Next, the algorithm determines whether the fitted face is a
newly appeared person. If the fitted face is a newly appeared person, the illumi-
nated face images are synthesized and the appearance bases of AAM is updated
using theses images. Then, the updated AAM is used for the next input image.
By doing this, the appearance bases can fit to the input image accurately, even
when the illumination condition changes drastically. The experimental results
show that our proposed algorithm improves the fitting performance over both
the incremental AAM and original AAM.
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Abstract. In this paper, we propose a novel shape descriptor for 3D ob-
jects, called spatial geometric descriptor (SGD), to represent the spatial
geometric information of a 3D model by mapping its furthest distance,
normal and area distribution onto spherical grids in a sequence of concen-
tric shells. Then these spherical distribution functions are transformed
to spherical harmonic coefficients which not only save the storage space
but also provide multi-resolution shape description for any 3D model by
adopting different dimensions for the coefficients. The feature vector ex-
traction time can be reduced by adopting a single scan scheme on the
mesh surface for a given 3D model. The retrieval performance is evalu-
ated on the public Princeton Shape Benchmark (PSB) dataset and the
experimental results show that our method not only outperforms Light
Field Descriptor which is regarded as the best shape descriptor so far but
also maintains an advantage of fast feature vector extraction procedure.

Keywords: 3D Model Retrieval, Shape Descriptor, Spherical Harmon-
incs.

1 Motivation

3D models become more and more popular in many modern application domains
such as computer aided design, virtual reality, medicine, molecular biology, and
entertainments. The conventional retrieval approach based on keyword annota-
tion can’t satisfy the retrieval requirement when the number of un-annotated 3D
model becomes huge.The MPEG group also develops an MPEG-7 international
standard for the description of multimedia data, but there is little description
about 3D models [14]. In recent years, a variety of methods for characteriz-
ing 3D models have been proposed, such as Light Field Descriptor (LFD) [1],
Spherical Harmonic Descriptor (SHD) [3], Radialized Spherical Extent Function
(REXT) [5], Extended Gaussian Image (EGI) [11], SECSHELL [9], Voxel [6], D2
Shape Distribution [12] and so on. In [4], 12 shape descriptors have been evalu-
ated on the Princeton Shape Benchmark (PSB) dataset of 3D objects including

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 685–694, 2007.
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LFD, which costs more computation time than the other shape descriptors, but
provides the best retrieval precision based on 2D views in the experiments. It
is reported that the shape descriptor based on 2D views is more discriminating
than the other shape descriptors that capture 3D geometric relationships. How-
ever, there are few evidences to support this assertion. In this paper, we tend
to propose a novel retrieval approach to capture 3D geometric relationships as
much as possible, so that this spatial information can describe the 3D object as
detailed as possible.

The next section contains a summary of related work. Section 3 describes the
detailed procedures of 3D model retrieval system based on SGD. The experimen-
tal results are presented in section 4. Finally, Section 5 addresses the conclusion
and future work.

2 Related Work

In general, a 3D model is consisted of many polygon surfaces with normal, area
and distance from the center of mass to surfaces’ centers. Most of the exist-
ing shape descriptors based on 3D geometric shape only represent certain single
character. For example, REXT only gives distance information about the extent
of an object from the center of gravity along radial directions; the multi-shell
extended Gaussian Image (MSEGI) [13] mainly describes the normal distribu-
tion; The SECSHELL [9] proposed by Ankerst et al, is primarily used to classify
3D protein data by describing the vertices distribution and Voxel [6] represents
the area distribution on 3D grid by subdividing the bounding cube of an object
into equally-sized voxel cells.

In addition, some other methods have been proposed to improve the retrieval
performance by combining multiple shape descriptors into a new one in recent
few years. In [7], Vranic proposes the composite feature vector formed by con-
catenating the basic feature vectors together with longer dimensions to represent
more effective shape descriptors. However, the shape descriptors with small di-
mension lose a lot of information and are not good enough to represent the 3D
object. In [10], the query processing is based on the pairwise rankings of the
objects, which are monotonically related to the pairwise distances, to eliminate
the influence of the size of different feature vectors. However, this method may
shorten or lengthen the real distance of the pairwise objects since the relevance
scores generally contain more information than the mere ranking: the ranked
ordering can be computed from the relevance scores, but not vice-versa.

3 The Proposed Method

In this section, we describe the detailed workflow of 3D model retrieval system
based on SGD as follows (Fig. 1).

1. 3D objects are normalized in the same canonical frame to fix translation,
rotation and scale variant problems.



Content-Based 3D Model Retrieval Based on the SGD 687

Fig. 1. The workflow of 3D model retrieval system

2. Uniformly decompose the 3D object into multi-concentric shells and split
the surface of each shell into N × N cells.

3. Obtain the distribution function f(r, θ, φ) by capturing the furthest distance,
normal and area of the 3D object along longitude and latitude angle pairs
in each concentric shell.

4. The distribution functions f(r, θ, φ) are used to perform spherical harmonics
transform to attain the feature vectors of 3D objects.

5. The similarity metrics is used to measure the similarity of two objects.

For the convenience of further discussion, we first give some definitions of a 3D
model. For a given 3D triangular mesh model, we denote it by a set of triangles
Ti which is represented by a set of three vertices.

T = {T1, · · · , Tm}, Ti = {PAi , PBi , PCi} (1)

We denote the center of triangle Ti by gi and surface area with Si, while the
total area of the mesh model is S:

gi = (PAi + PBi + PCi)/3 (2)

Si = |(PCi − PAi) × (PBi − PCi)|/2, S =
m∑

i=1

Si (3)

3.1 Normalization

The normalization step transforms the 3D models into a uniform canonical
frame. The goal of this procedure is to eliminate the effect of transforming a
3D object by a different scale, position, rotation or orientation. Pose normaliza-
tion can improve the performance of the shape descriptors.

Translation: models are translated to the center of mass.

OI = (Ox, Oy, Oz) =
1
S

m∑

i=1

Sigi (4)

Rotation: we apply the principle component analysis method to normalize the
3D models for orientation. The eigenvectors and associated eigenvalues of the
covariance matrix CI are obtained by integrating the quadratic polynomials
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Pi · Pj , over the centers on the surface of all polygons. Three eigenvectors
sorted by decreasing associated eigenvalues are the principal axes and can
be used to fix the models after rotation. The ambiguity between positive and
negative axes is resolved by choosing the direction of the axes so that the
area of model on the positive side of the x-, y-, and z-axes is greater than
the area on the negative side.

CI =
1

12S

m∑

i=1

(f(PAi) + f(PBi) + f(PCi) + 9f(Pgi))Si (5)

f(v) = (Pi − OI) · (Pi − OI)T (6)

Scale: 3D object is isotropically rescaled so that the average distance from the
vertices to the center of mass is 0.5.

3.2 Sampling

After normalizing the object, we uniformly decompose a 3D space into concentric
shells with radii rc = 1, 2, · · · , Ns (c = 1, 2, · · · , m) and divide the surfaces of
each shell into N × N cells. Then we capture the furthest distance, normal and
area on each cell in concentric shells. For normal, we map a triangle surface Ti

to Cell(r, i, j) according to its normal direction and distance dk, where dk is
the normal distance of the surface to the origin in the direction of the surface
normal. The fnormal(r, i, j) counts the area of the triangle surface whose normal
is mapped on Cell(r, i, j). Since it is difficult to directly compute the furthest
distance and area on each cell, we adopt an approximate approach. At first,
as shown in the Fig. 2, a 3D model is subdivided into the Ptotal sub-surfaces
if the number of a 3D model’s surface is smaller than Ptotal, where Ptotal is a
predefined value. Then we compute the center of each surface, and map it to
certain cell according to its longitude, latitude and distance from the origin.
Then, the farea(r, i, j) counts the approximate area on each spherical grid, and
the fdistance(r, i, j) records the furthest distance on each cell.

Cell(r, i, j) = {rn, [θi, θi+1], [φi, φi+1]}, i, j = 0, 1, 2, · · · , N − 1 (7)

θi = 2πi/N, φi = πi/N, i = 0, 1, 2, · · · , N (8)

ri = � dk − min(dk)
max(dk) − min(dk)

× Ns�, i = 1, 2, · · · , m (9)

Obviously, if Ptotal is larger, the computation of the furthest distance and
area on spherical grids is more accurate, but will cost more extraction time. In
practice, Ptotal is valued at 40000 by balancing the retrieval performance and
the extraction time. The whole extraction algorithm is summarized as following:

1. A triangle surface is mapped to the Cell(r, i, j) according to its normal
direction. The fnormal(r, i, j) records the area of the triangle surface which
normal is mapped on Cell(r, i, j).
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Fig. 2. subdivision

2. If Si > S/Ptotal, then go to next step, otherwise the triangle surface is
subdivided into Ptotal × (Si/S) sub-triangle surfaces.

3. The fdistance(r, i, j) and farea(r, i, j) respectively record the furthest distance
and area of the triangle or sub-triangle surface which center is mapped to
the Cell(r, i, j).

4. Repeat above steps until all surfaces are scanned.

3.3 Spherical Harmonic Transform

Spherical harmonics transform is introduced as a useful tool for 3D model re-
trieval in [8]. The theory of spherical harmonics says that any spherical function
f(θ, φ) can be represented by the sum of its harmonics:

f(θ, φ) =
∞∑

l=0

m=l∑

m=−l

˜fl,mY m
l (θ, φ) (10)

Where ˜fl,m denotes the Fourier coefficient and Y m
l (θ, φ) is the spherical har-

monic base, calculated by certain products of Legendre functions and complex
exponentials. Fig. 3 illustrates the spherical harmonics Y m

l (θ, φ) which are com-
plex functions defined on spherical, up to degree 3.

Fig. 3. Spherical Harmonics basis functions Y m
l (θ, φ): a visualization of complex func-

tions defined on spherical, are up to degree 3



690 D. Wang et al.

The distribution functions f(r, θ, φ) of furthest distance, normal and area
are used to perform spherical harmonics to extract their feature vectors. Since
f(r, θ, φ) is band-limited with bandwidth N/2, then we can express f(r, θ, φ) as:

f(r, θ, φ) =
N/2∑

l=0

m=l∑

m=−l

˜fl,mY m
l (r, θ, φ) (11)

Where l is the degree of spherical harmonics. In the practical application,
feature vectors can be extracted from the first l + 1(l < N/2) rows of coeffi-
cients, which can provide the multi-resolution feature descriptors for 3D models
by choosing different value of l. Two important properties of spherical harmon-
ics, which are used to extract different 3D shape feature vectors of based on a
function on the spherical S2.

Property 1. Let f ∈ L2(S2) be a real-valued function, i.e., f : S2 → R. Then,
the following symmetry between the coefficients exists:

˜fl,m = (−1)m ˜fl,−m ⇒ | ˜fl,m| = | ˜fl,−m| (12)

Where, ˜fl,m and (−1)m ˜fl,−m are conjugate complex numbers.

Property 2. A subspace of L2(S2) of dimension 2l + 1, which is spanned by
the harmonics Y m

l (−l ≤ m ≤ l) of degree l, is invariant with respect to rotation
of the sphere S2.

We can use the absolute values of ˜fl,m as components of our feature vectors to
obtain the feature vector F1. According to Property 1, if f(θ, φ) is a real-valued
function, then the symmetry relationship between the coefficients exists. Thus,
the feature vector F1 is composed by the first l+1(l < N/2) rows of the obtained
coefficients.

F1 = (| ˜f0,0|, | ˜f1,0|, | ˜f1,1|, · · · , | ˜fl,0|, · · · , | ˜f0,0|) dim(F1) = l(l + 1)/2 (13)

In addition, we can also obtain the feature vector F2 with rotation invariance
according to Property 2, without normalizing the orientation of a 3D model.

F2 = (‖f0‖, · · · , ‖fdim−1‖), ‖fi‖ =

√√√√
m=l∑

m=−l

| ˜fl,m|2, dim ≤ N/2 (14)

However, F2 loses the information on degree l, which hamper the retrieval
performance of the feature vector. Moreover, each tessellation of the unit sphere
is not uniform. As a result, the irregular sampling limits the rotation invariance
of the shape descriptors. In [13], we have compared the retrieval performance of
F1 and F2 extracted by two properties.
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3.4 Feedback Overall Similarity Measure

The furthest distance, normal and area respectively represent different geometric
information of a 3D model, and have different sizes. Bray Curtis distance is used
to eliminate the influence of different sizes. Then, considering their feedback
retrieval performance, we should choose an appropriate weight to obtain an
overall similarity. To investigate the influence of different combined weights on
the retrieval performance, we define the sum of their weights always to be 1.
Fig. 4 shows the retrieval performance influenced by different combined weights,
where the weight of furthest distance (FD) is respectively 0, 0.2, 0.4, 0.6, 0.8
and 0.9 while the ratio of the normal and area’s weight changes from 0 to 5.
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Fig. 4. Performance (Nearest Neighbor and First Tier) versus different combined
weights of distance, normal and area

4 Experiments and Results

In the experiments, we adopt the public Princeton Shape Benchmark (PSB)
dataset [4] to compare SGD, LFD [1], FD (Furthest Distance on concentric
spheres), REXT [5], MSEGI [13], EGI [11], AD (Area Distribution on concentric
spheres), SECSHELL, SECTOR, SHELL [9], and the method in [10] that com-
bines FD, MEGI and AD shape descriptors. We merge the train and test dataset
of PSB into a larger dataset by combining the same classes and removing the
classes with few models, which are 1280 3D models spanning 108 categories such
as plane, ship, car, human, animal, plant, furniture etc. The experiments were
run on a Windows PC with 3.4GHz Pentium 4 processor and 1G MB of memory.

We use precision vs. recall curves, a standard evaluation metrics for retrieval
systems, to compare the effectiveness of our algorithms (Fig. 5), and also eval-
uate these shape descriptors on the following measurements: (1) Extraction
Time, which represents the time of extracting the shape descriptors; (2) Nearest-
Neighbor (NN) measure, which represents the percentage of the closest matches
that belong to the same class as the query; (3) First-tier (FT) and Second-tier
(ST), which represent the percentage of models in the query’s class that appear
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Fig. 5. Precision vs. recall curves computed for 11 approaches on the public Princeton
Shape Benchmark dataset

Table 1. Retrieval measurements of 11 different shape feature vectors on the public
Princeton Shape Benchmark dataset

Descriptors Times(s) NN FT ST E-Measure DCG

SGD 0.132 72.6% 36.7% 48.1% 29.2% 67.9%
LFD 2.016 67.1% 32.7% 43.0% 25.8% 64.3%
Method in [10] 0.343 65.1% 31.0% 42.2% 25.4% 67.1%
FD 0.125 62.7% 28.8% 38.6% 22.8% 60.4%
REXT 0.436 60.3% 26.2% 36.2% 21.4% 58.8%
MSEGI 0.185 56.1% 25.8% 34.9% 20.8% 57.8%
AD 0.123 55.0% 24.3% 33.5% 19.6% 57.6%
SECSHELL 0.091 49.1% 20.0% 28.0% 16.3% 52.8%
SECTOR 0.087 46.1% 18.3% 26.0% 15.7% 51.5%
EGI 0.079 45.5% 21.2% 29.8% 17.6% 53.7%
SHELL 0.078 26.3% 10.6% 16.7% 9.2% 42.7%

within the top K matches, where K depends on the size of the query’s class,
Specifically, for a |C| class with members, K = |C| − 1 for the first tier, and
K = 2(|C| − 1) for the second tier; (4) E-Measure (EM) represents a composite
measure of the precision and recall for a fixed number of retrieved results; (5)
Discounted Cumulative Gain (DCG), which represents a statistic that weights
correct results near the front of the list more than correct results later in the
ranked list under the assumption that a user is less likely to consider elements
near the end of the list. For NN, FT, ST, EM and DCG, higher values indicate
better results.
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(a) (b)

Fig. 6. The retrieval results of a fighter and a car as the query

From the experimental results, we can summarize the main contributions of
our method: (1) SGD not only significantly outperforms LFD and other popu-
lar shape descriptors, even the combined rank method in [10]; (2) The average
extraction time of SGD is 0.132s, which is less than the best shape descriptors
such as LFD, REXT etc.

We develop a 3D model retrieval system based on SGD and other shape
descriptor. In the current version, the user first presents a 3D model file to the
retrieval system. Then by choosing different shape descriptors, the system will
display the query model and it’s most 144 similar models in the database. Fig. 6
illustrates the retrieval results based on SGD on our 3D model retrieval system
when a fighter and car model are given as queries.

5 Conclusion and Future Work

In this paper, we propose a new shape descriptor, called Spatial Geometric de-
scriptor which represents the spatial geometric relationships of 3D object by
extracting the furthest distance, normal and area distribution on each spherical
grid in concentric shells. SGD significantly outperforms the other popular shape
descriptor on the precision-recall, NN, First Tier, Second Tier and DCG mea-
surements. Among the best shape descriptors, the extraction time of SGD is the
least, so it is suitable for an online 3D model search engine. Bray Curtis distance
is adopted as the similarity measurement metric to eliminate the influence of dif-
ferent sizes, and the feedback weight optimizes the retrieval performance. This
weighted combined feature vector significantly outperforms the method which
just directly combines the retrieval result of different shape descriptors.

In the future, we will further consider how to combine different shape descrip-
tors more effectively and further investigate how the retrieval performance is
affected by different similarity measurements.
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Abstract. In this paper, we propose a practical design and implementation of 
multi-channel High Definition (HD) and Standard Definition (SD) MPEG-2 
video streaming system using server-side video rate adaptation and rate shaping 
over digital community network. For video rate adaptation, we employ Program 
Clock Reference (PCR) embedded in the MPEG-2 streams to enhance packet 
timing control precision and regulate the transmission rate in a refined way. For 
rate shaping, we introduce Traffic Control (TC) ingeniously to separate streams 
of different channels at the network card of server and avoid bandwidth 
contesting between them. Experimental results show that the proposed system 
can mitigate the quality degradation of video streaming due to the fluctuations 
of time-varying channel and simultaneously support 33-channel HDTV streams. 

Keywords: Adaptive Video Streaming, PCR, HD, Traffic Control. 

1   Introduction 

With the rapid deployment of broadband community network access to Internet like 
FTTH (Fiber-To-The-Home), high quality video streaming service has now become 
an indispensable application for Internet Service Providers (ISPs). As the community 
network is often constructed at the area of dense residence and the number of 
customers subscribing to digital video program is expected to increase, one-to-many 
content distribution via IP multicast will be a key solution in terms of network and 
server resource efficiency [1]. In order to distribute video streams via IP multicast 
smoothly, lots of rate control mechanisms at both sender and receiver side have been 
presented [2, 3, 4]. From the receiver point of view, adaptive media playout (AMP) is 
proposed in [2] to vary the playout rate of media frames according to the receiver 
buffer occupancy as soon as the target buffer level is reached, which may cause jitter 
at the critical point of two adjacent buffer levels. As to the server-side technology, a 
multi-buffer scheduling scheme is proposed in [3] to schedule the transmission based 
on the source buffer priority. A Proportional-Integral-Derivative (PID) controller is 
adopted in [4] to have better tradeoff between spatial and temporal quality. But the 
above two schemes only consider the sender buffer state without taking into account 
the end-to-end delay constraint of multimedia applications. In addition, packet 
transmission rates are usually adjusted to the decoding rate of their content in 
multicast-based streaming system to avoid overflow and underflow of server and 
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client buffers [5]. However, typical implementation of multicast server may have 
problems because of poor packet timing control precision especially when 
transmitting High Definition (HD) streams which contain more high-motion frames 
and are encoded at a much higher bit rate with larger variation range. In [6], Program 
Clock Reference (PCR) values embedded in the video streams are used to enhance 
timing control precision and regulate transmission rate. It reduces the receiver buffer 
requirement at the cost of higher transmission rate because of the use of coarse 
regulation time scale [7]. 

This paper focuses on server-side technologies. We improve the PCR-based rate 
control algorithm to regulate the transmission rate using more precise timing control 
mechanism. For supporting more concurrent channels, TC-based rate shaping is also 
used to avoid bandwidth contesting between different channels. Compared to 
traditional solutions, our approach is unique in that it takes into account the video 
stream type as well as the stream characteristics to enhance the timing control 
precision and optimize an average quality of service for all the clients and is 
successfully incorporated into a practical multi-channel streaming system. 

The rest of paper is organized as follows. Section 2 reviews the architecture of 
previously proposed service-integrated community network. Section 3 describes the 
components of our practical server-side transmission control method. In Section 4, we 
present experimental results. Conclusions and future work are given in Section 5. 

2   Architecture of Broadband Community Network 

Community broadband access network for integrated services is a very complicated 
system depicted in Fig. 1. It is first proposed in [8] and the main idea is to offer 
convergent services of Internet, IP phone and Digital TV (DTV) through combined 
network of fiber and LAN. In this paper, we place our emphasis on the design and  
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Fig. 1. IP-based broadband community network 
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implementation of DTV streaming that is shown by dashed line in Fig. 1. As mentioned 
in the above section, we adopt multicast with UDP as the streaming protocol. 

The DTV multicast system involves DTV server, switches and home gateway 
devices. DTV server controls output rate of multicast streams by rate control and rate 
shaping algorithms while home gateway is used for playback. We will give a detailed 
description in the next section. 

For supporting multiple channels, the IGMP modules in home gateway cooperate 
with IGMP Snooping modules in switch to implement the dynamic join and exit of a 
multicast group. This dynamic group management is the basic idea of dynamic 
selection of channel. Demanding one channel in fact means that a user joins the 
multicast group corresponding to this channel while exiting one channel stands for the 
exit of the multicast group. Switching from one channel to another is actually made 
up of the above two operations. In this way, multi-channel DTV IP multicast system 
can be implemented. 

3   Server-Side Transmission Control Method 

Server-side transmission control method is composed of two parts. One is PCR level 
rate controller and the other is TC-based rate shaper. Individual components of the 
method are described in the remainder of this section. 

3.1   PCR Level Rate Controller 

The problem of timing control precision is especially significant in case of high bit-
rate contents. For example, given a MPEG-2 TS encoded HDTV stream whose 
average bit rate is approximately 24Mbps, the transmission application must maintain 
a precise time interval of 500 microseconds with Ethernet maximum transfer unit 
(MTU) constraint of 1500 bytes. To enhance the timing control precision, PCR-based 
solutions are proposed [6] to regulate transmission rate. PCR is the timing information 
embedded in the video stream by the encoder to keep clock synchronization. The 
traditional PCR-based schemes [6] use the PCR values to make sure that the PCR-
containing packets are sent out at the correct time. For simplicity, they assume that 
there is only one PCR in one frame interval. However it is often not the case for VBR 
compressed videos especially for those with high bit rates, which leads to unprecise 
sending time and bad quality of playback. In [7], we propose a frame level scheme 
that considers the case of several PCRs in one frame interval and develop an 
analytical model. The model demonstrates that the more accurate the decided rate is, 
the smaller the required client buffer is, which can lighten the burden on the clients 
and improve the playback quality. 

The above approaches only change the transmission rate when they observe a PCR 
or when the value of the time counter reaches the value of the most recently observed 
PCR. For a more refined rate control, repacketization process is needed to divide the 
PCR interval further. Assume that in the ith PCR interval (PCRi, PCRi+1) within a 
frame, the bit streams are divided into ni individually decodable packets denoted as 

)1}(,...,,...,{ ,,1, inijii njPPPP
i

≤≤= . A header is appended for each packet which 

contains a timestamp indicating the correct transmission epoch denoted as 
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)1}(,...,,...,{ ,,1, inijii njTTTT
i

≤≤= . The values of the timestamp can be calculated 

through two consecutive PCR values and the length of packets between them. 
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where L(Pi,j)(1≤j≤ni) is the length of Pi,j(1≤j≤ni). The value of L(Pi,j) here can be 
variable below 1500 bytes which is the length of MTU. During the period of high bit 
rate, L(Pi,j) is set as a smaller value to minimize the visual impact because of packet 
loss in network congestion. A larger value of L(Pi,j) is set when the bit rate is low. The 
sum of L(Pi,j) should be equal to the amount of data between PCRi and PCRi+1 as 
shown in the following equation. 
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where b(PCRi) and b(PCRi+1) are the byte-order of ith and (i+1)th PCR in a video 
stream. 

Table 1. The description of PCR level rate control algorithm 

read the first packet Pi,1 during interval (PCRi, PCRi+1) 
get the timestamp Ti,1 of Pi,1 
set the value of Ti,1 as the BaseTi 
set the epoch when Ti,1  is observed as the BaseTime 
for packet Pi,j (2≤j≤ni) in (PCRi, PCRi+1) do 
   get the timestamp Ti,j of Pi,j 
   get current epoch CurrentTime and calculate the current timestamp 

CurrentTi, CurrentTi = BaseTi +(CurrentTime-BaseTime) 
   update the BaseTi, BaseTi = CurrentTi 
   update the BaseTime, BaseTime=CurrentTime 
   if CurrentTi >= Ti,j then 
      update BaseTi, BaseTi = Ti,j 
   else 
      wait for a period of Ti,j –CurrentTi 
   end if 
   put the packet into the sender buffer 
end for 

 
The operation of PCR level rate allocation is shown in Table 1, where BaseTi 

denotes the reference timestamp used to calculate the current timestamp CurrentTi, 
and BaseTime and CurrentTime are the timing information got from operation system 
respectively. To reduce the computation error, BaseTi and BaseTime are updated 
during each cycle of packet transmission. Also the protocol of Network Time Protocol 
(NTP) should be used to regulate the system time accuracy periodically. Fig. 2 depicts 
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the transmission of packet Pi,j, where solid line represents the case of ahead of 
schedule while dashed line represents the case of behind schedule. Different cases 
will yield the regulation of transmission rate accordingly. 
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PCRi

Time Axis

BaseTime CurrentTime

Wait for a period of Ti,j -CurrentTi

CurrentTi

PCRi+1

CurrentTi

 

Fig. 2. The transmission of packet Pi,j 

The refined mechanism of PCR level rate controller makes the decided rate reflect 
the variation of video streams more detailedly and reduces the difference between the 
decided rate and the real bit rate. This is more important for the transmission of HD 
streams. 

3.2   TC-Based Rate Shaper 

To perform rate shaping in multicast streaming system, [5] realizes a traffic shaper 
with the support of hardware components in layer-2 switch which enables bandwidth 
limitation of its links. This method is lack of flexibility and increases the production 
costs of switches at the same time. 

Our rate shaping mechanism is performed at the DTV server with Traffic Control 
(TC) software [9] provided by Linux system. TC is the user level program which can  
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be used to create and associate queues with the network devices. It is usually used in 
routers for network management to set up various kinds of queues and associate 
classes with each of those queues. It is also used to set up filters by which the packets 
are classified. However, we introduce it ingeniously into the multicast-based 
streaming system for flow control at network card of DTV server. The shaper is 
configured as shown in Fig. 3 to separate the multi-channel streams into different 
queues according to the destination multicast addresses with each queue having a 
certain bound determined by stream type. For SDTV streams, we set a lower bound 
while a higher bound is set for HDTV streams. In our experiments, the bounds are set 
to 7Mbps and 30Mbps respectively. Note that we also set it disable to borrow the 
bandwidth of other channels when one channel’s bandwidth is insufficient, which can 
ensure the overall quality and concurrent numbers of video streams. 

4   Performance Evaluation 

4.1   Experimental Setup 

We implement a prototype as a HDTV streaming system which is depicted in Fig. 4. 
The streaming system consists of a video server (Intel Pentium IV Xeon 3.0G, 2G 
RAM), a layer-2 switch and two Set-Top-Box (STB) clients (VIA C7 1.0G, 512M 
RAM, one for playback and the other for background traffic generation). For input 
video stream, we adopt both SD and HD MPEG-2 TS streams, the parameters of 
which are listed in Table 2. As to the client, we use the Fedora system and the popular 
MPlayer software [10] for decoding.  

Video Server

Background 
Traffic STB

Playback STB

Layer-2 Switch
 

Fig. 4. Practical experimental system 

For fair comparisons, all the experiments are performed under the same condition 
and the duration of 500s. In order to make the time-varying channel condition, a client 
generates an up-link TCP traffic between 100s and 200s. The sender and receiver 
buffer sizes are set to 1MB. To illustrate the advantages of our approach, we compare 
our proposed algorithm, denoted as PCR, with the adaptive media playout algorithm 
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[2], denoted as AMP. As the performance evaluation metrics, we measure three 
parameters: sender buffer occupancy, receiver buffer occupancy and PSNR values at 
the receiver. 

Table 2. Video stream parameters 

Parameter Value 
Video Name TVB-8 Program Under-Water 

Encoding MPEG-2 TS MPEG-2 TS 
Video Length 6.639min 4.266min 

Resolution 720×576 1920×1080 
Average Bit Rate 5.8Mbps 19.6Mbps 

Picture Pattern IBB(PBB)4 IBB(PBB)4 
Frame Rate 29.97fps 24.66fps 

Level SDTV HDTV 

4.2   Experimental Results 

It can be predicted that the bandwidth will be decreased between 100s and 200s 
because of the completing TCP flows. From Fig. 5, we can find that for the SDTV 
trace, AMP and PCR can both maintain the sender buffer and receiver buffer  
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Fig. 6. PSNR comparison of AMP and PCR 

occupancy around the normal range during the congestion period while the receiver 
buffer of AMP tends to overflow when the network condition is improved because of 
the lack of source rate control. For the HDTV trace, the sender and the receiver buffer 
of AMP tend to overflow and underflow respectively during the congestion period 
because the bit rates of HDTV are much higher and more variable, which makes the 
transmission of HDTV streams need more bandwidth while the AMP can not send the 
data timely at this time. After 200s, the receiver buffer of AMP increases burstly, 
which is expected to produce the video quality degradation. On the contrary, as PCR 
integrates source rate control with rate shaping, it can schedule the transmission rate 
according to the stream structure and significantly reduce the variation of the buffer, 
and thus achieve higher average PSNR and smaller PSNR variation than AMP, the 
values of which are depicted in Fig. 6. This experiment also demonstrates that it is 
more efficient to perform server-side rate control than receiver-side rate control in the 
multicast-based DTV streaming system. 

We also evaluate the number of concurrent MPEG-2 HDTV channels on the 
premise of ensuring video quality. It can be seen from Fig. 7 that our system can 
support as many as 33 HDTV channels simultaneously and parallel channel numbers 
raise with the increase of server memory. However, it has little effect after the server 
memory is larger than 4G, which means that the bottleneck transfers to hard disk and 
available network bandwidth. 
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5   Conclusions and Future work 

In this paper, we propose a server-side approach for quality-optimal DTV streaming. 
PCR-based rate controller is used to regulate the transmission rate according to the 
timing information calculated by the PCRs in a refined way and TC-based rate shaper 
is ingeniously introduced to separate different channel streams to avoid bandwidth 
contesting. We also implement an experimental system and practical evaluation 
results have shown that the proposed algorithm can significantly improve the video 
quality and quality smoothness by reducing the overflow and underflow of both 
sender and receiver buffers. We will make enhancements to our home gateway 
devices so that the gateway can support playback rate adjustment in our future work. 
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Abstract. For the seamless integration of synthetic objects within video images, 
generating consistent illumination is critical. This paper presents an interactive 
rendering system using a Graphics Process Unit-based (GPU) irradiance 
environment map. A camcorder with a fisheye lens captures environmental 
information and constructs the environment map in real-time. The pre-filtering 
method, which approximates the irradiance of the scene using 9 parameters, 
renders diffuse objects within real images. This proposed interactive common 
illumination system based on the GPU can generate photo-realistic images at  
18 ~ 20 frames per second.  

Keywords: environment map, GPU, real-time rendering, irradiance, common 
illumination. 

1   Introduction 

The seamless integration of synthetic objects into real images is one of the most 
important areas in computer vision and graphics. In order to provide the illusion that 
virtual objects are parts of a real scene, the illumination of the environment should be 
taken into account when rendering virtual objects. Hence, to generate a photo-realistic 
scene, we use the global illumination (GI) models that simulate various light 
propagations [1]. However, these burden the system with high computation load and 
memory requirements. As the performance of GPU (Graphics Process Unit) 
continually improves, with increases of speed greater than that of the CPU, leveraging 
the GPU enables us to include a GI model and retain interactive frame rates [2].  

In previous studies, the environment map was used as a classical technique of 
approximating specular reflections of the virtual object in interactive rendering [3]. 
Since the environment map stores the radiance incident from all directions at a 
reference point, it is widely used to generate environmental illumination in the real 
world. In addition, recent methods extended the environment map to work with 
complex materials, lighting and shadows [4-9]. However, there have been few 
methods that use the image sequence captured in real-time as the radiance texture for 
dealing with dynamically changing environmental illumination. 

This paper proposes a method for the interactive common illumination of synthetic 
objects in video sequences through GPU-based irradiance environment mapping. The 
proposed system uses the camcorder with a fisheye lens, having a wide view angle, to 
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capture environmental information. In order to render the diffuse object in the 
dynamic environment map, a pre-filtering method is performed at every frame [4,5]. 
Experimental results show that, by using the irradiance environment map from the 
video camera, photo-realistic rendering images can be dynamically generated. 

2   Related Work 

Environment mapping was originally proposed for rendering ideal mirror surfaces 
with a perfect specular reflection. To include diffuse reflections of Lambertian surface 
in the environment map, irradiance information needs to be considered, which is 
reflected by the object surface owing to the Bi-directional Reflection Distribution 
Function (BRDF). Brute-Force technique is the traditional method of calculating 
irradiance. However, it is impossible implement in real-time because of a large 
number of instructions it requires. 

To decrease the number of instructions and computational load, J. Kautz et. al. 
proposed an irradiance environment map [4]. Their method, aimed at real-time 
applications, generates the irradiance map in advance by prefiltering the environment 
map. This prefiltered environment map stored the radiance of light reflected towards 
the viewing direction, which is computed by weighting the incoming light from all 
directions with the BRDF. By using fast hierarchical prefiltering and GPU 
programming, they decreased precomputation time.  

R. Ramamoorthi et. al. proposed a method which compresses the radiance 
environment map into 9 spherical harmonics coefficients in frequency space [5]. 
Using the spherical harmonic approximation allowed them to include complex 
materials under environmental illumination with little precomputation. Furthermore, 
because the irradiance environment map could be generated from only 9 coefficients, 
rendering was more efficient. Their research, not only introduced the diffuse property, 
but also glossy reflections [9]. J. Kautz et. al. presented a method rending system for 
VR applications [6] and G. King introduced a technique replicating the above 
methods on the GPU [7]. 

The aforementioned researches have dealt mainly with static situations in a fixed 
illumination environment. V. Havran et. al. proposed an interactive system to handle 
HDR image-based lighting captured in dynamic, real world conditions, with complex 
shadows and arbitrary reflectance models [6]. However, they focused mainly on the 
issues of temporal coherence and control over the number of sample lights [8]. In this 
paper we modify the environment mapping on the GPU to generate photo-realistic 
rendered images at interactive frame rates in dynamic environment. 

3   Proposed System 

The calibration information of the fisheye lens converts every frame of the image 
sequence captured by the camcorder to the environment map. The resulting 
environment map, which provides the environmental radiance, is represented by 9  
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spherical harmonics coefficients [10]. According to the object surface normal vector, 
diffuse reflections from the reconstructed irradiance function are obtained [5]. By 
using a reflection direction calculated from the surface normal and the viewing vector, 
a texel is obtained, which in turn is, used to create a specular reflection on the 
environment map [11]. In the final step, the computed specular and diffuse reflection 
values are interpolated linearly to include two surface properties, specular and diffuse. 
For real-time compositing, the entire process is iterated at every frame. 

3.1   Omni-Directional Image Conversion 

Since the environment map needs to capture incident radiance from a fixed position, 
the system uses a fisheye lens due to its wide Field of View (FOV). The omni-
directional image is converted into perspective-transformed textures consisting of the 
environment map. For dynamically updating the environment map, we use a Look-Up 
Table (LUT) that stores a mapping of position vectors in the omni-directional image 
with its corresponding textures. 
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Fig. 1. Process of generating the environment map from video images 
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In order to map the omni-directional image to a cube map, we use texture images, 
with resolutions of N×6N (width×height), as shown in Fig. 1. By normalizing the 
positional vector at the center of the cube, spherical coordinates are determined, and 
the spherical map is constructed. In Equation (1), the sine function of r transforms the 
spherical coordinates on the map to pixel coordinates on the omni-directional image. 
Compared to sine function, calibration of the omni-directional imaging system 
enables the estimation of a more precise projection model [12]. In Equation (1), s and 
t represent the scale and the translation parameters in u and v, respectively. Fig. 1 
shows our process for generating the environment map using Frame Buffer Object 
(FBO) in the fragment program of the GPU. 

After comparing the computed coordinates derived from Equation (1) with the 
width and height of the texture image and the radius of the omni-directional image, 
we determine a coordinate applicable to the environment map. When the obtained 
coordinates are in the effective image region, the omni-directional image pixel is 
stored in the environment map. Since a 180-degree fisheye lens is used in this paper, 
the entire 360-degree environment from the reference point is not updated. Hence, the 
computed coordinate located outside of the fisheye lens’s FOV is not updated in real-
time. Unseen regions are filled with initial images captured beforehand from the 
reverse reference point. For dynamic coverage of 360 degrees, a specially designed 
video camera may be equipped. 

Fig. 1 shows generation of the transformed map from every texel of the spherical 
coordinate map, obtained through equation (1). This operation is performed in the 
fragment program, where all processes are parallel in each fragment. Using 3D 
vectors, the cube environment map of the fragment program is accessed efficiently. 
Fig. 3 shows the use of 3D and 2D environment maps. Transforming a 2D 
environment map to a 3D cube map requires significant computation time. We use the 
cube map for converting 3D vectors to 2D texture coordinates for real-time 
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applications, in order to update the environment map with every frame of the omni-
directional video. 

In the environment map, the neighboring environment is usually at a large distance 
from the reference point [11]. Assuming this, we access the texel value using the 
reflection vector, regardless of the position of the object surface. However, coping 
with the reflection change due to the object motion is problematic, thus, a localizing 
method is utilized to address this [13]. 
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color texture
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3D Texture
cube map 

Fragment Program

2D coordinate. map

Func. TexCube 

Vector2D coord.

Func. TexRect
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OpenGL
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Env. map  

Array

App

3D Texture 
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Read

Write 
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Fig. 3. Using 3D environment map (left) and 2D environment map (right) 

3.2   Spherical Harmonic 

The method we apply for calculating 9 spherical harmonics coefficients, Equation (2), 
was first proposed in [5]. We use L and Ylm to denote the radiance environment map 
and the weight function for the spherical harmonic. Ylm, therefore, represents the sum 
of the values of all pixels of the radiance environment map, which is weighted by the 
spherical harmonic as follows: 

∫ ∫= =
=

π

θ

π

φ
φθθφθφθ

0

2

0
sin),(),( ddYLL lmlm

 (2) 

The first step is to transform the texture coordinates of the environment map to 
spherical coordinates. This transformation is stored as a coordinate map, which is 
referenced in every frame by the fragment programs on the GPU. Second, three 
texture maps, to integrate the weighted radiance environment map according to the 
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spherical harmonics, are generated [14]. This integration is performed rapidly on the 
GPU because every pixel computation on the fragment program runs in parallel. 
Although 9 coefficients can be directly computed from 9 textures, our system 
generates three textures at most due to the specification of the graphics driver. That is, 
4 color-attachment textures of FBO are used [14, 15] at most by the graphics driver. 
Among these 4 textures, three are used to store the weighted environment map and 
one is utilized for sum-reduction of the integration of texture values [16]. 
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Fig. 4. Computing 9 coefficients 

The coefficients are computed from the sum of every pixel value of the texture, and 
our system uses a reduction technique for this process [16]. This technique 
hierarchically decreases the range of computation by switching between the input and 
the output texture buffers. Among the 4 textures of the FBO, three are previously 
generated, and the unused one is designated as the output texture. In this case, 9 
coefficients are computed from procedures repeated for three cycles in generation of 
the three textures, and from these generated textures, values of the weighted radiance 
of the textures are integrated. 

4   Experimental Results 

The image capture equipment used in our experiments for the environment map are, a 
video camera (SONY PD-150) with fisheye lens (Raynox DCR-CF185PRO), and the 
resolution of the rendered image is 1024×768. The computation equipment is an Intel 
Core 2 Duo CPU with an nVIDIA Geforce 7950 GPU, and the openGL Utility  
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Fig. 5. System construction 

Toolkit (GLUT) was used. The car model has 52,194 polygons and Fig. 5 shows the 
setup for dynamic environment mapping. For dynamically updating the environment 
map, the position vector of each pixel of the input image had to be calculated using 
the calibration information of the fisheye lens. Fig. 6 shows the rendered images of 
the object with the specular, diffuse and the combined reflections.  

A callback function in GLUT to display the rendered image was called at 60 frames 
per second (fps). Table 1 shows that the frame rate when updating the environment 
map (UEM) with the omni-directional image is 60 fps. Since the NTSC camcorder 
(CAM) captures the video images at 30 fps, the overall rendering speed decreases to 
the frame rate of the imaging system. In addition, the computation of spherical 
harmonics affects the performance of the system, lowering frame rate to 20 fps. 

Table 1. Comparison of rendering times in each process 

UEM CAM SH FPS 

ｏ ｘ ｘ 60 
ｏ ｏ ｘ 29~30 
ｏ ｘ ｏ 18~20 

ｏ ｏ ｏ 18~20 

In the case of the spherical harmonics, 9 textures with 480×2880 (= 480×6×480) 
resolution are generated, and the summation operation at each texel of the texture is 
performed. If the computation load of these operations is K, the weight computation,  
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Fig. 6. Rendered images. Colored model (upper-left), diffuse reflection (upper-right), specular 
reflection (middle-left), combined reflections (middle-right, down). 

and the summation operation using the sum reduction method, are 480×2880×K and 
480×2880×K×(1+1/3). Yielding a total system computation time of 
480×2880×(2×9+1/3)×K. Additionally, the computation complexity of the spherical 
harmonics coefficients is O(N2) when the environmental texture is N×6N. Therefore, 
system performance largely depends on the resolution of the environmental texture.  

In the rendered images, the neighboring regions between the updated image in real-
time and the initial textures, where the real-time captured image and the composited 
reverse 180-degree image meet, form a distinct border. Using a special imaging 
system allows us to capture 360 degrees at the reference point, and to compensate for  
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these border problems. The proposed interactive system generates photo-realistic 
rendered images of the object including the specular and diffuse reflections in a 
dynamic illumination environment at 18 ~ 20 fps. 

 

Fig. 7. Exhibition of interactive irradiance mapping system [17] 

5   Conclusion 

This paper presents a novel system that can generate specular and diffuse reflections 
in a dynamic illumination environment. In order to render these composite images in 
real-time, we dynamically implement the irradiance environment mapping on the 
GPU. Experimental results demonstrate that the proposed common illumination 
system can generate photo-realistic images at interactive frame rates. In near future, 
we shall include more efficient prefiltering techniques to reduce computation load, 
and introduce additional measures to overcome the motion parallax problem. 
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Ranking Using Multi-features in Blog Search 
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Abstract. Blog has received lots of attention since the revolution of Web 2.0 
and has attracted millions of users to publish information on it. As time goes by, 
information seeking in this new media becomes an emergent issue. In our 
paper, we take multiple features unique in blogs into account and propose a 
novel algorithm to rank the blog posts in blog search. Coherence between the 
query type and blogger interest, document relevance and freshness are 
combined linearly to produce the final ranking score of a post. Specifically, we 
introduce a user modeling method to capture interests of bloggers. In our 
experiments, we invite volunteers to complete several tasks and their time cost 
in the tasks is taken as the primary criteria to evaluate the performance. The 
experimental results show that our algorithm outperforms traditional ones. 

Keywords: Blog search, ranking, multiple features, interest model. 

1   Introduction 

With the increase in the web’s accessibility to the masses in recent years, the web 
content is changing. Especially since the revolution of Web 2.0, more and more web 
users participate in web activities, showing themselves off through the Internet. Blog, 
short for web-log, is a representative web application in which people record their 
daily lives, publish personal views on popular issues, or some other personal things. 
According to “Chinalabs.com”, there are sixteen million blogs in China while the 
number is one hundred million around the world in September 2005. Thus, as time 
goes by, huge amount of information is collected in the blogosphere -- the collection of 
all blogs. The information seeking efficiency and effectiveness become a crucial issue.  

Solutions to problems should be proposed according to requirements. So it is with 
the information seeking issue in blogosphere. As summarized in [1], it is assumed that 
any blog search engine should provide better-than usual searches in three specific 
domains which in other words describe the intentions of users using the engines: topic 
search, blogger search and reputation search. The topic search means to find 
interesting/funny topics mainly for entertainment purpose, the blogger search means 
to find blogger with similar interests or preferences and the reputation search means 
to find reviews or experiences of a specific product or service. Aside from these three 
aspects, we’ve also observed another user requirement that to find the degree of the 
                                                           
* Corresponding author, +86 571 87952148. 



 Ranking Using Multi-features in Blog Search 715 

popularity of one’s own or other’s blog on the Internet. Some people are eager for 
being famous in some area and being concerned by others. We call this requirement 
as popularity search.  

There’s already lots of work done on the information seeking problem in 
blogosphere, such as the blog search services provided by Google (http:// 
blogsearch.google.com) and Baidu (http://blogsearch.baidu.com) which are the 
leading search engines for English and Chinese respectively. However, their 
demonstration of search results, which meanwhile reflects the retrieval mechanism 
and ranking strategy, is quite similar to ordinary web search and thus fails to meet the 
requirements of blog search mentioned above.  

In this paper, we propose a novel ranking algorithm, considering the categories of 
queries, the interest of bloggers and the text relevance and freshness, to fulfill the 
requirements in information seeking in blogosphere taking the unique features of 
blogs into consideration. We adopt a classical text classification approach to handle 
the query classification and a novel user modeling algorithm to describe user’s 
interest. Text relevance and freshness are measured based on the vector space model 
and time stamp respectively. 

The rest of the paper is organized as follows. In section 2, we describe related work 
in brief. Then we elaborate our proposed ranking algorithm in section 3. Experiments 
and results are demonstrated in section 4. Finally, we give the conclusions and future 
work in section 5. 

2   Related Work 

Lots of work has already been done on search result ranking in retrieval systems for 
web pages. A classical algorithm in web page ranking is PageRank proposed by the 
two founders of Google ([1]). Let E(u) be some vector over the Web pages that 
corresponds to a source of rank. Then the PageRank of a set of Web pages is an 
assignment, R, to the Web pages which satisfies:  

( )
) ( )

uv B v

R v
R(u c cE u

N∈
= +∑  (1) 

such that c is maximized and the L1 norm of R equals 1. In the equation, Bu is the set 
of pages that point to page u and Nv is the number of links from page v. They propose 
a random surfer model to explain their algorithm. Imagining a user making a surfer on 
the web, he may keep clicking on successive links at random. However, if he gets into 
a small loop of web pages, it is unlikely that he will continue in the loop forever. 
Instead, he will jump to some other page with some probability. The factor E in the 
equation can be viewed as a way of modeling this behavior: the probability user 
jumps to a random page.  

In previous work on blog search, they do not take use of the characteristic of blog 
fully ([2], [3], [4], [5]). Authors in [2] take the blog search needs into account and 
propose a multi-faceted blog search engine to provide different kinds of services to 
meet different needs. Their work in [3] proposes an algorithm called “EigenRumor” 
to rank the blog entries (posts). The algorithm scores each blog entry by weighting the 



716 K. Liu et al. 

hub and authority scores of the bloggers based on eigenvector calculations. It enables 
a higher score to be assigned to the blog entries submitted by a good blogger but not 
yet linked to by any other blogs based on acceptance of the blogger’s prior work. 
However, neither of them takes the types of queries and the interests of the bloggers 
into consideration.  

Query type identification can be considered as a specified type of text classification 
task in which the text is a query consisting of few words. There is already lots of work 
done on this identification task, which can be roughly divided into two categories: 
unsupervised and supervised learning classification. Authors in [6] use the common 
click-through documents to discover the latent relationships between queries, and 
further cluster similar queries together. However, this clustering approach has no idea 
of what kinds of types will be gained in the end and also requires expensive 
computation. Supervised learning classification has also been widely adopted in this 
area. Luis Gravano et al. in [7] use three machine learning methods to experiment the 
query classification based on geographical locality, including PIPPER, log-linear 
regression and SVMs. Dou Shen et al. implement the SVMs classification method to 
classify queries into predefined 67 categories ([8]). In [9], the perceptron with 
Margins algorithm is adopted, which is stated to be competitive with state-of-the-art 
algorithms such as SVMs in text classification and computationally efficient.  

Another work related is personalization, particularly the usage-based Web 
personalization. The goal of web personalization is to provide users with the 
information they want or need, without expecting from them to ask for it explicitly 
([11]). As described in [10], a typical personalization process consists of five 
modules: User profiling, Log analysis and Web usage mining, Content management, 
Web site publishing and Information acquisition and searching. In our work, we 
concern more about user profiling. This module gathers information specific to each 
visitor, either explicitly or implicitly. It includes demographic information about the 
user, his interests and even his behavior when browsing a web site. All the previous 
work done on user profiling can be divided into two categories: knowledge-based and 
behavior-based ([12]). Knowledge-based approaches engineer static models of users 
and dynamically match users to the closest model. Questionnaires and interviews are 
often employed to obtain this user knowledge. Behavior-based approaches use the 
user’s behavior as a model, commonly using machine learning techniques to discover 
useful patterns in the behavior ([13]). In our paper, we propose a novel user modeling 
approach to capture the interest of a blogger. Machine learning methods are employed 
in our method.  

3   Ranking Using Multi-features 

In our ranking algorithm, three factors are considered, including query type, blogger 
interest, and document attribute consisting of relevance and freshness. The ranking 
score of a document (named as “post” in blogs) is formulated as follows: 

documentRelevance
Score typeCoherence

documentFreshness
α β= × + × , (2) 
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where alpha and beta are two parameters that have to be estimated empirically to 
balance the importance of different factors. 

documentRelevance is the relevance between the query and document determined 
by the classical cosine similarity measure. Given a query Q represented by an  
n-dimensional vector <q1, q2, q3, …, qn> and a document D represented by another  
n-dimensional vector <d1, d2, d3, …, dn>, the cosine similarity is measured by 
following formula:  

1

2 2

1 1
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i i
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q d
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= =

=
∑

∑ ∑
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(3) 

where qi and di is the weight of the words carrying in the query and document 
respectively, quantified by TFIDF. 

documentFreshness represents the freshness of the document to measure how 
“recent” the document is to the query time. Gilad Mishne mentions in [14] the usage 
of temporal properties of blog search. They conduct a study on a blog search engine 
log ([15]) and show that a substantial amount of blog queries are recency queries – 
queries which favor recent documents rather than having an even distribution of 
relevance. Therefore in the ranking strategy, it seems to be useful to assign a higher 
ranking score to blog posts which were “recent” at the time the query was issued 
([14]). In our paper, given a document D posted on the date Tpost, the degree of 
“recent” – freshness is measured as follows: 

2( ) log (2 )issue postdocumentFreshness D T T= + −  (4) 

Where Tissue is the date when the query is issued. A smoothing const 2 is added in case 
of zero divider.  

Table 1. Categories defined in our work 

Categories Examples 
IT ipod price 

Finance shanghai stock market 
Health SARS 

Education early learning 
Military USA military budget 

Trip Hong Kong Disney 
Sports NBA Yaoming 
Culture Harry Potter 

Job software engineer Hangzhou 
 
typeCoherence measures the coherence between the type of the query and the 

interest of the blogger, which has never been considered in previous work. We take 
this factor into account because of the prevailing intention in blog search, that to find 
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out bloggers of some interest. However, in a search process, users can only describe 
their interest needs through the query issued, thus we measure the coherence between 
the interest of the query (type) and that of the blogger. Based on the categories 
defined in our paper (as shown in table 1), query type and blogger interest are both 
represented as a vector of categories, with the value in every dimension measured by 
the probabilities the query/blogger interest belongs to the corresponding category. 
Then the coherence is measured by the cosine similarity between these two vectors as 
given in equation 2. Consequently, two questions arise in measuring this factor: how 
to obtain the query type and how to model the blogger. Sections below show our 
solutions in details. 

3.1   Query Classification 

As mentioned above, query classification can be regarded as a specified task of text 
classification. Therefore, typical text classification approaches can be adopted in this 
task, such as Naive Bayes classifier and SVMs (Support Vector Machines). 
Considering the state-of-the-art performance in classification, we take use of the 
SVMs classifier to do the classification. The popular toolkit libsvm1 is employed in 
our work.  

For machine learning approaches, training data are indispensable. In our work, a 
training data set consisting of a number of labeled queries is needed. However, 
building such a corpus would be a tedious and heavy job. Therefore in our current 
work, we take use of an available data set – the sogou2 text classification corpus 
which consists of approximate one hundred thousand web pages labeled manually 
with the same category definition mentioned above. Another more profound reason is 
that queries always contain only limited number of words, sometimes only one or two 
words, which can not fully reflect features of a category. Thus the classifier trained 
from these queries will not be able to predict new ones correctly as it self has not 
captured features of categories yet. However, we believe a classifier trained from web 
pages, which contain adequate words and features of categories, would be competent 
for the task. In our training phase, we set about 1330 web pages for one category, 
resulting in about 11970 pages totally as the training data.  

3.2   Blogger Modeling 

Lots of features exist in a blog reflecting the interest of a blogger, such as his job, his 
hobbies (if he provides in his blog) and the blog posts which are also the most 
common evidence that can be accessed conveniently. In our work, we take advantage 
of these posted texts to model the interest of the blogger.  

Firstly, we categorize each post into one of the nine categories defined in our work. 
This is a typical text classification task and thus we employ the SVM method to do 
the categorization. The classifier trained for query classification can be used. Each 
post will be assigned with the probabilities it belongs to different categories. Given a 
post P and the category set {C}, we represent P as a vector:  

                                                           
1 http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
2 http://www.sogou.com 
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, , ,...,1 2 3 nP w w w w=< > , (5) 

where wj is the probability P belongs to category Cj.  
Then, considering a situation that the blogger only has one post in his blog which is 

posted on sometime Ti, we introduce a 1-n interest matrix IM to model the interest of 
that blogger:  

[ ... ]i1 i2 i3 inIM = m m m m , (6) 

where the row of the matrix represents a time stamp, a column j represents the interest 
of the blogger to the corresponding category Cj and mij takes the value of wj.  

As time goes by, the blogger publishes more and more posts. Suppose he has got 
totally t posts in his blog by a given time stamp Tk, we construct the interest matrix 
IM of him as follows:  

... ...

... ...

... ... ... ... ... ...

... ...

... ... ... ... ... ...

... ...

11 12 1j 1n
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(7) 

in which mij denotes his interest to category Cj at time Ti.  
Finally, given the interest matrix describing user’s interests at different time 

stamps, we propose two approaches to model his overall interests by far. One simple 
approach is just to sum all the rows together and the resulting vector will be the 
quantified description of his interests. In other words, this vector is the interest model 
M of the user and each entry is calculated as follows: 

t

j ij
i 1

M m
=

=∑  (8) 

However, considering the nature of memory attenuation of human beings, we 
reduce the importance of posts published long ago in describing the interests. A 
second approach is therefore proposed to model the overall interests of bloggers with 
this factor included. Specifically, we introduce an attenuation factor F(tk) to quantify 
the degree of attenuation of the post published at time tk. The factor is given by 
following formula: 

log ( )

( )
2 0 kt t

hl
kF t e

−
−= , (9) 

where t0 is current time and hl is the period of time after which the blogger will only 
remain half of the interest compared with that he showed when the post was written at 
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tk. Consequently, we update the calculation of each entry in our first interest model M 
as follows:  

' ( )
t

j i ij
i 1

M F t m
=

=∑  (10) 

We believe that our second model M’ would be able to describe the interests of 
bloggers more precisely as it adheres to nature of human beings compared with the 
simple strengthening strategy in M.  

4   Experiments and Results 

To compare the performance of our ranking algorithm with others, we implement a 
prototype retrieval system based on the proposed algorithm. In the following sections, 
we’ll describe the experiment strategy adopted in our work and then demonstrate the 
results. 

4.1   Experiment Strategy 

It’s not easy to evaluate the performance of our ranking algorithm as there is no 
available standard corpus ready to use. Precision, recall or F1 measure, which is 
widely employed in evaluations of text retrieval and categorization, is no longer 
suitable. Therefore, in our experiment, we evaluate our algorithm through the 
efficiency in completing specific tasks instead.  

Given several tasks, dozens of volunteers are invited to find out answers through 
searching. Firstly these volunteers are divided equally into two groups, one using our 
system and the other using Google blog search. All results are given out in our own 
format to ensure that volunteers would be unaware of which system they are using. 
Then they are asked to complete several tasks and their cost time is recorded. The 
average cost time of a group in finishing tasks is calculated and taken as the major 
criteria to evaluate the performance. Another two judgers make the decisions if the 
returned answers are appropriate ones.  

As it is impractical for us to crawl as many blog pages as Google, we build our 
system based on the returned results by Google. Firstly, we set queries for each task in 
advance (volunteers can only use these queries) and save the results returned by 
Google for these queries as the initial corpus. Interest models are calculated for these 
bloggers based on all the posts in each one’s blog. This strategy also ensures the 
comparison is made in same context. Another issue we have to concern is that 
volunteers might make mistakes in selecting answers. In that case, their cost time 
would be punished by adding in the maximum cost time in the same group.  

The tasks selected in our experiments are shown as follows: 

Task 1: Find a blogger who is interested in sports.  
Task 2: Find a blog post containing reviews on ipod. 
Task 3: Find a blog post containing descriptions on ipod. 
Task 4: Find the blog post containing the latest reviews on ipod. 
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We distinguish between reviews and descriptions in that reviews are subjective 
personal comments while descriptions are objective introductions and we believe that 
users of blog search prefer the former.  

4.2   Parameter Estimation and Model Selection 

Two variables alpha and beta exist in our ranking algorithm. In our current work, we 
make the assumption that alpha plus beta takes one. Therefore, we only have to 
estimate one parameter indeed. A similar strategy as described above is adopted to 
evaluate performance when alpha varies from 0 to 1. Several volunteers are employed 
to complete the four tasks showed above using our system. We also compare the 
performance when different interest models are employed. Because of limited space, 
we only show the results of Task 1.  
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Fig. 1. Cost time in completing Task 1 using different values of parameters and interest models 

One observation from the figure above is that the improved interest model M’ 
outperforms the initial model M, which verifies our aforementioned assumptions. The 
two curves merge as alpha increases because the algorithm considers more on the 
document relevance rather than blogger interest as the weight of the blogger interest 
decreases. Another observation is that in both situations, the minimum cost time is 
obtained when alpha takes value of 0.2 which means that the coherence between 
query type and interest model to be the primary factor in ranking.  

Results of other tasks also show the excellent performance of the improved interest 
model M’. However, they suggest that alpha should take different values in each task 
other than 0.2. The reason is that different tasks emphasize different features of the 
blog. For example, task 1 emphasizes more on the interest of the blogger while other 
tasks emphasize on the other factor. In order to unit different kinds of tasks into one 
single framework, in our current work, we just assign alpha with the average value of 
those in different tasks.  
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4.3   Results and Discussions 

Figure below demonstrates the average cost time of the two groups in finishing each 
task. The results show that in tasks 1, 2, and 4, our system outperforms Google Blog 
search. The reason is that these tasks are all closely related to the features of blogs 
which Google has not taken into consideration. Specifically, in tasks 2 and 4, personal 
reviews of a product are more likely to exist in blogs of people who are really 
interested in that one or corresponding category. Therefore, our algorithm, that takes 
that feature into account, performs well in these two tasks. The performance of task 4 
also shows the effectiveness of considering the document freshness. An exception is 
that in task 3 our algorithm performs a little worse than Google due to our naive 
relevance measurement. However, this kind of task only occupies a low percent in 
blog search and thus the poor performance would only affect the overall performance 
to a limited extent.  
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Fig. 2. Time cost in different tasks using our system and Google blog search 

5   Conclusions and Future Work 

With the flourish of blog, information seeking in this new media has become an 
emergent issue. Challenges exist in the ranking strategy of the blog posts as blogs 
possess of some unique features. In our work, we propose a novel algorithm to rank 
blog posts, combining multiple features linearly: coherence between the query type 
and interest of the blogger, document relevance and freshness. Specifically, we’ve put 
forward a user modeling method to describe interests of a blogger through the 
analysis of posts. In our experiments, we invite volunteers to complete several tasks 
through our system and Google and their cost time is taken as the primary criteria to 
evaluate the performance of our algorithm. The experiments show encouraging 
results. 

In the future, we plan to investigate other combination methods to utilize different 
features other than the linear one. What’s more, we also plan to implement a blog 
search system to provide services to users with a new style in result demonstration. 
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Abstract. A watermarking system for embedding textile care labels di-
rectly onto fabric designs is proposed, and its stochastic properties are
analyzed. Under the assumption that pixel values are independently and
identically distributed with finite mean and variance, we derive i) the
expected mean squared error between the original and watermarked im-
ages (transparency); and ii) an upper bound on the average absolute
change to DCT coefficients of the watermarked image after one applica-
tion of simulated fading (robustness). Experimental results demonstrate
that the proposed scheme preserves image fidelity well and is very robust
under simulated fading.

1 Introduction

We report on the design and analysis of a system for watermarking care labels di-
rectly onto textile designs (such as images on t-shirts). There are various reasons
for doing away with the care labels: they sometimes get detached or damaged
during the laundering process, and some consumers consider them unsightly or
uncomfortable. It is plausible that in the near future fabric with embedded elec-
tronics would allow washers and dryers to automate the laundering process by
extracting care information from the embedded watermark.

We are not aware of any previous work in this direction. Our system appears to
be the first to apply watermarking in the context of textile materials; we envision
it to be one of several parts of a comprehensive solution to this challenging
problem.

Our objective is to devise a watermarking scheme that meets the unique
requirements of the laundering process. In this setting, the requirements are: 1)
the watermarked image must be visually indistinguishable from the original; 2)
the embedded care information must be recoverable after numerous laundering
cycles. The second requirement can be simplified to resistance to two main effects
of laundering on clothes: fading and shrinking/wrinkling. The latter is a difficult
problem to deal with satisfactorily, and hence we focus on studying the effect
of fading for this project; our goal is to identify and study an application of
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watermarking that is interesting, nontrivial, and yet the malefactors (washer &
dryer) are more limited in their power so that theoretical results can be obtained.

Specifically, we use a spread-spectrum technique similar to the NEC algo-
rithm described in [CKLS97] to embed care labels onto the fabric designs. The
care label (a subset of the American Society for Testing and Materials standard
D-3136-04) is first encoded using Reed-Solomon encoding to yield a watermark,
which is then embedded onto randomly selected discrete-cosine transform coef-
ficients of the image, so that each bit corresponds to μw ± fσw, where μw and
σw are the mean and standard deviation of the DCT coefficients, and f is a
multiplicative strength factor. To extract the embedded information, the DCT
coefficients of the design’s image are computed along with their mean μ′

w, and
the selected locations are regenerated. A bit is interpreted to be a one iff its cor-
responding DCT coefficient is at least μ′

w. Note that the NEC algorithm, unlike
ours, embeds a single bit onto the image.

We derive two results on the stochastic properties of the proposed scheme.
Assuming that pixel values are independently and identically distributed with
finite mean μo and variance σ2

o , it is shown that the expected mean squared error
between the N × M original image O and its watermarked counterpart W is

E[MSE(O, W )] ≈ s

NM

(
σ2

o + f2(σ2
o + μ2

o)
)
,

where s is the length of the encoded care label and f is the multiplicative factor
used in the embedding of the watermark (μw ± fσw); the exact formula is also
obtained but is more complex. The mean squared error is a common (if somewhat
simplistic) measure of image fidelity.

Second, it is shown the average absolute difference between DCT coefficients
of the watermarked image before and after one application of simulated fading
is bounded by

1
NM

N−1∑

u=0

M−1∑

v=0

|C′(u, v) − C(u, v)| ∈ O

(
b lnN ln M√

NM

)
.

Fading is simulated using the GIMP’s hue-saturation tool to increase the image’s
lightness by b% and decrease the image’s saturation by b%. For any reasonable
image dimensions, the change is small enough to allow the watermark to survive
fading applications the fabric undergoes in its lifetime.

We implemented the proposed scheme and tested it on a small set of images
(consisting of landscape and portrait photos, text, drawing, and patterns) using
different error-correcting and watermark strengths s and f . Experimental results
demonstrate a smooth degradation of image fidelity as the error-correcting and
watermark strengths increase, with the mean squared error much more sensitive
to the f than s as predicted by the formula; they suggest that a five-fold Reed-
Solomon redundancy and watermark strength of one standard deviation work
well for most cases. Data also show that the watermarking scheme is quite robust
with respect to simulated fading; in most cases the embedded information is still
recoverable after 32 fading applications, even when the faded image appears
completely white to us (we stopped at 32 applications due to time constraint).
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The rest of this paper is organized as follows. Basic concepts are reviewed
in Sec. 2 and the proposed watermarking embedding and extraction algorithms
are described in Sec. 3. Stochastic analyses of transparency and robustness are
presented in Secs. 4, 5 and 6. Experimental results appear in Sec. 7, followed by
discussions in Sec. 8 and conclusions and directions for future work in Sec. 9.

2 Preliminaries

Rectangular N × M color images are coded in RGB format and represented
as N × M rectangular matrices of triplets of integers between 0 and 255 in-
clusive; alternatively, color images coded in HLS format are represented as
triplets of real numbers between 0.0 and 1.0 inclusive. We will assume that
there is no dependence between the color components and treat all images as
interleavings of three gray-level ones for the rest of this paper. Small differ-
ences between two N × M images I and I ′ are sometimes quantified using the
mean squared error measure, defined as MSE(I, I ′) =

∑N−1
i=0

∑M−1
j=0 (I(i, j) −

I ′(i, j))2. The Frobenius norm of an N × M matrix A is defined as ‖A‖ =∑N−1
i=0

∑M−1
j=0 (A(i, j))2 . The discrete cosine transform (DCT) of an N × M

matrix A is an N × M matrix C whose entries are given by the formula:
C(u, v) = c(u)d(v)

∑N−1
i=0

∑M−1
j=0 A(i, j) cos πu

N (i + 1
2 ) cos πv

M (j + 1
2 ), and the in-

verse cosine transform of A is an N × M matrix I whose entries are given by
the formula: I(i, j) =

∑N−1
u=0

∑M−1
v=0 c(u)d(v)(A(u, v) cos πu

N (i + 1
2 ) cos πv

M (j + 1
2 ).

In the above formulae, c(0) =
√

1/N and c(k) =
√

2/N for k �= 0, and where
d(0) =

√
1/M and d(k) =

√
2/M for k �= 0.

Expressed in matrix form, C = PAQ and A = PT CQT for some orthogo-
nal matrices P and Q. The following proposition summarizes some well-known
properties of the DCT coefficients:

Proposition 1. Let A be an N × M matrix and C = PAQ be its DCT.

1. ‖PAQ‖ = ‖A‖;
2.

∑N−1
i=0

∑M−1
j=0 c(u)d(v) cos πu

N (i+ 1
2 ) cos πv

M (j+ 1
2 ) =

{ √
NM if u = v = 0

0 otherwise
;

3.
∑N−1

i=0
∑M−1

j=0 c2(u)d2(v) cos2 πu
N (i+ 1

2 ) cos2 πv
M (j + 1

2 ) = 1 for all 0 ≤ u < N ,
0 ≤ v < M .

3 Watermarking and Extracting Care Labels

We assume care labels follow the American Society for Testing and Materials
standard ASTM D-3136-04 [oTM], which enumerates exhaustively different op-
tions for laundering, drying, ironing, pressing, dry cleaning, and leather cleaning.
Commonly used options are encoded in an 80-bit string l in a straightforward
manner (a table of options has been omitted due to space constraint). Redun-
dancy to allow error correction is then added to the bit string l using Reed-
Solomon encoding to yield a “watermark” w of size s up to 1600 bits (20 times
the original size).
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The watermark is then embedded into the DCT coefficients of the design’s
image O (such as those on t-shirts) using a spread-spectrum technique similar to
the NEC algorithm described in [CKLS97]. First, s = |w| coefficients are selected
randomly using a seed r; they are then set to μw ± f ∗ σw to represent a single
bit, where μw is the mean of DCT coefficients for all three color channels, σw is
their standard deviation, and f is a user-controlled strength factor. To prevent
drastic changes to the image, coefficients in the first and last 32 rows or columns
are excluded from the selection process. Note that the NEC algorithm, unlike
ours, embeds a single bit onto the image.

The decoding algorithm first computes the DCT of the design’s image C,
calculates the mean μ′

w and standard deviation σ′
w of these coefficients and then

extracts the embedded watermark w′ by regenerating the random locations using
the given seed r. A bit is interpreted as a 1 iff the corresponding coefficient is at
least μ′

w.

4 Mean and Variance of DCT Coefficients

In this section we derive stochastic properties of the DCT coefficients to be used
in our analyses of transparency and robustness of the proposed scheme in Secs. 5
and 6.

Let O be the original N × M (gray-level) image whose pixel values are in-
dependently and identically distributed with mean μo and variance σ2

o . We are
interested in the expected value and variance of each DCT coefficient of O as
well as the expected value of their average and how each entry varies from this
average.

Lemma 1. μc =def E[C(u, v)] =
{

μo

√
NM if u = v = 0

0 otherwise
, 0 ≤ u < N ,

0 ≤ v < M .

Proof

E[C(u, v)] = E[c(u)d(v)
N−1∑

i=0

M−1∑

j=0

A(i, j) cos
πu

N
(i +

1
2
) cos

πv

M
(j +

1
2
)]

= c(u)d(v)E[A(0, 0)]
N−1∑

i=0

M−1∑

j=0

cos
πu

N
(i +

1
2
) cos

πv

M
(j +

1
2
)]

=
{

μo

√
NM if u = v = 0

0 otherwise
.

Lemma 2. σ2
c =def V ar[C(i, j)] = σ2

o , 0 ≤ u < N , 0 ≤ v < M .

Proof

V ar[C(u, v)] = V ar[c(u)d(v)
N−1∑

i=0

M−1∑

j=0

A(i, j) cos
πu

N
(i +

1
2
) cos

πv

M
(j +

1
2
)]
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=V ar[A(0, 0)]
N−1∑

i=0

M−1∑

j=0

c2(u)d2(v) cos2
πu

N
(i+

1
2
) cos2

πv

M
(j+

1
2
)]=σ2

o .

Lemma 3.

μw
def= E[

1
NM

N−1∑

i=0

M−1∑

j=0

C(i, j)] =
μo√
NM

.

Proof

E[
1

NM

N−1∑

i=0

M−1∑

j=0

C(i, j)] =
1

NM

N−1∑

i=0

M−1∑

j=0

E[C(i, j)] =
1

NM
μo

√
NM =

μo√
NM

.

Lemma 4.

σ2
w

def= E[
1

NM

N−1∑

i=0

M−1∑

j=0

(C(i, j) − μw)2] = σ2
o +

NM − 1
NM

μ2
o ≈ σ2

o + μ2
o.

Proof

σ2
w = E[

1
NM

N−1∑

i=0

M−1∑

j=0

(C(i, j) − μw)2] =
1

NM

N−1∑

i=0

M−1∑

j=0

E[(C(i, j) − μw)2]

=
1

NM

N−1∑

i=0

M−1∑

j=0

V ar[C(i, j) − μw] + E2[C(i, j) − μw]

=
1

NM

N−1∑

i=0

M−1∑

j=0

V ar[C(i, j) − μw] +
1

NM

N−1∑

i=0

M−1∑

j=0

E2[C(i, j) − μw]

= σ2
o +

1
NM

(μo

√
NM − μw)2 +

NM − 1
NM

μ2
w

= σ2
o +

NM − 1
NM

μ2
o ≈ σ2

o + μ2
o.

5 Transparency Analysis

The effect of embedding the care label into an image on its perceptual fidelity
is considered in this section. We derive a formula for the expected value of the
mean squared error between the original and the watermarked images.

Let O be the original N × M (gray-level) image whose pixel values are inde-
pendently and identically distributed with mean μo and variance σ2

o and C be
it DCT. Let W be the watermarked version of O using the scheme described in
Sec. 3, and s be the size of the embedded bit string (i.e, the number of DCT co-
efficients modified). The embedded information can be represented as an N ×M
matrix X where

X(i, j) =
{

μw ± fσw − C(i, j) if (i, j) is selected
0 otherwise

,

and hence the watermarked image can be written as W = PT (C + X)QT =
O + PT XQT .
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Theorem 1

E[MSE(O, W )] =
s

NM

(
σ2

o + (μw ± fσw)2
)

≈ s

NM

(
σ2

o + f2(σ2
o + μ2

o)
)
.

Proof

E[MSE(O, W )] =E[MSE(O, O+PT XQT )]=
1

NM
E[‖PT XQT ‖]=

1
NM

E[‖X‖]

=
1

NM
E[

N1∑

i=0

M−1∑

j=0

X2(i, j)] =
1

NM

N−1∑

i=0

M−1∑

j=0

E[X2(i, j)]

=
1

NM

N−1∑

i=0

M−1∑

j=0

V ar[X(i, j)] + E2[X(i, j)]

=
1

NM

s∑

k=1

V ar[μw±fσw−C(ik, jk)]+E2[μw±fσw−C(ik, jk)]

=
1

NM

s∑

k=1

V ar[C(ik, jk)] + E2[μw ± fσw]

=
s

NM

(
σ2

o + (μw ± fσw)2
)
.

We can take E[C(ik, jk)] to be zero in the last expression since the embedding
algorithm avoids choosing significant coefficients, including C(0, 0).

If μw is small, the expected mean squared error can be approximated by

E[MSE(O, W )] ≈ s

NM

(
σ2

o + f2(σ2
o + μ2

o)
)
.

6 Robustness Analysis

The effect of one fading distortion application on the embedded information is
considered in this section. We derive an upper bound on the average change to
the watermarked image’s DCT coefficients.

Recall that fading is modeled by calling the function gimp-hue-saturation()
to increase the lightness by b and decrease the saturation by b each time, where
b = 16. Since gimp-hue-saturation() works with the HLS color model (where
each color is represented by a triple of real numbers between 0.0 and 1.0), for
simplicity we assume that the original image matrix is in this format, and not
the usual RGB format. (Formulae to convert colors in one format to the other
exist.)

Let O be the original N ×M image whose pixel values are independently and
identically distributed with mean μo and variance σ2

o . Let F be the N×M matrix
whose entries repeat the pattern 0, b, −b, . . .; this matrix models one application
of gimp-hue-saturation(). Let C be the DCT of O and C′ be the DCT of
O + F . We want to to bound the average of the entries of |C′ − C|.

Lemma 5. Let αi =def (i + 1
2 ) π

N , and βj =def (j + 1
2 ) π

M for 0 ≤ i < N and
0 ≤ j < M .



730 B. Ragan-Kelley and N. Tran

1.
∑N−1

u=0 cosαiu = 1
2

(
1 + (−1)i cot αi

2

)
≤ 1

2 + 1
αi

;

2.
∑M−1

v=0 cosβjv = 1
2

(
1 + (−1)j cot βj

2

)
≤ 1

2 + 1
βj

.

Proof. We prove case 1 only; the proof for the other case is similar.

X =
N−1∑

u=0

cosαiu

2 sin
αi

2
X =

N−1∑

i=0

2 sin
αi

2
cosαiu

=
N−1∑

u=0

sin(αiu +
αi

2
) − sin(αiu − αi

2
)

= sin(Nαi − αi

2
) + sin

αi

2
(telescoping sum)

= sinNαi cos
αi

2
− sin

αi

2
cosNαi + sin

αi

2
= (−1)i cos

αi

2
+ sin

αi

2
X =

1
2

(
(−1)i cot

αi

2
+ 1

)

≤ 1
2

(
2
αi

+ 1
)

(cotx ≤ 1
x

for 0 < x <
π

2
)

=
1
2

+
1
αi

.

Theorem 2. Let b be the increase (decrease) of lightness (saturation) used in
each invocation of gimp-hue-saturation().

1
NM

N−1∑

u=0

N−1∑

v=0

|C′(u, v) − C(u, v)| ∈ O

(
b lnN ln M√

NM

)
.

Proof. Let δ = 1
NM

∑N−1
u=0

∑N−1
v=0 |C′(u, v) − C(u, v)|.

δ =
2b

NM

∑

i+j=1 mod 3

N−1∑

u=0

M−1∑

v=0

|C′(u, v) − C(u, v)|

≤ 2b

NM

2√
NM

∑

i+j=1 mod 3

(
(
1
2

+
1
αi

)(
1
2

+
1
βj

)
)

≤ 4bNM

NM
√

NM

(
1
12

+
(ln(2N − 1) + ln(2M − 1))

3π
+

4 ln(2N − 1) ln(3N − 1)
π2

)

∈ O

(
b lnN ln M√

NM

)
.

7 Experimental Setup

Randomly generated care labels were embedded into a selection of color images,
and the results were then subjected to repeated distortions simulating fading
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until the embedded information could no longer be extracted. Transparency (in
terms of mean squared error) and robustness (in terms of number of fading
applications required to render the embedded information unrecoverable) were
measured and plotted in a graph against the redundancy of Reed-Solomon en-
coding and the strength factor f .

Nine images of various dimensions (most close to 640x480 pixels) typical of
t-shirt designs were used in the experiments: one landscape photo, two portrait
photos, one drawing, one text, three patterns, and one CAPTCHA (distorted
text). They are shown in Fig. 1.

User-controlled parameters included Reed-Solomon redundancy (ranging from
4 to 20 times the original string size) and watermark strength factor (ranging
from 0.5 to 2 times the standard deviation). Fading were modeled with the
gimp-hue-saturation GIMP tool, increasing lightness and decreasing satura-
tion in steps of 16. A graphical user interface, shown in Fig. 2, was implemented
to facilitate the setting of these parameters.

The experiments were performed on a MacBook running Mac OS 10.4.9, 2
GHz Intel Core 2 Duo (Merom), 1 GB 667 MHz DDR2. Software used include
Python 2.4.4, IPython 0.8.1 (for interactivity) , wxPython 2.8.0.1 (for graphi-
cal user interface), SciPy 0.5.3 (for fft), numpy 1.0.2 (for matrix operations),
Reed-Solomon Python Extension Module, Python Image Library, and Gimp (im-
age processing). Batch processing using Gimp were performed on a 64-bit Dell
workstation running Red Hat Enterprise 4.

DCT was computed using the built-in fft function provided by scipy as fol-
lows: dct(abcd) = the first N elements of dft(0a0b0c0d0a0b0c0d). Similarly,
IDCT is computed using the scipy ift function: idct(abcd) = the first N ele-
ments (after scaling) of ifft(abcd0dcbabcd0dcb).

8 Discussion

The transparency results (in terms of MSE) for all test images are plotted in
Fig. 3. The charts, read from left to right, correspond the test images in the order
given in Fig. 1. The color of a block in each chart indicates the mean squared
error between the original and the watermarked version using a randomly gen-
erated care label and the corresponding error-correcting strength (y-axis) and
watermark strength (x-axis). Black corresponds to the smallest value and white
the largest. The result for the popular test image lena appears in Fig. 5.

These experimental results demonstrate a smooth degradation of image qual-
ity as the error-correcting and watermark strengths increase, except for baboon

Fig. 1. fjord, lena, baboon, drawing, text, captcha, gradient, grid, random
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Fig. 2. Graphical user interface allows setting of user-controlled parameters

Fig. 3. MSE vs error-correcting strength and watermark strength for all test images
(in listed order)

Fig. 4. Number of fading applications until failure vs error-correcting strength and
watermark strength for all test images (in listed order)

Fig. 5. Left: MSE for lena. Right: Number of fading applications until failure for lena

and captcha. They also agree with the theoretical result derived in Sec. 5, which
shows that the mean squared error is much more sensitive to watermark strength
f than error-correcting strength s. It appears from the charts that a five-fold
Reed-Solomon redundancy and watermark strength of one standard deviation
work well for most cases.

Similarly, the robustness results (in terms of number of fading applications
until the embedded information can longer be recovered) are plotted in Fig. 4, in
the same order as explained above. The color of a block in each chart indicates
the number of fading applications required to make the embedded information
unrecoverable; due to time constraint, this number is capped at 32 applications.
The result for the popular test image lena appears in Fig. 5.

These experimental results suggest that the embedding method is quite robust
with respect to fading; except for the drawing and gradient images, we were



Design and Analysis of a Watermarking System for Care Labels 733

able to recover the embedded information for the other images after 32 fading
applications, even when the faded image appears completely white to us.

9 Conclusions and Future Work

We proposed, implemented, and analyzed a watermarking system for embed-
ding textile care labels directly onto fabric designs. Under the assumption that
each pixel value is independently and identically distributed with finite mean
and variance, we derived the expected mean squared error between the original
and watermarked images; similarly we derived a bound on the absolute value of
changes to DCT coefficients of the watermarked image after one fading applica-
tion. Experimental and theoretical results indicated that the proposed system
satisfies both stated goals of preserving image fidelity and robust resistance to
fading. Future work includes extending the theoretical analyses of transparency
and robustness to other probability distributions, modeling the effect of shrink-
ing/wrinkling, and constructing a real-life prototype of our system.
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Abstract. People may make mistakes in writing a Chinese character. In this 
paper, we apply error-tolerant graph matching to find the stroke production errors 
in people’s handwriting of Chinese characters. A set of edit operations to 
transform one graph into another are defined for achieving this purpose. The 
matching procedure is denoted as a search problem of finding the minimum edit 
distance. The A* algorithm is used to perform the searching. Experiments show 
that the proposed method outperforms existing algorithms in identifying stroke 
production errors. The proposed method can help in Chinese handwriting 
education by providing feedback to correct users who have stroke production 
errors in writing a Chinese character. 

Keywords: Chinese handwriting education, stroke production error, graph 
matching, graph edit distance, moment function. 

1   Introduction 

Chinese characters have been part of the Chinese culture for several thousands of years. 
Chinese characters are ideograms instead of letters in an alphabetic system. Each 
Chinese character has its own structure formed by the strokes that should be written in 
the correct position, proportion and order. While people write the Chinese characters 
they may have some handwriting errors [1]. The major stroke production errors can be 
divided into four types (Fig. 1): (1) Missing stroke error; (2) Concatenated stroke error; 
(3) Extra stroke error; (4) Broken stroke error. Although there are other kinds of 
handwriting errors such as stroke order error or badly written strokes etc., in this paper 
we focus on detecting the stroke production errors. 

In order to learn how to write a Chinese character properly, the student should be 
corrected if he/she makes handwriting errors. It is thus very important to know whether 
and where exactly the errors are. The nature of this Chinese character handwriting 
education problem makes it different from Chinese character recognition mentioned in 
[2]. The character recognition is focused on finding the similarity between the input 
character and a set of candidate characters, and then classifying the input into one of the 
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candidate character with the highest similarity. On the other hand, for the Chinese 
handwriting education system, it is necessary to find a detailed matching between the 
input character and a known template character in order to find out the exact difference.  

     
Missing Extra Broken Concatenated 

(a) Template 
character 

(b) Errors in sample character 

Fig. 1. Four types of production errors 

There are three main types of Chinese handwriting education system. The first type 
is focused on teaching students how to write properly [3][4][5]. The second type helps 
students to write Chinese character in a beautiful way [6][8]. The last type involves a 
robotic arm to help students improve the writing skills including writing speed and 
direction of writing track [7]. There are some drawbacks in these existing systems. The 
system proposed in [3] restricts the way to practice handwriting. It only allows students 
to write in a certain way as in a copybook. The system proposed in [4] is read-only and 
user cannot practice handwriting through it. Tang and Leung [5] proposed a web-based 
education system which allows users to practice Chinese handwriting freely and check 
both the stroke production and sequence errors. However, it relies on the specific 
threshold used to distinguish between the problematic and non–problematic strokes. If 
the decision about a problematic/non-problematic stroke is wrong, then the actual 
handwriting error cannot be identified correctly. The system proposed in [6] could only 
show user a single kind of error even if the user has made multiple errors. 

Due to the drawbacks of existing methods, we are motivated to propose a new way 
to help students to learn Chinese handwriting freely and more effectively. We will 
apply graph matching to achieve this goal, as it has been successfully used in many 
areas [9]. In our problem, a handwriting character is modeled as a graph with a node 
representing a stroke. Two graphs may be matched by first finding a mapping between 
corresponding nodes. The error–tolerant graph matching is used to handle the real data 
with possible noise and distortion. The basic solution to find the error–tolerant graph 
isomorphism between two graphs is to search for a pathway in the constructed 
state–space. We should find a sequence of edit operations that transform, with 
minimum cost, one of the given graphs into the other. In its most general form, a graph 
edit operation could either be deletion, insertion, or substitution [10][11]. We introduce 
two more graph edit operations, namely merging and splitting, for finding the graph 
isomorphism. A* algorithm is then used to get the optimal result. This provides 
information for identifying the stroke production errors of the input handwriting. 

The remainder of this paper is organized as follows: In Section 2, the proposed graph 
matching method is described. Experiments and results are discussed in Section 3. 
Conclusions and future work are provided in Section 4. 
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2   Our Proposed Graph Matching Method 

2.1   Representation of Chinese Character 

A Chinese character consists of many strokes. We can use nodes in a graph to denote 
the strokes and edges to denote the relationship between the strokes (Fig. 2).  

 

 

  

 

 
Template character 

 

Sample character 

Fig. 2. Presentation of Chinese character  

A graph g = (V,E,α,β) is composed of nodes and edges. V is the set of nodes and E is 
the set of edges in the graph g, i.e., E = V×V. The size of a graph g is defined as the 
number of nodes of g and it is represented as |V| and the number of edges as |E|. 

VLV →:α is the node labeling function. 
ELE →:β is the edge labeling function. LV 

and LE are the finite set of labels for nodes and edges.  
In our case, the set of nodes V correspond to the strokes of the Chinese character. 

The node labeling function 
VLV →:α  returns the re-sampled dataset containing N 

data points for each stroke (node). In fact, each node stores the x and y coordinates of a 
stroke, i.e., the attributes of the node a is ( )ii yxa ,= , where Ni ,...,2,1= . In this paper, 

we first focus on the node matching thus we do not consider the attributes for the edges. 
The edge labeling function of β is set to zero for the current work. The graph can then 
be simplified from g = (V,E,α,β) to g = (V,α). 

2.2   Definition of Graph Edit Distances 

Given an input character which is denoted by graph ( )111 ,αVg =  and a template character 

as ( )222 ,αVg = , an error–tolerant graph matching from g1 to g2 is a function
21
ˆˆ: VVf → , 

where 
11̂ VV ⊆  and

22̂ VV ⊆ . The node 
11 V̂v ∈  is substituted by the node 

22 V̂v ∈  

if ( ) 21 vvf = . For our application, we apply a transformation, denoted by function f , 

from the input graph 1g to the template graph 2g . This function f  consists of many edit 

operations: 1) substitution implying that the input stroke is correct; 2) merging 
implying that the input strokes are broken strokes; 3) splitting implying that the input 
stroke is a concatenated stroke; 4) deletion implying that the input stroke is an extra 
one; 5) insertion implying that there is a missing stroke. It can be seen that these edit 
operations can identify the stroke production errors in the input handwriting. Each edit 
operation is described in more details as follows.  

Substitution: The cost for substitution is the one-to-one stroke matching cost which is 
defined between a stroke in the sample character and a stroke in the template character. 
We use S to denote the set of sample strokes and T to denote the set of template strokes. 
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Assume that the data points of the sample stroke SK are denoted by ( )S
i

S
iK yxS ,=  

where Ni ,...,2,1= ,
SnK ,...,2,1= , and nS is the number of the strokes in sample character. 

And the data points of the template stroke TK are denoted by ( )T
i

T
iK yxT ,= , 

where Ni ,...,2,1= ,
TnK ,...,2,1= , and nT is the number of the strokes in the template 

character. For the stroke matching cost, we consider the combined cost of the Euclidean 
distance ( ),( KKDist TSC ) and the direction difference ( ),( KKDir TSC ) between these data points 

[5] as shown in equation (1). The Euclidean distance CDist is the average Euclidean 
distance between data points on a sample-template stroke pair, whereas the direction 
difference CDir is the average sine values of the angle difference between stroke 
segments on a sample-template stroke pair.  

),(),(),()( 21 KKDirDirKKDistDistKKCombinedsub TSCwTSCwTSCvvCC +==→=  (1) 

where 1v and 2v are the nodes corresponding to the strokes SK and TK; wDist and wDir are 

determined based on the statistical analysis of the cost distributions for the matched 
strokes and non-matched strokes from the ground truth information about the stroke 
matching. It should be noted that the successful detection of the handwriting errors is 
not too sensitive to small changes of the weights wDist and wDir. On the other hand, for 
the method in [5], the correct classification of the problematic vs. non-problematic 
stroke using the threshold is a decisive factor for the accurate detection of handwriting 
errors. 

The lower the substitution cost between the two nodes 1v  and 2v , the more similar 

the two strokes SK and TK are. For example, as shown in Fig.2, the graph matching 
is cbaf →→→ 3,2,1: . 

Merging: The cost for merging is obtained from the two-to-one stroke matching cost. 
This means that the data points of the stroke SK in the sample character is formed by 

( ) ( ){ }S
i

S
i

S
i

S
iKKK yxyxSSS ′′′′′′′=′′+′= ,,, where SSS ∈′′′, , Ni ,...,2,1= ,

SnK ,...,2,1= , and 

nS is the number of the strokes in the sample character. The data points of the template 
stroke TK are denoted by ( )T

i
T
iK yxT ,= , where Ni ,...,2,1= , TnK ,...,2,1= , and nT is the 

number of the strokes in the template character. The cost for this merging edit operation 
is defined in equation (2): 

( )KKcombinedjimer TSCvvvCC ,),( 211 =→=  (2) 

where 
111 , Vvv ji ∈ . After merging the two nodes ji vv 11 ,  into a new node, we should get 

the matching cost between this new node and the template node 2v . If the two strokes 

KS ′  and 
KS ′′  are real broken strokes, then the matching cost will be low.  

Splitting: The cost for splitting is obtained from the one-to-two stroke matching cost. 
That means that the data points of the sample stroke SK is formed by ( )S

i
S
iK yxS ,= , 

where Ni ,...,2,1= ,
SnK ,...,2,1= , and nS is the number of the strokes in the sample 
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character. The data points of the template stroke KT are formed by 

( ) ( ){ }T
i

T
i

T
i

T
iKKK yxyxTTT ′′′′′′=′′+′= ,,, , where TTT ∈′′′, , and Ni ,...,2,1= ,

TnK ,...,2,1= , 

and nT is the number of the strokes in the template character. This splitting operation 
focusing on the template stroke is similar to the merging operation that is focused on 
the sample stroke. The cost of this splitting edit operation is defined in equation (3): 

( )KKcombinedjispl TSCvvvCC ,),( 221 =→=  (3) 

where 
222, Vvv ji ∈ . A low cost means the stroke in the sample character SK should be split 

into two strokes. It implies that this stroke in SK is a concatenated stroke.  

Deletion: After applying the substitution and merging operations, it can identify the 
well matched stroke pairs. The deletion operation should be applied to the remaining 
strokes in the sample character that are not matched to any template strokes. These 
remaining nodes in the sample graph 1g  undergoing the deletion operations imply that 

those strokes are extra ones.  

Insertion: This operation is similar to the deletion operation. We should check the 
remaining nodes in the template graph 2g . Those remaining nodes undergoing the 

insertion operation imply that there are missing strokes.  

Finally, we can finish the graph matching. Fig.3 gives an example.  

 
 

Sample 

 

 

 

 

 
 

 
 

Template 
  

 

 

 

 
1,3 are correct 

strokes 
 

2a,2b are broken 
strokes 

 
4 is extra stroke 

  
Character 

  
Graph 

 
   Edit operation 

 
Result 

Fig. 3. Graph matching with edit operations 

Ultimately let 1g and 2g be two graphs and f be an inexact matching, we could get 

the graph edit distance in equation (4): 

∑ ∑∑∑∑ ++++= insdelsplmersub CCCCCggfCost ),,( 21
 (4) 

where
subC , 

merC ,
splC ,

delC ,
insC are the costs of substitution, merging, splitting, 

deletion and insertion respectively.  

Substitution: 
1-a, 3-b 

Merging: 
2a,2b-c

Deletion: 
4 
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2.3   Definitions of Matching Via State Space Search 

The A* algorithm is commonly used to search the state space tree to find the optimal 
graph matching. The whole actual matching cost is shown in equation (5): 

( ) ( ) ( )nhnhnh *
21 +=  (5) 

where ( )nh1
 is the actual cost from the initial node to the current node n, and ( )nh *

2
 is the 

actual cost from the node n to the goal node. The most important issue in the A* 
algorithm is to identify a suitable evaluation function defined in equation (6): 

( ) ( ) ( )nhnhnh 21 +=  (6) 

where ( )nh2
 is an estimation for the cost from the node n to the goal node. If 

( ) ( )nhnh *
22 ≤  holds for any node n, then ( )nh2

 is called a consistent lower bounded 

estimate of ( )nh *
2

. 

Let ( )111 ,αVg = and ( )222 ,αVg =  be two graphs. A state in the state space tree denote a 

mapping between ( )111 ,α′′=′ Vg and ( )222 ,α′′=′ Vg , where 22112211 ,,, VVVVgggg ⊆′⊆′⊆′⊆′ . An 

error–tolerant graph matching from 1g′ to 2g′  is a function
21: VVf ′→′ . The initial state 

is null without any mapping. 

Definition of h1(n): in addition to the graph edit operation costs, we consider the 
holistic matching by using the Hu moments which have been widely used in 
two–dimensional pattern recognition applications [12][13]. The regular moments are 
defined in equation (7):  

( )∑∑=
y

qp

x
pq yxyxm ,ϕ  

(7) 

where pqm is the ( )qp+ th order moment. The value of ),( yxϕ is equal to one when 

),( yx  is a point on the stroke, otherwise it is equal to zero. The corresponding central 

moment is defined as ( )∑∑ ⎟
⎠
⎞

⎜
⎝
⎛ −⎟

⎠
⎞

⎜
⎝
⎛ −=

−−

y

qp

x
pq yxyyxx ,ϕμ  where the coordinates 

0,0

1,0

0,0

0,1 ,
m

m
y

m

m
x ==

−−

 denote the centroids of ),( yxϕ . 

Hu [14] introduced seven moment functions that are invariant to scaling, rotation 
and translation. To simply the computation, we only choose four of these moment 
invariants shown as follows: 

02201 μμφ +=  

( ) 2
11

2
02202 4μμμφ +−=  

( ) ( )2
0321

2
12303 33 μμμμφ −+−=  

( ) ( )2
0321

2
12304 μμμμφ +++=  

 

(8) 
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The vector ( )4321 ,,, φφφφ is used to capture the holistic information of the character. The 

matching cost between two sets of the Hu moment invariants is given in equation (9):  

( ) ( ) ( ) ( )2
44

2
4

2
33

2
3

2
22

2
2

2
11

2
1 TSTSTSTSTSD ′′′′′′′′′′ −+−+−+−= φφβφφβφφβφφβ  (9) 

where TS ′′,  denote the sample and template character;
iβ is the regulatory factor used 

to normalize the different ranges of the Hu moment invariants.  
Finally, we get the cost for ( )nh1

 by combining the equations (4) and (9): 

( ) ( ) ∑
=

′′ −−
+′′=

n

i
TS ii

DggfCostnh
1

211 11
,,  (10) 

where )()(: 21 nVnVf ′→′  with 
11 )( VnV ⊆′ and 22 )( VnV ⊆′ specifying the nodes that 

have been matched; 
11 , −− ′′ ii TS are used to denote the characters formed by the strokes 

whose mappings have not yet been found; n is the number of the edit operations.  

Definition of h2(n): 

( )
nTS n

Dnh ``2 =  (11) 

where )(),( 2211 nVVTnVVS nn ′−=′′−=′ . ( )nh2
denotes the similarity between the 

subgraphs formed by the remaining strokes whose mappings have not yet been found. 
From equation (10), it can be deduced that the actual cost ( )nh *

2
 from the node n to the 

goal node is given by the sum of the cost of edit operations of remaining matched 

strokes and the expression ∑
=

′′

goal

ni
TS ii

D . Obviously, ( )nh2
 given in equation (11) is only 

part of the cost of ( )nh *
2

 thus the condition ( ) ( )nhnh *
22 ≤  is satisfied. An example of the 

matching cost of the characters in Fig.2 is shown in Fig.4. 

Edit distance Hu moment cost Hu moment cost for the 
unmatched parts 

n 

Template Sample Template Sample Template Sample 
 
1 

      

( ) )123,()1,(1 abcDaCnh sub +=  ( ) )23,(2 bcDnh =   

 
2 

      

( ) )23,()123,()2,()1,(1 bcDabcDcCaCnh subsub +++=  ( ) )3,(2 bDnh =  

 
3 

      
( ) )3,()23,()123,()3,()2,()1,(1 bDbcDabcDbCcCaCnh subsubsub +++++=

 

( ) 02 =nh   

Fig. 4. Matching costs 
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3   Experiments and Results 

In our experiment, we use 34 Chinese characters shown in Fig.5(a). These characters 
are written by different people and we get 917 various Chinese handwriting characters. 
Different people may write the same character in a different way. Sometimes there are 
some errors in the user’s handwriting and we manually inspect those error types to 
obtain the ground truth information (Fig.5(b)). Then we apply our proposed algorithm 
for identifying those error cases. Afterwards we compare those errors identified by our 
algorithm with the ground truth errors to determine whether our result is correct. The 
accuracy of our proposed method can then be obtained. 

 

 

 

Types of Production Error Count 
Error free (correct handwriting) 486 

Extra stroke error only 9 
Missing stroke error only 28 
Broken stroke error only 189 

Concatenated stroke error only 163 
More than two errors 42 

(a) Characters used in the dataset (b) Types and count of handwriting errors 

Fig. 5. The dataset  

We have compared our proposed method with three existing methods: Tsay and Tsai 
1993 [16], Tonouchi and Kawamura 1997 [17] and Tang and Leung 2006 [5]. The first 
two methods [16] and [17] have applied the string matching method to find the stroke 
correspondence. Although it works well sometimes, it always fails when the writing 
sequence of the sample and template strokes are not the same. Tang and Leung [5] 
proposed a system that allows users to practice handwriting freely, and it checks both 
the stroke sequence error and stroke production errors in the input handwriting 
simultaneously. There are two major steps in their approach. The first step is the 
identification of the problematic strokes with a matching cost larger than the threshold 
cost. In the second step, based on those problematic strokes, they try to get new 
character instances to identify the potential production error. The first step relies on the 
threshold and may not always work well. If the result from the first step is wrong then 
the final result would hardly be right.  

The overall performance of our method compared with the other three existing 
methods is shown in Fig.6(a). It can be seen that our method yields a much lower error 
rate in identifying the stroke production errors. The computational time is illustrated in 
Fig.6(b). It can be seen that the time required for detecting stroke production errors for 
a character with 11 strokes is about 1.2 second showing that the feedback can be 
provided in a reasonable response time. Fig. 7 shows the performance comparison for 
specific error cases. Our proposed method works particularly well on finding the 
broken and concatenated stroke errors and even more complex errors containing more  
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Fig. 6. (a) Overall performance comparison  (b) Computational time 
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Fig. 7. Performance comparison for specific error cases  

template sample template sample template sample 

      

Fig. 8. Handwriting samples that can only be identified by our proposed method 

than two stroke production errors. Fig. 8 shows some handwriting samples whose 
stroke production errors cannot be identified by the existing methods but our proposed 
method can handle these cases. 

4   Conclusions and Future Work 

In this paper we have applied the graph matching algorithm in finding the stroke 
correspondence between the input and template Chinese handwriting characters. The 
A* algorithm is used to search the state space tree to find the optimal graph matching. 
We have defined merging and splitting in addition to substitution, insertion and 
deletion as the edit operations for identifying stroke production errors. From the 
experiment, the performance of our proposed method is shown to be better than 
existing methods. As future work, we will add the edge labeling function to the graph 
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which may bring much more structural information to help us to evaluate the elegance 
of the student’s handwritings. 

 
Acknowledgments. The work described in this paper was fully supported by a grant 
from City University of Hong Kong (Project No. 7001711). 

References 

1. Law, N., Ki, W.W., Chung, A.L.S., Ko, P.Y., Lam, H.C.: Children’s stroke sequence errors 
in writing Chinese characters. Reading and Writing: An Interdisciplinary Journal, 267–292 
(1998) 

2. Tappert, C.C., Suen, C.Y., Wakahara, T.: The States of Art in One–Line Handwriting 
Recognition. IEEE Trans. Pattern Analysis and Machine Intelligence 12, 787–808 (1990) 

3. Jianguo, L., Xiaozhen, Z.: The design and implementation of multimedia intelligent tutoring 
system for Chinese characters. In: IEEE Proc. of the 1st Intl. Conf. on Multi-Media 
Engineering Education, pp. 459–463 (1994) 

4. Tzeng, C.-H., Hsu, L., Chen, C.-P., Uema, C.: A multimedia project in teaching Chinese and 
Japanese at Ball State University. In: IEEE Intl. Conf. on Multi Media Engineering 
Education, pp. 445–452 (1996) 

5. Tang, K.–T., Leung, H.: A Web-based Chinese Handwriting Education System with 
Automatic Feedback and Analysis. In: ICWL. Intl. Conf. on Web-based Learning (2006) 

6. Tan, C.K.: An algorithm for online strokes verification of Chinese characters using discrete 
features. In: 8th Intl. Workshop on Frontiers in Handwriting Recognition, pp. 339–344 (2002) 

7. Teo, C.L., Burdet, E., Lim, H.P.: A robotic teacher of Chinese handwriting. HAPTICS, 
335–341 (2002) 

8. Coit, C.: Peer review in an online college writing course. In: IEEE Intl. Conf. on Advanced 
Learning Technologies, pp. 902–903 (2004) 

9. Llados, J., Marti, E., Villanueva, J.J.: Symbol Recognition by Error–Tolerant Subgraph 
Matching between Region Adjacency Graphs. IEEE Trans. Pattern Analysis and Machine 
Intelligence 23, 1137–1143 (2001) 

10. Bunke, H.: Error Correcting Graph Matching: On the Influence of the Underlying Cost 
Function. IEEE Trans. Pattern Analysis and Machine Intelligence 21, 917–922 (1999) 

11. Messmer, B.T., Bunke, H.: A New Algorithm for Error–Tolerant Subgraph Isomorphism 
Detection. IEEE Trans. Pattern Analysis and Machine Intelligence 20, 493–504 (1998) 

12. Liao, S.X., Lu, Q.: A Study of Moment Function and Its Use in Chinese Character 
Recognition. In: ICDAR. Fourth International Conference Document Analysis and 
Recognition, pp. 572–575 (1997) 

13. Tzouveli, P.K., Ntalianis, K.S., Kollias, S.D.: Human Video Object Watermarking Based on 
HU Moments. Signal Processing Systems Design and Implementation, 104–109 (2005) 

14. Hu, M.K.: Visual Pattern Recognition by moment invariants. IEEE Trans. Inform. Theory 8, 
179–187 (1962) 

15. Ambauen, R., Fischer, S., Bunke, H.: Graph Edit Distance with Node Splitting and Merging, 
and Its Application to Diatom Identification. In: IAPR Workshop (GbRPR), pp. 95–106 (2003) 

16. Tsay, Y.T., Tsai, W.H.: Attributed String Matching by Split-and-Merge for On-line Chinese 
Character Recognition. IEEE Trans. PAMI 5, 180–185 (1993) 

17. Tonouchi, Y., Kawamura, A.: An On-Line Japanese Character Recognition Method Using 
Length-Based Stroke Correspondence Algorithm. In: Proceedings of the Fourth Intl. Conf. 
on Analysis and Recognition, vol. 2, pp. 633–636 (1997) 



H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 744–754, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Multi-modal Multi-label Semantic Indexing of Images 
Based on Hybrid Ensemble Learning 

Wei Li1, Maosong Sun1, and Christopher Habel2 

1 State Key Lab of Intelligent Technology and Systems 
Department of Computer Science and Technology, Tsinghua University 

Beijing 100084, P.R. China 
wei.lee04@gmail.com, sms@mail.tsinghua.edu.cn 

2 Fachbereich Informatik, Universität Hamburg 
Hamburg, 22527, Germany 

habel@informatik.uni-hamburg.de 

Abstract. Automatic image annotation (AIA) refers to the association of words 
to whole images which is considered as a promising and effective approach to 
bridge the semantic gap between low-level visual features and high-level se-
mantic concepts. In this paper, we formulate the task of image annotation as a 
multi-label multi class semantic image classification problem and propose a 
simple yet effective method: hybrid ensemble learning framework in which 
multi-label classifier based on uni-modal features and ensemble classifier based 
on bi-modal features are integrated into a joint classification model to perform 
multi-modal multi-label semantic image annotation. We conducted experiments 
on two commonly-used keyframe and image collections: MediaMill and Scene 
dataset including about 40,000 examples. The empirical studies demonstrated 
that the proposed hybrid ensemble learning method can enhance a given weak 
multi-label classifier to some extent, showing the effectiveness of our proposed 
method when limited number of multi-labeled training data is available. 

1    Introduction 

Automatic image annotation (AIA) refers to the association of semantic concepts to 
whole images which has become a hot research topic and increasingly required by 
many modern applications. For example, in the domain of semantic scene classifica-
tion and medical image interpretation, multi-modal indexing through AIA enables 
each image or video clips to be associated with one or more descriptive concepts 
which allows for semantic browsing and retrieval of visual information via different 
keywords at different semantic levels when an ontology or concept hierarchy is avail-
able. Through the sustained efforts of experts and researchers, many approaches based 
on computer vision and machine learning theory have been proposed to attack this 
problem, which, in general, can be categorized into three major classes: generative 
models [1-4, 6-8, 13-18, 31]; discriminative approaches [5, 9-12,21, 27, 29-30] and 
search and mining-based annotation [25]. Some of these approaches have achieved 
the state-of-the-art performance and proved that automatic image annotation is an 
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effective solution to bridge the notorious semantic gap between low-level perceptual 
features and high-level semantic concepts. However, the key characteristic of auto-
matic image annotation is that each image is usually assigned to multiple different 
semantic labels simultaneously instead of single label, because each image may con-
tain multiple objects with different semantics. So multi-label classification model is 
more suitable than traditional single-label classifiers in that correlations between 
semantic labels can be incorporated rather than treating them as independent labels. In 
this case, label ambiguity or incompatibility can be avoided. For example, “sky” and 
“ocean” are more likely to co-occur than “sky” and “computer”. Furthermore, multi-
labeled training data is hard to obtain or create in large quantities which require large 
amount of human labeling effort, limited number of labeled training images can 
hardly represent the distribution of visual features for a concept of interest. Conse-
quently, how to build accurate classification model using the limited multi-labeled 
image data to improve the annotation accuracy is becoming an important research 
issue. 

The main contribution of this paper is three-fold: First, we formulate the task of 
image annotation as a multi-label, multi class semantic image classification problem 
under a joint classification framework called hybrid ensemble learning. Second, we 
review the multi-label learning approaches, and evaluate some of them on the image 
annotation task. Third, to enhance the annotation accuracy, single-label ensemble 
classifier based on bi-modal features is again fused to refine the classification results 
given by the multi-label classifier using the uni-modal features. To model the possible 
dependency between labels, correlations among labels obtained by using latent se-
mantic indexing are incorporated into the bi-modal feature space. To the best of our 
knowledge, hybrid ensemble learning methods which integrate multi-label classifier 
based on uni-modal features and ensemble classifier based on bi-modal features into a 
joint classification model has not been carefully investigated in the domain of auto-
matic image annotation.  

This paper is organized as follows: Section 2 discusses related work. Section 3 first 
reviews the literature of multi-label learning and classification, and then describes the 
hybrid ensemble learning framework. Section 4 shows our experimental results and 
some theoretical analysis. Conclusions and future work are discussed in Section 5. 

2    Related Work 

Recently, many models using machine learning techniques have been proposed for 
automatic image annotation and retrieval. In general, these methods can be catego-
rized into three classes: generative models, discriminative approaches as well as 
search and mining-based techniques.  

Generative models: 

VvLlsPsvPslPvlP
s

∈⊆=∑ ,)()()(),(  (1) 

where v dentoes the image data, l the subset of semantic concepts, s is the latent vari-
able, L and V are concept lexicon and visual feature space respectively. By computing 
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the joint distribution of visual features and associated concepts, the hidden correlation 
between this two modalities can be found and then is applied to annotate new images. 
Representative works are [1-4][6-8][13-18][31], especially R. Zhang et al[18] has 
achieved the state-of-the-art performance,  G. Carneiro et al[31] proposed to use M-
ary labeling and ignore the hidden variable which can reduce the model complexity. 

Discriminative approaches: 

VvLwvwP ∈∈ ,)(  
(2) 

where w is a concept from L. Instead of joint modeling of semantic concepts and 
visual features, discriminative approaches treat each concept as a single class label 
and directly model the posterior probability of w given v. Some attractive works are 
[5][9-12][21][27]. Among them, K.Goh et al[10] and Cees G.M. Snoek[27] can pro-
vide better results. M. Bouttell et al[21] proposed the cross-training method to con-
duct multi-label scene classification and introduced some specific evaluation metrics. 

In short, generative models can handle a large number of classes and class imbal-
ance problem in some degree, but the model complexity is a major hurdle. While 
discriminative approaches are computationally efficient, however, they are unable to 
scale well to a large number of classes since it requires one model to be built for each 
class.  

Search and Mining-based annotation: 
Apart from annotation by learning, Wang et al. [25] proposed annotation by search 
and mining techniques which can not only makes use of web-scale images but also 
allows for unlimited vocabulary. 

More recently, learning with unlabeled images has become an active research area 
due to fact that large amount of labeled training images is hard to obtain or create in 
large quantities while limited number of training images can hardly represent the 
visual distribution of target concepts and more information is contained in the large 
pool of unlabeled ones. Feng et al [30] and Song et al [29] introduced the use of co-
training and combination of active learning together with semi-supervised ensembling 
to perform semantic annotation of images and video clips. 

3    The Framework of Image Annotation Model 

3.1   Formulation of Automatic Image Annotation 

Given a training set of annotated images, where each image is associated with a num-
ber of semantic labels. We make an assumption that each image can be considered as 
a multi-modal document containing both the visual component and semantic compo-
nent. Visual component provides the image representation in visual feature space 
using low-level perceptual features including color and texture, etc. While, semantic 
component captures the image semantics in semantic feature space based on textual 
annotations derived from a generic vocabulary, such as “sky”, “ocean”, etc. Auto-
matic image annotation is the task of discovering the association model between vis-
ual and semantic component from such a labeled image database and then applying 
the association model to generate annotations for unlabeled images. More formally, 
let ID denote the training set of annotated images: 
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 { }NIIIID ,,, 21 K=  

 each image 
jI in ID can be represented by the combination of visual features 

and semantic labels in a multi-modal feature space, i.e., { }jjj VLI ;=  

 semantic component 
jL is a bag of words described by a binary vector 

{ }mjjjj lllL ,2,1, ,,, L= , where m is the size of generic vocabulary, 
ijl ,
is a bi-

nary variable indicating whether or not the i-th label
il appears in

jI  

 visual component 
jV may be more complex due to a large variety of methods 

for visual representation, in general, it can also have the vector form 
{ }njjjj vvvV ,2,1, ,,, K= ,  for patch-based image representation, i.e., image

jI is 

composed of a number of image segments or fixed-size blocks, each of them 
is described by a feature vector

ijv ,
, and n is the number of image compo-

nents; for global image representation, 
ijv ,
only denotes a feature component 

and n is the dimension of selected feature space 

For a given unseen image represented by 
uv , the goal of automatic image anno-

tation is to estimate: 

VvLlvlpl uu ∈⊆=∗ ,),(maxarg  (3) 

3.2   Underlying Theory of Multi-label Learning and Classification 

In traditional classification problems, to reduce the model complexity, class labels are 
assumed to be mutually exclusive or independent from each other and each instance 
to be classified belongs to only one class. However, in the context of image annota-
tion, it is natural that one image belongs to multiple classes simultaneously due to the 
richness of image content, causing the actual classes to overlap in the feature space. 
Furthermore, in most cases, it is quite hard and insufficient to describe the image 
content using only a keyword because image semantics is represented by both basic 
semantic entities in that image and the relationships between them. Consequently, 
multi-label learning is a more suitable and intuitive solution for automatic image 
annotation. 

Multi-label learning refers to the problem where each example is associated with 
multiple different class labels simultaneously. It is now ubiquitous in real-world ap-
plications, e.g., text categorization [19][22][23], protein function prediction[26]. And 
in scene classification [21], if we treat every concept as a class label, each scene im-
age may belong to several semantic classes, such as “sky” and “clouds”. In all these 
cases, instances for training are each associated with a set of labels, and the task is to 
predict a candidate label set for the unseen instance. 

An intuitive approach to solving multi-label problem is to decompose it into multi-
ple independent binary classification problems (one per class). However, this kind of 
method suffers from many disadvantages. One is that it does not scale well to a large 
number of classes since a binary classifier has to be built for each class. Second, it 
does not consider the correlations between the different labels. Third, it may encoun-
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ter imbalanced data problem when the minority classes are given only a few labeled 
training examples. Another group of approaches toward multi-label learning is label 
ranking which stems from preference learning. Instead of learning binary classifiers 
for each class, these approaches learn a ranking function from the labeled examples 
that order class labels for a given test example according to their relevance to the 
example. Compared to the binary classification approaches, the label ranking ap-
proaches are advantageous in dealing with large numbers of classes because only a 
single ranking function is learned.  

3.3   Hybrid Ensemble Learning for Multi-modal Image Annotation 

In this paper, we propose a two-stage joint classification framework called hybrid 
ensemble learning. The main idea is to train two classifiers, multi-class multi-label 
classifier at first stage and binary-class single-label ensemble classifier at second-
stage using uni-modal and bi-modal features respectively. For a new, unseen image, 
the multi-label classifier is first used to predict the possible labels, and then the en-
semble classifier is responsible for determining whether or not each predicted label is 
appropriate to describe the image semantics. To be more formal, let Χ be the image 
data, Υ the finite set of predefined semantic labels and the size of Υ is denoted by k. 
For multi-labeled classifier training, each training pair has the uni-modal form of  

),( yx , where Υ⊆Χ∈ yx ,  While, for ensemble classifier, the training data is derived 

using a natural reduction of multi-labeled data to binary data. To be more specific, 
each example is mapped to a k binary-labeled bi-modal meta-examples of the form 

])[),，,(( lyrlx   for all Υ∈l  , where  1][ =ly   if  yl ∈   and -1 otherwise, r denotes the 

correlation between the label l and all the other labels. In this paper, the correlation 
among different labels is obtained by using latent semantic indexing. That is, the 
observation of each derived meta-example is )，,( rlx  , and the associated binary label 

is { }1,1][ −∈ly . For the classification of a new image, the multi-label classifier is ini-

tially applied and a label list containing candidate labels is output. Each candidate 
label is then appended to the feature vector of the new image to form the above-
mentioned bi-modal meta-example; this meta-example is finally classified by the 
ensemble classifier to examine if each predicted label is relevant to the new, unseen 
image. In other words, the main task of the ensemble classifier is to conduct meta-
example identification, to identify the positive and negative ones, then the appended 
label in the positive meta-example is considered as the correct label for the corre-
sponding image and is kept in the predicted label list while the appended label in the 
negative one is removed from the predicted label list. Since in most multi-labeled 
image collections, the number of semantic labels for each image is rather small com-
pared to the total number of predefined semantic labels, the produced bi-modal train-
ing data is extremely imbalanced in the sense that the number of negative meta-
examples is much larger than that of positive meta-examples. To avoid the perform-
ance degradation of ensemble classifier due to the class imbalance problem, we pro-
pose to use the asymmetric bagging [24] to generate a classifier ensemble. The key 
idea behind asymmetric bagging is that keeping positive meta-examples the same for 
each base classifier and bootstrapping is only performed on the negative meta-
examples to sample the same number as the positive meta-examples to construct a 
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balanced training set. To build a desired ensemble classification model, maximizing 
the diversity of each base classifier while maintaining the consistency with the train-
ing data is known to be an important goal, so in our method, each sampled negative 
subset is different from each other to ensure the diversity of training data. Moreover, 
logistic regression is used as the base classifier which requires less training time and 
low storage for built models compared to support vector machines [20]. In addition, 
logistic regression classifier has achieved the state-of-the-art performance in image 
classification tasks [28]. To further guarantee the performance of ensemble classifier, 
we use boosting method, AdaBoost, to enhance each base classifier. The following 
figure 1 and figure 2 show the joint classification framework and the asymmetric 
bagging algorithm. 

uni-modal 
training data 

bi-modal 
training data 

Multi-label 
classifier 

asymmetric 
bagging

useen images 

boosted binary-
ensemble classifier 

bi-modal 
representation 

predicted 
labels 

training phase 

prediction phase 

AdaBoost 

 

Fig. 1. Framework of Hybrid Ensemble Learning for Multi-Modal Image Annotation 

Asymmetric Bagging Algorithm: 
Input: positive meta-examples S , negative meta-examples S , base classifier I ,
number of base classifiers N , sampling factor and the test meta-example t .
Output: final label l  and classifier ensemble C
1. for i = 1 to N
2.

iS bootstrap samples from S using the criterion that SSi
.

3. ),( ii SSII

4. )),,((_ ii SSxIvotingmajorityl ,
iIC

 

Fig. 2. Algorithm of Asymmetric Bagging for Binary Classifier Training 

4    Experimental Results 

Data Set 
Our experiments are carried out using two commonly-used keyframe and image data-
sets, MediaMill [27] and Scene [21] collection including about 42177 keyframes, 
2407 images respectively. Table 1 shows the general information about the two data 
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collection. For the multi-label classifier, we use multi-label boosting [19] and multi-
label C45[22] which have been successfully applied to text categorization tasks. 

Mediamill: A number of color invariant texture features per pixel is firstly extracted. 
Based on these features, a set of predefined regions in a key frame image is labeled 
with similarity scores for a total of 15 low-level visual concepts. We vary the size of 
pre-defined regions to obtain a total of 8 concept occurrence histograms that charac-
terize both global and local color-texture information. Finally, the histograms are 
concatenated to yield a 120-dimensional visual feature vector per keyframe image. 

Scene: each image is divided into 49 blocks with the grid size of 7*7, then mean and 
variance of each block is computed in LUV color space, plus some computational 
inexpensive texture features, the resulting visual representation is 49 * 2 * 3 = 294 
feature vector. 

We here use the concepts of label cardinality and label density to describe the in-
formation of labels for each image. Let D be a multi-labeled image dataset including 
D image pairs ),( ii yx and L the finite set of predefined semantic labels. 

 ∑
=

D

i
iy

D 1

1                                   ∑
=

D

i

i

L

y

D 1

1  

where label cardinality measures the average number of labels for each image and 
label density is the normalized representation of label cardinality. 

Table 1. General Information of Two Datasets 

Examples Data Set 
Training Test 

Feature 
Dimension 

Labels Label 
density 

Label cardi-
nality

MediaMill 29804 12373 120 101 0.0449 4.5369 
Scene 1211 1196 294 6 0.1770 1.0619  

 
Performance Metric 

Multi-label Evaluation: 
In contrast to traditional single-label classification, multi-label classification requires 
different evaluation metrics, here, we use the same metrics introduced in the litera-
ture. Let a multi-labeled image dataset denoted by D  , which consists of D  image 

pairs  ),( ii yx   , L the lexicon of predefined semantic labels, 
iy  and 

iz  are the ground-

truth and predicted label sequence respectively. In the following discussion, MLB and 
MLC45 refer to the multi-label boosting and multi-label C45 classifier. HMLB and 
HMLC45 with the suffix “H” refers to the boosted hybrid version of our method. 

∑
= ∪

∩D

i ii

ii
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(5) 

(4) label_cardinality: label_density : 

Accuracy: Precision: Recall: 
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Table 2. Multi-label Evaluation of Two Datasets 

DataSet Mediamill Scene 
Methods MLB HMLB MLC45 HMLC45 MLB HMLB MLC45 HMLC45 
Accuracy 0.3897 0.3902 0.3020 0.3092 0.5074 0.5103 0.5152 0.5171 
Precision 0.4621 0.4695 0.3893 0.3917 0.5114 0.5156 0.5371 0.5401 

Recall 0.7262 0.7379 0.6117 0.6316 0.9511 0.9543 0.6442 0.6463  
 
Retrieval Evaluation: 
We also use the precision to evaluate the performance of the proposed method, for a 
single query concept w, precision is defined as follows. Let 

jI  denotes the retrieved j-

th image, 
jt   and 

ja  represent the ground-truth labels and predicted labels associated 

with the j-th image. 

 
precision(w) =  

 

  

Fig. 3. Classification Accuracy vs Sampling 
Factor 

Fig. 4. Classification Accuracy vs  Number of 
Logistic Regression 

 
Figure 3 shows the classification accuracy of the ensemble classifier using differ-

ent sampling factors in asymmetric bagging. We can see that using different sampling 
factor may lead to different classification accuracy. With the increasing of the sam-
pling factor, classification accuracy of positive meta-examples may decreases while 
the classification accuracy of negative ones may increase, so we can find the best 
trade-off point to maximize the identification performance. In other words, maximiz-
ing the ability of discerning positive and negative meta-examples which ensures cor-
rectly predicted labels are kept in the candidate label list while the incorrectly pre-
dicted ones are removed. 

Figure 4 illustrates the classification accuracy vs. number of logistic regression 
classifiers which verifies the fact that number of logistic regression has little effect on 
the classification accuracy of the ensemble classifier. 

 
 

{ }
{ }jj

jjj

awI

awtwI

∈
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Table 3. Comparison of Precision using Different Methods 

 

 
Table 3 shows the precision results using different methods on Mediamill and 

Scene collection, which illustrates that our method can effectively remove the incor-
rectly predicted labels while keeping the correctly predicted ones. However, the per-
formance of this method is dependent on the accuracy of the first-stage multi-label 
classifier; that is to say, we can not boost the zero-precision label outputted by the 
multi-label classifier. In addition, the precision value of concepts with sufficient train-
ing data is satisfactory in most cases, for example, “people”, “face”, etc. but, for the 
concept “entertainment” , its precision value is low, possible reasons are the large 
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variation of visual feature distribution of this concept. So it is hard to learn the visual 
patterns for some concept of interest. 

5   Conclusion and Future work 

In this paper, we propose a general framework for automatic image annotation and 
retrieval based on hybrid ensemble learning in which multi-label classifier based on 
uni-modal features and single-label ensemble classifier based on bi-modal features are 
integrated into a unified joint classification framework. Empirical results indicate that 
the advantage of our proposed method is that it can enhance the accuracy of a given 
mutli-label classifiers in some cases when limited number of multi-labeled training 
data is available. While the disadvantage is that its accuracy is dependent on the per-
formance of the multi-label classifier, for example, our method has no effect on the 
zero-precision label in the test set. In addition, we can also draw other conclusions: 
First, in some cases, applying a sampling ratio factor to asymmetric bagging can lead 
to improved performance when majority-minority ratio is large. Second, the number 
of logistic regression classifiers does not affect the model performance.  
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Abstract. Image hash function based on the image content has appli-
cations in watermarking, authentication and image retrieval. This paper
presents an algorithm for generating an image hash that is robust against
content-preserving modifications and at the same time, is capable of de-
tecting malicious tampering. Robust features are first extracted from
the discrete wavelet transform followed by the Radon transform. Proba-
bilistic quantization is then used to map the feature values to a binary
sequence. Results show that the proposed method can resist perceptu-
ally insignificant modifications such as compression, filtering, scaling and
rotation. It is also able to successfully detect content changing attacks
such as insertion of foreign objects.

Keywords: Image Hashing, Wavelet Transform, Radon Transform.

1 Introduction

Representing images with short binary sequences has widespread applications in
watermarking, authentication and image indexing. Image hash algorithms based
on image content have gained research interests in the past few years. Repeated
use of the same watermark or signature gives the attackers the opportunities to
guess and forge by observing for a long period of time. Recent techniques have
been based on extracting features from the original image and use them to form
a watermark or signature.

The most important step in both digital watermarking and signature gen-
erating schemes is to extract a set of features that resist content-preserving
modifications. Because the original file might be subjected to lossy compression,
noise, geometric distortion and filtering, it is essential for the content based wa-
termarks and signatures to stay relatively constant. At the same time, malicious
modifications such as object insertion and removal should cause major changes
in the features and hence to preserve the integrity of the image content.

Fridrich et al. [1] proposed a method that projects the images onto a series
of zero-mean, random smooth patterns. The idea was based on the observation
that low-frequency components of the discrete cosine transform (DCT) are rela-
tively the same if no visible changes are done to an image. Although this method
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performed well under certain filtering operations, it is not robust against geo-
metric distortions [2]. Venkatesan et al. [3] designed an image hash function
based on the statistic information of the discrete wavelet transform (DWT).
They observed that although the absolute values of the coefficients change after
certain modifications, the statistical information such as the means and vari-
ances of the coefficients remain the same. However, Meixner and Uhl [4] have
found that wavelet transform based methods are sensitive to local geometric
distortions. Recently, Fourier-Mellin transform has been used by Swaminathan
et al. [2] for image hashing applications. Using Fourier-Mellin transform’s scale
invariant property, the magnitudes of the Fourier transform coefficients were
randomly weighted and summed. However, since Fourier transform did not offer
localized frequency information, this method was not able to detect malicious
local modifications. The Radon transform was first used by Lefevre [5] and fur-
ther expanded by Seo et al. [6]. Affine invariant features could be extracted via
Radon transform, followed by log mapping and then Fourier transform. The
drawback of this method was similar to the previous one: local changes could
be hard to detect. Another signature generation method was based on image
features extracted from various edge detectors. Lu developed a different feature
extraction method based on Gaussian kernel filtering [7]. Monga and Evans [8]
used end-stop wavelets to detect corners in an image. This group of methods
had very good localized feature detection capability; however, they would not
work well for images that lack edges or discontinuities.

In this paper, an image hashing scheme based on the combination of discrete
wavelet transform and the Radon transform is proposed. Taking the advantages
of the frequency localization property of DWT and shift/rotation invariant prop-
erty of the Radon transform, the algorithm can effectively detect malicious local
changes, and at the same time, be robust against content-preserving modifica-
tions. The algorithm is particularly useful in image authentication applications
such as photo journalism and photo forensics. Also, because two distinct images
have distinct hashes, the proposed method could also be used in image searching
and retrieval.

Section 2 formally introduces the properties of DWT, the Radon transform
and the proposed image hashing scheme. Testing results are presented in Section
3, and concluding remarks and future directions are discussed in Section 4.

2 Image Hash Via Discrete Wavelet and Radon
Transform

2.1 Discrete Wavelet Transform

The discrete wavelet transform and its variations have been used in many image
hashing algorithms [3,9,8]. DWT not only captures the frequency content of an
image, but also the spatial information by examining the output at different
scales. This time-frequency localization property makes DWT more desirable
than the discrete cosine or Fourier transform in tampering detection.
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Fig. 1. Radon transform in θ direction

However, the main drawback of DWT is its variance to shifting. The features
extracted based only on wavelet transform are generally sensitive to geometric
distortions such as rotation and translation.

2.2 Radon Transform

Depicted in Fig.1, Radon transform is the projections of a two-dimensional (2D)
function onto a set of lines. Formally, it can be written as

R(X, θ) =
∫ ∞

−∞

∫ ∞

−∞
I(x, y)δ(x cos θ + y sin θ − X)dxdy (1)

where I(x,y) is a continues 2D function and θ ∈ [0, π] is the angle of the line
with respect to the positive x-axis.

In image processing, the Radon transform has the following useful properties:

1. If an image is rotated by an angle φ, its Radon transform is shifted by the
same amount,

I(x cosφ − y sin φ, x sin φ + y cosφ) ↔ R(X, θ + φ).

2. If an image is scaled by a factor ρ, its Radon transform is scaled by the same
factor,

I(ρx, ρy) ↔ 1
ρ
R(ρX, θ).

The Radon transforms of the image Lena and rotated (10◦), scaled (50%)
Lena images are shown in Fig.2. Comparing to the original image, the Radon
transform of the rotated image is shifted 10◦ to the right (Fig.2(b)). Fig.2(c)
shows the Radon transform is scaled by a factor 0.5.
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Fig. 2. Radon transforms of (a) original Lena image, (b) Lena image that is rotated
by 10◦ and (c) Lena image that is scaled by 50%

Fig. 3. The block diagram of the proposed system

2.3 Proposed Algorithm

A block diagram of the proposed algorithm is shown in Fig.3. The proposed
algorithm consists of two main steps, preprocessing and quantization.

• Preprocessing : Wavelet transform is first applied to the images and then the
Radon transform is performed on a chosen subband. The coefficients of the
Radon transform at a predetermined angle, θ, forms the feature values for a
particular image.

• Quantization: The feature values are quantized to get a binary representa-
tion. The probabilistic quantization method used in [8] is employed. The
quantization bin boundary [li−1, li) is defined as

∫ li

li−1

pf (k)dk =
1
L

(2)

where pf(k) is the probability density function (pdf) of the features, L is the
total number of quantization levels, and 1 ≤ i ≤ L. The histogram of the
features values is used as the pdf and the quantization value for each bin is i.

It is observed that although the absolute values of the Radon transform
change if an image has undergone content-preserving modifications, the dis-
tribution of its coefficients remains consistent. On the other hand, if a ma-
licious attack has occurred the distribution of the coefficients will change
noticeably. As demonstrated in Fig.4, the original image and a noisy image
have similar Radon transform coefficients distributions. However, a modified
image has a different distribution between X ∈ (50, 70).
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Fig. 4. A comparison of Radon transform coefficients. (a) Original Lena. (b) Radon
transform of (a) at 90◦. (c) Lena with uniform noise. (d) Radon transform of (c) at
90◦. (e) Modified Lena. (f) Radon transform of (e) at 90◦.

3 Results

Normalized Hamming distance is chosen as the measure of closeness between
two hash values. Ideally, two perceptually similar image should have a distance
of close to 0, whereas the separation between two different images should be
around 0.5 [2,6].

A threshold, δ, is usually setup so that if

DH(R, R
′
) < δ (3)
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where DH(·) denotes the normalized Hamming distance and (R, R
′
) denote hash

values of two images, the two inputs are identical. Otherwise, they are distinct
or tampering has occurred. δ is set to 0.1 in this paper.

The performance of the proposed algorithm is tested on a set of over 20
images including commonly used Lena, Baboon and Peppers. All images are
first scaled to 512 × 512 using bicubic interpolation before applying the Cohen-
Daubechies-Feauveau 9/7 wavelet transform. The LL subband image at scale 2
is then subjected to the Radon transform. It is observed that the other three
subbands, LH, HL, and HH, are more sensitive to noise and filtering. The coeffi-
cients at θ = 90◦ are used as the feature values. 128 feature values of the highest
magnitudes are quantized into L = 16 bins. The final hash consists of 512 bits.

3.1 Discriminative Capability

Fig.5 shows the histogram of the normalized Hamming distances of 50 different
image hashes. The histogram shows that the algorithm performs fairly well in dis-
tinguishing different images with a mean separation of 0.496 and variance of 0.004.
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Fig. 5. Histogram of normalized Hamming distance between different images

3.2 Performance Evaluation Under Content Preserving
Modifications

Venkatesan [3] and Seo’s [6] methods are implemented for comparison purpose.
These two particular algorithms are chosen because they are based on DWT
and Radon transform respectively. Fig. 6 shows the normalized Hamming dis-
tance between the hash of the original image and that of a number of content-
preserving modifications. The modified images are generated using the Stirmark
software [10] and Adobe Photoshop CS.

In most cases, the Hamming distances are well below the threshold of 0.1 de-
fined earlier for the proposed method. The use of wavelet transform to represent
the image with its low-frequency components enables the algorithm to extract
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Fig. 6. Average Hamming distance between the original image and modified image in
(a) JPEG compression, (b) contrast adjustments, (c) added uniform noise, (d) added
Gaussian noise, (e) median filtering, (f) Gaussian filtering and (g) rotation
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(a) (b) (c)

Fig. 7. Examples of tampered image (a) Lena, (b) Peppers, (c) Cars

invariant features from the image. As expected that although perceptually in-
significant modifications might change the magnitudes of the Radon transform
coefficients, the statistics remain the same.

Venkatesan’s scheme, which based solely on DWT, performs the best under
JPEG compression. However, it has relatively large Hamming distances in noise
and filtering because DWT coefficients are sensitive to the changes. Seo’s method
has consistent results but the computation time is considerably higher than that
of the other two algorithms.

3.3 Performance Evaluation Under Malicious Tampering

Another important advantage of the algorithm is its tampering detection capa-
bility. As shown in Section 2, the algorithm relies on the changes in the statistics
of the Radon transform to detect malicious local changes. Fig. 7 shows the three
images used in this test. The white boxes are added for illustration purpose only.

Table 1 shows that the proposed algorithm has considerably better results on
average and all tampering can be detected with the threshold of δ = 0.1.

To systematically test the algorithm, 1 to 10 icons of size 32x32 pixels are
randomly inserted into over 20 test images. Fig. 8 shows examples of tampered
Lena images. The total percentage of modified pixels is no larger than 4%.

The resulting Hamming distances between the original images and tampered
images are presented in Fig. 9. The proposed algorithm shows the biggest sep-

Table 1. Comparison of normalized Hamming distance of the algorithms

Method Lena Peppers Cars

Proposed 0.1250 0.1484 0.3555

Venkatesan 0.0063 0.0250 0.1000

Seo 0.0025 0.3275 0.2700
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(a) (b) (c)

Fig. 8. Examples of Lena tampered with (a) two icons, (b) five icons, (c) eight icons
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Fig. 9. Results for object insertion

aration in all cases. By setting the threshold at δ = 0.1 insertion of 4 or more
icons are detectable on average.

4 Conclusion

This paper proposes an image hash algorithm that is robust against perceptually
insignificant changes and, at the same time, able to detect malicious content-
changing modifications. The proposed scheme achieves good performance com-
pared to Venkatesan [3] and Seo’s [6] algorithms. In addition, results show that
the algorithm can effectively detect local changes in an image. Therefore, the
proposed algorithm is particularly powerful in authentication applications such
as photo journalism and photo forensics. Furthermore, good discriminative capa-
bility with relatively small number of hash bits (512 bits for an image) suggests
that the proposed method can be used in image searching and indexing appli-
cations. Future work includes developing and incorporating security techniques
against estimation and forgery.
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Abstract. There are many applications, for example image copyright
protection, where transformed images of a given test image need to be
identified. The solution to the identification problem consists of two main
stages. In stage one, certain representative features are detected for all
images. In stage two, the representative features of the test image and
the stored images are compared to identify the transformed images for
the test image. We have reported the technique to extract robust rep-
resentative features – corners – in our previous work [1]. This paper
will focus on our stage-two work on effective corner matching technique
for transformed image identification. Experimental results show that the
proposed corner matching technique is very much effective in identifying
the transformed images for a given test image.

Keywords: corner detection, corner matching, image matching, trans-
formed image identification.

1 Introduction

In many applications, such as image copyright protection [2], one common prob-
lem is to identify images which may undergo unknown transformations. We can
define this common problem as the transformed image identification (TII) where
the goal is to identify both the geometric transformed and the signal processed
images for a given test image. So the TII is different from the conventional
content-based image retrieval (CBIR) [3], where all images having the same or
similar semantic features, e.g., ‘red car’, ‘rose’, are considered relevant to each
other.

The TII consists of two main stages. The first stage is feature detection and
representation where a set of representative features are detected and represented
for all images. We have reported the technique to detect robust representative
features – corners – in our previous work [1]: the affine-resilient curvature scale-
space (ARCSS) corner detector. It detects corners on planar curves and offers
better performance in terms of both average repeatability and localization error
than the existing CSS detectors [4, 5] under geometric transformations. Each
corner is represented with information such as its position, absolute curvature
value, corresponding curve number, and affine-lengths between this corner and
other corners on the same curve.

H.H.S. Ip et al. (Eds.): PCM 2007, LNCS 4810, pp. 765–774, 2007.
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The second stage, which is feature matching, is the focus of this paper. In this
stage, the representative features of the test image and the stored images are
compared to identify those database images which are geometric transformed
and signal processed images of the same original image for a given test image.
Feature matching solutions in the literature can be broadly categorized into
two: those which use the local neighborhood of each feature for matching [7]
and those which use feature information like its curvature but do not use neigh-
bor intensity values for matching [16, 6, 8, 9, 12, 13, 10, 11]. The second category
solutions can also be divided into two groups: model-based [12, 13, 10, 11] and
model-free [16, 6, 8, 9] techniques. In model-based feature matching techniques,
the correspondence between two point-sets is established with the help of some
predefined (given) object models. In contrast, in model-free feature matching
techniques, such predefined object models are absent and, therefore, the cor-
respondence between the sets should be made directly without the help of the
models. As a result, the model-free solutions are harder to design than their
model-based counterparts. Moreover, the model-based techniques are applica-
tion specific e.g., object recognition, while the model-free techniques are more
general and can be used for copyright protection [2].

The proposed corner matching solution resides in the model-free group as it
does not use any predefined object model to establish corner correspondences
between two corner sets. The proposed matching technique is robust to both
geometric transformations like rotation and scaling and signal processing like
compression and noising. It can be used with any contour-based corner de-
tector. Particularly, here we will use it with our previously proposed ARCSS
corner detector [1], which makes necessary information, such as curvatures at
the corner points and affine-lengths between corners, available to the matching
algorithm.

We obtain the TII performance using the precision-recall graph and compare
with the existing gray-scale histogram (GSH) matching technique [3]. In TII the
database images which are originated (either geometric transformed or signal
processed or both) from the same original image as the test image reside in
the same group and are considered relevant to each other. Consequently, many
existing CBIR techniques [3] may not be applicable to TII, since the goal of
CBIR is different from that of TII. The GSH matching, which is a global feature
(intensity frequency) based CBIR technique, is very much robust to geometric
transformations [3] and, therefore, is chosen to compare with the proposed corner
matching technique while both of them are applied to TII.

Note that the corner matching performance (how many repeated corners the
matching technique can find) of the proposed corner matching technique was
published in [17]. Experimental results showed that the proposed matching tech-
nique obtained maximum number of true corner correspondences. In this paper
we have investigated its performance to identify the transformed images for
a given test image. We have also proposed different strategies to reduce the
search-space.
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2 Proposed Matching Technique

Absolute curvatures of corners may change due to affine transformations; how-
ever, for many corners they either remain unaffected or change slightly. Moreover,
the affine-length of a planar curve and the area of the triangle, consisting of three
corners as vertices, are relatively invariant [15] to geometric transformations. In
the proposed corner matching technique, for each corner we use its position, ab-
solute curvature value, corresponding curve number, and affine-lengths between
this corner and other corners on the same curve. The iterative matching proce-
dure first finds three corner matches between a test image and a database image
within a specific absolute curvature difference. If the three matching corners are
non-collinear on each image and the ratio of areas of corresponding triangles in
both the images is within a specific range, it obtains the geometric transforma-
tion parameters between these triangles. Then it transforms all corners in the
database image using the estimated transformation matrix and matches with the
test corner set. In rest of the paper, we will call the proposed matching technique
as affine-length and triangular area (ALTA) matching technique.

2.1 Relative Invariants

We define the term relative invariance with respect to the two-dimensional (2D)
space according to the classical geometric invariant theory from [15] as

Definition 1. For a given 2D space Ω and a given transformation group χ
active on Ω, the function f(x, y) is relatively invariant to χ if and only if we have
the transformed function fa(x, y) = g(f(x, y)) = h(det(g)).f(x, y), ∀ (x, y) ∈ Ω
and ∀g ∈ χ, where det(g) denotes the determinant of the transformation matrix
for g and h(det(g)) is some function of det(g).

When h(det(g)) = 1, the above relation becomes absolutely invariant. The affine-
length between two points P1 and P2 of a planar curve (x(t), y(t)) is [1]

τ =
∫ P2

P1

3
√

ẋ(t)ÿ(t) − ẍ(t)ẏ(t)dt, (1)

where ẋ(t) and ẏ(t) are first and ẍ(t) and ÿ(t) are second order derivatives with
respect to the arbitrary parameter t. We can show that the affine-length of a
transformed curve is

τa = (sxsy)1/3.τ. (2)

where sx and sy are scaling factors along x and y axis. The relation in (2) shows
that the affine-length is absolutely invariant to rotation and translation, but
relatively invariant to scaling.

The area Δ of a triangle with vertices v1 = (x1, y1), v2 = (x2, y2), and
v3 = (x3, y3), when v1 is shifted to the origin, is

Δ(v1, v2, v3) =
1
2
|(x2 − x1)(y3 − y1) − (x3 − x1)(y2 − y1)|. (3)
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Fig. 1. Performance analysis of the ARCSS detector [1]: (a) average number of repeated
corners and (b) average number of corner difference between original and test images

Similar to (2), we can derive the area of a transformed triangle as

Δa(v1a, v2a, v3a) = sxsy.Δ(v1, v2, v3), (4)

which implies that the triangular area is also relatively invariant to scaling.
In the proposed matching technique, we use the affine-length between corners

on the same curve to find corner matches and the triangular area to reduce the
search-space. However, comparing (2) and (4), it is evident that the affine-length
is less sensitive to geometric transformations than the triangular area, because
in the former the power of sxsy is 1

3 but in the later it is 1. This means that in
large scaling factors the search-space will not be reduced much. Therefore, we
introduce other strategies to reduce the search-space (see Section 2.3).

2.2 Iterative Matching Procedure

A subset {Ip} of the database images is selected (see Section 2.3a) as the set of
possible transformed images for a given test image Iq . For each pair of images
(Ip, Iq), the ALTA iterative corner matching procedure is as follows.

Algorithm 1. ALTA corner matching algorithm.

Input: Two corner sets Cp and Cq of Ip and Iq respectively. Each corner is as-
sociated with its position, absolute curvature value, corresponding curve number,
and the affine-length of its predecessor on the same curve.
Output: Information about image matches.

1. Set curvature difference threshold TCD = 0.2, minimum corner matches
m = 3, and output Opq = ∅ where ∅ denotes the empty set.

2. Find the set of candidate corner matches Cc between Cp and Cq with curva-
ture difference less than or equal to TCD.

3. For each candidate match (cp, cq) in Cc, add new candidate match (cpn, cqn)
to Cc if the affine-length ratio of corresponding curve segments cp � cpn and
cq � cqn is within the range [l, h].
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4. For (next) three non-collinear candidate matches (cp1, cq1), (cp2, cq2), and
(cp3, cq3) in Cc, if the ratio of areas of triangles Δp(cp1, cp2, cp3) and
Δq(cq1, cq2, cq3) is within the range [la, ha], find ARS and T .

5. Transform all corners in Cp using ARS and T ; i.e., Cpt = ARS .Cp + T .
6. Find the set of corner matches Cm between Cpt and Cq.
7. If (|Cm| > m), Opq = Opq ∪ [p, q, Cm, ARS , T ]. Go to step 4.

Fig. 1(a) shows that the ARCSS detector [1] has on the average more than
12 repeated corners within curvature difference 0.2; however, we need only 3 of
them to estimate the geometric transformation parameters. Therefore, in step
1 of Algorithm 1, TCD is set to 0.2 experimentally, because for larger value
the procedure becomes more expensive and for smaller value we may miss some
relevant images. We also set m to 3 in step 1, because for any three non-collinear
candidate matches there are already 3 matches. In step 2, we find the candidate
corner matches within the curvature difference TCD. In step 3, corners cp and
cpn should have the same curve number in Cp and corners cq and cqn should
have the same curve number in Cq. In this step, we add other possible candidate
matches for each candidate match found in step 2. We only consider those curves
which have more than 1 corners and at least 1 of them have already been selected
as candidate matches in the previous step. For adding a new candidate match,
we only consider affine-length ratio between this corner and an already added
candidate corner on the same curve regardless of their curvature values. The
ranges [l, h] of the affine-length ratio in step 3 and [la, ha] of triangular area
ratio in step 4 are set according to (2) and (4) respectively. While finding corner
matches in step 6, we allow a maximum mean-square-error of 9, i.e., RMSE ≤ 3
pixels.

2.3 Speeding Up the Identification

The loop of steps 4-7 may make the procedure computationally expensive. We
apply the following measures to speed up.

a. Selecting the possible transformed images: Fig. 1(b) shows that the av-
erage difference in corner numbers between original and test images is maximum
11 (for Gaussian noise) by the ARCSS corner detector [1]. Therefore, a database
image with 20 corners may not be a possible transformed image for a query image
Iq with 80 corners, and vice versa. The subset {Ip} of the database images are
selected as possible transformed images of Iq such that abs(|Cp| − |Cq|) ≤ 25.
Consequently, for a given test image, we do not execute the corner matching
procedure for all database images.

b. Pre-processing: Although more than 3 corners can be detected on each
curve by the ARCSS detector, we need only 3 true corner matches to obtain
the geometric transformation. Therefore, a pre-processing is carried out on the
input corner sets Cp and Cq separately so that maximum 3 corners will have
the same curve number in each input corner set, since we need only 2 more true
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matches along with a possible true match found in step 2. This pre-processing
significantly reduces the number of false new candidate match additions in step 3
for each false candidate match found in step 2 and, hence, speeds up the iterative
procedure by reducing the search-space.

c. Matching the triangular area: In step 4, the condition of the ratio of areas
of two triangles to be in a specific range also reduces the number of tests in the
loop with the false candidate corner-matches. However, (4) shows that the area
of a triangle increases with the increase of scaling factors, i.e., when sxsy > 1. Be-
cause false triangular area matches will also increase when the upper-limit of the
range [la, ha] increases with large scaling factors. Consequently, the search-space
may not be reduced much in this situation using the triangular area matching.

d. Using the hash table: The procedure is further speeded up by using a
simple hash table for storing the combinations of candidate corner matches al-
ready visited in step 4. Assuming that there will be maximum 99 (two dig-
its) strong corners detected in each image, each key k stored in the hash ta-
ble is 12 digits long (6 vertices of two triangles) where consecutive two digits
denote a corner number (vertex). We use the division method [14] for map-
ping the key k into one of i slots in the hash table by taking the remain-
der of k divided by i. That means, the hash function is h(k) = k mod i. The
hash table can be effectively and efficiently implemented using the MATLAB
cell data structure where each slot in the hash table is a variable-length one-
dimensional array, initially set to zero size. We store all keys mapped to a
particular slot in order of their arrival. In order to reduce the collisions, i.e.,
number of keys mapped to the same slot, the value of i is chosen to be a prime
that is not too close to the exact power of 2. Again assuming maximum to-
tal 10, 000 keys to store, the total number of slots i is chosen to be a prime
number 3067, so that on average 3 keys are mapped in each slot, which makes
the search very efficient. As an example of calculating the hash function, sup-
pose corner numbers 12, 25, and 50 in the database image and 34, 65, and 84
in the query image are visited during an iteration of loop 4-7. Hence, the key
k = 122550346584 is stored in the slot number h(k) = k mod 3067 = 942 of the
hash table.

e. Selecting the top corners: If all corners are considered, it may make the
procedure still expensive depending on the number of corners in Ip and Iq.
Fortunately, by selecting only top (say, 15) corners with higher curvature values,
it not only speeds up the iteration but also offers better performance (see detail
in Section 3).

3 Performance Study

For evaluating the identification performance, we applied ALTA and GSH match-
ing [3] techniques for TII and compare them in the precision-recall graph. We
used a large database of total 1700 images (including original and transformed).
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Database. In the identification database, we had 100 different original 512 × 512
gray-scale images including ‘Lena’, ‘Elaine’, and ‘Boat’ [18] and their 1600 trans-
formed images of five categories:

i) rotation at 4 different angles θ in [5◦ 20◦] at 5◦ apart;
ii) uniform (U) scale factors sx = sy in [0.85 1.15] at 0.05 apart, excluding 1.0;
iii) combined transformations (rot.-scale): [θ, sx, sy] = [5◦, 0.8, 1.2] and

[10◦, 0.7, 1.1];
iv) JPEG lossy compression at quality factors 20 and 25; and
v) zero mean white Gaussian (G) noise with noise-variances 0.005 and 0.01.

We had 5 queries for each original image: rotation 10◦, uniform scale factor
1.05, combined transformation [5◦, 0.8, 1.2], lossy JPEG compression with qual-
ity factor 20, and Gaussian noise with variance 0.005. Therefore, we had total
100 groups of images in this database, each group consists of 17 relevant images
(16 transformed and 1 original) for a corresponding query, and in total 1700
images in the database. All images within each group are considered relevant
to each other. We also cropped all rotated images so that the outer black parts
were disappeared. This must diminish the bias of large black regions in rotated
images for the GSH matching technique [3].

Evaluation Metrics. The database images which were originated from the
same original image as the query image using some geometric transformations
or signal processing are considered relevant to each other. We used precision and
recall [3] collectively to measure the identification performance. Recall measures
the system capacity to retrieve the relevant images from the database. It is
defined as the ratio between number of retrieved relevant images r and total
number of relevant images T (group size) in the database:

Recall =
r

T
. (5)

Precision measures the retrieval accuracy. It is defined as the ratio between r
and number of retrieved images R:

Precision =
r

R
. (6)

In practice, the performance of an information retrieval system is presented
using the precision-recall graph, where the higher the precision at a given recall
value the better the performance of the retrieval system [3].

Results and Discussions. We have evaluated and compared the identification
performance for both GSH matching and ALTA corner matching techniques.
While the ALTA matching used the number of corner matches between the query
and database images to rank the retrieved images, the histogram matching used
the normalized L-1 distance [3]. In case of ALTA matching, we considered two
cases – when all corners were considered and when only top 15 corners with
the highest curvature values were considered. We selected top 15 corners based
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Fig. 2. The TII performance in (a) query 1: rotation (θ = 10◦), (b) query 2: uni-
form scale (sx = sy = 1.05), (c) query 3: rotation-scale (θ = 10◦, sx = 0.8, sy = 1.2),
(d) query 4: JPEG (quality factor 20), (e) query 5: zero mean Gaussian noise (noise-
variance = 0.005), and (f) average in all five queries (a)-(e).

on two observations. First, if more than 15, say 20 or more, were selected, the
procedure became more expensive. Second, if less than 15, say 10 or less, were
selected, almost the same number of corner matches were found for both relevant
and irrelevant images in the database. Choosing top corners not only reduced
the computational complexity but also improved the performance. Because if
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all the corners are used, there might be high number of corner correspondences
between irrelevant images. By selecting top 15 corners based on the highest
curvature values before establishing the corner correspondence decreased the
probability of establishing such false corner correspondences.

Fig. 2(a)-(e) present the identification performance by the proposed ALTA
matching and the existing GSH matching [3] techniques under five different
queries on the identification database. The ALTA matching technique offered
better performance than the GSH matching technique in most of the cases.
Nonetheless, for lower recall values the GSH matching outperformed the ALTA
matching, specially in queries comprising scaling (see Fig. 2(b)-(c)). However, for
higher recall values while the precision of the ALTA matching decreased slightly,
that of GSH matching dropped significantly in all queries. This might be due to
two reasons. First, scaling may preserve the ratio of gray-scale intensities but in
higher recall values different images may have the same histogram. Second, since
ALTA matching considered all the detected corners, some irrelevant images may
be retrieved.

Nevertheless, instead of considering all the detected corners, when we consid-
ered only top few corners from each image based on the highest curvature values,
the TII performance in the precision-recall graph increased significantly. More-
over, the computational cost fell significantly as the number of corners decreased.
Fig. 2(a)-(e) show that the ALTA matching with top 15 corners outperformed
the GSH matching in most of the cases. The average performance in five queries
is shown in Fig. 2((f). The precision of the ALTA matching procedure is above
90% which is almost the same in all recall values, but that of GSH matching
dropped to 40% at 100% recall.

4 Conclusions

The proposed ALTA corner matching method can be used with any contour-
based corner detector depending on the availability of the required information
for establishing the corner correspondence. It takes the advantage of the affine-
length invariance between corners on the same curve. It also uses the absolute
curvature values which either remain unaltered or change slightly under geomet-
ric transformations. It follows different strategies to reduce the search-space.

While applying for TII, the ALTA matching technique offered much better
retrieval performance in the precision-recall graph than the GSH matching tech-
nique [3]. The average precision (see Fig. 2(f)) by the ALTA matching is always
above 90% under all recall values and, therefore, it is evident that the proposed
matching technique could be successfully exploited in many computer vision
applications including image copyright protection [2].

However, we observed that in spite of taking measures discussed in Section 2.3,
the proposed ALTA matching technique required more time than the existing
GSH technique when both were applied to TII. Future works include investigat-
ing the more time-efficient corner matching technique while maintaining at least
the same performance.
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Abstract. In this paper, an automatic approach for detecting and extracting 
panels in a color comic image is proposed. Panel extraction is challenging 
because the background color, the background pixel locations, the panel shapes 
and the panel layout are not known in advance. In our approach, uniform color 
stripes are first identified and used as separators to segment the color comic 
page image into sub-regions in a recursive manner. Panels are recognized as the 
sub-regions that cannot be further segmented. The structure of the panels is thus 
obtained in the extraction process and it contains the layout of the panels as 
well as the reading order. Panel extraction is useful because: 1) the extracted 
panels can be better fitted into a handheld device for viewing; and 2) the panels 
can then be further analyzed to extract features used for content based indexing 
and retrieval.  

Keywords: Comic processing, panel extraction, image analysis, image 
segmentation. 

1   Introduction 

Reading comics is a kind of entertainment and there are varieties of comics for 
readers to choose from. Some comic stories are turned into animations or movies 
filmed with real actors. In recent years, some comic publishers start to digitize the 
traditional paper comics and provide the e-comic as an alternative format to enable 
people to enjoy reading them on a computer. Common forms of comics are comic 
strips and comic books and they can be in black and white or in color. A comic strip 
usually contains four panels and a comic book consists of many pages with several 
panels per page for conveying a story. In Hong Kong, tens of comic books are being 
published weekly and there is a growing demand to process such comics in digital 
format. 

Several researches have been focused on comic representation and analysis. Shamir 
et al.’s system [1] can extract a sequence of important events from a continuous 
temporal story line and convert the events into a graphical representation 
automatically. Tanahashi et al. have proposed a comic emotional expression method 
using an abstract facial model [2]. Kawamura et al. have presented a method of 
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gradation approximation for vector based compression of comic images [3]. 
Furthermore, comics are utilized for education in language learning [4]. Comic actors 
can be used to represent software agents [5]. In [6], cartoon motion capture is 
performed from a sequence of frames. Cartoon character retrieval is studied in [7][8].  

Handheld devices like personal digital assistant (PDA) have gained popularity in 
these recent years. However, the biggest constraint of handheld devices is the small 
screen display as mentioned in Qiu et al’s study about web interface on small display 
devices [9]. To solve the problem of Internet surfing in such devices, various 
researches have been conducted in the areas such as the adaptation of web content 
[10][11] and dynamic text presentation [12], etc. In this paper, we would like to adapt 
high-resolution comic images into a small display device. 

This paper is focused on processing of color e-comic book consisted of many 
pages. On each page, panels are put together in a certain layout often with a uniform 
color background. Some examples of comic page images are shown in Fig. 1. A panel 
is a small sub-area in a color comic page and represents an instance of the storyline. 
We are targeting the panel extraction problem in which the panels should be extracted 
from each color comic page. Panel extraction is useful because: 1) the extracted 
panels can be better fitted into a handheld device such as PDA for viewing; and 2) the 
panels can then be further analyzed to extract features used for content based indexing 
and retrieval.  

  

Fig. 1. Examples of comic page images 

Existing software from ComicGURU [13] allows users to perform the panel 
extraction task and create the e-comic format suitable for viewing in handheld 
devices. However, these tools require users to specify each panel manually. We would 
like to develop an automatic approach for panel extraction to relieve the level of 
human intervention. It is a challenging task because the background color and the 
background pixel locations are not known in advance and they can vary among 
different comic pages as illustrated in Fig. 1. Moreover, the shapes of the panels are 
not always rectangular and the size of the panels can vary across a large range thus 
the panel layout is also a variable. 
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Panel extraction can be formulated as a problem in image segmentation [14]. 
Although Hough Transform [15] can be applied to detect the line segments on the 
background that can then be used to segment the panels, this method is not suitable 
for processing comics that can have numerous lines due to the nature of the comic 
content. Instead, we propose a pixel-based algorithm to handle this problem. In our 
approach, uniform color stripes are first identified and used as separators to segment 
the color comic page image into sub-regions in a recursive manner. Panels are 
recognized as the sub-regions that cannot be further segmented. The structure of the 
panels is thus obtained in the extraction process and it contains the layout of the 
panels as well as the reading order. Experiments show that it can provide good 
accuracy with acceptable speed.  

This paper is organized as follows. The panel extraction algorithm is introduced in 
Section 2.  The speed-up strategy is described in Section 3. Experiments and results 
are given in Section 4. Our implementation of a PDA comic viewer is presented in 
Section 5. The conclusions and future work are provided in Section 6. 

2   Panel Extraction 

Fig. 2 illustrates the flow of our panel extraction algorithm. Firstly, stripes formed by 
consecutive uniform color lines in a particular orientation are recognized. False 
stripes are removed in the next step. The image region is segmented accordingly to 
the recognized stripe. This process is repeated recursively until no more stripes are 
found. The final regions correspond to the extracted panels. 

 

 

Fig. 2. Flowchart of panel extraction 
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2.1   Stripe Recognition  

A stripe is a set of consecutive lines with uniform color and belongs to the 
background. The orientation can be horizontal, vertical or tilted as shown in Fig. 3. It 
can be used as a separator to divide a comic page image into panels. 

C

BAB  

Fig. 3. Examples of stripes (A, B, C are horizontal, vertical and tilted stripes respectively) 

Uniform color lines need to be first identified. This can be achieved by checking 
the intensity histogram of the pixels along each line. We scan each line on an image 
region according to the line equation ax+by+c=0 and compute the intensity 
histogram. Fig. 4 shows two horizontal lines, one from a stripe and one from a non-
stripe, as well as the intensity histograms for each case.  

(a) line 1 (stripe) and line 2 (non-stripe)

(b) Intensity histograms of line 1 (stripe) and line 2 (non-stripe) 

I

freq line 1 (stripe) line 2 (non-stripe) 

line 2 (non-stripe) 

line 1 

line 2 

line 1 (stripe) 

Zoom-up 

I

freq

 

Fig. 4. Intensity histograms of a stripe line and a non-stripe line 
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Fig. 4(b) shows that line 1 has uniform color whereas line 2 has larger variations 
across the intensity levels. Each line is checked to determine if it is a uniform color 
line by having more than 90% of pixels around the peak in the intensity histogram. 
Consecutive uniform color lines are then grouped together to form a stripe and this is 
how a stripe is recognized. The image region is first scanned horizontally, then 
vertically and then scanned in tilted lines with an angle in every degree. Whenever a 
stripe is found, it will be further checked if it is a false stripe. The final recognized 
stripe will be used to divide the image region into sub-regions.  

2.2   False Stripe Elimination 

It is possible that the stripe recognition is affected by the content of the comic image. 
As the input region is becoming smaller, the chance of recognizing wrong stripes is 
getting higher. Fig. 5 shows an example of a false stripe. In this example, a false 
stripe exists in the panel region that has uniform color. A true stripe should exist in 
the page background area that has uniform color. 

False stripe 
recognized here 

 

Fig. 5. Example of false stripe 

A detected stripe is tested with the following two conditions to determine whether 
it is a false stripe. 

1) False stripes often appear inside small panel regions. This means that at the 
beginning when the image region to be processed is large, a detected stripe consisted 
of uniform color lines is most likely a true one. The background color information can 
be recorded when the first stripe is recognized. The color of subsequent detected 
stripe can be checked with this background color. If the colors are not the same, then 
it is a false stripe. 

2) A real stripe has a large contrast with the surrounding pixels. A false strip 
can thus be identified by checking its gradient along the boundary. We have found 
heuristically that if the percentage of pixels with similar color along the boundary is 
over 85%, then the detected stripe can be considered as a false stripe. 
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If a false stripe is identified, it is removed and the input region is further processed 
to recognize potential stripes. Otherwise, the detected stripe is used to segment the 
input region into sub-regions in the next step.  

2.3   Segmentation into Sub-regions 

The input region is divided into sub-regions using the recognized stripe as the 
separator. Each sub-region is processed recursively until no more stripes are found. 
The sub-regions can be represented in a tree structure. The reading order of the panels 
can be acquired by traversing the tree in preorder since the reading order of the comic 
is from top to bottom and from right to left for Chinese comics. For this paper, we 
focus on Chinese comics since there are already tens of thousands of Chinese e-comic 
volumes that are for sale online in Hong Kong. 

A

A B C

D E

Level 0

Level 1

Level 2

B

C

E D

 

Fig. 6. Tree structure of sub-regions 

Fig. 6 illustrates an example of the tree structure of sub-regions. The input comic 
page image is segmented into 3 sub-regions in level 1. As regions A and B do not 
contain any stripes, they are identified as panels. A stripe is found in region C thus it 
is further segmented into regions D and E in level 2.  As regions D and E do not have 
any stripes, they are identified as panels. Furthermore, the reading order of the panels 
is found to be A, B, D, E using the preorder traversal along the tree.  
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3   Speed-Up Strategy 

In our algorithm, most of the time is spent on checking all the pixels on each line to 
detect stripes. We present a strategy to accelerate our algorithm while preserving the 
accuracy of the system. It is observed that the beginning and ending pixels on a true 
stripe always have the same or similar color. As a result, before checking the 
histogram, these two pixels can be checked first. If they have different colors, then the 
line is a non-stripe line and no further checking is necessary. Experiments show that 
the speed-up strategy increased the speed by 70%. However, this strategy cannot be 
further applied to all other pixels along the line because there can be variations on the 
intensities for other pixels on a stripe line as indicated in Fig. 4(b). 

4   Experiment and Results 

In the experiment, we tested our approach on a comic image database containing 500 
pages from 14 comic volumes offered by the Jade Dynasty Group Limited [16][17]. 
The comic volumes come from 4 different stories and authors. The resolution of each 
comic page image is around 700×1000 pixels. The experiment is carried out using a 
Pentium 4 PC with 1.7GHZ and 512M RAM.   

The performance of our panel extraction algorithm is given in Table 1. There are 
altogether 2406 panels from the 500 comic page images. This information is obtained 
manually and used as the ground truth. On the other hand, we apply our algorithm to 
detect the panels automatically from these comic page images. As indicated in Table 1, 
our approach can correctly identify over 83% of panels with 2 seconds per page on 
average. The number of false panels is about 10%. The result shows that panel extraction 
can be performed correctly most of the time. Some human intervention may be required 
to correct the wrong results.  With the accuracy of our algorithm, the required manual 
effort should be much less than if each panel has to be extracted manually.  

Table 1. Performance of panel extraction 

Total no. of true panels 2406 
No. of panels correctly recognized  2016 
Accuracy 83.8% 
False detection rate 10% 

 
Some examples of comic page images as well as the panel extraction results are 

shown in Fig. 7. The numbers in the extracted panels indicate the reading order. It can 
be seen that our algorithm is able to extract panels accurately under variations in 
panel sizes, shapes and layout.  
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Some panels cannot be identified mainly because the extended content from a 
panel causes the stripe recognition to fail so further panels cannot be detected. An 
example of such case is shown in Fig. 8(a). Sometimes a false stripe cannot be 
eliminated resulting in false detection. This is because the false stripe also has a large 
contrast along the boundary due to the panel color content as shown in Fig. 8(b). 

1

2
3

1

2
3

4

5

6
 

Fig. 7. Comic page images and the extracted panels with the reading order 

Extended area Missed Stripe  False stripe 
(a) (b)

 

Fig. 8. (a) Missed stripe due to the extended content; (b) False stripe due to the panel color 
content 

5   PDA Comic Viewer 

We have developed a PDA comic viewer to read the extracted panels as shown in Fig. 
9. It provides a convenient and comfortable way to read comic on a PDA screen. It 
has common functions such as moving forward, backward or to a specific panel. The 
panel can be zoomed in different scales or viewed in full-screen mode. The auto-
sliding function allows advancing to the next panel automatically after a fixed time 
interval. 
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Fig. 9. PDA comic viewer 

6   Conclusions and Future Work 

This paper  proposes an automatic approach for extracting panels in a color comic 
page image. Given an image region, the stripes are first recognized and false stripes 
are removed. A recognized stripe is used to divide the image region into sub-regions. 
This process is repated recursively until no more stripe is found. Experiments show 
that the panel detection high accuracy with reasonable speed.  

As future work, we will detect the text boxes on the panel so that the graphics part 
and the text part in the panel can be viewed with different scales for better viewing on 
a small PDA screen. In addition, user behavior will be analyzed to customize 
parameters such as navigation, zooming and scrolling while reading comics.  
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Abstract. Objective image quality assessment (QA), which automatically 
evaluates the image quality consistently with human perception, is essentially 
important for numerous image and video processing applications. We propose a 
new objective QA method for full reference model based on the energy of 
structural distortion (ESD). Firstly, we collect the characteristics of the structural 
information by the normalization processing for the reference image. Secondly, 
the information of ESD is gained by projecting the image onto the characteristic 
signal of the structural information independently. Finally the objective quality 
score is obtained by computing the differences of ESD between the reference 
and distorted images. In this paper, we propose one implementation with simple 
parameters for our image QA. Experimental results show that the proposed 
method is well consistent with the subjective quality score.  

Keywords: Image quality assessment, inner product, structural distortion, image 
structure. 

1   Introduction 

In the field of image processing, image quality assessment (QA) is a fundamental and 
challenging problem with many interests in a variety of applications, such as dynamic 
monitoring and adjusting image quality, optimizing algorithms and parameter settings 
of image processing systems, and benchmarking image processing system and 
algorithms [1]. Image QA can be classified as subjective and objective image QA [2]. 
The subjective QA is of more exactitude, however in practice, it is usually expensive, 
time-consuming, inconvenient, and environment-limited. Moreover this kind of 
method may be affected by various factors, for example the mood of the candidate, 
testing equipment, the individuality of the observers, and others. Therefore it is 
important to develop an objective image quality measure, which automatically and 
exactly evaluates the image quality. In this paper we focus on full-reference image 
QA, which means that the original image (we take it for granted that the original 
image is ‘perfect’ or of ‘high quality’) is completely known as the reference one. 
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In the past three decades, many objective image quality assessment methods have 
been put forward, which can be generally classified into the following three 
categories: 

(1) Metrics based on the mathematical statistic of pixels, such as the mean square 
error (MSE), the root mean square error (RMSE), the signal to noise ratio (SNR), the 
peak signal to noise ratio (PSNR), and others. However, all of these mathematics-
based means above cannot completely reveal the characteristic of human’s perception 
[1] - [4], while they are still widely used in many situations since they are easy to 
calculate and independent to the test images. 

(2) Metrics based on human visual systems (HVS). The idea based on HVS for 
image QA was put forward by Mannos and Sakrison [5] in 1974. Moreover 
Karunasekera and Kingsbury [6], Chou and Li [7], and Watson [8] also contribute 
much. Although the HVS-based metrics are mostly accepted, the complexity and the 
finitude of the cognizing of HVS keep this metric from going much further [1]. 

(3) Metrics based on structural distortion of images. This idea is first put forward 
by Wang et al. . [1]. On the assumption that “human visual perception is highly 
adaptive for extracting structural information from a scene”, they propose the mean 
“Structural Similarity” metric (MSSIM) which compares the structural similarity 
between the reference and the distorted images. Shnayderman et al. [9] propose an 
idea of assessing the image based on the singular value decomposition (SVD) of the 
matrix of the images. This kind of metric is to work as an expansion for those 
mathematics-based metrics. 

Generally, those mathematics-based metrics, simply using statistical variables such 
as variance and covariance, try to measure the error magnitude associating a scalar 
with every pair of pixels between the reference and distortion images. The metrics 
based on structural distortion such as MSSIM and SVD try to remove and measure 
the correlations between the image structures, and these methods try to overcome 
some drawback of those mathematics-based methods and agree with the human 
perception. In previous work [10], we have proposed a metric for image coding based 
on matching pursuit, and matching pursuit is introduced into extracting important 
image structures from the images and developing a set of structural characteristics for 
image QA. In this work we will try to develop a more universal image QA metric 
based on energy of structural distortion (ESD) without matching pursuit, and we also 
focus our attention to develop a new set of characteristics of structural information 
and structural distortion; moreover we hope that the proposed metric be of low 
computational complexity to replace the role of those mathematics-based metrics.  

The paper is organized as follows: Section 2 introduces the proposed metric; In 
Section 3, we compare our experimental results with some other metrics. Section 4 
concludes this paper. 

2   The Proposed Metric 

We develop a new set of characteristics of the structural information by the 
normalization processing for the reference image, and the information of ESD is 
gained by projecting the images onto the structural characteristic individually. The 
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objective quality score is derived from computing the differences of ESD between the 
reference and the distorted images. 

The reference image is firstly divided into K small blocks with the size M L× , and 
the individual block is defined as one 2-D vector ib . ( , )i i ix yP  is defined as one 

element of ib , and iS  is the characterization 2-D vector of ib . Let Ei  be the energy 

value of structural distortion of ib . 'nb and E'n  are defined similarly for the 

corresponding distorted image. 
Let the energy of iS  be 1 and iS  is calculated as follows: 

i 2

,

( , )
i i

i

i i i
x y

x y
=
∑

b
S

P
 

(1) 

Let “ ” be the standard convolution operator (also called projecting or inner 

product). It is reasonable that in any given vector space a number of inner product can 
be defined. Here, we choose one simple method of inner product. Suppose X= {xij | 
i=1,…,M,  j=1,…,L} and Y= { yij | i=1,2…M, j=1,2…L}, then 

,

, , , 1, 2...M, 1, 2...Lij ij
i j

x y i j= = ∗ = =∑X Y Y X  (2) 

So , 1i i =S S . Here we normalize the signal to keep the the sum of the square of 

the pixels is 1. iS  is regarded as the structural characterization vector of the reference 

image. 
We calculate Ei  and E'i by projecting the blocks onto iS :                            

iE ,i i= b S  (3) 

iE' ' ,i i= b S  (4) 

Define SD  as the distortion intensity:                                           

K
2

1

(E E' )i i
i=

= −∑SD  (5) 

In our experiments, we observe that the subjective quality score is a logarithmic 
function of SD. In our simulations, it is interesting that PSNR shows quite satisfied 
performance on the valuation of WN（ ）White Noise  distortion images quality (which 
is shown in Section IV), and in the paper [9], [11], [12], PSNR also shows good 
performance in the WN distortion valuation, while PSNR indicates that the relation 
between the WN intensity and the objective quality measurement is logarithmic. 
Therefore we carefully propose that our objective image quality intensity is a 
logarithmic function of the intensity of the energy of structural distortion which obeys 
the Weber-Fechner law [13] (a constant relative difference in the intensity 
corresponds to a constant absolute difference is in the logarithm of the intensity).   
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Finally, the predictive score of our measure based on ESD is defined as:                                        

log( )=ESD SD  , SD>0 (6) 

ESD models any distortion as the differences of ESD and measure the differences 
between the reference and distortion images by the projection processing. Here the 
structural characterization vector iS  is desired to describe the shape, edge, texture and 

others by itself. The energy values of structural distortion, which are gained by 
projecting the distorted images onto iS , are desired to represent the signal 

contribution along iS , and the variation of the images’ degradation will be reflected 

by their energy values of structural distortion. Then we compare the differences of 
ESD values to measure the distortion magnitude. The typical ESD values range 
between 0 and 3. The actual value is meaningless, but the comparison between two 
values for different test images gives one measure of quality. The lower the predicted 
score of ESD is, the better the image quality is. When nb = 'nb , the distortion and the 

reference images are identical, so SD =0. 
Fig. 1 is the flow chart of our method. 

 

Fig. 1. The flow chart of the method of ESD  

3   Experimental Results and Discussion 

The database we use in our experiments is the known "LIVE Image Quality 
Assessment Database Release 2" [14], and the database consists of the color nature 
images. The subjective score of the images (DMOS, Difference Mean Opinion Score) 
comes from the newest database [12]. Some images in the database are randomly 
selected in Fig.2 as examples. 

The database includes 29 reference color images, each of which contains 5 
distortion types (total 799 images): Fast Fading Rayleigh (Fastfading, 145 images), 
Gaussian Blur (GBlur, 145 images), White Noise (WN, 145 images), JPEG (175 
images), and JPEG2000 (169 images). The five distortion types will be introduced 
into the study, which could often happen in real practical applications. Fastfading is a 
simulation of transmission errors in compressed Jpeg2000 bit stream using a fast-
fading rayleigh channel model. The RGB components are blurred using a circular-
symmetric 2-D Gaussian kernel in GBlur distortion. WN distorts the images by 
adding white Gaussian noise to RGB components. JPEG and JPEG2000 compress the 
images at different bit rates, which could often happen in image and video processing  
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applications. We evaluate the performances following the procedures in the Video 
Quality Experts Group (VQEG) Phase I FR-TV test [14]. We choose the most widely 
used metric: PSNR, and other two, namely MSSIM [1] and SVD [9] to compare with 
our metric. 

 
  

   

  
 

Fig. 2. Some example images selected from the database 

The chosen parameters are M L 8 8× = ×  in Eq. (4). Here we choose M L 8 8× = ×  
just because it is a common size in many image processing applications and both 
SVD and MSSIM use this window size. The experiments work with the images’ 
luminance which are separated from color information by converting color images 
into grayscale ones, and SVD and MSSIM also work with the luminance only. 

3.1   Experimental Results 

In Fig. 3 and Fig. 4, the X-axis is the objective score of each assessment metric and 
the Y-axis is DMOS. The lines in figures are non-linear fitting curves which are 
chosen for regression or fitting for each of those methods, and the logistic function is 
with five variables as follows:  

4 5
1

3

2

logistic( )
1 exp( )

a a
x a

x a

a

−
= +

−+
 

(7) 

Fig. 3 is the results for all images, which shows the comparison of the perfor-
mances in cross-type distortions; Fig. 4 is the results for JPEG and JPEG2000 which 
compare the performances for image coding.  

Table 1 and Table 2 compare the correlation-coefficient (CC) between the four 
metrics and DMOS before and after fitting. Table 3 compares RMSE between the  
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Fig. 3. Scatter plots for PSNR, SVD, MSSIM, and ESD for the 5 types of distortion  

 

Fig. 4. Scatter plots for PSNR, SVD, MSSIM, and ESD for JPEG and JPEG2000 
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Table 1. CC-Based for PSNR, SVD, MSSIM and ESD before Non-linear Fitting 

 PSNR SVD MSSIM ESD 
Fastfading 0.8781 0.8414 0.9010 0.9305 
GBlur 0.7633 0.7159 0.8263 0.8387 
WN 0.9779 0.9105 0.9652 0.9699 
JPEG 0.8662 0.9412 0.9215 0.9681 
JPEG2000 0.8738 0.8647 0.9049 0.9385 
JPEG+JPEG2000 0.8608 0.9103 0.9089 0.9541 
ALL 0.8579 0.6968 0.8237 0.9118 

Table 2. CC-Based for PSNR, SVD, MSSIM and ESD after Non-linear Fitting 

 PSNR SVD MSSIM ESD 
Fastfading 0.8936 0.8985 0.9422 0.9351 
GBlur 0.7734 0.7220 0.8465 0.8536 
WN 0.9844 0.9786 0.9699 0.9699 
JPEG 0.8865 0.9589 0.9482 0.9796 
JPEG2000 0.8980 0.9428 0.9407 0.9555 
JPEG+JPEG2000 0.8863 0.9466 0.9377 0.9659 
ALL 0.8693 0.8822 0.8984 0.9170 

Table 3. RMSE-Based for PSNR, SVD, MSSIM and ESD after  Non-linear Fitting 

 PSNR SVD MSSIM ESD 
Fastfading 12.7859 12.5051 9.5481 9.9735 
GBlur 11.7088 12.7795 9.8349 9.6224 
WN 4.9192 5.7595 6.8167 6.8107 
JPEG 14.7411 9.0365 10.1208 6.4021 
JPEG2000 11.1016 8.4114 8.5588 7.4449 
JPEG+JPEG2000 13.4290 9.3492 10.0742 7.5081 
ALL 13.5029 12.8636 12.0018 10.8703 

 
four metrics and DMOS the non-linear fitting. We compare the performance between 
the results before and after non-linear fitting to show the contribution of Eq. (6). 

3.2   Discussion 

From the figures and tables above we can draw the conclusion that PSNR is not 
adaptable well in almost all of the distortion types except WN. And it is reasonable 
that PSNR has good performance of all in WN, because the WN-distortion image is 
distorted and degraded only by WN, so PSNR can count quite accurately all these 
errors which are statistically independent. When the “errors” or characters which 
distort the images are not uncorrelated, PSNR cannot work well for these matters 
simply and accurately. The other three metrics try to overcome these systematic 
drawbacks of PSNR. 

SVD and MSSIM have close performances, while SVD shows better in WN, JPEG 
and JPEG2000 but worse in Fastfading and GBlur than MSSIM. In individual 
distortion type, ESD outperforms the others in GBlur, JPEG and JPEG2000, and also 
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have a good performance in Fastfading and WN. ESD has the best performance in 
cross-distortion types, especially in coding types. And all of the four metrics cannot 
deal with GBlur accurately and exactly. It is a task for future research to optimize the 
algorithm to adapt to more distortion types. 

Although the performances of SVD and MSSIM have a distinct improvement after 
fitting, it is still inferior compared with ESD, whose performance increases little after 
fitting. That comparison between the results before and after fitting shows the 
contribution of Eq. (6) we propose. Our propose approach can be used as the role of 
PSNR. 

There are some issues which are worth investigating. In Eq. (1), the normalization 
processing may be optimized for some special applications using some thresholds such 
as the brightness, contrast or energy distribution. All of the four metrics work only 
with the luminance of the images. However the subjective score DMOS is gained by 
the observers evaluating the color images. So when the distortion of color information 
which may not be detected in luminance channel happens, it is much difficult to assess 
those images exactly only using luminance information. In the database, Fastfading is 
the distortion which sometimes degrades the color information, so the plots of four 
metrics scatter in Fastfading. It will not be an easy job to study color distortion for QA. 
The sensitivity of ESD to slight distortions in rotation, shift and magnification is not 
satisfactory, which is to be taken into future study. 

ESD has a less computational complexity compared with SVD and MSSIM. The 
implementation on a 768×512 image (bikes.bmp) on a Pentium IV, 3.0GHz laptop 
using the luminance information takes about 0.1 second. 

4   Conclusion and Future Work 

In this paper we propose an objective image assessment metric based on the energy of 
structural distortion. The proposed metric with simple parameters is of low 
computational complexity, which can be used to take the role of PSNR. And we also 
attempt to discuss the relationship between the structural distortion intensity and the 
subjective visual quality. The experimental results show that ESD has a better 
performance than PSNR, SVD, and MSSIM. This metric is not only well adaptable in 
individual distortion type, especially in image coding types, but also in cross-
distortion types. 

There are numerous distortion types for images in practice and this paper only deal 
with 5 types. Our future work is to explore into more aspects and investigate into the 
relationship between distortion of structural information and the subjective visual 
quality, and we will also focus on the research of the quality assessment for video 
using ESD. 
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Abstract. We propose a novel algorithm for the de-speckling of SAR images 
which exploits a priori statistical information from both the spatial and wavelet 
domains. In the spatial domain, we apply the Method-of-Log-Cumulants 
(MoLC), which is based on Mellin transform, in order to locally estimate pa-
rameters corresponding to an assumed Generalized Gaussian Rayleigh (GGR) 
model for the image. We then compute classical cumulants for the image and 
speckle models and relate them into their wavelet domain counterparts. Using 
wavelet cumulants, we separately derive parameters corresponding to an as-
sumed generalized Gaussian (GG) model for the image and noise wavelet coef-
ficients. Finally, we feed the resulting parameters into a Bayesian maximum a 
priori (MAP) estimator, which is applied to the wavelet coefficients of the log-
transformed SAR image. Our proposed method outperforms several recently 
proposed de-speckling techniques both visually and in terms of different objec-
tive measures. 

Keywords: SAR Speckle, Method-of-Log-Cumulants, Wavelet Transform, Adap-
tive Filtering. 

1   Introduction 

A classical application of noise reduction techniques is in SAR imagery, where 
speckle noise occurs naturally during the image formation process. This specific type 
of noise constitutes a multiplicative contamination of the SAR data and has a granular 
appearance which severely degrades the visual quality of images. This makes data 
interpretation a difficult task in general. De-speckling is thus recognized as an impor-
tant pre-processing operation before performing other SAR image analysis or inter-
pretation tasks. Over the past few decades, SAR image de-speckling techniques have 
advanced considerably from early generic spatial filters such as the median and the 
Wiener filters, to filters which exploit statistical assumptions about the radar cross 
section (RCS). These include among others the well-known Lee and Gamma-Map 
filters. The introduction of wavelet transform in signal processing has also drawn the 
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interest of many researchers towards wavelet based algorithms [1]. In this context, 
some recent techniques are capable of employing prior information from both the 
spatial and wavelet domains [2, 3]. By fusing both the statistical information used in 
spatial filters with the statistical information exploited by wavelet filters, one should 
expect to achieve close to optimal de-speckling results.  

A SAR system measures the in-phase (real part) and the quadrature channels 
(imaginary part) at the receiver, resulting in a complex image. If Gaussianity is as-
sumed for the real and imaginary parts of the complex image, the image data can be 
shown to be Rayleigh distributed. Recently, several authors have suggested using 
more realistic assumptions about the image formation process [4, 5]. In [5], a GG 
distribution was assumed and it led to a new model for the amplitude RCS – the GGR 
density. On the other hand, appropriate statistical models should also be considered 
for modelling speckle noise. In [2, 3, 4], the authors modelled speckle with Gamma or 
Nakagami probability density functions (pdf) depending on whether the image is in 
amplitude or intensity format.  

For the purpose of this paper we shall restrict our study to SAR images in ampli-
tude format. Our work is conceptually similar to the de-speckling algorithms in [2, 3], 
whereby our novelty consists in modelling the RCS locally with the GGR pdf, whilst 
using a Nakagami model for speckle. In addition, we employ the Mellin transform for 
the parameter estimation of spatial models as documented in [4, 6]. A theoretical 
advantage of our proposed approach is that we work in a unified framework in which 
statistical assumptions about the actual data rely on the GG model in both the spatial 
and in the wavelet domains.  

2   Parameter Estimation in the Spatial Domain 

An observed SAR image represents a multiplicative mixture of signal and noise. Re-
cently, “second kind statistics” [6] based on Mellin Transform has been proposed as 
an alternative to the classical MoM. Due to the usage of logarithmic scale in “second 
kind statistics”, it can lend itself very well to the processing of stationary and multi-
plicative signals. Moreover, the author in [6] has shown that such estimation can yield 
a more accurate result than the MoM. Specifically, if we denote the observed SAR 
image, the RCS and the speckle terms as y, x and η respectively, it can be shown in 
[4, 6] that, if )(yP  is represented by the Mellin convolution between )(xP  and )(ηP , 

then the n-order log-cumulants of )(yP  can be expressed as the sum between the n-

order log-cumulants of )(xP  and )(ηP  as given by [4, 6]:
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In order to solve (1), we need to estimate the first two log-cumulants of the observed 
SAR image [4, 6]:  
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Notice that (2) and (3) are actually the “log-version” of the classical sample mean and 
variance estimator. Next, we model amplitude format SAR speckle under the assump-
tion of being fully developed and uncorrelated with the L-looks Nakagami distribu-
tion. Its first two log-cumulants [4] as shown below can be easily computed based on 
the knowledge of L from a SAR image. The digamma and the v-order polygamma 
functions are denoted ( )nΨ  and ),( nvΨ  respectively: 
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In [5], the MoLC parameter estimation of the GGR distributed RCS is based on 
solving two sets of GGR log-cumulants equations. But, for the assumption of a GGR 
distributed RCS with a multiplicative L-looks Nakagami distributed speckle of an 
observed SAR amplitude image, we can still solve for the parameters of the GGR 
model by using (1), (3), (5) and (1), (2), (4) along with the GGR log-cumulants equa-
tions in [5] to obtain the following MoLC equations : 
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The functions, ( )λvG  and ( )λθ ,A  are given by [5]:     
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We use a 9x9 size for the local window, since any smaller may lower the success 
rate of the MoLC estimation as a result of biasing in small samples while a larger 
window makes it less accurate when capturing local statistics. We first solve (6) for λ 
via a reliable root finding algorithm such as Brent’s method before solving for γ  in 
(7). Due to the involvement of the integral expression in (8), we also require a fast 
and fairly accurate 1D numerical integration method such as the adaptive Simpson 
quadrature or the composite Simpson rule. We run this procedure for all the pixels. 
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We also have to consider possible cases where the root finding method cannot yield 
any solution for (6). This is due to the nature of the GGR log-cumulant equation being 

lower bounded as mentioned in [5]. Specifically, if 296.0)2(

~

<yk , then (6) has no 

solution for λ. In this case, a possible solution would be to reduce the GGR to a one 
parameter model by pre-setting λ while solving normally for γ. We select and fix the 
smallest possible positive value for λ. Through experiments on several images, we 
found that setting λ=0.1 gives the best compromise. We also compute the Equivalent-
Number-of-Looks (ENL) of each window [1] as below for the MAP filtering process 
described later on: 
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2.1   Derivation of Standard Cumulants  

After solving for the parameters of the spatial models, we can compute their pdf ex-
pressions and consequently their n-order cumulants. But, in order to obtain an addi-
tive relationship for an observed SAR image, we must first perform log-transform to 
the image to derive the following:  

Y X N= +  . (11) 

As a result, we must also perform a change of variable to the pdf expression of the 
spatial models using the identity, ηln=N , in order to derive their distributions loga-

rithm. Thus, for a unit mean and variance of 1/L, we can obtain the pdf of the L-looks 
Nakagami distribution logarithm (log-Nakagami), which is used as a speckle model 
for )(NP  as follows [4, 6]:  
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Similarly, by applying xX ln=  to the GGR pdf in [5], we can obtain the pdf expres-
sion of the GGR distribution logarithm (log-GGR):  
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Initially, we compute the raw moments of the distributions logarithm, before con-
verting them into cumulants. In practice, it is easier to compute the n-order discrete 
raw moment which is given as:          
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Then, we obtain the required n-order cumulants by using the identity between cumu-
lants and raw moments as below:  
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3   MAP Estimation in the Wavelet Domain 

After obtaining the spatial cumulants, we transfer this information into the wavelet 
domain through a relationship known to the spatial and wavelet cumulants. The au-
thors in [3] assumed that the signal in the spatial domain is an “independent and ran-
dom process”. They exploit the Linear Time Invariant property of the Undecimated 
Wavelet Transform which is also known as the Stationary Wavelet Transform (SWT) 
[7] for establishing the relationship between spatial and wavelet cumulants. The m-
order wavelet cumulants for a 1-D data is given as [3]:   
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For a 2-D data e.g. an image, the matrices of the m-order wavelet cumulant are ob-
tained by a series of successive row and column convolutions between the matrices of 
the m-order cumulant of the image in the spatial domain and the wavelet filters taken 
to the power of m. The scales and orientations of the wavelet cumulants are governed 
by the user defined numbers of row and column convolutions between the wavelet 
filters and the cumulants. Specifically, we require a pair of second and fourth order 
cumulants from each pixel modelled by log-GGR as well as a static pair from log-
Nakagami since speckle is assumed stationary. After which, we relate the wavelet 
cumulants to their central moments using the following:  
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(17) 

After applying wavelet transform to the logarithm of a SAR image, due to linearity 
of the process, we retain the additive relationship in (11) for the wavelet coefficients 
of the image as follows:  

NXY WWW +=  . (18) 

In order to estimate the unknown noiseless wavelet coefficient, 
XW , from the noisy 

wavelet coefficient, 
YW , given prior knowledge about their statistical distributions, 

we employ the MAP estimator for our proposed algorithm which is expressed as fol-
lows after applying Bayes’ rule:  
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In our case, both )( XWP  and )( XY WWP −  are represented by two GG prior models 

for signal and noise. The expression for the GG pdf is given by [8]:  
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Analytically, the GG pdf can be expressed in terms of Gamma function for its vari-
ance and kurtosis, and we can obtain the two MoM equations as shown below [8]:  
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We can obtain parameters of the GG pdf for the modelling of signal and noise wavelet 
coefficients simply by applying (17) to (21) and (22).  

From (19), by taking the derivative of the logarithm of (20) for both )( XWP  and 

)( XY WWP −  with respect to 
XW , we can obtain the MAP expression below:  
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Since this expression is not analytical, we require a numerical root finding method 
such as Brent’s method to solve for the unknown. In the low SNR scenario 
where LENL ≤ , the local window sample which comprises mainly of speckle alone 
is not considered textured, thus, due to the dependency of the MAP estimator on the 
GGR parameters, it cannot perform as optimally as in the normal case. Therefore, we 
set LENL ≤  as a threshold value for indicating speckle dominated regions and con-
sequently, we set to zero, wavelet coefficients of pixels which fall under this thresh-
old. Likewise, we restrict the usage of the MAP estimator to cases where LENL > .  

Following the arguments in [1], a mean-bias problem occurs when log-transform is 
applied to the statistics of images and the error can be corrected by subtracting the 
mean value of the log-transformed speckle from the output of the inverse wavelet 
transform. In our proposed algorithm, we model the log-transformed speckle with the 
L-looks Nakagami distribution logarithm. We can numerically compute the speckle 
mean by applying (12) to (14) as given below: 
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Alternatively, we can also estimate the speckle mean from a randomly generated L-
looks Nakagami distributed sample after applying log-transform to it.  
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We prefer to refer to our proposed algorithm as the GGRGGMAP since it relies on 
the GGR model to operate the GG prior MAP shrinkage function. A functional block 
diagram of the GGRGGMAP algorithm is shown below: 

 

Fig. 1. Block diagram of our proposed GGRGGMAP algorithm for speckle suppression 

4   Results and Comparison 

We compare the performance of our proposed algorithm with the Lee filter as well as 
with other wavelet based algorithms including the classical Soft-thresholding, the 
recently proposed algorithm based on a Bivariate Cauchy model (Bi-Cauchy) [9] and 
also with our own implementation of Solbo’s algorithm [2]. We keep the comparison 
fair by restricting to a 9x9 window size throughout for all local adaptive methods, and 
by using the Daubechies-2 wavelet (4 coefficients) for all wavelet methods. All the 
wavelet based methods are implemented using SWT with three decomposition levels. 
For soft-thresholding, we set the threshold to 

dt σ5.1= , which is computed from 

using the standard deviation of the noisy wavelet coefficients. The adjust mean step is 
further added to all except Solbo’s algorithm and Lee filter. The log and exp-
transform step are also implemented in the Bi-Cauchy since it was originally intended 
for denoising AWGN contaminated images. Our implementation of Solbo’s algorithm 
is conceptually faithful to the original except for a few changes as follows: Instead of 
estimating the parameters of the Nakagami distribution (or Gamma in intensity for-
mat) using the EM-estimator, it is implemented with the MoLC. Also, due to compu-
tation complexity we prefer to perform Bayesian estimation using the MMSE estima-
tor for the Normal Inverse Gaussian priors. 

An ideal filter should exhibit good de-speckling capability while preserving fine 
details, especially for images showing crowded regions. We used the ratio image 
(mean and ENL of the de-speckled to original image ratio) which is also used in [4], 
the standard deviation to mean ratio (S/M), as well as the window ENL also used in 
[1] for quantifying the comparison. Both the ratio image quantities should be consid-
ered as an inseparable entity when comparing. Due to space limitation, we only show 
the de-speckling results for a monolook SAR image of an urban scene. Comparing the 
de-speckling results in Table.1, GGRGGMAP has the closest theoretical ratio image 
value for the mean and ENL (unity for both values). As for the S/M, although Lee 
filter has the best rating, it is evident visually in Fig. 2(b). that most of the fine details 
are oversmoothed, leading to it having the highest ENL values amongst all. Visually, 
Bi-Cauchy determines better edge preservation than all other methods. On the other 
hand, the performance of soft-thresholding is seen to be quite the opposite of Bi-
Cauchy in the sense that although it achieves good speckle removal, it oversmoothen  
 



 SAR Speckle Mitigation by Fusing Statistical Information 801 

 
                   (a)                                          (b) 

 
                (c)                 (d)    

 
                                    (e)                                                        (f) 

Fig. 2. Visual comparison of various de-speckling methods for a monolook SAR image of an 
urban scene (a) Original, (b) Lee filter, (c) Soft-thresholding, (d) Bi-Cauchy algorithm, (e) 
Solbo’s algorithm, (f) our proposed GGRGGMAP algorithm 
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the fine details in the same way as Lee filter does. The de-speckled output of Solbo’s 
algorithm is also seen to oversmoothen the image despite achieving better S/M and 
ENL values than soft-thresholding but performing poorly for the ratio image test. The 
overall performance of GGRGGMAP is pretty well balanced between that of soft-
thresholding and Bi-Cauchy since it has shown to hold an optimal compromise be-
tween desirable de-speckling performance (as supported numerically by the ratio 
mean and visually) and strong edge preservation (as supported numerically by the 
ratio ENL as well as visually). Thus, we conclude that amongst all algorithms in-
cluded in the comparison, our proposed algorithm achieve the best de-speckling re-
sult. We attribute this to the novel way in which our proposed algorithm fuses prior 
information from the two different domains.  

Table 1. Comparison of various de-speckling results for the monolook urban scene SAR mage 

Ratio image ENL Method 
Mean ENL 

S/M 
1 2 3 

Noisy - - 0.58 2.28 2.16 1.79 
Lee 1.0 1.18 0.36 56.38 13.81 32.01 

Soft-Thres 0.91 1.19 0.50 10.29 10.25 8.74 

Bi-Cauchy 0.81 1.75 0.54 4.41 5.37 3.58 

Solbo 1.11 2.08 0.48 24.99 20.11 15.29 
GGRGGMAP 0.93 0.96 0.53 6.87 6.68 5.17 

5   Conclusions 

In this paper, we have employed the recently proposed GGR distribution to solve a 
practical SAR de-speckling problem. We illustrated the versatility of the MoLC ap-
proach by solving a parameter estimation problem for SAR imagery for the case when 
the data is assumed to be GGR distributed. We also took a step further by coupling this 
result with the unique algorithm framework in [2, 3] such that we were able to enhance 
their assumption of a jointly Gamma distributed SAR image formation for the steering 
of a multiscale MAP filtering function in the wavelet domain. Moreover, our proposed 
algorithm is neatly setup in a unified framework of generalized Gaussanity for both the 
spatial and wavelet models. We also address the mean biasing problem for a log-
transformed SAR image during the image reconstruction process. Our experimental 
results showed that our method achieves the best result, both visually and numerically, 
in comparison with several recently proposed de-speckling methods. 
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Abstract. Spatially Squeezed Surround Audio Coding (S3AC) was introduced 
as an approach to multi-channel audio compression which specifically aims to 
preserve original source localization information. In this paper, extensions to 
S3AC that allow for the accurate coding of independent spatial sources 
overlapped in both frequency and time are described; these use compact side 
information. An evaluation of the coder applied to tone and band-pass spatial 
sources shows that S3AC offers improved source localization performance 
while maintaining bit-rates, when compared with other state-of-the-art spatial 
audio coders.  

Keywords: Audio Signal Processing, Multi-Channel Audio, Spatial Audio, 
Surround Sound. 

1   Introduction 

Existing approaches to spatial audio coding [1, 2, 3] have shown significant 
improvements in terms of bit rate efficiency and audio quality when compared with 
earlier techniques. However, these new approaches still have two significant 
drawbacks. Firstly, the successful recovery of accurate sound localization critically 
relies on the extra side information containing the inter-channel difference and 
coherence. Secondly, the actual surround sound field and source localization 
properties are not analyzed and taken into consideration during the coding process. 
Spatially Squeezed Surround Audio Coding (S3AC) proposed by the authors recently 
[4, 5] offers a novel efficient solution to multi-channel spatial audio compression and 
addresses the problems of the existing approaches. Rather than being restricted to the 
usage of inter-channel spatial cues, S3AC exploits the localization redundancy of the 
surround sound based on human psychoacoustic principles. The basic implementation 
approach of S3AC was presented in [4], which also highlighted several advantages of 
S3AC, including lower computational complexity. In addition, S3AC shows 
significant advantages in preserving the source localization information compared 
with other spatial audio coding techniques [5] while not requiring additional side 
information representing spatial cues. For dynamically localized single sources, 
results in [5] show that S3AC is subjectively indistinguishable to MPEG Surround 525 
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[3] with objective results showing an approximate 10 fold improvement in the 
localization accuracy of the rendered sources. 

A significant challenge facing spatial audio coders is the ability to accurately code 
overlapping sound sources with coincident time and frequency components but being 
independent to each other and in discriminated locations. Existing research has 
proposed to overcome this problem by tracking the correlation between sources 
before determining Interaural Level Difference (ILD) and Interaural Time Difference 
(ITD) spatial cues [8]. However the correlation measures used require heavy 
computation. In addition, as stated in [8], “the superposition of sound emanating from 
several directions results in instantaneous ITD and ILD cues that most of the time do 
not correspond to any of the source directions”. Hence, for wide band sources with 
narrow overlapping frequencies which have relatively low correlation, analyzing the 
spatial cues cannot easily distinguish the independent spatial separated sources. 
Hence, in this paper, we present a side information extension to S3AC representing 
the spatial locations of each independent overlapping source as an alternative solution 
to this problem. According to psychoacoustical principles, this type of side 
information can be easily and efficiently quantized using techniques described in 
Section 3. However, for applications where side information transmission is not 
desired, standard S3AC can be applied to decode the received downmix signals.   

This paper is structured as follows. Section 2 presents the core frequency-azimuth 
analysis approach used in S3AC while section 3 describes the use of side information 
for coding independent overlapping sources in S3AC. Section 4 presents objective 
evaluation results for tonal and band-pass sound sources and conclusions are drawn in 
section 5. 

2   Frequency-Azimuth Analysis in S3AC 

Sound sources and their localization properties are the most important points of 
interest in spatial audio coding. Most state-of-the-art spatial audio coders, such as 
BCC and MPEG Surround [1, 3], have no direct analysis of the sound field or the 
localization components with perceptual importance; as a result, some important 
sound localization properties could be lost during the channel mixing and quantization 
of cues. In contrast, the fundamental idea of S3AC is to analyze the whole surround 
sound field and encode the sound localization information of a large sound field into a 
much smaller sound field. This process is aimed to be lossless in terms of ‘perceptual 
localization’. Psychoacoustic research has shown that the human ear has a limited 
resolution in localizing a sound source [6], known as localization blur. Although 
different features may result from altering the frequency properties and the locations 
of the perceived sound objects, the localization blur does not drop below 0.5º. Since 
the numerical calculation during the stereo or surround audio mixing process can have 
a much higher resolution than the localization blur, a very small sound field for 
numerical analysis/synthesis purposes can contain enough sound localization 
information for perceptual listening purposes in a full surround field. Typically, a 60º 
stereo sound field can be used for compressing a standard ITU 5-channel [7] (Fig. 1) 
audio signal rendering a 360º surround sound, while backward compatibility to 
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Fig. 1. 5-Channel Surround Speakers 

conventional stereo systems is also maintained. The critical analysis of S3AC is called 
frequency-azimuth analysis, aiming at working out every frequency domain source 
and its localization followed by an azimuth squeezing process. It is briefly described 
in the following. 

Considering a speaker setup as shown in Fig.1, the five channels are abbreviated 
as: Front Left (FL), Front Right (FR), Center (C), Rear Left (RL) and Rear Right 
(RR) for simplicity purposes. Following the time-frequency transforming, for each 
frequency bin, every channel with non-negligible energy is analyzed and the channel 
pair with the maximum energy is chosen as the dominant channel pair rendering the 
dominant source in the sound field. Note that this process in fact assumes that each 
frequency bin possibly contains a virtual sound source if a dominant channel is found. 
The process can be expressed by: 

)]}( ),({[max)}( ),({ kAkAkAkA ji
ij

ba =  (1) 

where Ai(k) and Aj(k) are the magnitudes of channel pair {i, j} as a function of 
frequency, k; {i, j}∈{FL, FR, C, RR, RL} and i≠j. The resulting dominant channel 
pair Aa(k) and Ab(k) is used in the inverse amplitude panning law to calculate the 
azimuth of the source, given by: 
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where ϕab is the angular separation of the chosen channel pair a and b of Fig. 1 and θab 
is the source azimuth in the 360º field. The resulting source is mapped to the 60º 
stereo sound field according to its azimuth based on a linear mapping criterion. The 
S3AC downmix/upmix azimuth mapping has significant flexibility and can be 
manipulated to meet different requirement. An example is given in Table 1, where the 
‘fly-over’ effect has a special interest; and it results in a stereo downmix sound field 
illustrated in Fig. 2. It has been shown in earlier S3AC publications [4, 5] that S3AC 
provides very constant coding performance between different mapping functions, 
especially in terms of the localization accuracy.  
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Fig. 2. S3AC Stereo Downmix with the Squeezed Sound Field 

The overall frequency-azimuth process described here is aiming at providing a 
complete analysis of the surround sound field in the frequency domain while 
maintaining all the source localization information in the final downmix sound field. 
During decoding, the S3AC decoder applies a similar analysis on the downmix sound 
field to work out the frequency domain sound sources and their azimuth in the 60º 
sound field, followed by the inverse re-mapping of the sources to the 360º sound field. 
The full surround sound field is effectively recovered with all the source localization 
information preserved. 

Table 1. S3AC 360°to 60°azimuth mapping criterion  

Linear Azimuth in 
360° 

Azimuth in 60° Diagonal Azimuth in 
360° 

Azimuth in 60° 

30°~ -30° 30°~ 20° 30°~ -110° (FL-RR) -10°~ -15° 
-30°~ -110° 20°~ 10° 110°~ -30° (FR-RL) -15°~ -20° 

-110°~ -180° 10°~ 5° 110°~ 0°  (C-RL) -20°~ -25° 
180°~ 130° 5°~ 0° 0°~ -110°  (C-RR) -25°~ -30° 
110°~ 30° 0°~ -10°   

3   Using Side Information for Coding of Independent, Overlapped 
Sources in S3AC 

3.1   Overlapping Spatial Sound Sources in the Frequency Domain 

It is less likely that for a particular frequency bin or band, only one source ever occurs 
in each time-slot. Overlapping sound sources are defined here as the occasion that, for 
each frequency of a certain time slot, there are two or more sound sources rendered by 
different channel pairs concurrently. For example, for a frequency k, a primary source 
SPi(k) is rendered by the FL-FR channel pair and a secondary source SSe(k) is rendered 
by RL-RR channel pair, as shown in Fig. 3(a). Although S3AC provides a highly 
accurate recoverability of source localization, its performance will be affected if the 
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Fig. 3(a). Overlapping sound source in the 360º sound field 

 

Fig. 3(b). Overlapping sound source and a phantom source (shown in red) in the 60º downmix 
sound field 

sound field contains significant overlapping sound source components. In particular, 
when the two overlapping sources have energy close to each other, the two sound 
sources with the same frequency component in the downmix will result in one 
phantom source that has an azimuth between the two actual ones, as shown in Fig. 
3(b). Similar problems exist for the inter-channel cue based spatial audio coding 
approaches, as the source overlapping makes it difficult to determine the transmitted 
cues; and the downmix process will mix the independent sources together without 
proper recoverability. 

3.2   Side Information in S3AC 

To overcome the problem of overlapping sound sources described above, additional 
side information was introduced to S3AC. As shown in Fig. 3(a), during sound field 
analysis, overlapping sound sources are discovered in the same frequency bin, while 
they are rendered by different channel pairs and have different spectral components 
and azimuths. This can be expressed by: 
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where {Aa(k), Ab(k)} are the primary channel pair and {Ac(k), Ad(k)} are the 
secondary channel pair. Note that this analysis contains two steps. The first step picks 
up the channel pair having the maximum spectral energy and results in the primary 
pair, which are removed from the candidates during the second step, i.e. only three 
channel candidates are used for selecting the secondary channel pair. The highest 
energy pair of these three channels is then identified as the secondary channel pair. 
This process can be repeated to identify further overlapping sources if required, 
especially during coding signal with more than 5 channels. The resulting two pairs are 
evaluated by inverse amplitude panning to determine the primary and secondary 
sound sources and their corresponding azimuths: 
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Subsequently, these two azimuths are mapped from 360º sound field to the 60º 
downmix field, and the stereo downmix signal is synthesized by: 
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The two azimuths of the primary and secondary sources 60
Piθ  and 60

Seθ  are saved as the 

supporting side information and transmitted with the stereo downmix to the decoder, 
so that, during decoding, the amplitudes of the two sources )(kSPi  and )(kSSe  can be 

recovered by working out the two unknowns in Eq. (5), as: 
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3.3   Quantization of the Side Information 

Since the two azimuths 60
Piθ  and 60

Seθ  saved in the side information can also be up-

mapped (un-squeezed) to generate the original angles of the two sources in the 360º 
surround sound field, the primary and secondary sources can be re-panned to their 
original locations according to these results. According to the human localization blur 
properties, the precision for transmitting the S3AC side information is relatively low. 
As the localization blur does not go under 0.5 º, any source azimuth can be rounded to 
an integer (the closest degree) without any loss in perceptual localization. In addition, 
as the human ear has much less sensitivity for localizing rear and side sources, 
compared with localizing frontal sound sources, a lower bit precision can be used for 
quantizing the azimuths of those sources away from the front, without perceptually 
losing any localization information. Typically, the localization resolution of human 
ear for the side and rear sound sources is between 5 º and 10 º [6], hence the bit rate 
for quantizing these source’s azimuths can be reduced to 6bits per azimuth without 
perceptual loss.  

Besides the location dependency, the localization blur is also frequency dependent. 
Considering a source in the front center direction, the most sensitive listening 
localization band for this source is between 0.5-1kHz, which has the localization blur 
of approximately 1º. However, for the band between 1kHz and 10kHz, the 
localization blur can go up to 3º. In addition, for frequencies lower than 300Hz and 
above 10kHz, the localization blur can even go far beyond 10 º [6]. As a result, an 
efficient quantization of the side information can be easily achieved by adopting these 
psychoacoustical observations; however the implementation details are outside the 
scope of this paper. 

4   Evaluation 

S3AC’s ability to accurately recover overlapping sound sources and their locations, 
with the help of extra side information, is objectively evaluated in this section and 
compared with the MPEG Surround 525 coder [3]. Two test examples with 
overlapping sources were used: 

1. Two moving signal sinusoidal tones, both at 1kHz: one rendered by the FL-FR 
channel pair and moving linearly from the FL to the FR; the other one rendered 
by the RL-RR channel pair and moving linearly from the RR to the RL. The 
energy of the front tone is 4.7dB higher than the rear tone, so that the front 
source has the dominant contribution to the overall sound scene. 

2. Two moving bandpass noise sources. The front noise source has a pass band 
between 500Hz and 1.5kHz, rendered by FL-FR channel pair and moving from 
FL to FR. The rear noise source has a pass band between 1kHz and 2kHz, 
rendered by RL-RR channel pair and moving from RR to RL. The two narrow 
band noise sources thus have overlapping frequency bands between 1kHz and 
1.5kHz. The energy of the front noise source is 3dB higher than the rear noise so 
that the front noise is the dominant source. 
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This evaluation aims to compare the front and rear source azimuth in the original 
sound field and the recovered sound field from S3AC and MPEG Surround 525. The 
source azimuth is derived from inverse amplitude panning applied to the channel 
signal directly, as given in E.q. (2). The evaluation result of example 1 is shown in 
Fig. 4 (a) and (b). It can be identified easily that, while S3AC provides near perfect 
recovery of both the front and rear original source azimuths, the MPEG Surround 
525 has failed to recover the localization correctly. On the other hand, Fig. 5 
illustrates the comparison between S3AC and MPEG Surround 525 for example 2, 
where the x and y axes represent the frame number and FFT coefficients, 
respectively; and the z axis indicates azimuth on the 360°horizontal plan. The left 
column shows the original and the coded source in the front plane, while the right 
column shows the result for the rear source. To further analyze the results from Fig. 
4 and 5, Table 2 shows the average azimuth error in degrees for the front and rear 
sources for both test examples. This error is calculated as the azimuth difference 
between the original source azimuths and the source azimuths in the two coded 
versions. It is shown that S3AC offers a significant higher accuracy for reproducing 
the localization information of independent overlapping sound sources in 
comparison with MPEG Surround 525. 

  
(a) (b) 

Fig. 4. (a)1kHz tone localization in the front plane, azimuth is between [-30 30]. (b)1kHz tone 
localization in the rear plane, azimuth is between [-180 -110]∪[110 180]. 

Table 2.  Average azimuth error between the coded sound field from S3AC and MPEG 525 and 
the original sound field, for example 1 and 2 

 Example 1  
(1kHz Tone) 

Example 2  
(Band-Pass Noise) 

 Front Source Rear Source Front Source Rear Source 
S3AC 0.0657° 0.0084° 0.8929° 10.015° 

MPEG Surround 525 2.4368° 25.8178° 2.9567° 45.415° 
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Fig. 5. The Original, S3AC Coded and MPEG Surround 525 Coded localization for example 2. 
X and Y axes represent time frame number and FFT coefficients, Z axis represents source 
azimuth in degree in the 360°horizontal plane. 

5   Conclusions and Further Work 

The problem of coding overlapping sound sources with coincident time-frequency 
component in spatial audio has been discussed and an extension to the S3AC spatial 
audio coder has been presented as a solution for this problem. The core frequency-
azimuth sound field analysis of S3AC is described. In addition, side information has 
been introduced to S3AC to overcome the ambiguity when coding the overlapping 
sound sources. Earlier experiments have both objectively and subjectively proved that 
S3AC offers high quality surround sound compression, in terms of both perceptual 
quality [4] and localization accuracy [5]. Further objective evaluation results 
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presented here indicate that the extended S3AC provides highly accurate localization 
recoverability for independent overlapping sources, and outperforms the state-of-the-
art MPEG Surround in the test examples. Further work will focus on the extended 
analysis of more than two overlapping sources. Other future work will investigate the 
impact of mono masking models, as used in traditional audio coders, on spatial audio 
perception and coding.  
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Abstract. A multi-resolution model often costs more storage space, its 
communications from the CPU to the graphics system is the bottleneck of the 
visualization process. In this paper, a multi-resolution mesh and a primitive are 
proposed. The primitive is used both in the storage stage and in the rendering 
stage, decreasing the storage size of model and the transmission amount of 
vertices to the graphics system. The efficiency is measured by means of tests 
and results compared with the previous, obtaining better storage space cost and 
transmission cost.  

1   Introduction 

Mesh models are very popular in computer graphics. To represent the mesh surface 
concisely and efficiently, a few simple graphics primitives such as point primitive, 
line primitive and quadrilateral primitive, as well as the most common triangle 
primitive are proposed. Since the communications from the CPU to the GPU tend to 
be the most common bottleneck of the whole visualization process, complex primitive 
such as triangle strip (or triangle fan) is favored for avoiding storing much data and 
sending a larger amount of redundant information to the graphics system, for a 
triangle strip (or fan) is a set of connected triangle where a new vertex implicitly 
defines a new triangle. The main advantage of the strip representation over each 
separate triangle is that it makes it possible to reduce the number of vertices sent to 
the graphics system from 3n to n+2 in the best way. 

The first multi-resolution model to take advantage of the triangle strip primitive in 
storage and rendering stage is Multi-resolution Triangle Strip (MTS) by Belmonte[1]. 
The model consists of a collection of multi-resolution strips, each of which represents 
a triangle strip at every LoD, only the strips that are modified between consecutive 
LoD extractions are updated before visualization. Some extended conclusions [2~4] 
based on MTS have been given.  

Theoretically speaking, rendering one triangle strip of n triangles only need send n+2 
vertices to the GPU in the best way. But in practical applications, the vertices  
of all levels of detail sent to GPU can be only reduced to nearly 55%, according to  
paper [4].  

This paper proposes a graphics primitive, a multi-resolution representation and a 
simplification/refinement approach with this primitive, discusses the storage cost and 
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rendering efficiency of a multi-resolution mesh. Compared to the previous papers, 
ours has following benefits to offer: 

Storage: a multi-resolution mesh can be stored in a form of proposed primitive, 
costing less storage space than its single-resolution mesh after storage optimization.  
Rendering: a mesh can be progressively transmitted from the CPU to GPU in a form 
of proposed primitive, the transmission amount of all LoDs can be reduced to nearly a 
third of that using traditional triangle primitive. 

In the following, some preliminary knowledge is given in section 2. Section 3 
discusses a multi-resolution mesh and its construction approach with our primitive. In 
the remainder of paper, some experimental results and the conclusions are given. 

2   Preliminaries 

“Triangle contraction” operation contracts two vertices of a triangle into the third 
vertex, resulting in two vertices and four triangles collapse, none of new vertex or 
new triangle is generated, no storage space during the operation process is added. 

2.1   Definition 

As Figure 1 and Table 1(a) show, a triangle ΔBCA has three skirt triangles ΔBDC, 
ΔCEA and ΔAFB, they share three edges AB, BC and CA and three vertices B, C and 
A, these four triangles ΔBCA, ΔBDC, ΔCEA and ΔAFB are called a star, which can 
be represented compactly by (B C A D E F) as Table 1(b) shows, and triangle ΔBCA 
and its skirt triangles ΔBDC, ΔCEA and ΔAFB are called center triangle, middle 
triangle, right triangle and left triangle respectively.  

In a star, the vertex A, vertices C and B are called substitution vertex, right vertex 
and left vertex respectively, and vertices D, E and F are called middle skirt vertex, 
right skirt vertex and left skirt vertex respectively. 

         Table 1. A star in triangle list 

B C A   
B D C B C A D E F 
C E A  
A F B  

(a) (b) 
                  Fig. 1. A star in mesh  

2.2   The Simplification and Refinement Operations 

A triangle mesh is stored in the form of triangle list and vertex list. If the mesh is 
simplified, it has a simplified triangle list, and if its triangle list is simplified, it has a 
simplified mesh. So the simplified mesh can be obtained through simplifying its 
triangle list. For example, Table 2(a) is the triangle list of Figure 2(a), if two indices 7  
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and 6 in the first triangle are substituted with the third one 5, then the first four 
triangles (a star) degenerate and several related triangles are updated, and Table 2(a) 
is simplified into 2(b), its mesh Figure 2(a) into 2(b) accordingly. In the same way, 
Table 2(b) can be simplified into 2(c), and its mesh Figure 2(b) into 2(c) accordingly.  

For a triangle list (called “simplified triangle list”) and an added star, an inverse 
operation called triangle split refinement can be performed as below. 

Step1: Search all triangles sharing “substitution vertex” in the simplified triangle list. 
Step2: Order those searched triangles into an ordered set T according to their 
neighboring relationship. 
Step3: In the ordered set T, search three triangles respectively: the triangle with right 
skirt vertex (the 1st triangle), the one with middle skirt vertex (the 2nd triangle) and 
the one with the left skirt vertex (the 3rd triangle), the subset of set T from the 1st 
triangle to the 2nd triangle and the one from the 2nd triangle to the 3rd triangle are 
called T1 and T2 respectively. 
Step4: Replace the substitution vertices of triangles in subsets T1 and T2 by the right 
vertex and the left vertex respectively, then triangles in subsets are updated and the 
simplified triangle list is refined. E.g., after such an operation, the simplified triangle 
list Table 2(b) can be refined into 2(a). 

 

 

(a) 

      

(b) 

 

(c) 
 

           Fig. 2. Triangle contraction simplification in a mesh 
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Table 2. Triangle contraction simplification in a triangle list 

7 6 5   
7 2 6   
6 1 5   
5 10 7   
4 8 5 4 8 5  
4 3 8 4 3 8  
8 10 5 8 10 5  
5 1 4 5 1 4  
4 1 0 4 1 0 5 1 0 
3 4 0 3 4 0 5 0 3 
3 9 8 3 9 8 5 3 9 
8 9 10 8 9 10 5 9 10 

7 10 11 5 10 11 5 10 11 
7 11 2 5 11 2 5 11 2 
2 1 6 2 1 5 5 2 1 
(a) (b) (c) 

3   The Multi-resolution Mesh  

3.1   The Construction of Multi-resolution Mesh 

An arbitrary manifold mesh can be simplified into a base mesh through a series of 
triangle contraction operations, then it can be constructed into a multi-resolution mesh 
as below.  

1) Simplify a mesh Mn into a coarse base mesh M0 through n times "triangle 
contraction" operations by certain simplification criterion, which yields a approximate 
model series Mn ,……, M1, M0.  
2) Rearrange each triangle in the triangle list according to its collapse order. The one 
collapsed earlier is put in the front and the one collapsed later in the rear of the 
triangle list. Due to four triangles or a star collapsed simultaneously, they are put 
together and in an order of “center triangle”, “middle triangle”, “right triangle” and 
“left triangle”. Then the triangle list is partitioned according to the stars, the ith star is 
the ith layer (i=1,2,…..n) and the base mesh is the (n+1)th layer. E.g., after such a 
rearrangement, the triangle list Table 3(a) of mesh Figure 3(a) becomes Table 3(b), 
which is partitioned into 3 layers.  
3) The indices of each star are rearranged respectively as below: left vertex, right 
vertex and substitution vertex for a “center triangle”, left vertex, middle skirt vertex 
and right vertex for a “middle triangle”, right vertex, right skirt vertex and substitution 
vertex for a “right triangle” and substitution vertex, left skirt vertex and left vertex for 
the “left triangle”. So the three vertices of a center triangle are as the same as each 
first index of middle triangle, right triangle and left triangle, which features a star. 
And rearrange the triangles in base mesh so as not to feature a star. E.g., after such  
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Table 3. Rearrangements in triangle lists 

0 4 1 5 7 6 7 6 5 0 1 5 0 1 5   
4 5 1 6 7 2 7 2 6   0 4 1   0 4 1 0 1 5 4 6 10  5 4 6 10 
5 6 1 5 6 1 6 1 5 1 6 5 1 6 5   
6 2 1 5 10 7 5 10 7 5 10 0 5 10 0   
6 7 2 4 8 5 4 8 5 2 3 5 2 3 5   
5 7 6 3 8 4 4 3 8 2 8 3 2 8 3 2 3 5 8 10 6   5 8 10 6 
7 11 2 5 8 10 8 10 5 3 10 5 3 10 5   
7 1011 4 5 1 5 1 4 5 6 2 5 6 2   
5 10 7 0 4 1 4 1 0 2 6 7 5 6 7 5 6 7 5 6 7 
5 8 10 6 2 1 3 4 0 8 2 7 8 5 7 8 5 7 8 5 7 
4 8 5 7 11 2 3 9 8 8 9 3 8 9 5 8 9 5 8 9 5 
3 8 4 7 10 11 8 9 10 3 9 10 5 9 10 5 9 10 5 9 10 
3 9 8 3 9 8 7 1011 0 10 11 5 10 11 5 10 11 5 10 11 
8 9 10 8 9 10 7 11 2 0 11 4 5 11 4 5 11 4 5 11 4 
0 3 4 0 3 4 2 1 6 4 6 1 4 6 5 4 6 5 4 6 5 

(a) (b) (c) (d) (e) (f) (g) 
 

rearrangement, the triangle list Table 3(b) becomes Table 3(c), in which 7, 6 and 5 are 
as the same as the first one of (7 2 6), (6 1 5) and (5 10 7). 
4) Reorder vertices of the vertex list according to vertex collapse order, the one 
collapsed earlier put in the front and the one later in the rear of vertex list. So the 
vertex list is layered according to the collapse order, and all of indices in the triangle 
list are updated accordingly. E.g., after reordering vertex order in mesh Figure 3, its 
vertex list Table 4(a) becomes 4(b), and its triangle list Table 3(c) is updated and 
becomes 3(d).  

After four rearrangement operations as above, both the triangle list and the vertex 
list of a mesh are partitioned into layers, in which all of multi-resolution information 
is implicit, the original triangle list is turned into a multi-resolution representation.  

3.2   The Recovery of Levels of Detail 

The multi-resolution representation above-mentioned is a triangle list, but it can be 
simplified progressively..Here it is called a simplification list and supposed it 
issimplified progressively from SLn to SLn-1, ……, SL1 to SL0. After performed a 
transformation as follows, a simplification list SLn is turned into a refinement list 
which supports progressive recovery of LoDs or progressive rendering of a 
mesh.Judge whether the first layer of SLi is a star, if yes, assign the values of which to 
a temporary variable, and simplify this layer and update the remaining layers, SLi 
becomes SLi-1 (i = n,……,1), if no, end the simplification. After such a 
transformation, a simplification list becomes a refinement list. So, a multi-resolution 
mesh can be stored in the refinement list. For being independent of refinement 
algorithm used, the refinement list can be used for mesh progressive rendering. E.g.,  
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after a transform as above, a simplified list Table 3(d) becomes a refinement one 
Table 3(e), from which 2 LoDs can be extracted.  

 
(a) 

 

 
                      (b) 

Fig. 3. Reorder of mesh vertex 

Table 4. Rearrangement in vertex list 

x0 y0 z0 x7 y7 z7 
x1 y1 z1 x6 y6 z6 
x2 y2 z2 x4 y4 z4 
x3 y3 z3 x8 y8 z8 
x4 y4 z4 x2 y2 z2 
x5 y5 z5 x5 y5 z5 
x6 y6 z6 x1 y1 z1 
x7 y7 z7 x0 y0 z0 
x8 y8 z8 x3 y 3 z3 
x9 y9 z9 x9 y9 z9 

x10 y10 z10  x10 y10 z10 
x11 y11 z11  x11 y11 z11 

(a) (b)  

3.3   The Storage of Multi-resolution Mesh 

Since a star can be compactly represented according to definition 2.1, the refinement 
list with stars also can be compactly represented, E.g., Table 3(e) can be compactly 
represented as 3(f). Due to the ith star in the ith row has two indices (2i-2) and (2i-1) 
which can be omitted, thus, the storage size of the refinement list can be reduced 
future, E.g., Table 3(f) can be represented as 3(g). 

Thus each star can be represented by 4 indices, its representation cost is 4/3*4 = 
0.333 if a star with 4 triangles, is 4/3*3 = 0.444. 

The new refinement list can support the mesh progressive rendering as well: the 
base mesh M0 is sent to graphics system and rendered first, then send the nth layer 
vertices and the nth compact represented star to graphics system, which recovers four 
triangles. And with this layer of vertices and triangles added, graphics system refines 
mesh M0 into M1 according to the refinement approach above-mentioned…… For a 
mesh Mk, send the (n-k)th layer vertices and the (n-k)th compact represented star to 
graphics system, which recovers a layer of triangles, and refine the mesh Mk into 
Mk+1.…… till Mn is recovered and rendered.  

In this way, the vertices transmission size of stars sent to graphics system is 
reduced to nearly a third of that of triangle primitive 

4   Results  

Models Dog, Buny, Cow, Fandisk, Pig, Horse and Happy are tested, their 
characteristics are in Table 5(b)(c). The experiments were carried out using a HP PC 
with a processor at 1Ghz and 562Mb RAM. Coding of the models was in C++.  
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After 452, 1213, 1395, 3152, 1754, 23987 and 24724 stars collapsed respectively 
and multi-resolution representations constructed, their multi-resolution meshes are 
generated. If the storage amount (in Kb) of original triangle lists (Tri. lists) are 
regarded as 100% (an integer with 4 bytes), our storage scheme costs nearly 35%, see 
Table 5(g), but the costs in [5] [6] are 110% and 69% respectively.  

Table 5. The storage cost of ours scheme 

Models Triangles Vertices Base 
meshes 

Tri. lists Ours Ratio 
(%) 

Dog 1850 922 52 21.68 7.67 35.5 
Bunny 5048 2540 202  59.156 21.832 36.9 
Cow 5804 2903 228 68.016 22.596 33.2 

Fandisk 12946 6475 347 151.7  53.1 35 
Pig 7040 3522 43 82.5 27.9  33.8 

Horse 96966 48485 1049 1136.3 409.1 36 
Happy 100000 49794 1216 1171.9 398.4 34 

(a) (b) (c) (d) (e) (f) (g) 

The models can be progressively rendered through sending LoDs to the graphics 
system from the lower detail to the higher one. The number of vertices of all LoDs 
sent to the graphics system using our primitive can be measured and compared with 
those using triangle strips primitive such as [1][4]. If the model data using triangle 
primitive is 100%, the data using ours can be reduced to nearly 33%, whereas the one 
using Multi-resolution Triangle Strips (MTS) [1] reduced to nearly 61%, the one 
using Quality Strips (QS) [4] nearly 55% on average, see Table 6. Fig. 4 shows 9 
levels of Bunny progressively rendered using our primitive. 

Table 6. The storage cost of ours scheme  

Models Using MTS[1] Using QS[4] Using ours 
Dog 62.3% 54.5% 32.5% 

Bunny 61.1% 55.1% 33.4% 
Cow 61.3% 54.8% 32.1% 

Fandisk 61.6% 53.9% 33.4% 
Pig 59.7% 54.3% 32.2% 

Horse 60.9% 54.7% 33.9% 
Happy 62.1% 53.1% 32.7% 

(a) (b) (c) (d) 

   

Fig. 4. Levels of Bunny model progressively rendered using our primitive (from the low to the 
high: 202, 247, 315, 409, 670, 1309, 1929, 3019, 5048 faces)  
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5   Conclusions 

This paper has proposed a simple multi-resolution representation and a primitive that 
can be used in the data structure and in the rendering stage, the main benefit of using 
this primitive is the decrease model storage size and vertices data transmission cost. 
Limited experimental results confirm that the model storage cost can be reduced to 
about 35% of its corresponding single resolution mesh, and the data transmission 
amount using our primitive is nearly a third of that using triangle primitive, less than 
those using multi-resolution triangle strip (MTS) [1] or quality strips (QS) [4]. Dislike 
the previous storage scheme that should be created before use each time, ours can be 
applied repeatedly for being independent of refinement algorithm used. The next 
work will focus on considering the extraction time and visualization time of a LoD, 
variable resolution rendering and improving the rendering quality or simplification 
criterion of multi-resolution mesh. 
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Abstract. This paper proposes a cost-effective VLSI architecture to improve 
the three-step search (TSS) algorithm for efficient motion estimation. A 
weighted SAD is defined as the new distortion measure instead of SAD for 
motion vector selection to remedy the fault of the TSS algorithm. The proposed 
TSS architecture is superior to conventional TSS architecture in terms of coding 
performance. Moreover, the additional hardware implementation cost of the 
proposed architecture is relatively negligible. The proposed architecture 
achieves best tradeoff in terms of speed and hardware cost. 

Keywords: VLSI, Motion Estimation, TSS. 

1   Introduction 

Block matching is often performed for motion estimation (ME) in MPEG-x and 
H.26x video encoders. The full-search block-matching (FSBM) algorithm offers the 
optimal picture quality, whereas it is time-consuming and calculation-intensive. VLSI 
implementation for FSBM had attracted intensive attention [1] [2]. However, existing 
implementations of FSBM are computationally expensive and power hungry for its 
intrinsic property [3]. 

Faster methods are therefore developed to eliminate the disadvantages of the Full 
Search. Among them, the three-step search block matching algorithm (TSS BMA) is 
most widely used, although the coding performance is relatively inferior to the FSBM 
algorithm. In general, a typical VLSI implementation cost of TSS algorithm is 
reduced to only about one-tenth of that of this FSBM algorithm [3].  

The TSS algorithm uses a hierarchical searching method to skip most of the 
candidate motion vectors to reduce the computation cost. Unlike full-search, the main 
problem of the TSS algorithm is its inability to locate the global minimum precisely. 
It is very easy to be trapped into local minima in the early steps as only nine points 
are considered. Multiple-candidate technology and overlapped search method are 
adopted and incorporated with TSS algorithm to overcome this drawback [3]. 
However, these measures suffer from increased hardware cost due to additional 
parallel TSS modules needed.  

In this paper, we modify the matching criterion and propose a cost-effective VLSI 
architecture to improve the TSS motion estimator in video encoder. The following is 
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organized as follows: In Section 2, the TSS algorithm and its typical VLSI 
implementation architecture are reviewed, and the drawbacks of the TSS architecture 
are analyzed. The improved TSS algorithm and its modified architecture are proposed 
in Section 3. Simulation results are presented in Section 4. Finally, conclusions are 
drawn in Section 5. 

2   Algorithm and Architecture 

Block matching algorithm is performed according to the matching criterion sum of 
absolute difference (SAD), which is calculated for each candidate location (u,v) as: 

1 1

0 0
( , ) ( , ) ( , )1

,

− −

= =
∑= + + − + + + +    ∑ −

                                   − ≤ ≤

N N

i i
SAD u v f x i y j f x i u y j vt t

W u v W
                  (1) 

Where ft and ft-1 are two continuous frames, (x,y) is the position of the current block, N 
is the block size, and (u,v) is the candidate motion vector. The motion vector is 
determined by the least SAD(u,v) for all possible (u,v) within the search window of  
(2W+1)×(2W+1).  

In this paper, a search window of 31×31 is considered for relatively large size 
video applications to satisfy the increasing image quality of consumers. As a result, 
the TSS should be directly expanded to four steps to cover the doubled search range.  

The TSS algorithm follows a coarse-to-fine search approach. In each step, nine 
candidate locations around the winner of the previous step are checked. The one with 
the least distortion is chosen as the center location for the next-step search. In the next 
step, the search is focused on the area centered at the selected point of the previous 
step, but the distance is shortened to one-half of that in the previous step. This 
procedure continues until the distance converges to one pixel, and the final motion 
vector is obtained.  

A typical VLSI architecture of the TSS algorithm is shown in Fig.1 [4]. By 
employing nine parallel processing elements (PE), a dedicated TSS motion estimator 
chip[4] with a search range of 7x7 was developed. In this architecture, memory 
interleaving technique was introduced to enhance the structure regularity and reduce 
the memory size and bandwidth by utilizing cyclic-pipeline memory access. The 
complicated addressing problem was solved by the pseudoresidual permutation and 
realized with random logic.  

The TSS algorithm limits checking points in the search area based on the 
assumption that the SAD distribution increase monotonically as the searched point 
moves away from the location of minimum distortion. However, this assumption is 
not always true for real-world sequences, and thus it makes the inappropriate choice 
in early steps. Especially when the TSS algorithm is expanded to four steps to support 
search range [-15, 15], the distance between checked points at early steps are enlarged 
exponentially. As a result, the probability of being trapped in local minimum 
significantly raise and the accuracy is thus dramatically reduced.  
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Fig. 1. A typical architecture for the TSS algorithm implementation 

Jong et al. [3] proposed a scalable overlapping strategy which utilizes several 
independent TSS modules, each one with small search range, to cover the required 
large search ranges. Multiple-candidate technology was also adopted to overcome this 
drawback [3]. However, these measures suffer from increased hardware cost due to 
additional parallel TSS modules needed. Thus, efficient measure must be taken for 
TSS algorithm to avoid being trapped in local minimum to retain the matching 
accuracy, especially for large size search area. 

An example in the case of “Mobile & Calendar” sequence is given in Fig.2 to 
illustrate the existence of multiple local minimum in the SAD distribution of all 
candidate motion vectors.  It is the existence of multiple local minimum in the SAD 
distribution that prevents the TSS algorithm from precise motion vector selection. 

The SAD distribution in Fig.2 is also shown as a gray image in Fig.3, in which the 
motion vector selection procedure of the TSS algorithm is illustrated. Obviously, the 
optimal integer motion vector should be (0,-6), which is marked as “R” in Fig.3. t8, 
t4, t2 and t1 are the selected point with the minimum SAD value in four step searches 
whose distance are 8, 4, 2 and 1 in conventional TSS algorithm, respectively. 
According to Fig.3, the selected point of the first step is (8,-8), which deviates from 
the true point (0, 8) markedly.  Then, the TSS algorithm limits the search area within 
a window of 15×15 centered at t8. Orderly, the points t4, t2 are selected, and finally t1 
is the matched motion vector, which differs from the true motion vector largely. 

According to above analysis, it is the nonmonotonic property of the SAD 
distribution that results in wrong selection of the first step. In this example, the wrong 
selection occurs in the first step, certainly it may also occurs in the second, or the 
third steps. In general, the larger the distance of a step is, the larger the probability of 
being trapped in local minimum wrong selection is. In the TSS algorithm, the center 
position of a certain step is determined only according to the SAD value of nine 
adjacent points. As a result, the center position selected is usually incredible 
especially for large distance steps. 
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Fig. 2. An example of the SAD distribution 

 

Fig. 3. The SAD image of the example in Fig.2 and the motion vector selection procedure of 
the conventional and the proposed TSS algorithm 

3   The Improved TSS Algorithm and Its Architecture 

According to the analysis in section 2, center position determined only depending on 
SAD comparison for next step search is ill-suited. One direct solution way is to 
determine the center position for the next step search by SAD comparison of more 
adjacent points, for example 18, 27 or 36 candidate points. The more candidate points 
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used, the more credible the center position is. However, several TSS modules or 
higher frequency is desired to support more than nine adjacent points in each step.  Is 
it possible to modify the matching criterion of selection to improve the accuracy of 
center position only using nine candidate points? Simultaneously, the advantage of 
the TSS architecture in terms of hardware cost and power is retained.   

We have made in-depth investigation on motion vector smoothing for BMA ME 
algorithm before [5]. As our previous analysis, there is an implicit assumption in BMA 
that all pixels within a block undergo uniform motion. Motion edges existing within a 
block just violate this assumption. In addition, noise usually prevents the BMA from 
tracking the real motion especially in flat regions with insufficient spatial gradient. 
Sufficient spatial gradient of a block is also desired to improve the algorithm’s 
robustness to noise. Thus, how to guarantee a block to have uniform motion and 
sufficient spatial gradient is a crucial problem for efficient motion estimation in BMA 
algorithms. Overlapped block motion compensation based ME algorithm is a typical 
method to utilize the motion smoothness between adjacent blocks to guarantee 
sufficient spatial gradient for efficient motion estimation.  

Similar measure is adopted in this paper to define the so-called weighted SAD 
(WSAD) to replace conventional SAD for TSS algorithm optimization. Spatial 
gradient and motion smoothness are jointly employed to improve the accuracy of 
center position selection. To guarantee the motion smoothness of enlarged block 
where the WSAD is calculated on, only nine adjacent blocks centered about the 
current block is used for WSAD definition. In our work, the WSAD is defined as 

1 1

1 1
( , ) ( , ) ( , )

=− =−
∑= ρ + +∑

p q
WSAD u v p q SAD u p v q                           (2) 

To minimize the influence of motion estimation accuracy resulted from motion 
edges, the weight ρ(p,q) is determined depending on the distance between nine points 
and the center point in each step. ρ(p,q) is given in Fig.4. Here, ρ(p,q) is a value in 
terms of 2-t (t is positive integer) to facilitate hardware implementation.  

 

Fig. 4. The relationship between ρ(p,q) and distance 

Let’s take the first step of the TSS search in Fig.3 for an example for analysis. The 
SAD differences of nine adjacent points of the first step marked as ‘×’ are very small. 
Consequently, the search is easily strapped into local minima, the center point of the 
first step is wrongly determined as (8, 8), which is expected to be (0, -8). If the WSAD 
is employed as criterion for center position selection, relatively optimal trade-off 
between spatial gradient and motion smoothness is achieved. SAD(0,-7) is considerably 
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smaller than SAD(0,-8), then WSAD(0,-8) is smaller than those of other eight candidate 
in the same step. As a result, the appropriate position (0,-8) is selected as the center for 
the next step search. 

The four step search processes using SAD and WSAD are compared in Fig.3. wt8, 
wt4, wt2 and wt are the point with the minimum WSAD value in four step searches 
whose distance are 8, 4, 2 and 1 in the proposed TSS algorithm, respectively. 
According to the Fig.3, WSAD can avoid being trapped in local minima and track the 
motion vector correctly. 

To implement the modified TSS algorithm using WSAD, it is necessary to modify 
the conventional TSS architecture in Fig.1. According to WSAD definition, the SADs 
of eight adjacent motion vectors should be calculated for each point. The PE structure 
of the conventional TSS architecture is shown in Fig.5. 256 pixels x255~x0 from the 
current MB are broadcasted to 9 PEs within 256 clocks in parallel. Nine way 256 
pixels y255~y0 derived from nine RAM (RAM1~RAM9) are fed into nine PEs 
through a nine-way parallel data exchange matrix. The SAD value of a candidate 
position is calculated in a PE.  

 

Fig. 5. The structure of PE in conventional TSS motion estimator 

To obtain the WSAD of a candidate point at (u,v), we need to calculate the SAD of 
itself and those of its eight adjacent points at (u+p,v+q) (-1≤p, q≤1). Thus, nine sub-
PEs are needed to obtain SAD(u,v) and SAD(u+p,v+q) to calculate the WSAD of the 
current point. The structure of the modified PE with nine sub-PEs is given in Fig.6. 
256 pixels x255~x0 from the current MB are broadcasted to the center sub-PE  
 

 

Fig. 6. The proposed structure of PE in the modified TSS motion estimator 
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Fig. 7. Data flow of a 16x16 block and its reference block in the proposed TSS architecture 

(p=q=0), simultaneously fed into other eight sub-PEs after a delay of a certain clocks 
according to the offset (p,q). Correspondingly, 324 pixels y323~y0 within the 
reference frame centered at (x+8, y+8) are broadcasted to nine sub-PEs. The data flow 
of a 16x16 block and its reference block in a PE for the proposed TSS motion 
estimator is given in Fig.7. In addition, the weight SAD is calculated through binary 
right shift to decrease the computation cost.  

Table 1. The Rate Distortion Performance of the Proposed TSS and Conventional TSS 
Architectures. (Rate: kbits/s, PSNR: dB) H.263 Encoder using TSS ME algorithm is used for 
test, P I frame ratio is 10 and fixed Quantizaition step 12 is used. 

 

Table 2. Hardware cost amd specification of the proposed and conventional TSS architectures 
implemented ina Virtex XC2V FPGA 
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4   Simulation Results 

The proposed TSS architecture and conventional TSS architecture are adopted to 
implement H.263 video encoder on Xilinx XC2V3000 FPGA for coding performance 
and hardware cost comparison. Eleven standard CIF format test sequences listed in 
Table 1 are stored in NAND flash memory and fed in the video encoder for 
comparison. The distance between two adjacent I frames is 10 frames, and fixed 
quantization step 12 is used for comparison. The rate distortion performances of the 
H.263 video encoders implemented with conventional and the proposed TSS MBA 
architectures are given in Table 1. For fair comparison, the same search [-15, 15] is 
also used in the proposed and conventional TSS algorithm. According to the results in 
Table 1, the modified TSS architecture using WSAD as selection criterion can 
achieve superior rate distortion performance compared with conventional TSS 
algorithm.  

The synthesized results of the conventional and proposed TSS architectures are 
compared in Table 2. According to the results in Table 2, the increased hardware cost 
of the improved TSS architecture is acceptable and remarkably low compared with 
the measures adopted in [4]. In addition, only 68 additional clocks are needed in each 
step search in the modified TSS algorithm. Thus, the additional requirement of the 
system clock frequency is negligible. 

5   Conclusions 

In this paper, a cost-effective VLSI architecture is proposed to improve the three-step 
search (TSS) block matching algorithm. A weighted MAD is defined as the distortion 
measure instead of MAD for motion estimation to remedy the fault of the TSS 
algorithm. The effectiveness of the adopted weighted MAD is confirmed with 
simulation results. The rate distortion coding performance of the proposed 
architecture is considerably superior to that of the conventional TSS architectures. 
The additional hardware implementation cost of the proposed architecture is relatively 
negligible. The architecture achieves best tradeoff in terms of speed and hardware 
cost. This architecture is well suited for fixed and variable block size motion 
estimation in MPEG-x and H.26x video encoders. 
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