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Preface

The endeavors of this textbook are to define the qualitative aspects that affect the selec-
tion of an industrial chemical reactor and coupling the reactor models to the case-specific
kinetic expressions for various chemical processes. Special attention is paid to the exact
formulations and derivations of mass and energy balances as well as their numerical
solutions.

There are several principal sets of problem layouts in chemical reaction engineering:
the calculation of reactor performance, the sizing of a reactor, the optimization of a reac-
tor, and the estimation of kinetic parameters from the experimental data. The primary
problem is, however, a performance calculation that delivers the concentrations, molar
amounts, temperature, and pressure in the reactor. Successful solutions of the remaining
problems—sizing, optimization, and parameter estimation—require knowledge of perfor-
mance calculations. The performance of a chemical reactor can be prognosticated by mass
and energy balances, provided that the outlet conditions and the kinetic and thermodynamic
parameters are known.

The spectacular emergence of computing technology is characteristic for current chem-
ical reaction engineering. The development of new algorithms for the solution of stiff
differential equation systems and initial value problems—both so common in chemi-
cal kinetics—and the development of numerical methods for the solutions of boundary
value problems of simultaneous chemical reactions and diffusion in heterogeneous systems
have enabled reliable simulations of heterogeneous chemical reactions. Numerical meth-
ods, together with the powerful computers of today, have transformed the difficulties of
yesterday in reactor analysis to the routine calculations of today. The numerical methods
are, however, not the main theme of this text, but, nevertheless, a short summary of the
most useful methods is introduced in conjunction with each and every type of chemical
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reactor. The choice of examples can be attributed, to a large extent, to the authors’ research
in this area.

Chapters 5 through 8 are mainly concerned with heterogeneous reactors such as two-
and three-phase catalytic reactors and gas—liquid reactors for reactive solids. However, we
should pay attention to the fact that homogeneous reactors, indeed, form the basis for
the analysis and understanding of heterogeneous reactors—therefore, a comprised view of
homogeneous reactors is introduced in Chapter 3. The essential stoichiometric, kinetic,
and thermodynamic terms needed in the analysis of chemical reactors are discussed in
Chapter 2. This book is essentially devoted to reactor technology; thus, the treatment of
fundamental kinetics and thermodynamics is kept to a minimum. In Chapter 4, residence
time distributions and nonideal flow conditions in industrial reactors are discussed and
analyzed. In Appendices 1 and 2, solutions of algebraic equation systems and ordinary
differential equation systems are introduced. Appendix 3 contains clarification and the code
of the NLEODE (nonlinear equation systems and ordinary differential equation systems)
solver. Estimation of gas- and liquid-phase diffusion coefficients is tackled in Appendices 4
and 6, respectively, whereas Appendix 5 discusses the gas film coefficients. Appendix 7 deals
with the correlations for gas-liquid systems and Appendix 8 deals with the solubilities of
gases in liquids; finally, Appendices 9 and 10 give guidelines for laboratory reactors and the
estimation of kinetic parameters.

This book is intended for use by both undergraduates and more advanced students, as
well as by industrial engineers. We have tried to follow logical, clear, and rational guidelines
that make it feasible for a student to obtain a comprehensive and profound knowledge basis
for understanding chemical reactor analysis and design. Furthermore, selected numerical
exercises and solutions are helpful in applying the acquired knowledge in practice. Also,
engineers working in the field may find the approach of this book suitable as a general
reference and as a source of inspiration in the everyday challenges encountered in the
profession.

The authors wish to express their gratitude to many of our colleagues in the Laboratory
of Industrial Chemistry and Reaction Engineering, Abo Akademi, and especially to the late
Professor Leif Hummelstedt, whose invaluable guidance led many of us into the world of
heterogeneous reactors. Professor Lars-Eric Lindfors has contributed numerous interesting
discussions dealing with chemical reaction engineering and, especially, heterogeneous catal-
ysis. Professor Erkki Paatero’s continuous interest in all the aspects of industrial chemistry
has been ever so surprising for all of us. Professor Dmitry Murzin has given valuable com-
ments on the text, particularly to the section concerning catalytic reactors. Many former
and present colleagues in our laboratory have contributed to the reactor modeling work:
Dr. Jari Romanainen, Dr. Sami Toppinen, Dr. Mats Ronnholm, Dr. Juha Lehtonen, Dr. Esko
Tirronen, Dr. Fredrik Sandelin, Dr. Henrik Backman, Dr. Jeannette Aumo, Dr. Johanna Lilja,
Dr. Andreas Bernas, and Dr. Matias Kangas.

We are grateful to our family members for their patience during the work.
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a, b
a,b,p,r
A/

A//

ap

Vector for chemical symbols with the element a;

Variable defined in Equation 8.60, lumped parameters in Table 3.2

Mass and heat transfer surface

Frequency factor

Integration constants

Concentration exponents in the rate equations, Table 2.1

Frequency factor according to collision theory

Frequency factor according to transition-state theory

Variable defined in Equation 8.62

Chemical symbol of component i

Reacting species i

Particle surface/reactor volume

Outer surface of a (catalyst) particle

Particle surface

Interfacial area/reactor volume; gas—liquid surface area to reactor
volume

Temperature exponent according to transition-state theory

Integration constants

Molar-based heat capacity

Concentration

Vector for concentrations

Vector for the concentrations of key components

Concentration at the phase boundary, average concentration in
Chapter 9

Total concentration

Concentration of species i
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Coi
CA> CR,max

CR,max
p
Cpmi
Cvmi
Cy

s

C(t)

Initial concentration of species i

Concentration of component A in relation to the concentration
maximum of component R

Concentration maximum of the intermediate product R

Mass-based heat capacity for a mixture at constant pressure

Molar heat capacity of component i at constant pressure

Molar heat capacity of component i at constant volume

Heat capacity of the system at a constant volume

Surface concentration

C function, Chapter 4

Dispersion coefficient

Knudsen diffusion coefficient of component i

Effective diffusion coefficient of component i

Diffusion coefficient of component i

Molecular diffusion coefficient of component i

Equivalent particle diameter

Tube diameter

Bubble diameter

Enhancement factor for gas—liquid reactions

Activation energy

Factor in van Krevelen—Hoftijzer approximation, Chapter 7

Population density function, Chapter 4

Distribution function, Chapter 4

Distribution function, complement function of F(¢), Chapter 4

Gravitation force, Chapter 5

Friction factor, Chapter 5

General function

Rate constant for chain initiation

Mass flow/reactor tube cross-section

Gravitation acceleration

Henry’s constant, Section 7.2.7

Henry’s constant, Section 7.2.7

Formation enthalpy of component i

Heat transfer coefficient for the gas or the liquid film

Reaction enthalpy

Vector,i'=[111... 1]

Equilibrium constant

Michaélis—Menten constant

Equilibrium constant based on pressure

Mass transfer coefficient from bubble to cloud phase

Diagonal matrix for the mass transfer coefficients K,

Concentration-based equilibrium constant

Mass transfer coefficient from cloud to bubble phase

Diagonal matrix for the mass transfer coefficients K,
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Equilibrium ratio of component i in gas-liquid equilibrium

Rate constant

Empirical rate constant or merged rate constant

Rate constant of a forward reaction; from left to right

Rate constant of a backward reaction; from right to left

Mass transfer coefficient of component 7 in the gas phase

Mass transfer coefficient of component 7 in the gas phase,
Section 7.2.7

Mass transfer coefficient of component i in the liquid phase

Rate constant for chain propagation

Rate constant for chain termination

Reactor length, tube length

Reactor length coordinate

Molar mass

Heat flux, Section 5.2.2.5

Dimensionless parameter, M 1/2 — Hatta number, Section 7.2.4.3

Molar mass of a mixture

Mass

Catalyst mass

Mass flow

Mass of a (catalyst) particle

Molar flux

Flux

Flux in the absence of mass transfer limitations

Amount of substance (molar amount)

Flow of amount of substance

Flow of key component k

Vector of transformed flows

Transformed flow, Section 5.2.4

Number of reactor tubes

Vector of flows

Vector of flows of key components

Amount of component i

Amount of key component k

Amount of key component k at the beginning or at the inlet

Flow of component i

Flow of key component k

Inflow of component i

Inflow of key component k

Number of particles

Total pressure

Reference pressure or initial pressure

Partial pressure

Amount of heat transported from or to the system
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Heat flux transported from or to the system

Heat flux to or from the system

General gas constant, R = 8.3143 J/K mol; characteristic dimension of
a (catalyst) particle; for spherical objects R = particle radius

Reaction rate

Vector of reaction rates with the elements R;

Reaction rates under diffusion influence (not bulk concentrations, see
Chapter 5)

Reaction rate in the bubble phase in a fluidized bed

Reaction rate in the cloud phase in a fluidized bed

Reaction rate in the emulsion phase in a fluidized bed

Rate of reaction j

Radial coordinate in a (solid) catalyst particle or in a reactor tube

Generation rate

Vector of generation rates

Generation rate of key component k

Vector of generation rates of key component k

Dimensionless generation rate, Equation 5.101

Roots of characteristic equation (second-order linear differential
equations)

Generation rate of component i

Number of chemical reactions

Heat transfer area of a reactor

Reaction enthalpy

Signal, Chapter 4; form factor, Chapter 5

Signal of pure fluid, Chapter 4

Signal at the system inlet (tracer introduction) (Chapter 4)

Semiempirical exponent in the Langmuir-Hinshelwood rate equation

Temperature

Adiabatic temperature

Adiabatic temperature change

Temperature of the surroundings

Reference temperature

Reaction time or residence time

Mean residence time, Chapter 4

Age of species, Chapter 4

Clock time, Chapter 4

Total reaction time, Chapter 8

Heat transfer coefficient

Change in internal energy due to chemical reaction

Combined heat transfer parameter for the reactor walls and for the
fluid film around the reactor wall

Volume
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YR/A

N

alay
Bi
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Notations

Reactor volume

Volume of the bubble phase

Volume of the cloud phase

Volume of the emulsion phase

Volumetric flow rate at the reactor inlet

Particle volume

Volume of solid phase

Volume of solid particles in the bubble phase

Volume of solid particles in the cloud phase

Volume of solid particles in the emulsion phase

Volumetric flow rate

Flow rate calculated for the reactor cross-section, superficial velocity

Real flow rate, interstitial velocity

Gas velocity in the bubble phase

Rise velocity of gas bubbles in a fluidized bed

Velocity at minimum fluidization

Maximum flow rate in the middle of the tube, Section 4.2.10

Dimensionless coordinate in a catalyst particle, x = r/R

Vector for mole fractions

Vector for mole fractions at the beginning or at the reactor inlet

Mole fraction of component i

Initial mole fraction of key component k

Dimensionless concentration

Concentration gradient, Section 8.2.2

Yield defined as the amount of product formed per total amount of
reactant, Section 3.8.1.2

Length coordinate

Compressibility factor

Coordinate of the reaction plane for infinitely fast gas and liquid
reactions

DIMENSIONLESS GROUPS

Integrated dependencies of the bulk-phase concentrations, Chapter 8
Biot number

Biot number of mass transport

Bond number

Damkohler number

Hatta number (Ha = M'/?)

Froude number

Galilei number
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Nu Nusselt number

Pe Peclet number

Pey,y  Peclet number of radial mass transfer

Pr Prandtl number

Re Reynolds number

Sc Schmidt number

Sh Sherwood number

[0) Thiele modulus

@ Thiele modulus for arbitrary kinetics and geometry

©s Generalized Thiele modulus, Equation 5.97

GREEK SYMBOLS

o Wake volume/bubble volume in Section 5.3.2.1
a,PB,y,d Empirical exponents, Table 2.1
Y Activity coefficient
Yb Volume fraction, Section 5.3.2.1
Ye Volume fraction, Section 5.3.2.1
Ye Volume fraction, Section 5.3.2.1
d Film thickness

Bed porosity
€ Volume fraction, Section 5.3.2.1
€L Liquid holdup
€G Gas holdup
Emf Bed porosity at minimum fluidization
€p Porosity of catalyst particle
ORr/A Momentaneous yield (selectivity), Section 3.8.1
ORr/A Integral yield (selectivity), Section 3.8.1
g Dimensionless radial coordinate
n Conversion; often referred to as X in the literature
Ne Effectiveness factor
ny Relative of conversion of a key component k
n;< Vector for relative conversion
N Asymptotic effectiveness factor in Section 5.2.2.4
I3 Radial heat conductivity of catalyst bed
Ne Effective heat conductivity of catalyst particle
g Heat conductivity of fluid film
A(t) Intensity function, Chapter 4
v Dynamic viscosity

v Stoichiometric matrix with elements v;;
v Stoichiometric matrix
v Kinematic viscosity



VA, VB, VP, VR

Notations

Stoichiometric coefficients of components A, B, P, and R

V; Stoichiometric coefficients of component i

Vij Stoichiometric coefficient of component i in reaction j

Vg Stoichiometric matrix for the key components

g Reaction extent

g Vector for reaction extents

g’ Specific reaction extent

g Vector for specific reaction extents

g” Reaction extent with concentration dimension, Section 3.5

gj Reaction extent of reaction j

E]/. Specific reaction extent of reaction j, Section 3.5

0 Density

o Density of feed

OB Catalyst bulk density; pp = m104¢/ VR

PBb Catalyst bulk density in the bubble phase

PBc Catalyst bulk density in the cloud phase

OPBe Catalyst bulk density in the emulsion phase

Pp Density of (catalyst) particle

o2 Variance, Chapter 4

T Space time, reaction time (BR), residence time (PFR), Section 3.8.5

T Residence time of a gas bubble

Tp Catalyst particle tortuosity

Tmax,PFR Time for the concentration maximum of the intermediate product,
case BR or PFR

Tmax,CSTR Time for the concentration maximum of the intermediate product,
case CSTR, Chapter 3

¢’ Sphericity, Equation 5.257, ¢ = A;/A), A; = the outer surface area
of a sphere with the volume equal to the particle, A, = outer
surface area of the particle

Dr/a Total yield (selectivity)

o) Thiele modulus

o Generalized Thiele modulus for a slab-formed catalyst particle

¢ Thiele modulus, Equation 8.56

¢ Thiele modulus, Equation 8.89

s Generalized Thiele modulus

0 Surface coverages, Chapter 9

0 Normalized time, Chapter 4

SUBSCRIPTS AND SUPERSCRIPTS
0 Initial condition or reactor inlet

o,p General exponents
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B,b  Bulkphase
b,c,e Bubble, cloud, and emulsion phases, Section 5.3.2

C Reactor surroundings
cat Catalyst

F Fluid (gas or liquid)
G Gas

i Component index

in Inlet (feed)
inert  Inert component

] Reaction index
k Key component
L Liquid

MD  Maximum mixed dispersion model
MT Maximum mixed tanks-in-series model

n General exponent, for example, in Table 3.3

out Outlet

p Particle

R Reactor

SD Segregated dispersion model

ST Segregated tanks in series model

s Reaction index; in catalytic reactions: surface or phase boundary
sb Solids in bubble

sc Solids in cloud

se Solids in emulsion

T, TS Tanks in series

ABBREVIATIONS
AB,CD,...,R S, T Component names
AD Axial dispersion
BR Batch reactor
CFD Computational fluid dynamics
CSTR Continuous stirred tank reactor
E Enzyme
LFR Laminar flow reactor
N Number of reactions
P, Component n
PFR Plug flow reactor
R Reactor
RTD Residence time distribution

s Solid
N Number of reactions, substrate
X Active complex
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UNITS

SI units are used throughout this book. In some exercises, the units used for pressure are
1 atm = 101.3 kPa, 1 bar = 100 kPa, and 1 torr (=1 mm Hg) = 1/760 atm.

For dynamic viscosity 1 cP (centipoise) = 107> Nsm ™ is used.

The occasionally used abbreviation for 1 dm? is 1 L (liter).






CHAPTER 1

Introduction

Today, chemical reactors are used for the industrial conversion of raw materials into prod-
ucts. This is naturally facilitated by chemical reactions. Raw material molecules are referred
to as reactants. Industrial reactors can be operated batchwise or in a continuous mode. In
the batchwise operation mode, the reaction vessel is loaded with reactants, and the chemical
reaction is allowed to proceed until the desired conversion of reactants into products has
taken place. A more common approach is the continuous operation of a chemical reactor.
Reactants are fed continuously into the reaction vessel, and a product flow is continuously
taken out of it. If the desired product purity cannot be achieved in the reactor—as is often
the case—one or several separation units are installed after the actual reactor. Common
separation units include distillation, absorption, extraction, or crystallization equipment.
A chemical reactor coupled with a separation unit constitutes the core of a chemical plant,
as illustrated in Figure 1.1. The role of the chemical reactor is crucial for the whole process:
product quality from the chemical reactor determines the following process steps, such as
type, structure, and operation principles of separation units [1].

A brief classification of chemical reactors is presented in Table 1.1. The classification
is mainly based on the number of phases present in the reactor. This classification is very
natural, as the character of reactive phases to a large extent decides the physical configuration
of reactor equipment.

Most industrially relevant chemical processes are carried out in the presence of com-
pounds that enhance the reaction rate. These compounds are referred to as catalysts.
Homogeneous or homogeneously catalyzed reactions can be facilitated in a simple tube
or tank reactors. For heterogeneous catalytic reactions, usually the reactor has a solid cata-
lyst phase, which is not consumed as the reaction takes place. The catalyst is placed in the
reactor to enhance reaction velocity. Heterogeneous catalytic reactions are commonly car-
ried out in packed bed reactors, in which the reacting gas or liquid flows through a stagnant
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FIGURE 1.1 A chemical reactor and the separation unit.

catalyst layer. If catalyst particles are very small, they can be set in motion and we can talk
about a fluidized bed. In case the catalytic reactor contains both a gas phase and a liquid
phase, it is referred to as a three-phase reactor. If catalyst particles are immobile, we have a
so-called packed bed reactor (trickle bed). If, on the other hand, the catalyst is suspended
in a liquid, the reactor is called a slurry reactor.

A special type of catalytic reactor consists of reactive distillation columns, in which the
reaction takes place on catalyst particles that are assembled into a column, while the products
and reactants are continuously being separated by means of distillation.

Homogeneous and homogeneously catalyzed gas—liquid reactions take place in the liquid
phase in which gaseous reactants dissolve and react with other reactants that are primarily
present in the liquid phase. Typical constructions to be used as gas—liquid reactors are
column and tank reactors. Liquid-liquid reactors principally resemble gas—liquid reactors,
but the gas phase is replaced by another liquid phase. The reactions can principally take
place in either of, or even both, the liquid phases.

The most complicated systems are represented by reactors in which the solid phase is
consumed—or solid particles are generated—while a reaction takes place. For this kind
of reaction, similar types of reactors are utilized as for heterogeneous catalytic reactions:
packed and fluidized beds.

However, it is not the configuration of the reactor itself but the chemistry involved in
the industrial process that plays a central role in the production of new substances. The
process chemistry decides, to a large extent, the choice of the reactor. For a review of various
industrial processes, see Table 1.2. The classification given here is crude and only indicates
the main trends in modern industry. All these processes can be studied by methods that
have been developed in chemical reaction engineering.

Projecting a chemical reactor in a factory site is a process with many steps. This
procedure—a combination of chemical knowledge and intuition, chemical reaction engi-
neering as well as general engineering knowledge—is not easy to systematize and generalize.
One can, however, identify certain characteristic steps [2] as discussed below.
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TABLE 1.1 Overview of Industrial Reactors

Reactor-Type Configuration Characteristics
Homogeneous reactors Only one phase (gas or liquid)
Tube reactor (plug flow reactor, A homogeneous catalyst can be
PFR) present
Tank reactor (stirred tank reactor,
CSTR) ~, : |

Batch reactor
Semibatch reactor

Heterogeneous catalytic two-phase Two phases: one fluid phase (gas or
reactors liquid) and a solid catalyst.

Packed bed Reaction takes place on the catalyst

Moving bed surface

Fluidized bed

Heterogeneous catalytic three-phase Three phases: gas, liquid, and solid

reactors catalyst. Reaction takes place on the

catalyst surface

s

T

continued
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TABLE 1.1 (continued) Overview of Industrial Reactors

Reactor-Type Configuration Characteristics
Gas-liquid reactors ¢ N A gas phase and a liquid phase
Absorption column T Possibly a homogeneous catalyst
Bubble column ¢ Reaction takes place in the liquid
Tank reactor T phase
Reactive distillation column ¢
Monolith reactors T ¢
t s
Plate column
Liquid—liquid reactors Two liquid phases. Possibly a
Column reactor homogeneous catalyst
Mixer—settler reactor Reaction can take place in both
phases
Fluid—solid reactors Two or three phases. One fluid phase
Packed bed (gas/liquid). One reactive solid
Fluidized bed phase
e, Reaction between the solid phase
\ and the gas/liquid phase

1.1 PRELIMINARY STUDIES
1.1.1 REACTION STOICHIOMETRY, THERMODYNAMICS,

AND SYNTHESIS ROUTES

These studies show whether the chemical process under consideration is feasible or pos-
sible in general. It also provides the answer to questions such as under what conditions
(temperature and pressure) the reactor should operate for the projected reaction to be
thermodynamically feasible. A literature search and general chemical knowledge give
information on the possible synthesis routes and catalysts.

1.2 LABORATORY EXPERIMENTS

If the synthesis route for the product under consideration is unknown, it should be inno-
vated and verified by means of laboratory experiments. For many industrial reactions, the
synthesis route is reasonably clear, whereas the reaction velocity, the kinetics, is usually
unknown. The role of the reaction velocity is crucial when it comes to the dimensioning of
the reactor: The more slowly the reactions proceed, the larger the reactors—or the longer the
residence times. By means of laboratory experiments, the kinetics of the reactions involved
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TABLE 1.2 Some Industrial Processes and Reactors

Process

Manufacture of inorganic bulk chemicals
(ammonia and methanol synthesis, oxidation of
sulfur dioxide in a sulfuric acid plant,
manufacture of nitric acid, hydrogen peroxide,
and sodium borohydride)

Oil refinery processes [catalytic cracking,
isomerization, hydrogenation
(dearomatization), dehydrogenation, reforming,
steam reforming, desulfurization, metal removal,
hydro-oxygenation, methane activation,
etherification, benzene—toluene—xylene (BTX)
process]

Manufacture of synthetic fuels [Fischer-Tropsch
reaction, MTG (methanol-to-gasoline) process]

Petrochemical processes (manufacture of
polyethene, polypropene, polystyrene, polyvinyl
chloride, polyethers, maleinic and phthalic
anhydride, phenol, acetone, etc.)

Wood-processing processes (wood delignification,
bleaching, manufacture of cellulose derivatives
such as carboxymethyl cellulose, CMC)

Organic fine chemicals (manufacture of
pharmaceuticals, pesticides, herbicides,
cosmetics, reactive intermediates)

Extraction processes (acceleration of metal
extraction with chemical reactions)

Gas cleaning (absorption of poisonous or harmful
gases, e.g., CO, CO2, and H;S in liquids with the
aid of a reagent)

Combustion processes (combustion of carbon and
other solid fuels)

Biochemical processes (enzymatic catalysis,
fermentation, biological waste water treatment)

Processes of the alimentary industry
(hydrogenation of xylose to xylitol, margarine
production)

Reactor Type

Usually catalytic processes, packed beds, and
fluidized beds are used

Catalytic two- and three-phase processes; packed
and fluidized beds, trickle beds, bubble columns

Packed and fluidized beds

Packed beds, tube reactors, tank reactors

Specially constructed, tailor-made reactors

Often homogeneous or homogeneously catalyzed
reactions but even heterogeneous catalytic
reactions exist; batch, tank, and tube reactors,
three-phase reactors, bubble columns

Columns and mixer—settler

Absorption columns

Packed and fluidized beds
Slurry reactors, packed beds

Slurry (autoclave) and loop reactors

can be determined. Other unknown quantities such as reaction enthalpies, diffusion
coefficients, and other mass and heat transfer parameters are also determined frequently.

1.3 ANALYSIS OF THE EXPERIMENTAL RESULTS

On the basis of kinetic data, a rate equation can be designed and even—if one is lucky—
the reaction mechanisms can be determined at the molecular level. The result is thus a
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mathematical model of the reaction kinetics. This model has to be verified by means of
additional experiments.

1.4 SIMULATION OF REACTOR MODELS

On the basis of the kinetic model developed, a laboratory reactor and the reactors on
a larger scale—pilot and factory scale—can be simulated by a computer, and the most
promising reactor construction can be selected. The design of new reactors in the industry
is today based on experiments and computer simulations. With the kinetic model from the
laboratory and a process simulator, the process can be simulated and different possibilities
are screened. Even optimization studies can be conducted at this stage.

1.5 INSTALLATION OF A PILOT-PLANT UNIT

In principle, a courageous engineer might base a full-scale process on laboratory experi-
ments and computer simulations. However, for this approach to be successful, all the process
parameters should be known with great accuracy. This is not always the case. Therefore, the
process is often designed on a half-large scale at first as the so-called pilot-plant unit. This
can be used to obtain valuable information on process behavior, and mathematical models
can be further refined through additional experiments.

1.6 CONSTRUCTION OF THE FACILITY IN FULL SCALE

Once the previous steps have been successfully completed, the construction of the full-
scale process can be initiated. At this stage, one still needs to return to the simulation and
optimization calculations [3].

One of the fundamental aspects of the process described above is the mathematical
analysis of the behavior of chemical reactors (reactor analysis). Reactor analysis mainly
refers to two types of calculations: performance calculations, which indicate the reactor
performance, and design calculations, which, for example, determine the required reactor
volume for a certain performance requirement such as the desired conversion degree of
reactants or the desired production capacity. These problems are tackled in Figure 1.2 [3].
These two tasks are apparently different: as a matter of fact, the problems culminate in the

Simulation

Reactor desi | Simulati
eactor es1gn 1mulation

Optimization Simulation

Parameter estimation Simulation

FIGURE 1.2 Typical tasks in reactor analysis.
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Thermo-
dynamics

Stoichiometry

Flow pattern

FIGURE 1.3 Factors governing the analysis and design of chemical reactors.

solution of mass and energy balance equations for the reactor in question. The choice of
the industrial reactor, as well as the analysis of its performance, is going to be one of the
main themes in this text.

Mathematical analysis of chemical reactors is based on mass, energy, and momentum
balances. The main features to be considered in reactor analysis include stoichiometry,
thermodynamics and kinetics, mass and heat transfer effects, and flow modeling. The dif-
ferent factors governing the analysis and design of chemical reactors are illustrated in
Figure 1.3. In subsequent chapters, all these aspects will be covered.

Since the main focus of this text is on chemical reactors, chemical kinetics is briefly
discussed (Chapter 2) in order to explain how the kinetic concept is implemented in reactor
models. Heat and mass transfer effects along with flow modeling are treated in each chapter
devoted to reactors (Chapters 3 through 8).
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CHAPTER 2

Stoichiometry and Kinetics

In a chemical reactor, one or several simultaneous chemical reactions take place. In an
industrial context, some of the reactions tend to be desirable, whereas others are undesirable
side reactions yielding by-products.

In case several reactions take place simultaneously in the system, these are called multiple
reactions.

An example of a desirable main reaction is methanol synthesis

CO + 2H,; & CH;30H,

which is carried out industrially on a solid catalyst bed. Along with the main reaction, a side
reaction also takes place because the feed into the reactor always contains CO;:

CO;,; + H; = CO + HO0.

These reactions in the methanol synthesis are parallel reactions in Hj, since H, reacts
simultaneously with CO; and CO to yield CO and CH30OH. On the other hand, the reaction
scheme can be interpreted to be consecutive in CO, as CO is produced by the latter reaction
and consumed by the first one.

A classical example of coupled reactions is illustrated by a reaction scheme that is parallel
in one reactant and consecutive in another. For instance, in the chlorination of p-cresol,
mono- and dichloro-p-cresols are produced according to the following scheme

p-cresol + Cl; — monochloro-p-cresol + HCI
monochloro-p-cresol + Cl, — dichloro-p-cresol + HCI.
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This reaction system is consecutive with respect to the intermediate product,
monochloro-p-cresol, whereas it is parallel with respect to chlorine. These kinds of reaction
systems are called consecutive-competitive reactions.

The rates of these different reactions vary case by case: some of the reactions are rela-
tively fast, whereas others might be considerably slow. The reaction stoichiometry relates the
generation and consumption velocities of the various components to the velocities of
the corresponding chemical reactions. For a qualitative treatment of the stoichiometry
of the chemical reactions and kinetics, some fundamental concepts need to be defined.

2.1 STOICHIOMETRIC MATRIX

The stoichiometry for a chemical system, in which only one chemical reaction takes place,
is described by

N
Z\J,‘ai =0, (2.1)
i

where v; denotes the stoichiometric coefficient for component i, whose chemical symbol is
a;. This principle can be illustrated by using methanol synthesis as an example,

CO + 2H,; <= CH30H,
which can be rewritten in the form
—CO — 2H; + CH30H = 0.
The vector for the chemical symbols can be arranged to
a = [CO H, CH30H]T,

in which a; = CO, a, = H;, and a; = CH3OH. The stoichiometric coefficients of CO,
H;, and CH3OH are —1, —2, and +1, respectively. We thus obtain the vector v for the
stoichiometric coefficients

v=[-1-2+1]".
The above reaction equations can also be written in the form

CO
[—1—-2+1] H, = 0.
CH;0H

It is easy to understand that the stoichiometric Equation 2.1 can equally well be written
using the vector notation

vla=0. (2.2)
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For a system in which several (S) chemical reactions take place simultaneously, for every
reaction, we can write an equation analogous to Equation 2.1; here the stoichiometric
coefficient for component i in reaction j is denoted by vy,

N
Zvijai =0, j=1,...,8. (2.3)
i

Instead of a vector for the stoichiometric coefficients, we now have a stoichiometric matrix
v with the elements vj;.
Let us continue with the methanol synthesis example:

CO + 2H, < CH30H.

Besides the main reaction, a side reaction takes place in this process, which is the above-
mentioned conversion reaction

CO, + H, & CO + H,0.
The vector for the chemical symbols can, for example, be selected in the following manner:
a = [CO H, CH30H CO, H,0]".

The stoichiometric coefficients for components CO, H,, CH3OH, CO,, and H, O for the first
reaction will be —1, —2, +1, 0, and 0. Accordingly, we obtain the stoichiometric coefficients
for the second reaction: +1, —1, 0, —1, and +1. We can thus write the stoichiometric matrix
v for the whole system:

CcO

H;

T

1 =2 41 0 0]'[-1 -2 41 0 o0

"_[+1 1 0 -1 +1] [+1 1 0 -1 +1] CHOH | =0.
CO,

H,O

By means of a simple multiplication, one can indeed confirm that Equation 2.3

vla=0
is also valid for a system with several chemical reactions. For a system consisting of few
components and chemical reactions, the stoichiometric matrix can easily be constructed
just by glancing at the system; for a system with dozens of components and chemical
reactions, it is easiest to utilize computer programs that calculate the stoichiometric matrix
on the basis of the entered alphanumerical equations of the type CO + 2H, = CH30H,
CO,; + Hy = CO + H,0, and so on.
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2.2 REACTION KINETICS

If a chemical reaction is taking place in the system, the molar amounts of compounds in the
reactor will vary. This is due to the fact that some of the compounds—the reactants—are
consumed and some others—the products—are formed. The transformation of reactants
to products takes place at a certain rate. The field of science devoted to the rates of chemical
reactions is called chemical kinetics [1-5]. A system with only one chemical reaction is
consequently characterized by a single reaction rate, R. This rate, R, describes the number
of moles of substance generated per time unit and reactor volume unit. This is why the
classical methanol synthesis example

CO + 2H, &= CH3;0H

has a characteristic reaction velocity, R (mol/s m?), which defines the number of moles of
product generated with a certain reactive mixture composition, pressure, and temperature.
The value of R naturally depends on the stoichiometric equation that forms the basis of the
mathematical treatment. The stoichiometric equation can, in principle, be selected from
a group of an indefinitely large number of choices. For instance, the methanol synthesis
example discussed above can also be written as follows:

3CO + H,

< CH30H,
2CO + 4H, <= 2CH30H,

and so on.

In any case, stoichiometric equations are usually chosen so that the coefficients represent
the collection of the smallest possible integers. If this selection simultaneously reflects the
course of actions at the molecular level, the reaction defined by the stoichiometric equation
is referred to as elementary. In all other cases, the reaction is said to be nonelementary.

The central problem is to answer the question of how the velocities of chemical reactions
are related to the generation velocities of individual components. For a system with a single
chemical reaction, the generation velocity of component 7 (r;) is given by the equation

r;i = V;R. (2.4)

In other words, the reaction velocity is multiplied by the corresponding components of
stoichiometric coefficients and thus we obtain the generation velocity of the components.
The generation velocity of a component can be either positive or negative.

For the previously introduced methanol synthesis example, the generation velocity of
hydrogen is defined by the equation

H, = —2R
and the generation velocity of methanol by the equation

rcH;oH = +1R.
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In a system where several chemical reactions take place simultaneously, the generation
velocities of components are obtained by summarizing the contribution of every reaction:

S
ri = Z\)inj~ (2.5)
-1

This can be neatly expressed with arrays:
r =vR (2.6)
Equation 2.6 is practical for use in calculations.

2.2.1 ELEMENTARY REACTIONS

Determination of the exact form of the reaction rate for a chemical reaction is one of
the most central tasks in chemical kinetics. Provided that reaction stoichiometry reflects
the events at the molecular level, the reaction is elementary and the reaction kinetics is
determined directly by stoichiometry. As an example, we will look at an elementary and
reversible reaction

2A+B=2C
and assume that it is elementary. Consequently, the reaction rate is given by the expression
R = k+c§cB — k_cé, (2.7)

that is, the absolutes of the stoichiometric coefficients appear directly in the rate expression.
This is based on the fact that the reaction is proportional to the number of intermolecular
collisions—the above-mentioned reaction requires a collision frequency, and thus the reac-
tion rate is proportional to ca, cg, and ¢c. The coefficients k; and k_ are forward and
backward rate constants, respectively.

The rate constants are strongly temperature-dependent. The general temperature
dependence of the rate constant is described as

k= A'Tbe Ea/(RT) (2.8)

where E, is the activation energy, A" is the frequency (preexponential) factor, and b is
an exponent that can be obtained empirically or from the transition-state theory [1,2]. A
requirement for using a theoretical approach is that the reaction mechanism at the molecular
level is known or a reasonable hypothesis for the mechanism can be proposed.

In many cases, temperature T? in Equation 2.8 is much less pronounced than the expo-
nential term, exp(—E,/(RT)). Thus, a simpler version of Equation 2.8 can be presented,
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where b & 0 is most often used in chemical reaction engineering, that is, the Arrhenius
equation

k= Ae B/ RD), (2.9)
For elementary reactions, the following relation is valid for the rate constants k4 and k_:

KC— k_’

(2.10)

where K. is the concentration-based equilibrium constant for the elementary reaction. At
chemical equilibrium, the rate is zero. For our example, this implies that

R= k+c§cB — k,cé =0, (2.11)
which can be rewritten as
6(2: k+
== (2.12)
cxeg k-

On the other hand, the left-hand side is recognizable. It is equivalent to the equilibrium

constant K:
2
C
K. = —-% (2.13)

C/Z\CB
It is easy to prove that Equation 2.10 is valid for an arbitrary reaction. Equation 2.7 can thus
be expressed with the equilibrium constant:

2
R=ky (cicB — IC<—C) (2.14)

C

The equilibrium constant is temperature-dependent according to the van’t Hoff law
[1-5]. For exothermic reactions, which produce heat, K decreases with temperature. For
endothermic reactions, which consume heat, K increases with temperature.

The treatment presented hitherto concerns ideal mixtures, for which the equilibrium
can be expressed with concentrations. For nonideal mixtures, concentrations should be
replaced by activities (a;) of the reaction components. The rate of our example would thus
be expressed as

2

a

R=ky aiaB - <, (2.15)
Kp

where K, is the thermodynamic equilibrium constant.

The activities are obtained from concentrations (mole fractions) and activity coeffi-
cients (y): a = yc. Theories for estimating activity coefficients have been developed and are
summarized in Ref. [6]. This is a subtask in reactor modeling, which is not treated further
here.
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For nonelementary reactions, the rate expression is not at all self-evident. For such reac-
tions, the concentration dependence of reaction velocities can be determined empirically
from experimental data. A more sustainable way is to derive the rate expression as a func-
tion of concentration R = f(c) starting from molecular mechanisms. This subject is treated
in detail in specialized literatures [1-5], but the methods for nonelementary kinetics are
summarized in the next section. Typical rate expressions for common homogeneously and
heterogeneously catalyzed reactions are provided in Table 2.1. In reactor modeling, such
expressions can be utilized in an operative manner, without penetrating their physical and
chemical background. The estimation of numerical values of rate constants is in most cases
based on experimental data. The procedure is described in detail in Appendices 9 and 10.

TABLE 2.1 Typical Examples of Reaction Kinetics

Reaction Kinetic Equation

Elementary kinetics R= k(cXcg s — cgcﬁ e /K)

[VAIA + |[vB|B+ - & |vp|P + |VRIR+ - -- a,b,...=|val,|vB|--- for reactants
p>7s...=|vp|,|VR| - - for products

k=ky, K =ky/k-

Potency law R= k’cgcgcgcg

[VAlA+ |vg|B+---|vp|P+ |[VRIR+---. o, B,Y,... = empirical exponents, often a # |va|,
B # vp -

Langmuir—Hinshelwood kinetics R= RV

(heterogeneous catalytic reactions) (1 + 2 Kig )

[VA|A + |VB|IB+ -+ |vp|P + |[VR|R+--- . K; = adsorption parameter for component i

sj = exponent

s; = 1 for nondissociative adsorption

s; = 1/2 for dissociative adsorption

Note: Many other types of Langmuir—Hinshelwood
expressions exist

Polymerization kinetics R=kp | %cj{cg
T

kp = rate constant for chain propagation

kr = rate constant for termination

fxd = constant for chain initiation

Note: The rate expression for the above polymer-
ization is valid for chain polymerization processes

E o _ kak—1(cs — cp/K) co
nzyme kinetics R=
k—1Km(1 + cs/Km) + kacp/K

ki Kk K :k2+k—1

S+E 2! X=22E+P

= —— M
koi'k_y’ k1
S = substrate co = total enzyme concentration
E = enzyme Ky = Michaélis—-Menten constant

P = product
X = active complex
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2.2.2 KINETICS OF NONELEMENTARY REACTIONS: QUASI-STEADY-

STATE AND QUASI-EQUILIBRIUM APPROXIMATIONS

Derivation of rate equations for nonelementary reactions is a huge challenge. It can be done,
provided that the details of the underlying reaction mechanism, the elementary steps, are
known. The elementary steps of a chemical reaction have characteristic rate and equilibrium
constants. Typically, some of the steps are rapid, while others are slow, rate-limiting steps.
Furthermore, some reaction intermediates can be unstable, having high production and
consumption rates. Typical examples of reactions in which intermediates appear are radical
reactions, reactions between ions in organic and inorganic media, and catalytic processes
(homogeneously and heterogeneously catalyzed reactions and enzyme reactions; catalytic
processes and reactors are discussed in detail in Chapters 5 and 6). An overview of reaction
intermediates is given in Table 2.2. In most cases, it is impossible to measure quantitatively
the concentrations of the intermediates by standard methods of chemical analysis, such as
chromatography and spectroscopy.

For rapidly reacting intermediates, the quasi-steady-state hypothesis can be applied
to eliminate the concentrations of the intermediates from the rate equations. For rapid
reaction steps, the quasi-equilibrium hypothesis is used to eliminate the concentrations of
the intermediates.

The principles of quasi-steady-state and quasi-equilibrium hypotheses are illustrated in
Figures 2.1 and 2.2. If we consider the reversible reaction sequence A = R =2 S and assume
that R is a rapidly reacting intermediate, its concentration remains at a low, practically
constant level during the reaction: Figure 2.1 shows the concentrations of A, R, and S in
a batch reactor (Chapter 3) as a function of the reaction time. The net generation rate of
R is practically zero (Rr = 0), except during a short initial period of time. On the other
hand, if one of the reaction steps is very rapid compared with the others, for instance,

TABLE 2.2 An Overview of Reactive Intermediates in Chemical Reactions

Intermediate Example Reactions
Radical reactions Radical CHj3 + OH" — CH30H
L L. OH OR’
Reactions in liquid phase  Ion (carbenium ions, carbon /
RC* +ROH o RC  +H,0*

ions, inorganic ionic
OH 0

complexes)
Catalytic reactions

*Heterogeneous catalysis ~ Adsorbed surface species CO* + O* = CO, + 2*

*Homogeneous catalysis ~ Complex formed from the L H
/

catalyst and the reactant N M > ML, + H,

VRN
L H

L = ligand, M = metal

*Enzyme reactions

Complex formed from the
enzyme and the substrate
(substrate = reactant)

E+S=ES
ES— P+E

E = enzyme, S = substrate, P = product
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FIGURE 2.1 Quasi-steady-state hypothesis applied to the reaction system A =R =,
where R is a rapidly reacting intermediate in a batch reactor.

R > R, the rates can be denoted by the vectors shown in Figure 2.2. The difference
Ry; — R_; = Ry; — R_;, where the indices + and — refer to the forward and backward
rates of the elementary steps, respectively. However, since R1; and R_; are large, their
ratio approaches one, Ryj/R_; =~ 1, which implies that the quasi-equilibrium hypothesis
can be applied: Ry;/R_1 = kqjca/k—1cr = Kjca/cr = 1, that is, K; = cr/ca, which is the
well-known equilibrium expression for an elementary step.

A general mathematical approach to the quasi-steady-state can be developed. The gener-
ation rates of the detectable (by standard chemical analysis) main components are expressed
by the stoichiometry

r = vR(c, c"), (2.16)
whereas the generation rates of the intermediates (¢*) are given by

r* = v*R(c, c®), (2.17)

R+1

| R >
< § L

R=R\1-R,;

R+2 >

m
Ry R=R,,-R
— 842 -2

FIGURE 2.2 Quasi-equilibrium hypothesis: a two-step reaction A = R = §, first step is
rapid; R=Ry1—R_1 =Ry —R_,,butRyj/R_; ~1.
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where v*T denotes the stoichiometric matrix of the intermediates. Application of the quasi-
steady-state hypothesis implies that

r* = 0. (2.18)

Consequently, the concentrations of the intermediates are solved by Equation 2.18 as a
function of the concentrations of the main components (c). If the reaction mechanism is
linear with respect to the intermediates, an analytical solution is possible. For the linear
case, Equation 2.18 is rearranged to

Ac* =B (2.19)

from which ¢* = A='B. Matrix A and vector B contain rate and equilibrium constants
and concentrations of the detectable main components only. The concentrations of the
intermediates are substituted back in to the rate equations of the main components
(Equation 2.16).

If the reaction mechanism is nonlinear with respect to the intermediates, the solution
of Equation 2.18 becomes more complicated and an iterative procedure is applied in most
cases. It should be noticed that an assumption of each rapid intermediate reduces the
number of adjustable rate parameters by one. For example, the application of the quasi-
steady-state hypothesis in the system A = R = S implies that

R =kyica — k1R — kyocr + k265 =0 (2.20)

k k_ k
(o[ (aron e

that is, from the set of initial parameters (kii, k—1, ky, and k_;), we obtain three
parameters (a; = ky1/k—2,a_1 = k_1/k_2,and a = k42/k_3).

and

2.2.2.1 lonic and Radical Intermediates

The application of quasi-steady-state and quasi-equilibrium hypotheses will be illustrated
with the example reaction

A+B=D,
which is presumed to have a two-step mechanism

A = A%, 1)
A*+B=D

EE—— II
A+B=D D
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where A* is the intermediate (a radical or an ionic species). The rates of the elementary
steps are

R1 k_HCA — k_ch* i|
R= = . (2.22)
- |:R2i| |:k+2CA*CB —k_2cp

The vectors for chemical symbols are fixed to al = [A B D]anda*T = [A*]. The generation
rates of the main components are given by

—1 0
R
r=wR=| 0 -1 [Rl}. (2.23)
0 —1|L™
The generation rate of the intermediate (A*) is
R
r*=VvR=[1-1] [ 1} = 0. (2.24)
R,
After inserting the expressions R; and R;, we obtain
kirea — k—1cax — kyacpear + k_2cp =0 (2.25)

from which ca~ is easily solved:

kiiea +k_sc
CAx = M. (2.26)
k_1 + kyac
The expression for cs+ is inserted into the expression for R; (or R;), and the final rate
equation is obtained:

kiik — k_1k_
R=R, =R, = +1K4+2CACB 1 ZCD' (2.27)
k_1 + kyoc

Recalling that k41 /k_; = K}, ky2/k—» = K3, and K. = K;K; (the equilibrium constant of
the overall reaction), Equation 2.27 is rewritten as

R— K'[eacs — (CD/KC)]) (2.28)
k_1+ kyocs
where k' = ky1k,;.
We thus obtain a rate equation in which the intermediate does not appear anymore and
the generation rates of the components are calculated from r; = v;R, where v; denotes the
stoichiometric coefficients of the main components (v4 = vg = —1 and vp = 1).
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From the general solution obtained with the quasi-steady-state hypothesis, the solutions
corresponding to the quasi-equilibrium hypothesis can be obtained as special cases. If step
I is much more rapid than step I, k_; > ky,cp in Equation 2.27, the reaction rate becomes

R = k+2K16ACB — k_ch, (2.29)
which can be rewritten as
c
R =kpoK; (cAcB - —D>. (2.30)
K.

On the other hand, if step II is the rapid one, kyocg > k_1, the general rate equation is

reduced to
K D
R = e B 2.31
(k+ch ) (CACB K. ) (231

k
R= (CLBI) (cAcB _ %) (2.32)

The rate equations valid for one rapid step (Equation 2.30 or 2.32) can be obtained more
easily by applying the quasi-equilibrium assumption directly. For instance, if step I is rapid,
we can write

which attains the final form

CA*
K =2 (2.33)

CA

that is, cax = Kjca, which is inserted into Equation 2.22,
Rz = k+2€A*CB — k_ch (2.34)

yielding (R, = R)
R = k+2K16ACB — k_ch, (2.35)

which is equal to Equation 2.29 and leads to Equation 2.30. On the other hand, if step 1T is

rapid, we can write
D

K, = (2.36)

CA*CB

and proceed further, obtaining Equation 2.32.

2.2.2.2 Catalytic Processes: Eley—Rideal Mechanism

For heterogeneous catalytic processes in which solid surface sites (*) play a crucial role, an
analogous treatment is applied. Let us consider a linear two-step mechanism:

A+ = A"+ C, (1)

A* 4+ B = D+*

, (11)
A+B=C+D
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© e e 0
o o

FIGURE 2.3 Schematic illustration of a catalytic process A + B = C + D on a solid surface
(Eley—Rideal mechanism).

where A, B, C,and D are the experimentally detectable main components, * denotes a vacant
surface site, and A is a molecule adsorbed on the surface site. Adsorbed A (denoted by A*)
reacts with a B-molecule from the bulk phase (gas or liquid phase) to form D and release
the surface site (*). The process is illustrated in Figure 2.3 and is called the Eley—Rideal
mechanism. The nature of the surface site depends on the chemical case and the solid
catalyst material used. The surface site can be a metal site, an oxide site, and an acidic or a
basic site, depending on the catalyst material used. Heterogeneous catalysts are described in
more detail in Chapter 5.
The rates of the elementary steps are defined by

R— [k+1cAc* - k_1CA*CC:|_ (2.37)
k+2CBCA* — k_chC*

After defining the vectors a’ = [A B C] and a*T = [* A*], the generation rates become

—1 0

R
r=wR=| 0 -1 [Rl] =|-R |, (2.38)
0o -1t —R;
-1 4+1([Ry R +Ry
=y, R = = . 2.39
s = 2.2 [+1 —1} |:Rz] [ R, —RJ (2.39)
Equation 2.39 reveals an interesting fact: r, = —ra+ = 0, which implies that the two equa-

tions contain the same information. To solve the concentrations of the intermediates (* and
A*) as a function of the bulk-phase components, the total balance of the active sites is used:

Zc*j = ¢p, (2.40)

where c,; refers to the surface species and ¢ is the total concentration of the active sites. We

now have the equation system
R —R 0
[ ! 2] — [ } (2.41)
D —Co 0
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The concentrations are inserted into the equation system, which becomes

|:k+1CAC* — k—ICCCA* — k+2CBCA* + k—ZCDC*:| — |:0:|’ (242)
cax + ¢ — Qo 0
that is,
[(kHCA +koacp) (—k_1cc — k+zCB>] [C* } _ m (2.43)
1 1 CA* o

Equation 2.41 can be written as

[(m +a-3) (—a-1— az)} [C*] _ [0] (2.44)
1 1 CA* o

from which the concentrations of the surface species are solved according to Equation 2.19,

O (2.45)
c0 ar+a-j+ayt+ay’ ’
CA* a;+a—p (2.46)

(o)) a1+a_1+a2+a_2'

The quantity cax/co is called the surface coverage of A and is often denoted by 4.
Substitution of the concentrations of the intermediates into the rate equation yields

(a1a; — a—1a—2)co

— . (2.47)
ai+a-1+a+a
Back-substitution of the original quantities finally yields
_ (ky1ksacacs — k—1k_sccep)eo , (2.48)
kyica + k_icc + kyocg + k—acp
that is,
k'colcac — (ccep/Ko)] (2.49)

- kiica +k_icc + kyacg + k_acp’

where k/ = k+1k+2 and KC = Kle = k+1k+2/(k_1k_2).
If step I is rapid and step II is rate-limiting, k4 jca + k—1cc > kyacp + k_z¢cp, we obtain
_ ky2Ki[eacs — (ccen/Ko) e

R = (2.50)
Kica + cc

If step IT is rapid and step I is rate-limiting, k42cg + k—2cp > ky1ca + k—1cc, we obtain

_ k41Kz[eacs — (ccen/Ko) ]
KzCB + ¢ '

R (2.51)




Stoichiometry and Kinetics m 23

Equations 2.50 and 2.51 could, of course, have been obtained directly by applying the
quasi-equilibrium hypothesis in reaction steps I and II, respectively.

The quasi-equilibrium assumption is frequently used in the heterogeneous catalysis,
since the surface reaction steps are often rate-limiting, while the adsorption steps are rapid.
This is not necessarily true for large molecules. Here we consider the application of the
quasi-equilibrium hypothesis on two kinds of reaction mechanisms, an Eley—Rideal mech-
anism and a Langmuir-Hinshelwood mechanism. The rate expressions obtained with this
approach are referred to as Langmuir—Hinshelwood—Hougen—Watson (LHHW) equations
in the literature, in honor of the pioneering researchers.

A simple Eley—Rideal mechanism, a reaction between adsorbed species and a molecule
from the fluid (gas or liquid) phase, can be written as

A+* = A%, ()
A* +B = C+*
A+B=C (In

which means that A is adsorbed on the catalyst surface and then it reacts with B from the
fluid phase.
Application of the quasi-equilibrium hypothesis on the adsorption step yields

CA*

K, = (2.52)

from which cpx is solved: cax = Kjcacy. The total balance of the surface sites, cax + ¢ = co,
then yields

KlCAC* + Cx = (253)
from which ¢* is solved:
=0 (2.54)
14+ Kjca
and
Kicoc
o = —L0A (2.55)
1+ Kjcp

Equation 2.55 is called the Langmuir adsorption isotherm. The rate equation then becomes

kiacgKicaco  k—acceo

R(=Ry) = . 2.56
ER) = K 1+ Kies (2:56)
A rearrangement of Equation 2.56 yields the final form
k12K — K
R= 2 160[cacg — (cc/Ko)] ' (2.57)

1+ Kjca

In practical applications, the parameters k;,Kjcy are often merged to a single parameter
k/ = k+2K1 .
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2.2.2.3 Catalytic Processes: Langmuir-Hinshelwood Mechanism

A classical example of LHHW equations is the bimolecular reaction case, in which the
surface reaction between the adsorbed reactants is the rate-limiting step. The adsorption and
desorption steps are presumed to be rapid enough to reach quasi-equilibria. For instance,
the overall reaction A + B = C comprises the steps

A+* = A* Adsorption (1)
B+* = B* Adsorption 1)
A* 4+ B* = C* +* Surface reaction (1I1)
C*=C+* Desorption (Iv)
A+B=C

The rate is determined by step III, the surface reaction
R = kycaxcpr — k_ccxcy. (2.58)

The adsorption and desorption quasi-equilibria (steps I, II, and IV) are defined as

Ci*
K= —, (2.59)

where i = A, B, and C. Each quasi-equilibrium yields ¢;, = Kjcic*, which is inserted into
the site balance

ch* + ¢ = . (2.60)
j

This yields the concentration of vacant sites

o
R — (2.61)
T 1+ YK
The rate expression is rewritten using the concentration of vacant sites,
R = k+KAKBCACBCi — k—KCCCCi- (2.62)

After inserting the concentration of vacant sites, Equation 2.58, the final form of the rate
equation becomes

R— k+KAKBC§ [cacs — (cc/K)]
(1+ X Kig)

where ZKjCj = Kaca + Kpep + Keec and (ki /k—)KaKp/Kc = K, the equilibrium con-
stant of the overall reaction. If a nonreactive species, for example, a catalyst poison (P),

(2.63)




Stoichiometry and Kinetics m 25

adsorbs on the surface blocking active sites, its contribution is included in the sum of the
denominator of Equation 2.63: the term is added to the sum ) Kjc;.

A special feature is the dissociative adsorption of a component, for example, hydrogen
and oxygen. For this case, we have the adsorption step

B, +2* = 2B*

and the adsorption quasi-equilibrium for B becomes Kg = c]%* /(cpc2), yielding cpx =
/Kgcpc*. This implies that the term Kpcg is replaced by +/Kpcp in the denominator of
Equation 2.63 for dissociative adsorption.

A more detailed treatment of kinetics of catalytic reactions can be found in the spe-
cial literature, for example, in Ref. [5]. By definition, a catalyst retains its activity forever.
In practice, the situation is different, and the catalyst lifetime can be from years to sec-
onds. Severe catalyst deactivation takes place, for instance, in cracking of hydrocarbons
to smaller molecules, in catalytic hydrogenation and dehydrogenation, in general, and in
many transformations of organic molecules. Organic molecules have the tendency to form
carbonaceous deposits, which block the active sites on the catalyst surface. Components
in the reactor feed, such as sulfur-containing species, often act as strong catalyst poisons.
Active metal sites on the catalyst surface can agglomerate at high temperatures leading to
sintering, which reduces the overall activity of the catalyst. Catalyst deactivation influences
the kinetics, leading to an impaired performance of the chemical reactor. The impact of
catalyst deactivation on reaction kinetics and reactor modeling is discussed in Chapter 5.
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CHAPTER 3

Homogeneous Reactors

3.1 REACTORS FOR HOMOGENEOUS REACTIONS

For a homogeneous reactor, it is characteristic that just one phase, usually a gas or a liquid
phase, is present. Chemical reactions thus take place in this phase. In this chapter, we will
examine three reactors most commonly used industrially for homogeneous reactions: a
batch reactor (BR), a tube reactor, and a tank reactor. Figure 3.1 illustrates a BR. A BR is
operated by at first charging the reactor contents with a reaction mixture that is usually
heated to the reaction temperature, allowing the reaction to proceed until the desired
conversion of the reactants has been reached. After this, the reactor vessel is emptied.

On an industrial scale, BRs are primarily intended for homogeneous liquid-phase reac-
tions and less frequently for gas-phase reactions. On a laboratory scale, however, BRs with
a constant volume are often used for the determination of the kinetics of homogeneous
gas-phase reactions. BRs are typically used industrially for the production of fine chemicals
via organic liquid-phase reactions, such as drug synthesis, and the manufacture of paints,
pesticides, and herbicides.

The construction of a BR is simple in principle; standard vessels are easily available in
the market. See Table 3.1 for examples of commercially available standard reactors. When
choosing a reactor vessel, the following factors should be taken into account: the desired
production capacity, operation temperature and pressure, construction material, cleaning
of the reactor, mixing of the reactor contents, and heat exchange properties. Organic liquid-
phase reactions are often strongly exothermic, and efficient cooling is necessary to prevent a
very rapid increase in temperature, which can result in gasification of the reactor contents,
consequently leading to critical pressure increase, undesired product distribution, and even
explosion of the reactor vessel. Some standard constructions are presented in Figure 3.2 to
solve the heat exchange problem. In the simplest case, it is enough to provide the reactor
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FIGURE 3.1 An industrial BR.

wall with a double shell. The cooling that can be realized by means of this construction is,
however, limited. One way to increase the heat exchange area is to mount a cooling (heating)
coil in the reactor (Figure 3.2). In an extreme case, the reactor contents are continuously
circulated through an outer heat exchanger. In principle, one can reach an infinitely large
heat exchange area by utilizing an outer heat exchanger. Analogous outer heat exchangers
are used, for instance, in batchwise polymerizations.

A BR has several advantages in the realization of industrial reactions. It is flexible, allowing
the same reactor to be used for multiple, chemically different reactions. This is a clear advan-
tage for the manufacture of an assortment of fine chemicals; the production can be adjusted
and rearranged according to market demand. Different reactions often require very differ-
ent reaction times (batch time), since reaction velocities vary considerably. For a BR, this is,
however, a minor problem: the reaction time can easily be altered, as required, by allowing
a longer or a shorter reaction time until the desired product distribution is obtained.

For certain types of reactions, it is desirable to change the operation conditions during
the course of the reaction. For instance, in the case of reversible exothermic reactions,
it is favorable to have a higher temperature at the beginning of the reaction to enhance
the reaction kinetics, whereas toward the end of the reaction the temperature should be
reduced. This procedure (decreasing temperature ramp) is favorable, since the equilibrium
composition is more favorable at lower temperatures. The desired conditions in a BR can be
established by a computer-controlled temperature trajectory; the optimal temperature—time
scheme can be theoretically determined in advance and realized by cooling control.

The scaleup of kinetic data obtained in the laboratory to a BR operating on an industrial
scale is fairly simple, as the reaction time in the laboratory corresponds directly to the
reaction time on the factory scale, provided that the reactors in general operate under similar
conditions. This advantage has diminished in importance, however, since the tremendous
increase in the theoretical knowledge of chemical reaction engineering.
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FIGURE 3.2 Various ways of constructing a BR: (a) a BR vessel with a double wall; (b) a BR
vessel with a double wall and a cooling coil; (c) a BR vessel with an external heat exchanger;
and (d) a BR vessel equipped with condenser cooling.

From the kinetic point of view, a BR is often presented as an attractive alternative. For
the majority of various kinds of reaction kinetics—simple reactions with approximately
elementary reaction kinetics, consecutive reactions, and mixed reactions—the BR gives a
higher yield as well as a higher amount of desired intermediate products than a continuous
stirred tank reactor (CSTR), and this is why the BR competes with a tube reactor in efficiency.
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In any case, the production capacity of a BR is reduced by the time required for filling and
emptying the reactor vessel between the batches.

A BR always operates under nonstationary, transient conditions. This can sometimes
cause problems such as in terms of controlling the temperature; for strongly exothermic
reactions, there exists a risk of an uncontrolled increase in temperature (temperature run-
away). The nonstationary mode of operation can also cause problems with product quality.

A BR is sometimes operated in a semicontinuous (semibatch) mode: one or several
of the reactants are fed into the reactor during the course of the reaction. This mode of
operation is typical in the case of strongly exothermic reactions, thus avoiding excessively
high temperatures in the reactor. By the semicontinuous operation mode, the product
distribution can also be optimized for certain types of mixed reactions. For instance, in a
mixed reaction of the types A+ B — R and R + B — S, the yield of the intermediate, R,
can be maximized by adding B in a batch containing an excess of A.

A continuously operating stirred tank reactor can be called a backmix reactor. Typically,
in a backmix reactor, the reaction mixture is completely mixed and has a composition similar
to the production flow at the reactor outlet. Three principally different constructions of the
reaction vessel are used industrially: a tank reactor equipped with a propeller mixer is in
principle constructed in a manner similar to a corresponding BR (Table 3.1), in which
the reactants are pumped in continuously and a product flow is taken out of the reactor
continuously (Figure 3.3). Complete mixing can also be realized by a multistage reactor, in
which a multilevel mixer is mounted. This reactor is introduced in Figure 3.4. A third way
to realize complete backmixing is to utilize a circulation pump to loop the production flow.
See Figure 3.5 for an illustration of the reactor construction. At sufficiently high levels of
backmixing, the reactor behaves like a stirred tank reactor, and no mechanical mixing is
required. This is actually a practical way of facilitating complete backmixing in the case of
gas-phase reactions.

The biggest advantage of a stirred tank reactor is that it operates in a continuous manner
under stationary conditions after the steady state has been attained. The product quality
is therefore very even. Good heat exchange can be achieved, as reactants are continuously
being fed into the reactor. The reactant in-flow can be either cooled or preheated to a suitable
temperature as necessary. For specific reactions, such as reversible exothermic reactions, the
optimal reaction temperature can be calculated a priori, and the reaction conditions can
thereafter be chosen in such a way that the reactor actually operates at this temperature.

The disadvantage of a stirred tank reactor is that it usually operates at low reactant
concentrations in comparison with the product mixture concentrations. This, in practice,
implies that in case of the most common reaction kinetics, a stirred tank delivers a lower yield
and alower level of intermediates than a tube reactor and a BR with the same residence time.

By coupling several stirred tank reactors in a series, the performance level of a tube reactor
can be approached. Usually two or three stirred tanks are used in a series; to use more is
often uneconomical, because the capital costs increase considerably.

For a certain type of production kinetics, a stirred tank reactor is in any case the best
choice from the kinetic point of view. A backmixed reactor always favors the reaction with
the lowest reaction order among parallel reactions of different orders: for instance, in the
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FIGURE 3.3 Tank reactor. (Data from Trambouze, P., van Langenhem, H., and Wauquier,
J.P., Chemical Reactors—Design/Engineering Operation, Editions Technip, Paris, 1988.)

case of elementary reactions, 2A — R and A — S, the latter reaction is favored. This may
be of importance when choosing a reactor. In the case of autocatalytic reactions, in which
the reaction velocity increases monotonously with the product concentration, a backmixed
reactor gives a higher product yield than that of a tube reactor with the same residence time.
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FIGURE 3.4 Multistage reactor.
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A tube reactor is used industrially for both homogeneous and liquid-phase reactions.
If the length of the tube is long compared with the tube diameter and the flow velocity
is sufficiently high, axial dispersion and diffusion effects disappear and the fluid can be
assumed to flow just like a piston in a cylinder. This is when we can speak of a tube reactor. In
principle, two types of constructions are applied as tube reactors for homogeneous reactions
in the industry: either a tube reactor with concentric tubes, in which the reaction mixture
flows in the inner part and the heat exchange medium in the outer part, or a tube reactor
installed in a heated oven. These reactors are illustrated in Figures 3.6 and 3.7. Tube reactors
installed inside an oven are primarily used for exothermic cracking and dehydrogenation
reactions. Reactors with concentric tubes are used, for example, in the polymerization of
ethene and propene. The tubes are bent, thus ensuring tubular flow conditions. A tube
reactor is highly suitable for rapid gas-phase reactions.

The biggest advantage of a tube reactor is that it can produce the highest yield and
the highest amounts of intermediate products for the most common reaction kinetics. It
is superior to the stirred tank reactor and, usually, even better than a BR in this sense.
Problems can occur when using a tube reactor, as it is not very stable when dealing with
strongly exothermic reactions: a so-called hot spot (overheated section of the reactor) can
be formed. The temperature of the hot spot thus dictates the operating conditions: this
maximal temperature must not exceed the limit set by the product distribution require-
ments, construction material limitations, and safety aspects. Usually, these factors can be
administered and sufficient cooling can be arranged. Due to the reaction engineering ben-
efits and its simple construction, a tube reactor is popular in industrial applications of
homogeneous reactions.
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The desired production capacity and the required reaction time (residence time) are two
of the most important criteria when selecting a reactor suitable for a homogeneous process.
Trambouze et al. [1] have proposed a chart that suggests the applicability limits of different
kinds of reactors for various reactions (Figure 3.8). For slow reactions and low production
capacities, a BR is typically chosen, whereas for larger production volumes, a continuous
reactor is preferred: a cascade of stirred tank reactors or a tube reactor. In the next section,
the mass and energy balances for homogeneous reactors will be considered in detail.

3.2 HOMOGENEOUS TUBE REACTOR WITH A PLUG FLOW

In this section, we will discuss a homogeneous tube reactor, in which gas- or liquid-phase
reactions are assumed to proceed. Further, diffusion and dispersion in the axial direction

Reactants
—>

T

Convection
zone

N |

N

Radiation
zone

Burners
N

d)

|/r|

r —>
| Products

FIGURE 3.7 Tube reactor for high-temperature reactions.




Homogeneous Reactors m 35

tor®

100 A%):ds

105 4 Batch reactor

104

Severe operating conditions
tend to cause this volume boundary
to regress

Tubular reactor

104 V=10 (relative volume)

Production capacity
» kg/s

» kt/year

FIGURE 3.8 Applicability limits of different kinds of reactors for various reactions, accord-
ing to Trambouze et al. (Data from Trambouze, P., van Langenhem, H., and Wauquier, J.P,
Chemical Reactors—Design/Engineering Operation, Editions Technip, Paris, 1988.)

are assumed to be negligible. Turbulence in the radial direction is presumed to be so
efficient that the radial temperature, concentration, and velocity gradients in the fluid flow
disappear. In this case, the flow characteristics of the tube coincide with those prevailing in
a plug flow and, consequently, all fluid elements have equal residence times in the reactor.
The conduction of heat in the axial direction is ignored. The convection of heat in the radial
direction is assumed to be so efficient that no radial temperature gradients are generated. A
pressure drop can occur in longer reactor tubes, which can be estimated based on equations
known from fluid mechanics, such as the Fanning equation [2]. This section, however,
focuses on the most fundamental equations relevant to the design of chemical reactors:
mass and energy balances under steady-state conditions. Steady-state conditions imply that
the reactor is operating under unchanged conditions, regardless of the time dimension. The
equations derived thus do not apply at the start-up of the reactor or during transient periods
after a change in the operating conditions, such as a temperature change or an alteration
in the feed composition. In this section, we will consider only a single tube reactor. In the
industry, multiple—even hundreds of—tube reactors coupled in parallel are often operated;
it is, however, trivial to expand our scope of study to multiple similar units.

3.2.1 MASS BALANCE

In this section, we will consider the tube reactor volume element. An inflow, #; i, (mol/s),

enters this element, and an outflow, 71; oy, leaves it. The volume element is illustrated in
Figure 3.9.
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FIGURE 3.9 Volume element AV in a homogeneous tube reactor.
For component i, the following general mass balance is established:
[incoming i] + [generated i] = [outgoing i| + [accumulated ] . (3.1)

Under steady-state conditions (no accumulation), Equation 3.1 is reduced to the
following form:

[incoming i] + [generated i] = [outgoing i], (3.2)

since no accumulation takes place under steady-state conditions. Quantitatively,
Equation 3.2 can be expressed by the molar flows (hi,in,hi,out) and the generation
velocity (r;):

Niin + riAV = 1 outs (3.3)

in which the difference, #; out — 1;,in, can be denoted as follows:
iout — Mijin = An;. (3.4)

After inserting Equations 3.3 and 3.4 and taking into account that AV—0, Equation 3.3
transforms to the following differential equation:

% =1j (3.5)
where r; is given by either Equation 2.4 or 2.5, depending on whether one or several chemical
reactions proceed simultaneously in the reactor.

In the design of chemical reactors, the space time, T, is often a central parameter. Space
time is defined by

VR

T=—), 3.6
7 (3.6)

where VR denotes the reactor volume and V denotes the volumetric feed flow. One should
observe that T = f, where ? is the residence time in the reactor (the time when a volume
element resides inside the reactor). This is only true for a system with a constant volumetric
flow. Typical systems with practically constant volumetric flows are isothermic liquid-phase

reactions.
Equation 3.6 gives the following expression for the volume element dV:

dvV = Vo dx, (3.7)
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which can be combined with the molar balance (Equation 3.5):

i _ v (3.8)
— =r1;iVo. .
d‘l? ivo0

Balance Equations 3.5 and 3.8 are very general and thus applicable to both liquid- and
gas-phase reactions.

3.2.2 ENERGY BALANCE

We continue to study the volume element, dV, in the reactor tube—this time from the
perspective of energy balance. Let us assume that a single chemical reaction proceeds in the
volume element with velocity R and the reaction enthalpy given by AH,. The mixture is
presumed to have a mass-based heat capacity, cp. The heat flux to—or from—the environ-
ment to the reactor vessel is described by AQ. The energy effects in the volume element are
illustrated in Figure 3.10.

At steady state, the energy balance for volume element AV can be written as follows:

R(—=AH;) AV = AQ + tic, AT. (3.9)

Intuitively, Equation 3.9 can be understood as an exothermic reaction: heat is released
due to the chemical reaction proceeding in the system at the rate R(—AH;)AV [W]; this
heat, in turn, is partially transported to the environment at the rate AQ and is partially
consumed by increasing the temperature of the reaction mixture from T to T + AT. For
an endothermic reaction, an analogous reasoning is applied: R(—AH;)AV is negative and
often causes a temperature suppression (excluding the effect of AQ : AT is thus negative).

The heat flux term, AQ, can often be described with an expression of the following type:

AQ = U (T — T¢c) AS. (3.10)

In the previous expression (Equations 3.10 and 3.153), AS denotes the heat transfer area,
U is an overall heat transfer coefficient comprising the reactor wall and the stagnant layers
(films) inside and outside the reactor, and T¢ denotes the temperature of the environment.

f
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4>' :—>
0 1 1+dl L
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FIGURE 3.10 Energy effects in a volume element AV in a homogeneous tube reactor.
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After combining Equations 3.9 and 3.10, we obtain

AT

R (—AH; UAS T—-T (3.11)
= mcp[( D=~ c)] .

If the relation between heat transfer surface and reactor volume, AS/ AV, can be assumed
to be constant then AS/AV = S/Vg, where S denotes the total heat transfer surface. Thus
Equation 3.11 is converted into Equation 3.12:

dT

|:R AH —U T — T:| (3.12)
W = e [RAH) = (T To .

For several chemical reactions in the system, Equation 3.12 can simply be generalized
by taking into account the heat effects from all of the reactions. In the case of S chemical
reactions taking place in the system, the total heat effect can be described by Y R; (AH;j).
Equation 3.12 can be rewritten in the following form:

ZR —AHyj) — 1f(:r—Tc) . (3.13)

Using the definition of space time, T, and substituting Equation 3.6 into Equations 3.12
and 3.13, Equation 3.14 assumes the following form. The equation describes systems with
just one ongoing chemical reaction,

dar 1

|:R( AH;) — — (T TC)] (3.14)
dt P0Cp

whereas Equation 3.15 is valid for systems with multiple, simultaneous ongoing chemical
reactions:

j—f polc ZR —AHyj) — — (T To) | . (3.15)

In Equations 3.14 and 3.15, the density of the incoming mixture, pg, is shown since
#/Vy = po according to the definition. The product, PoCp, is often called the heat capacity
of the reaction mixture. Equations 3.13 through 3.15 are valid for both liquid- and gas-
phase reactions. The heat capacity, pocp, is often relatively constant in liquid-phase systems,
whereas this is not the case for gas-phase reactors. For gas-phase reactions, it is often
practical to replace the product ric, with ) #;Cym i, in which the sum includes all—
even the nonreactive—components in the system. The volumetric flow, Vo, included in
Equations 3.14 and 3.15 and the space time are taken into account and the product pocp
can be replaced by the following term if necessary:

1 %4

PoCp Z 11; Cpm,i
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The volumetric flow rate should be calculated in an appropriate equation of state for the
gas, in the simplest case, by the ideal gas law. This problem is dealt with in greater detail in
Section 3.5.

Under isothermal conditions—if the reactor temperature is controlled to remain at a
constant level or the heat effects are negligible—no energy balances need to be taken into
account when proceeding with the reactor calculations. In this case, the molar balances can
be solved analytically for certain special cases in chemical kinetics. These kinds of special
cases are studied in detail in Section 3.7.

Generally, the molar balances of a tube reactor comprise a system of coupled differential
equations that can be solved numerically using an appropriate algorithm, such as the Runge—
Kutta method (Appendix 2). If the values of the kinetic constants vary within a large range
in a system, this implies that some of the reactions are slow, whereas some proceed so
rapidly that they can be regarded as almost having reached their equilibria. In this case,
the differential equations describing the system become stiff and need to be solved using
special techniques such as semi-implicit Runge—Kutta methods or backward difference (BD)
methods. The numerical algorithms are studied in more detail in Appendix 2. Some results
from a simultaneous solution of molar and energy balances are illustrated principally in
Figure 3.11 for the case of an exothermic reaction. If the reactor is operated under adiabatic
conditions, the temperature will increase until the adiabatic temperature is reached (Section
3.7). If the heat is removed instead, the temperature is bound to decrease after the hot spot
in the reactor. At extremely high values of the heat transfer coefficient, no temperature
maximum can be observed and the temperature in the reactor decreases monotonously.

T/K C/M
360.00 2.00 : : : I . I . I .
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FIGURE 3.11 Temperature (left) and concentration (right) profiles in a homogeneous tube
reactor. Curve 1—adiabatic reactor; curve 2—small heat transfer coefficient; curves 3 and
4—intermediate heat transfer coefficient; and curve 5—very high heat transfer coefficient.
Saponification of ethyl adipate with NaOH [3]: A+ B — R + E, A = diethyl adipate, B =
NaOH, E = ethanol R + B — S 4 E, R = primary hydrolysis product, and S = secondary
hydrolysis product (Na salt of adipic acid).
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3.3 HOMOGENEOUS TANK REACTOR WITH
PERFECT MIXING

In a homogeneous tank reactor with perfect mixing, or a CSTR, the whole reactor contents
have the same temperature and chemical composition. No temperature, concentration,
or pressure gradients exist in a CSTR. However, the composition and temperature of the
in-flow (feed) can hugely differ from the characteristics of the reactor contents, since a
chemical reaction proceeds in the reactor. Here we will take into account the molar and
energy balances of a CSTR, which is assumed to be operating at steady state. Industrially,
CSTRs are often coupled in a series—usually a maximum of three pieces—to form a reactor
cascade. Thus, the required yield of the product can be reached. Below we will concentrate
on a single building block or a tank reactor.

3.3.1 MASS BALANCE

Since no concentration gradients exist in a CSTR, the whole reactor volume can be con-
sidered as an entity when deriving the balance equations. For a schematic illustration of a
CSTR, see Figure 3.12.

At steady state, the molar balance for component i in the reactor is qualitatively given by
Equation 3.2:

[incoming i] + [generated i] = [outgoing i].
Quantitatively, this means the following for component i in the entire reactor volume:
figi + 1i VR = 7. (3.16)
Analogously with the balance written for the tubular reactor Equation 3.5, Equation 3.16
can be rewritten as . .
noi — N
VR

= —T1i. (3.17)
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FIGURE 3.12 Continuous stirred tank reactor.
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Using the definition of space time, Equation 3.6, into the above balance equation, we will
obtain

no; — N

= —Vori. (3.18)
T

Balance Equations 3.16 through 3.18 are valid for both liquid- and gas-phase reactions.

3.3.2 ENERGY BALANCE

A CSTR is illustrated from the point of view of energetics in Figure 3.13. For the sake of
simplicity, we will at first assume that just one chemical reaction proceeds in the system.
In addition, we will presume that the reactor operates at steady state. At steady state, the
energy balance can be written as follows:

T

R(—AH) Vg = Q + m/ ¢, dT. (3.19)
To

A similar conclusion can be drawn when considering the energy balance of the tank
reactor as that of a tube reactor (Equation 3.9). For instance, in the case of an exothermic
reaction, the term R(—AH;) VR represents the heat effect that can be observed due to the
occurrence of a chemical reaction. This heat is partially dissipated to the surroundings Q)
and is partially consumed by the increase in the temperature of the reactor contents from
the initial temperature Tj to the reaction temperature T. If heat is supplied from an outside
source into the reactor, the term Q assumes a negative value. An a analogous reasoning can
be applied in the case of an endothermic reaction. Expression 3.19 is valid in all cases.

The term Q is often given as

Q= US(T —Tc), (3.20)

F
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4’
T+ AT T
T Ve
'\\ Reaction
volume
Feed P
stream
30 00
To R(-AH,)

FIGURE 3.13 Energy effects in a homogeneous CSTR.
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where S denotes the total heat transfer surface of the reactor and T¢ is the temperature of
the surroundings. If an internal cooling coil is used along with a cooling jacket, an additional
expression is added to Equation 3.20.

Further treatment of Equation 3.19 will only be possible after the integral fc, dT has
been calculated. This can be achieved if a function describing the temperature dependence
of the heat capacity is available. For gas-phase reactions, it is often practical to replace the
integral in ri1 [¢, dT by Y 71j [ cpmi AT, since the molar-based heat capacity as a function
of temperature, Cpmi(T), is easily available for many gases (Section 2.3).

For the special case in which the heat capacity can be approximated as temperature-
independent, the insertion of Q into Equation 3.19 gives the simple equation

rT-T_ 1 |:R( AH)—Z(T TC)] (3.21)
1% mep

Equation 3.21 is analogous to the energy balance of the tube reactor (Equation 3.12). In
the case of several, simultaneous chemical reactions taking place in the system, the energy
balance (Equation 3.21) can be easily generalized by taking into account the heat effects
from all reactions in the system:

T —

ZR (—AH,) ——(T To) | . (3.22)
mcp pa

After inserting the space time t into Equations 3.21 and 3.22, we obtain

T-T_ 1 [R( AH)—E(T TC)} (3.23)
VR pocp

for single reactions and

T—
ZR —AHyj) ——(T Tc) (3.24)
p()cp =

for multiple reactions. Equations 3.22 through 3.24 are analogous to the corresponding
balances for a tube reactor (Equations 3.13 through 3.15).

Under isothermal conditions, the reaction temperature is known beforehand, and no
energy balance is required to calculate the composition of the reaction mixture. The molar
balances can thus be solved analytically for certain special cases of chemical kinetics. These
special cases are studied further in Section 3.8.

Generally, the molar and energy balances of a CSTR form a coupled algebraic equation
system that should be solved numerically to obtain the values of molar flows and the reactor
temperature under given conditions. The coupled molar and energy balances are most
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efficiently solved numerically by the Newton—Raphson method. For a detailed description
of this, refer to Appendix 1.

In exothermic reactions, a special phenomenon can occur that has important conse-
quences concerning the solution of the balance equations and, in particular, the operational
features of a CSTR: the balance equations can have multiple real solutions, with multiple sets
of values for the molar flows and temperatures, satisfying the equation system. This implies
that the reactor can de facto operate under multiple steady-state conditions, depending
on how it has been started. This kind of problem is tackled in depth in the literature [2].
Iterative numerical methods such as the Newton—Raphson method are able to find one of
the solutions, one of the steady states. The one detected by numerical computation depends
on the initial guesses of the parameters (estimates) given by the algorithm. Thus, it is of
utmost importance to attempt several initial estimates for exothermic reactions to find all
the solutions. For a system with a single chemical reaction in progress, all the steady states
can be found by a graphical study [3-5]. Another alternative is to solve the transient molar
and energy balances numerically. The stable steady states can thus be found after solving
the equation system for different initial conditions of the reaction/reactor. This problem is,
however, not discussed here in greater detail.

The fact that multiple steady states are indeed a real phenomenon has been illustrated by
various experimental studies. An example is given by Figure 3.14 in which the experimentally
observed and theoretically calculated steady states [4] are shown for a bimolecular reaction
between hydrogen peroxide (H,O;) and sodium thiosulfate (Na,S,03). The experiments
were performed in an adiabatic CSTR. A similar phenomenon has been predicted even for
multiple industrially important reactions such as the polymerization of styrene [5]. When
designing a CSTR for exothermic reactions, one should always be alert to the possibility of
steady-state multiplicity.

— Theoretical
100~ o Experimental stable states
L4 & Experimental intermediate states

T(°C)

FIGURE 3.14 Multiple steady states in an adiabatic CSTR. A reaction between H,0, and
Na28203 [4]
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3.4 HOMOGENEOUS BR

The characteristic of a homogeneous BR with perfect mixing is that neither a concentration
nor a temperature gradient exists in the reaction mass. In this sense, a BR resembles a CSTR.
The crucial difference between these two reactors is that neither an inflow nor an outflow of
reactants takes place in a BR, either to or from the reactor. This also implies that a BR should
never operate at a steady state but, instead, under constantly transient conditions. A steady
state is reached—philosophically—after an infinitely long period of reaction time: at that
point, all chemical reactions have achieved their equilibria and neither the concentration
nor the temperature change in the reactor as a function of time. Usually, however, batchwise
reactions are interrupted at an earlier time.

This section provides an introduction to the transient molar and energy balances for a
homogeneous BR with ongoing gas- or liquid-phase reactions.

3.4.1 MASS BALANCE

A BR is illustrated in Figure 3.15. The general molar balance (1) that was introduced in
connection with the tube reactor is considerably reduced in the case of a BR, as the inflows
and outflows of reactants are zero. We thus obtain for component i (Equation 3.1):

[incoming 7] + [generated i] = [outgoing i] 4+ [accumulated i].

Qualitatively, this implies that the molar balance is acquired in the following simple form:

dn;

— = Vgri, 3.25
dr RTi ( )

where the term VRrr; denotes the generated i (mol/s) and the derivative dn;/dt denotes the
accumulated i (mol/s). The above balance Equation 3.25 bears a mathematical analogy to

F

FIGURE 3.15 Batch reactor.
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an earlier balance Equation 3.8, which is valid for the PFR. This means that mathematical

solutions for the balance equations of a PFR can sometimes be utilized as solutions for those
of a BR. Naturally, the reverse is true as well.

3.4.2 ENERGY BALANCE

Energy effects in a BR are illustrated in Figure 3.16. Let us again consider a system in which
only a single chemical reaction takes place. For most cases that are relevant in practice, the
energy balance of a homogeneous BR can be given with sufficient accuracy by

. dT
R(=AH;) Vi = Q+ mep-—. (3.26)

The background for Equation 3.26 can be illustrated by the following mental exercise:
let us assume that an exothermic chemical reaction proceeds in a reactor for an infinites-
imally short period of time, dt. Subsequently, an amount of heat R(—AH,)Vr dt (in ])
is released. This heat partially escapes from the reactor (dQ = Qdr) and is partially con-
sumed to increase the temperature of the reaction mixture by the amount dT: mc,dT.
Consequently, balance Equation 3.26 is obtained, which can be proved valid even in the case
of an endothermic reaction. The heat flux Q can be either positive or negative, depending
on the temperature of the reactor (T) and its surroundings (T¢). Qis typically given as

Q = US(T — T¢), (3.27)

)

O0—-0

\\jmm
Heat transfer P

fluid Te

FIGURE 3.16 Energy effects in a homogeneous BR.
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where S denotes the heat transfer area of the BR. A combination of Equations 3.26 and 3.27
yields the differential equation

dT 1
— = — [R(—=AH;) Vg — US(T — T¢)]. (3.28)
dt mep

Using the initial properties of the solution py = m/Vy at time ¢t = 0, Equation 3.28 is
transformed to the following form:

dr B US
— R(—AH,) — — (T To) |. (3.29)
dr P0Cp

Equation 3.29 is mathematically analogous to the energy balance of the PFR, namely
Equation 3.14.

For systems with multiple simultaneously ongoing chemical reactions, the energy balance
can easily be generalized accordingly as

ZR (—AH,) ——(T To) |. (3.30)
OCp =1

Even this equation is mathematically analogous to the corresponding energy balance of
the PFR (Equation 3.15).

It is worth mentioning the approximations in the background of the energy balance
equations presented in this section. In fact, the term mc,(dT/dt) represents the storage of
internal energy in the system (dU/dt). The derivative, dU /dt, can be written as dU /dt =
(dU/dT)(dT/dt). As a definition, we can write that the derivative dU/dT = ¢,m. Here
the heat capacity of the system at a constant volume is ¢,. For liquid-phase systems, the
difference between ¢y and ¢;, is usually negligible, but for gas-phase systems, the molar heat
capacities of a gas are related to each other by the following expression, provided that the
ideal gas law is valid:

Cvmi = Cpmi — Rg.

Here Rg denotes the general gas constant (Rg = 8.3143 J/mol K). For a gas-phase system,
it is more practical to utilize the sum ) 1;Cy; instead of the term mc, in Equations 3.26
and 3.27. Instead, one should replace the term pocp in Equations 3.29 and 3.30 with the
term VR/Y_ 1n;Cymi. Batchwise gas-phase reactions are usually carried out in an autoclave
at a constant volume, but allowing the pressure to change during the course of the reaction.
However, if the number of molecules remains unchanged during the reaction, the pressure
remains constant under isothermal conditions. This indicates that AH; in the previous
equations should actually be replaced by AU, that is, the change in the internal energy
of the system. However, the term AH; is usually utilized as a good approximation of
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FIGURE 3.17 Concentration and temperature profiles in a homogeneous BR. An exother-
mic liquid-phase reaction between maleic acid and hexanol to maleic acid ester (left figure)
in an adiabatic BR (continuous line) and in a BR with external cooling (dotted line).

AU.. For gas-phase reactions under constant pressure, as well as for liquid-phase reactions,

AU, ~ AH,.

In mathematical terms, the molar and energy balances of a BR form a system of cou-
pled differential equations similar to the corresponding stationary balance equations of a
PFR (Section 3.2). Even in this case, special numerical techniques and methods need to be
utilized, if the values of the kinetic constants vary within wide boundaries. The numeri-
cal methods are explained in greater detail in Appendix 2. Under isothermal conditions,
the energy balance can be decoupled and, for some special cases of chemical kinetics,

analytical solutions of balance equations can be derived. A few examples will be given in

Section 3.8.

The behavior of a BR during an exothermic reaction is illustrated in Figure 3.17. The
numerically calculated concentration and temperature profiles in the production of maleic
acid monoether are displayed. During adiabatic operation, the temperature will augment
until a maximum is attained and, in theory, the temperature then remains at this maximum
level until the reaction is completed. If the reactor is externally cooled, the temperature

initially increases and begins to decrease after sometime. This hot spot phenomenon in the
time plane of a BR is analogous to that occurring inside a reactor tube (Figure 3.11).
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3.5 MOLAR AMOUNT, MOLE FRACTION, REACTION
EXTENT, CONVERSION, AND CONCENTRATION

In the previous section, the balance equations were derived on the basis of a fundamental
quantity, either a molar amount or a molar flow. The reaction velocity in the balances
is, however, usually expressed by concentrations. We should thus be aware of the way in
which these may be related to each other. In the context of reaction engineering, even other
quantities appear when describing a reaction system: mole fraction, extent of reaction,
and conversion. It is even possible to reduce the number of balance equations required
to describe a system using such quantities as the extent of reaction and conversion. In the
following section, stoichiometric relations will be derived for liquid- and gas-phase systems.

3.5.1 DEFINITIONS

If the molar amounts in a BR and the molar flows in a continuous reactor are denoted
by n; and #;, respectively, the total molar amounts and molar flows for a component i are
described by the following set of equations:

(3.31)

S
I
(1=
:;.-

N.
Il
—

(3.32)

S

I
[]=

E

1

1

The sum in Equations 3.31 and 3.32 should contain all—even nonreactive—components
of the system. Equation 3.31 is valid for any arbitrary location (coordinate) inside a contin-
uous reactor, whereas Equation 3.32 is valid for any arbitrary reaction time in a BR. At the
reactor inlet, at the reaction time t = 0, Equations 3.33 and 3.34 for continuous and BRs
are obtained:

N

ity = _ ftoiy (3.33)
i=1
N

ny = Z 1o (3.34)

i=1
The molar fraction for component i is defined by

X = (3.35)
n

or

xi = — (3.36)
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where 11 is the total molar flow and 7 is the total molar amount in a system. Depending
on whether the reactor is a continuous or discontinuous (batch) one, either Equation 3.35
or 3.36 should be used. It is worth mentioning that the latter definition of molar fraction,
Equation 3.36, is also valid for a continuous reactor. At the reactor inlet, at the initial state
(reaction time, t = 0), the following is naturally true:

1

X0i = —> (3.37)
no
"

Xoi = —. (3.38)
Mo

The concentration of component i can be given by several alternative expressions; by
definition, the concentration is the relation between molar amount and volume or—in the
case of continuous reactors—the relation between molar flow and volumetric flow rate:

1;

= (3.39)
"
¢ = Vl (3.40)

Equation 3.40 is valid for both continuous and discontinuous reactors, whereas
Equation 3.39 is only valid for continuous reactors.

The volumetric flow rate depends on the mass flow and density of the mixture
accordingly:

V=—. (3.41)
P

The total mass flow is the sum of the molar flows in the system, taking into account the
molar masses (M;) of the components:

N
=Y iM;. (3.42)
=1

The volumetric flow rate is thus given by

YoM e
V= Z: ’p L= Bzx,-Mi, (3.43)
=1 =1
where Y x;M; = M in which M denotes the molar mass of the mixture.

By taking into account the definitions of molar fraction, Equations 3.35 and 3.36, the
concentrations in Equations 3.39 and 3.40 can alternatively be

il
Ci = Xj— = XiC, (3.44)

3 <

¢ = xz‘v = XiC, (3.45)
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where ¢ denotes the total concentration in the system, that is, the sum of the concentrations
of all components.

In connection with chemical reactors, one or some of the components are selected as
key compounds (limiting compounds). With the aid of molar amounts, molar flows, or
concentrations of these compounds, the corresponding values of the remaining components
can be expressed. For a system with S independent chemical reactions, S key components
should be chosen for the system to become uniquely defined. If we consider a system with
a single chemical reaction, most commonly one of the reactants, such as compound A, is
selected as the key component. The conversion of A is thus defined by
floa — 1A

na = (3.46)

oA
for continuous reactors, where 7195 and 715 denote the inlet and outlet flows, respectively.
For a BR, the definition of ny is analogous:

oA — NA
nm=—- (3.47)

oA
where npa denotes the amount of reactant at the beginning and ny4 is the amount left after
a certain reaction time.

In a system with S independent chemical reactions, one is obliged to select S components
as key components. If all these components are reacting species, the conversions of these
species are defined by
flok — i

Mok

Nk = (3.48)

This is the case for continuous reactors. For a BR, the analogous definition becomes

Mok — Mk
= — % (3.49)
Mok
Naturally, Equations 3.48 and 3.49 are only valid if 71p; # 0 and ngg # 0, for all of the
key components. This problem can be resolved by introducing a new definition: relative
conversion, which is defined by
Mok — ik
n=—-—, (3.50)
o
;_ TMok — Nk
110

, (3.51)

where 1y and 19 denote the total molar amount and the corresponding molar flow in the
system, respectively. A comparison of Equation 3.50 with 3.48 or of Equation 3.51 with 3.49
indicates that 1} and ny are related by the following expression:

n/
n = —~. (3.52)
X0k
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The relative conversion can never obtain an undefined value; it is positive for reactants
and negative for products.

3.5.2 RELATION BETWEEN MOLAR AMOUNT, EXTENT OF

REACTION, CONVERSION, AND MOLAR FRACTION

3.5.2.1 A System with a Single Chemical Reaction

For systems in which only a single chemical reaction takes place, the extent of reaction, &, is
defined by the following set of equations:

1 = fg; + Vi&, (3.53)
n; = np; + vi€. (3.54)

Equations 3.53 and 3.54 are valid for continuous and discontinuous reactors, respectively.
In practice, the most practical quantity is the specific reaction extent, £, that is obtained
by dividing the reaction extent, £, by the total molar flow or amount. We thus obtain
Equations 3.55 and 3.56 for continuous and discontinuous reactors, respectively,

£ ==, (3.55)
g ==, (3.56)

Dividing Equations 3.53 and 3.54 by ny and g, respectively, yields the following
equations:

h.
— = xpi + viE/, (3.57)
1o
Iy
— = xp; + viE. (3.58)
)

If all molar flows or amounts are added together, the total relative molar flow or amount
is obtained by Equations 3.59 and 3.60:

. N
o143 v, (3.59)
fio i=1
" N
— =14 > i (3.60)
0 .
1=1

After taking into account the definition of molar fraction, Equations 3.35 and 3.36, the
following expression for x; is obtained for both continuous and discontinuous reactors:
x0i + Vi’
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Formally, Equation 3.61 is obtained by dividing Equation 3.57 with 3.59 or by dividing
Equation 3.58 with 3.60. One should, however, recall that &’ has a dissimilar definition for
continuous (Equation 3.55) and discontinuous (Equation 3.56) reactors. For continuous
reactors, xo; denotes the molar fraction of component i at the reactor inlet, whereas in the
case of discontinuous reactors, it is the molar fraction at the initial state.

If the conversion of key component A is utilized, the definition of the conversion of A
(either Equation 3.46 or 3.47) can be utilized in Equations 3.53 and 3.54:

1A = foa + VAL, (3.62)
na = na + VaE. (3.63)
By substituting 714 — fipa = —#10aNA and na — nga = —npana into Equations 3.62 and

3.63, respectively, we obtain a relation between & and na:

£ = noANA (3.64)
and
g = OATIA (3.65)

By taking into account the specific reaction extent, &', these equations attain the following

form in both cases:

g = Xoala (3.66)

By inserting the expression for &’ from Equation 3.66 into the expression for the molar
fraction (Equation 3.61), all the molar fractions (x;) can be expressed through the conversion
of A:

4 (v v
o= 0 + (VixoaNA/—VA) _ (3.67)
1+ ((X vi) Xoana/—va)

3.5.2.2 A System with Multiple Chemical Reactions

If there are multiple ongoing chemical reactions in the system, an independent extent of
reaction, £; (j = 1,...,5), should be defined for each and every reaction. Equations 3.53
and 3.54 are then consequently replaced by analogous definitions for continuous and
discontinuous reactors:

S

iy = fioi + Y viiis (3.68)
j=1
S

n; = ng; + Z\),‘j%i. (3.69)

j=1
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Thus we have here i reacting components and S chemical reactions in the system. Anal-
ogously, the specific extent of reaction can be defined for a system with multiple chemical
reactions:

g = E (3.70)
T

Equations 3.68 and 3.69 can thus be rewritten in the following form:

. S
i
— = xoi + ) Vit (3.71)
no =1
n; S
n—l- = Xxo; + Z\)iji;. (3.72)
01 .
=1

After adding the molar amounts and flows of all components, Equations 3.71 and 3.72
transform to

. N S
ni — . ,
o= 12D Vi) (3.73)

i=1 j=1

" N S

=L DD Vi (374)
i=1 j=1

The definition of molar fraction gives us, starting from Equations 3.71 and 3.72, as well
as from Equations 3.73 and 3.74, an expression for the molar fraction x;:

S
Xoi + Zj:1 \)ijf”;]/‘

X = N S . (3.75)
L4 im i VifE]
Equation 3.75 can be written in a compact form with arrays as
/
X0+ v
oo S0V (3.76)
14+ iTvg/

where xp = [x1x2 ... xn]%, & = [E1E) .. .E;]T,and il =[11...1].Also, v is the stoichio-
metric matrix that contains the stoichiometric coefficients and can be defined as

Vi1 V12 Vis

V12 V22 V2§
V=

VN1 VN2 VNS

according to Section 2.1.
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If the conversions of the key components are utilized in the calculations,

S
f = fox + Z Vi) (3.77)
j=1
S
me=nok+ Y Vigkj (3.78)
j=1
and the appropriate substitutions are taken into account, fp — g = —#gxNg and ny —
nox = —noxNk> the following equations are obtained for continuous and discontinuous
reactors, respectively:
S
otk = = ) Vigjs (3.79)
j=1
S
nokNk = — Z\)kféj- (3.80)
j=1

After the transformation to the specific extent of reactions, &', Equations 3.79 and 3.80 are
transformed to a new form:

S
XMk = — ) Vi€l (3.81)
j=1

which is valid for both continuous and discontinuous reactors. After taking into account
the definition for the relative conversion, n;(,

N = XokMk- (3.82)

Equation 3.82 takes on a new form, using the matrix and vector notations:

N = vk, (3.83)

where vi denotes the submatrix containing stoichiometric coefficients for the key compo-
nents. If vi is a quadratic and nonsingular matrix—this is the case if key components have
been selected in the correct way—then &’ can be solved by Equation 3.83:

g =—v ' (3.84)

This expression for £ can now, in turn, be incorporated into the expression for x in
Equation 3.76. The result is written as follows:

xo + v(=v
x = - . (3.85)
L+ itv(=v, )y
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The analogy to Equation 3.67, which is valid for single-reaction systems, is elegant.
Equation 3.85 allows the possibility of calculating the molar fractions, x;, for all components,
from the relative conversions, n;a., of the key components.

3.5.3 RELATIONSHIP BETWEEN CONCENTRATION, EXTENT OF
REACTION, CONVERSION, AND VOLUMETRIC FLOW RATE

IN A CONTINUOUS REACTOR

Inreactor calculations, the important quantities in reaction kinetics, or concentrations of the
components, are related to the stoichiometric quantities such as the extent of reaction and
conversion. For practical reasons, gas- and liquid-phase reactions are discussed separately.
For gas-phase reactions, the ideal gas law is assumed to be valid.

3.5.3.1 Gas-Phase Reactions

Relationships 3.44 and 3.45 can be utilized to calculate the concentrations in a mixture

constituting an “ideal” gas. The total concentration in the mixture is given according to the
ideal gas law:

P = (RT, (3.86)

where P denotes the total pressure and T is the temperature (in K). The concentration
therefore becomes
p

c
For a system with a single chemical reaction, Equations 3.61 and 3.67 are inserted into
the expression of ¢;; if the relation (Equation 3.87) is taken into account simultaneously, the
result becomes
xoi + v P
G= otV P (3.88)
L+ 300 vig/ RT
and
x0i + vixoana/(—va) P

= N e ﬁ
14 x0aNA )iy Vi/(—Va)

(3.89)

For a system with multiple chemical reactions, the expression for the total concentration
(Equation 3.87) is naturally still valid. By inserting expressions of the molar fractions,
Equations 3.76 and 3.85, into the definition of the concentration, Equations 3.44 and 3.45,
the following expressions are obtained for the concentrations:

/
P
= M —, (3.90)
1+ iTve’ RT

—1\../
xo + v(v P
c = 0 . (k_l)nk/ ) (391)
1+ 1T‘)(\)k )nk RT
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The change in the volumetric flow rate is obtained by applying the ideal gas law to the
entire reaction mixture, at the reactor inlet and in an arbitrary reactor coordinate (location):

. 1oRT,
Vo= 20 (3.92)
Py
. nRT
v "R (3.93)
p
The above-mentioned equations yield
V. #aTP
=, (3.94)
Vo ng Top P

For 71/ny, different expressions can be inserted, depending on whether one or several
chemical reactions are in progress in the reactor. If only one reaction is taking place,
Equations 3.94 and 3.57 yield

. N
\% T Py
— =1+ v | — =, 3.95

and, in case the relationship between & and mna, Equation 3.66, is incorporated into
Equation 3.95, a new expression is obtained:

. N

\% X0ANA T Py
— =11 v, | — —. 3.96
! ( o ) L (3.96)

In case multiple chemical reactions take place, the corresponding expressions for 71/11
should be inserted. Combining Equations 3.73 and 3.94 yields

T Py

, 3.97
T, P (3.97)

V
- = (1 + iT\)f»;’>
Vo
where iTve’ = YN S0 Vi

If & (in Equation 3.84) is replaced by the relative conversions of key components,
Equation 3.97 is transformed to

T Py

V T -1 /)
— = (1 - — —. 3.98
v (+zv( VN T, P (3.98)

0

Equations 3.95 through 3.98 also yield the change in the density of the reaction mixture
since the mass flow #1 is constant:

= —. (3.99)
p
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The interpretation of Equations 3.95 and 3.96, as well as Equations 3.97 and 3.98,
is simple: if the number of molecules in the chemical reaction increases, the expression
> vi§ attains a positive value (since £ > 0 and )_ v; > 0). Simultaneously, the terms in
parentheses, in Equations 3.95 through 3.98, become larger than unity (>1) inside the reac-
tor. Under isothermal conditions (T = T), the volumetric flow rate inside the reactor is
thus increased. Under nonisothermal conditions—with strongly exothermic or endother-
mic reactions—the temperature effect, that is, the term T/Tj, results in a considerable
change in the volumetric flow rate.

In case the ideal gas law is not valid, the equation of state is PV=ZnRT, where Z is the
compressibility factor (Z # 1). The term RT in the above equation is thus replaced by ZRT.
Z is a function of mole fraction, pressure, and temperature (x, P, and T), which implies, for
instance, that an iterative procedure should be applied to Equations 3.90 and 3.91. Nonideal
gases are discussed in detail in Ref. [8].

3.5.3.2 Liquid-Phase Reactions

The change in the density of a mixture is mostly negligible for liquid-phase reactions and
can, therefore, often be excluded from the calculations. The definition of &, Equation 3.53,
for a system with one ongoing chemical reaction yields

i = fgi + ViE. (3.100)

Equation 3.100 is divided by the volumetric flow rate at the reactor inlet, Vo, and we
obtain

.——C[)i+

: 3.101
e A (3.101)

By assuming that i1;/Vy =~ #;/V = ¢; and defining a new extent of reaction with the
concentration dimension, £,

E/
1
= . 3.102
§ e ( )
Equation 3.101 is transformed to a new form:

¢i = coi + vig”. (3.103)

For systems with multiple chemical reactions, Equation 3.103 can easily be generalized to

S
¢ = Coj + Z \)ijE],'/ (3.104)
j=1

or

c=co+vE" (3.105)
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If conversion is used as a variable, Equation 3.101 takes the following form, provided that
Equation 3.64 is included:
n; v;
~— = coi + ——CoAMA- (3.106)
Vo —VA

This is approximately true for liquid-phase reactions,
Vi
Ci = Coi + ———C0AMA (3.107)
—vy

in the case of a single chemical reaction.
If the system comprises multiple chemical reactions, the quantity £” should be replaced
with a vector, £”, defined as
S et
fl
5 _ MmS _ ot/ (3.108)

n_ S _
5 Ve W

where & is given by Equation 3.84—if the relative conversions are used:
g =—v_ ' (3.109)
Equation 3.68 can be rewritten as
i = g + VE. (3.110)
We obtain & = ¢g Vo(—\)k_ln;c), which is inserted into Equation 3.110, and the resulting

expression is divided by the volumetric flow Vj. The result attains the following form:

n _
— =+ v(—v; 1)1r];<c0. (3.111)
Vo

For liquid-phase reactions, 71/ Vj can often be regarded as a good approximation that is
equal to the concentrations in the system: ¢ ~ 71/ V).

The product, n; co, in Equation 3.111, can naturally be developed further. The definition
of relative conversion for the key component k, }, indicates that 0} co is given by

figk — 7
Moo = % K, (3.112)
no
Since 719 = ¢y Vo, Equation 3.112 becomes
/ Mok — ik
N (3.113)
NiCo A
If Vo can be approximated as Vy & V, Equation 3.113 attains a new form:
Cok — Ck
N, = , (3.114)

co
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which implies that we obtain a simplified definition for the relative conversions in the
liquid-phase system:
Cok — €
W = kT (3.115)
€
The product, 1¢o, in Equation 3.112 can in fact often be approximated by the difference
cox — ¢k in the liquid-phase system.

3.5.4 RELATIONSHIP BETWEEN CONCENTRATION, EXTENT OF

REACTION, CONVERSION, AND TOTAL PRESSURE IN A BR

In this section, we will study the relationship between concentrations and stoichiometric
quantities. We will look at gas- and liquid-phase reactions separately. For batchwise reac-
tions, the total pressure in the reactor plays an important role: the total pressure may vary
during the course of reaction due to changes in the number of molecules in the system and
due to temperature variations. The treatment of gas-phase systems in this section is based
on the ideal gas law.

3.5.4.1 Gas-Phase Reactions

In a BR, the reaction volume (VR) is usually constant. By applying the ideal gas law to the
entire amount of gas in a BR, at the initiation of the reaction (+ = 0) and at an arbitrary
moment in time, we obtain

P()V = Tl()RT (3.116)

and

PV = nRT. (3.117)
A combination of Equations 3.116 and 3.117 gives us the pressure relationship

P nT

iy (3.118)
Py noTo

Different kinds of expressions for the molar ratio, n/ng, can be used in Equation 3.118,
depending on whether the extent of reaction or conversion is used as a variable and, whether
one or several reactions are in progress in the system. For a system with a single chemical
reaction, for instance, the alternative formulae 3.119 and 3.120 are available for the change

P NT
s

p X0AMA T
— =11 E e 3.120
Po ( + “1) T ( )

—VA -
i

in pressure:
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For systems with multiple chemical reactions, the corresponding expressions, Equa-
tions 3.121 and 3.122, are obtained:

p oo N T
L ) — 3.121
Po ( TV (3.121)
p T —1
5= (1 +iTy (—v; )ﬂi)- (3.122)

A comparison between the equations describing the change in the volumetric flow rate,
in continuous reactors, Equations 3.95 through 3.98, shows that similar correction terms
appear in Equations 3.119 through 3.122: the effect of chemical reactions is reflected by the
volumetric flow rate of continuous reactors operating at a constant pressure, whereas the
same is true for the total pressure in BRs (autoclaves) with constant volumes.

The concentration expressions in Equations 3.88 through 3.91 presented in the context
of continuous reactors are also valid for a BR with a constant volume; the correspond-
ing expression for the total pressure (Equations 3.118 through 3.121) should, however, be
replaced in Equations 3.88 through 3.91 for a BR. The correction terms for the total pres-
sure and the denominator in the corresponding concentration expression always cancel
each other out. The results—the surprisingly elegant and simple dependencies—can be
summarized as follows:

For a system with only one chemical reaction, the following is valid:

P

¢ = (x0i + Vi) RTY (3.123)
xoana\ Po
¢ = | x0; + Vi P—— 3.124
1 ( 01 i v ) RT, ( )
where Py/RTy = cy in terms of the total concentration.
For a system with multiple chemical reactions, we obtain analogously
¢ = (xo + V&) L (3.125)
RT,’ '
= 1),y P (3.126)
¢ = (xo+v (v )“k)R—TO- :

3.5.4.2 Liquid-Phase Reactions

In BRs, in connection with liquid-phase reactions, no pressure changes usually take place
due to chemical reactions. Expression 3.99 is thus valid for BRs as well,

¢ = coi + viE” (3.127)
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in case only a single chemical reaction takes place in the system. The concentration-based
extent of reaction, £”, is, however, defined by

n_ 8 _ 8§
£ = = e (3.128)

For a system with multiple chemical reactions, Equation 3.127 is generalized to
c=co+vE’, (3.129)

where £” is defined analogously to Equation 3.107:
U R (3.130)

If conversion or relative conversion is used as a variable, relationships 3.130 and 3.132
for one and multiple chemical reactions become, respectively,

v
G = Coi + ——CoaNA (3.131)

and

¢ =co+v(—v " )njco. (3.132)
Even in Equation 3.132, the relative conversion for the key component k, 0}, is given by

Cok — C
m = 2%k (3.133)
()

that is, similar to continuous liquid-phase reactors.

3.6 STOICHIOMETRY IN MASS BALANCES

If a reduction in the number of molar balances is desired for the calculations, the stoichio-
metric relationships developed in the previous section must be utilized. We can thus reduce
the number of necessary balance equations from N to S; one should keep in mind that the
number of chemical reactions is usually much lower than the number of components in
a system. The molar flows, 7;, can be replaced by expressions containing reaction extent,
specific reaction extent, and reaction extent with concentration dimension or conversion
(8,8,£”, 0rny) in a system containing a single chemical reaction. For systems with multiple
chemical reactions, 7 is replaced by an expression containing £, &',£”, or v/'.

In the following, different kinds of transformations of molar balances are introduced.
These transformations are obtained using the extent of reaction, conversion, concentrations
of the key components, or their molar flows. The treatment is directly applied to systems
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with multiple reactions. The definition for reaction velocities of components, r;, Equa-
tion 3.6 (Chapter 2), can be written using arrays

r = vR, (3.134)

where r and R contain the elements r = [r; 75 ... ry]T and R = [R; R, Rs]". If we only
take into account the generation velocities of the key components, a vector, ry, can be defined
based on the corresponding stoichiometric submatrices, vg, containing the stoichiometric
coefficients of the key components:

I, = \)kR. (3.135)

The molar balances of the three ideal reactor types, tube reactor, BR, and CSTR, Equa-
tions 3.8, 3.18,and 3.25, can be written in the following form—provided that only the molar
balances of the key components are taken into account:

die .
% — VowR, (3.136)
T
d
% — VrhwR, (3.137)
Mk 710k _ 7 wiR. (3.138)
T

The relationships between the extent of reaction and molar flows, as well as the molar
amounts, of the key components are given by

g = gk + V& (3.139)

and

ng = nox + VkE. (3.140)

The above-mentioned equations provide us with the derivatives dix /dt and dny /d¢ for
tube reactors and BRs, respectively,

dr dg
— =V} — 3.141
dt Vk dt ( )
and
dny dg
—_— =V —, 3.142
dt Vk dt ( )
as well as the difference
g — Mok = k& (3.143)

in the case of a CSTR.
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After the replacement of Equations 3.141 through 3.143 by Equations 3.136
through 3.138, as well as the elimination of the stoichiometric matrix, vk, the balances
can be expressed by reaction extents, &:

& _

= VR, 3.144
T 0 ( )
g
2 = VR, (3.145)
T
dg
— — VRR. 3.146
i R ( )

If the specific extent of the reaction (£'), defined by Equations 3.55 and 3.56, is utilized,
the balance Equations 3.144 through 3.146 are transformed to

dg’ 1
—2 = —R, (3.147)
dt o
/
1
S _1p (3.148)
T (&)
dg’ 1
— = —R, 3.149
dt co ( )

where ¢y denotes the total concentration. Alternatively, the use of the definition of
concentration-dependent extent of the reaction, &”, for continuous reactors, Equation 3.108:

g// — i
Vo
for a BR, Equation 3.130:
g// — i
Vr

transforms the balance Equations 3.144 through 3.146 into Equations 3.150 through 3.152:

dEN
— =R, 3.150
= ( )

1/
ET =R, (3.151)

d Vi
% _R (3.152)

If the relative conversion, n;(, is considered as a variable, Equation 3.84 gives us the
relationship

—1
g = —Vi n;<-
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Substituting Equation 3.84 into Equations 3.147 through 3.149 yields a set of equations,

dn/ 1
e — 2R, (3.153)
dt o
/
1
M — 2R, (3.154)
T (%))
dn;, 1
— = —— VR, 3.155
" ok ( )

which are valid for the ideal reactor types.

If the volumetric flow rate is constant, which is approximately true in the case of liquid-
phase reactions and isothermal gas-phase reactions with Z]- > ; Vi =0, in continuous
reactors or if no volume changes take place (this is true for most of the BRs regardless
of whether the system comprises a gas or a liquid phase), balance Equations 3.136 through
3.138 can be expressed with the concentrations of the key components:

dc
d—" — WR, (3.156)
T
Cl. — C
k0K _ R, (3.157)
T
deg
&k — WR. 3.158
" k ( )

If the molar flows of the key components are used, Equation 3.139 yields the extents of
the reactions, &:

& = v (i — k). (3.159)

These can be substituted into the definition of £, Equation 3.66, to obtain all molar flows:
i1 = fig + v (g — o). (3.160)

The above-stated equation naturally contains new information about the remaining
components, but not about the key components.
For ideal gas-phase reactions, the concentrations of the key components are obtained
from
o=k (3.161)
\%4

in which the volumetric flow rate, V, is delivered by inserting Equation 3.162

f1

g =v " <n—z - ka) (3.162)



Homogeneous Reactors m 65

into Equation 3.97:

1% fl T P
2= [1 + "oy ! (i - ka)] — 0 (3.163)
Vo no Ty P

The concentrations of the remaining components are thereafter given by

c=—, (3.164)

in which the molar flow vector, 1, can be obtained from Equation 3.160 and the volumetric
flow, V, from Equation 3.163.

For liquid-phase reactions, the procedure is analogous, with one exception: the volu-
metric flow rate. Expression 3.163 is thus not used, but instead it is often replaced by the
assumption V 2 V. If the extent of a reaction or the specific extent of a reaction is used,
the concentrations of all components can be obtained from Equation 3.90 for gas-phase
reactions. For liquid-phase reactions, Equation 3.105 is valid if the volumetric flow rate can
be assumed to be constant. When using Equations 3.90 and 3.105, one should take into
account the following relationship:

g=¢-ng=£&"W. (3.165)

If the relative conversions of the key components are used, the remaining relative
conversions are obtained from Equation 3.166:

n = v\);ln;. (3.166)

The previous equation was obtained by applying the definition of relative conversion, 1/,
to Equation 3.83.

The concentrations and volumetric flow rates are obtained from Equations 3.91 and 3.98
in the case of ideal gases; in the case of liquid-phase reactions with constant volumetric flow
rates, the concentrations are given by Equation 3.111.

If the concentrations of key components are utilized as variables in the calculation of flow
reactors with a constant volumetric flow rate, the remaining component concentrations are
given by the key component concentrations as follows:

c=c¢ + \)\)k_l(Ck — Cok)- (3.167)
For a BR with a constant volume, the transformation from molar amounts, extents
of reactions, and conversions become much simpler than for flow reactors. As the molar

amounts of the key components are used as variables, the molar amounts of the remaining
components are obtained by noting Equation 3.140:

g = (m — nop), (3.168)
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which is substituted into the definition for the specific reaction extent vector, &,
Equation 3.69:

n=ng -+ v (g — nox) . (3.169)

The concentrations of the components are thus given by

n

=—. 3.170
A (3.170)

c
If the extent of reaction or the specific extent of reaction is used, the concentrations are
given by the expression

c=co+vEg" (3.171)
together with taking into account the relationship
£ =&"ny =£"Vr. (3.172)

If the relative conversion is utilized in the calculations, Equations 3.126 and 3.132 give
the concentrations of all components for gas- and liquid-phase reactions, respectively.

The most simple means of performing calculations on BRs with constant volumes is to
utilize the concentrations of the key components according to balance Equation 3.157. The
concentration-dependent extent of reaction will then give for the key components

g = v (e — con)s (3.173)

which, after back-substitution in Equation 3.171, gives an expression for the other
concentrations in the system:

c=c¢+ \)\)k_l(ck — Cok)- (3.174)

3.7 EQUILIBRIUM REACTOR: ADIABATIC
TEMPERATURE CHANGE

Sometimes, especially when referring to commercial process simulators, the term equilib-
rium reactor is used. A chemical system can be approximated with a so-called equilibrium
reactor, in which the reaction rates are so high that one can assume that the chemical reac-
tion resides at the equilibrium at the given temperature. The extreme performance limits
of a chemical reactor can be mapped with the aid of the equilibrium approximation, which
does not, however, help in the design of a real reactor.

3.7.1 MASS AND ENERGY BALANCES

In the following, a backmixed reactor unit is examined, in which all reactions are in
equilibria. The molar balances of the reactor are, thus, given by Equation 3.138:

g — ik

= Vo\)kR.
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After combining Equations 3.143 and 3.138, we obtain

VS _ puR (3.175)

from which the extent of the reaction, &, is obtained:
£ = tVyR. (3.176)

From the viewpoint of each reaction, we can write
g = tVoR; = RjVg. (3.177)

The energy balance for a completely backmixed reactor unit is given by Equation 3.22:

T — Us
R AH T — T
mcp ; r] Vi — ( c)

Inserting R; (from Equation 3.176) into the above equation yields

T —Ty 1
= — —AH;;) — — (T — T, R 3.178
- s | i ]le, ) ( ) (3.178)

which can be simplified (tVo = VR) to

T—Ty= ey Zg] —AHy) — US(T —T¢) | - (3.179)

If the reaction enthalpies, AH,j, can be approximately constant, the reactor temperature
can be solved using the above-stated equation:

To + (US/me)TC + (l/me) (Z ( AHr])éQ'])
T = (3.180)
1 + (US/ricp)

It should be noted that the exact form of the balance Equation 3.22 cannot be directly
applied to the equilibrium reactor, since R = 0 in equilibria but & # 0.

Each reaction is assumed to reside at equilibrium, and all of the reaction velocities in prin-
ciple depend on the concentrations and reaction temperatures of all involved components.
This is why at an equilibrium state we can state that

R, T)=0, j=1...5, (3.181)

that is, the net rate of each reaction is zero.
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The relationship between concentrations and extents of reactions implies that
¢V =cVo+vE (3.182)

both for liquid- and for gas-phase reactions. Equation 3.182 implies that Equation 3.181
can even be expressed as follows:

R(E,T) = 0. (3.183)

The task thus comprises solving S algebraic equations similar to Equation 3.183, if the
temperature is a priori known. If the temperature is unknown, it can be calculated from the
CSTR model according to Equation 3.180. An iterative procedure should be applied, since
the reaction rates, R, are temperature-dependent.

An important extreme case is the so-called adiabatic reactor. In an adiabatic reactor, no
heat exchange takes place with the surroundings, that is, U = 0. In this case, Equation 3.179
is simplified to the form

S
1

Taa=To+ — —AH) & | . 3.184
ad 0 finc, ; ( r]) E] ( )
The difference, T,q — Ty, is often denoted here as AT,q4, the adiabatic temperature dif-
ference in the reactor. Equation 3.184 was originally developed for the CSTR model; it is,
however, easy to prove mathematically that it gives the adiabatic temperature of a PFR as

well. For a BR, a formula analogous to Equation 3.183 can be written as

S
1
Ta=To+— | Y (—AHy)§; (3.185)
mep \ ‘2
for the adiabatic reaction temperature. Expressions 3.184 and 3.185 provide important
information: since AH,; is usually relatively independent of the temperature, the adiabatic
temperature change becomes directly proportional to the extent of reaction, £;. Expressions
3.184 and 3.185 are also valid for nonequilibrium reactions.

3.8 ANALYTICAL SOLUTIONS FOR MASS
AND ENERGY BALANCES

In some simple cases of reaction kinetics, it is possible to solve the balance equations of
the ideal, homogeneous reactors analytically. There is, however, a precondition: isother-
micity; if nonisothermal conditions prevail, analytical solutions become impossible or, at
least, extremely difficult to handle, since the energy and molar balances are interconnected
through the exponential temperature dependencies of the rate and equilibrium constants
(Sections 2.2 and 2.3). Analytical solutions are introduced in-depth in the literature dealing
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TABLE 3.2 Analytical Solution for a First-Order Reaction in Various Ideal Reactors

A— P, ra=vaAR = —1lkcp
V = constant (:Vo)

Plug flow reactor, PFR

d .
% =raVo (Equation 3.8)

T
. . . dia dea . .
A = cAV = caVp, e d—Vo, we obtain

T T

d d
% =rA= % = —kcp separation of variables yields

T T

t
A dc C C
/ —Az—k/d‘c ln(—A>=—kt A ek
con CA J oA A

Continuous stirred tank reactor, CSTR
A — 1 .
TA T T0A _ raVo (Equation 3.18)

Again, we can introduce 714 = caVo and f19p = coa Vo (see the above, PFR) and obtain
CA — COA

= rap, where rp = —kca, the solution of the equation becomes
C
A 1+kp!
C0A

Batch reactor, BR
dnp .
e raVR  (Equation 3.25)
here np = cA VR, VR = constant, and we obtain
dca . . Ak
T —kca, which is analogous to PFR (t is replaced by t), — =e
COA

with chemical kinetics and reaction engineering [2,3,5,7,9,10], as well as in a summarized
work [6]. The procedure for obtaining analytical solutions is illustrated in Table 3.2 for
first-order reactions.

In Table 3.3, the concentration expressions of the key components are given for some
common types of reaction kinetics. The concentration expressions in Table 3.3 are valid for
isothermal conditions, for systems in which the volumetric flow rate and the reaction volume
are kept constant. In practice, this implies isothermal liquid-phase reactions in a BR, PFR,
and CSTR, isothermal gas-phase reactions in a BR with a constant volume, and isothermal
gas-phase reactions with a constant molar amount ()~ 3" vj = 0) in a PFR or CSTR. The
equations in Table 3.3 were developed from balance equations introduced in Sections 3.2
through 3.4 as well as from the stoichiometric relationships that were presented in Sections
3.5 and 3.6. The equations are written in such a way that the concentrations of key compo-
nents are expressed explicitly; for simple reactions, the corresponding design expressions
are obtained by solving the space time (t) or the reaction time (f) in the equations.

For isothermal gas-phase reactions, in CSTRs and PFRs, analytical design equations can
sometimes be derived. In this case, we should begin with expressions such as Equations 3.136
and 3.138 or Equations 3.185 and 3.148. Further, we should utilize a correction term for the
volumetric flow rates, such as Equation 3.97. Usually, these kinds of expressions become so
complicated that a numerical solution of the balance equations is preferable. In Section 3.8,
the analytical solutions of some simple systems are considered in detail.



TABLE 3.3 Concentrations in Ideal Reactors at a Constant Temperature, Pressure,
and Volumetric Flow Rate

Reaction Type Kinetic Equation PFR and BR
. " l—n (1/1=n)
Simple lval A R = k! A= (cOA +joal (1 — l)kr) . on£l
reactions — |\)p| P+--- A= Cer_I\)AlkI) n=1
kt
copae®
[val A+ |vB|B R =keacp A= = » a#0
— |vp| P+ - [vB| coae®™ — [val coB
P a = (Jvgl coa — [val coB)

—1
A= (cO_Al + I\)Blkt> , a=0

[val cop + [vp| coa
A= —| | X
\Y C
A <C0A ()P)e_ak+t

a
a = |val + |vp|/K

valA < |vp|P R=ki(ca — cp/K)

Coupled [VallA — |\)p| P Ry = kjca cA =coae” %, a = |varlks + [vazlks
_ vplkic
paralllel [va2l A — |[vr|R Ry =kyea op = cop + [vp| OA(1 _ ey
reactions a
[VRk2coa

R=CcR+——10—e"%)
a

vl [VBLIK1c0A

Coupled [valA — |vg1|B Ry = kjea CB = CoBe
. a
consecutive [vpy|B — [vc|C Ry =kacp (e=Palkit _ o—Ip2lkot
reactions
a=|vp2lka — [valki, a#0
B = (I\J131|1<|160A|T| +|COB) e—halkit 59
VB1IIVC
cc =¢cC+ ——— (coa —ca)
| II\)le [val
VC
+ (coB — ¢B)
[vB2|
Reaction Type Kinetic Equation CSTR
¢
Simple [val A R = ke A= ﬁ, =1
. val kT
reactions — |\)p| P+--- (1+4|val coAkr)l/z -1
= 5 n=2
2 |val kT 12
O% +4val coakt) " = )
[val A+ |vB|B R = keacp A= ( 2|VA|kT)
= [vp[P+--- () =14 (Ival coB — |vBl coa) kt

con + (K /K) (1valcop + [vp| con)

ValA < |vp|P R=ki(ca—cp/K) ca=

1+ ak.,.'t
a=|vail + |vp|/K
I
Coupled [vallA — ‘\)p| P Ry =kica cA= 0A
1+at
parallel [va2l A — [vr|R Ry = kaea [vp| kicoat
reactions Cp = P ﬁ
[VR | k2coaT
R =COR+71+QT
a = |varlky + [vazl k2
C0A
Coupled [valA — |vg1|B Ry = kjca A=
. 14 |valkit
consecutive |vpy| B — |vc|C Ry = kycp coB + (vl coB + VBl con) k1T
reactions =

(1 + [valk1t) (1 + [vp2| k27)
cc,see PFR and BR

Note: 1 = space time in a PFR and CSTR and t = ¢ = reaction time in a BR.
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For simple reactions, the concentrations of the other components are given by the
stoichiometric relation ¢; = (v;/va) (ca — coa) + coi-

3.8.1 MULTIPLE REACTIONS

In the following, we will discuss the analytical solution of some multiple chemical reac-
tion systems in detail. The terms multiple reactions or composite reactions are usually
used in this context. Multiple, simultaneous reactions occur in many industrial processes
such as oil refining, polymer production, and, especially, organic synthesis of fine chem-
icals. It is thus of utmost importance to be able to optimize the reaction conditions, so
that the yield of the desired product is maximized and the amounts of by-products are
minimized.

We will observe three main categories of composite reactions and, in addition, try and
provide an overview of the treatment of complex reaction systems in general. The temper-
ature and density of the reaction mixture are assumed to remain constant, which implies
that the volume and volumetric flow rate should remain at a constant level. The three prin-
cipal categories of composite reactions are parallel, consecutive, and consecutive-competitive
reactions. The following reaction schemes illustrate it better:

Py
Parallel reaction P,
Consecutive reaction A—-R—->S—->T...
A+B— R+D
Consecutive-competitive R+B—S+D
reaction S+B—->T+D
T+B...

The extent of a reaction may alter naturally; for instance, parallel reactions of a higher
order do exist. In connection with consecutive-competitive reactions, in many cases, sec-
ondary reaction products that react further appear (D), such as in the case of chlorination
of organic substances, where hydrogen chloride is always generated. Another example is
the polyesterification of dicarboxylic acids, upon which water formation takes place. Some
industrially relevant multiple reaction systems are shown in Figure 3.18.

3.8.1.1 First-Order Parallel Reactions

Undesirable, parallel side reactions are a common complication in industrial processes. The

desire to avoid side reactions can justify the choice of another reactor type or different
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FIGURE 3.18 Sample multiple reaction systems that are industrially relevant: polyesterifi-
cation of unsaturated carboxylic acids and alkali fusion.
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reaction conditions than what might be natural in the absence of side reactions. We will
limit our discussion to homogeneous isothermal first-order reaction systems, for which the
volume and volumetric flow rate of the reaction mixture remain constant.

The simplest possible parallel reaction scheme for two first-order reactions is written as

follows:
R
L
A
\
S
The reaction rates for steps (1) and (2) become
n = k1CA, (3.136)
) = kZCA- (3.137)

The generation velocities of the components can be written as

TA = —11 — 12 (3.188)
R =T1, (3.189)
rs = 12. (3.190)

The relationships between the concentrations of the components and the (average) space
times can then consequently be derived from the mass balances of the ideal reactors.

3.8.1.1.1 BR and PFR

For a BR and a PFR, the molar balances are

de; .
—=r, i=ARS, (3.191)
dt

in which ra, rr, and 7, are given by Equation 3.191. For component A, we obtain

d
SA — — i+ k) (3.192)
dt
which is easily integrated:
A d T
/ R — +k2)/ dr. (3.193)
COA CA 0

The relationship between the concentration and time becomes

In (C—A) — —(h+h)T, (3.194)
COA
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that is,

A _ etk (3.195)
coa

The concentrations, cg and ¢, can then be calculated from

dCR

— =k 3.196

i 1€A ( )
and

dcs

— =k 3.197

; 2CA ( )

by separation and insertion of ca (from Equation 3.195),

CR T
/ deg = / kicope Ktk qe) (3.198)
COR 0

cB T
/ deg = / kycope” K1tRIT dr. (3.199)
OB 0

The final result takes the following form:

kicoa (ki 4k
= con + (1 enthreor), 3.200
CR = COR P e ( )
o5 = cos + Kacon (1 _ e—<’<1+"2>‘) : (3.201)
ki + k;

This solution is shown in Table 3.2 (previous section). In many cases, the initial concen-
trations of components R and S are equal to zero. In the case of extremely long residence
times, the exponential term in Equations 3.200 and 3.201 disappears; the ratio between R
and S approaches the limiting value:

R — € k
ROOR 02 in case that T — 00 (3.202)

s — Cos 2

In other words, the ratio between the rate constants determines the product distribution.

3.8.1.1.2 Continuous Stirred Tank Reactor

For a CSTR, the mass balance can be written separately for each and every component as

Ci — Coi

=1 (3.203)
T

wherei = A, R, S.
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The concentration of A can be solved from Equation 3.203 by inserting the rate equation,
Equation 3.190:

cA — €
AN kiea — kaca. (3.204)
T
Thus, an explicit value for ¢y is obtained:
¢
A 0A (3.205)

RGeS

The concentrations of R and S are obtained from Equation 3.203, which, after inserting
the expression for ca, yield

C()Akl‘t
C(R=CR+ —m——, 3.206
R=CR+ T T ( )
kit
o5 = cos 4+ ——A% (3.207)

1+ (ki +k)T

The solution can be found in Table 3.2.
In case the inflow to the reactor is free from R and S, the initial concentrations are zero:
cor = cos = 0. One can observe that even in this case, the product distribution dependence

CR — COR

(3.208)
€s — €os
approaches the limiting value, k;/k,, for very long space times.
For a general system of parallel reactions,
Pl
/ P2
A
\*} P,
Py
Pﬂ
The following expressions are obtained for BRs and PFRs:
A e Tkt (3.209)
C0A
ci Coi k; :
by K (1 _ e—zm)_ (3.210)
coa  coa ik
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For a CSTR, the solution of mass balances yields

1
S (3.211)
o ()

Ga_4a9 ., Ht (3.212)

C0A C0A (1 + Z]’?:l kj't)'

3.8.1.2 Momentaneous and Integral Yield for Parallel Reactions

As a measure of the product distribution, integral (total) and momentaneous yields are
often used. Let us assume that component A is consumed by two composite reactions with
the following stoichiometry:

[vail A — [vr|R,

Va2l A — |vg] S.
The total yield, ®r/a, is thus defined as

_Ivail (er — cor)

— . (3.213)
[Vr| (ca — coa)

R/A

In other words, it describes the generated amount of R per A, normalized by the
stoichiometric coefficients.

The momentaneous yield, ¢r/a, in contrast, describes the normalized ratio between the
production rate of R and the consumption rate of A:

[varl rr

—_—, 3.214
[VR[ (=7a) G214

PR/A =

Analogous expressions can be developed for the product, S, just by replacing rg and |vr|
by s and |v| in Equations 3.213 and 3.214.

With the aid of molar mass balances, one can prove that the total and momentaneous

yields obtain similar expressions for a CSTR. The balances for R and A consequently become

REOR (3.215)

T
CA — CoA
- =

TA- (3.216)

After dividing the previous balances with each other, we obtain

TR CR — COR (3.217)

—TA CA — COA
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This, for instance, can be inserted into the expression for ®g /s, which thus transforms to a
form similar to that of @gr/a, Equation 3.214.

For BRs and PFRs, the momentaneous and integral yields naturally take different forms,
since the reaction rates vary as a function of time or inside the reactor. By setting up the
mass balances,

der
ZR o, 3218
< - R ( )
dea _ (3.219)
dt

and after combining them, we obtain a differential equation

dc r
R=X (3.220)
dCA A
which can formally be integrated as follows:
@R A p
f deg = f 2 dea, (3.221)
COR coa TA
[vR| [
C(R—CR=—" PR/A dca. (3.222)
|\)A| COA

Dividing Equation 3.222 by the term coa — ca, that is, the concentration of unreacted A,
yields

cR—Ccr _ — |l A

= @r/A dea. (3.223)

coA —ca  [val (coa —ca) Joy,

After taking into account Equation 3.213, we obtain the total yield and can thus replace
the ratio of gr/a and @r/a

COA
o @R/AdcA

br/A = (3.224)

C0A — CA

This indicates that the integral yield can be obtained as an integral of the momentaneous
yield. The result is mainly of theoretical interest, since the integral yield is in practice
calculated from the definition (Equation 3.213). For the yield of S, analogous expressions
are obtained |va1], |VRr|, cr, and cor should just be replaced by |vaz|, |vs], cs, and cps in the
above-mentioned equations.

The quantity that we refer to here as yield is often denoted as selectivity by synthetic
chemists. Last but not the least, the reader ought to be reminded of the fact that the
term “yield” is used in another context with a different meaning: yield is defined as the
amount of product formed per total amount of the reactant—naturally normalized with
the stoichiometric coefficients. This “yield” (yr/a) would thus assume the following form
for the product R:

_Ivail (er — cor)

JYR/A = (3.225)
/ [VR| coa
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3.8.1.3 Reactor Selection and Operating Conditions for Parallel Reactions

In this section, we will discuss the qualitative aspects of selecting the reactor and oper-
ating conditions for parallel reactions. We will assume that component A undergoes two
irreversible reactions, of which the former gives the desired product, R, and the latter the
nondesired product, S:

If the generation rates of R and S are given by the empirical expressions:

rr = kil (3.226)
rs = kacy?, (3.227)

one should apparently aim at as large a value as possible for the ratio rr/rs. Since this
dependence, the so-called selectivity, can be written as

Rk

(a1—az)
c R 3.228
S ( )

we should try and maintain the concentration, ca, at as high a level as possible, provided
that the difference, a; — a5, is positive, and at as low a level as possible in case the difference
is negative. If a; = ay, that is, the reactions are of the same order, the ratio rr/r; becomes
independent of the concentration level of A. In the latter case, one can eventually force the
ratio toward the desired direction by means of a correctly chosen operation temperature,
provided that the activation energies of these (parallel) composite reactions have values
different from each other. Another possibility would be the addition of an appropriate,
selective catalyst. In case parallel, composite reactions are of a different order, the product
purity can thus be influenced by the choice of the concentration level in the process. If the
concentration of component A, ca, has to be maintained at a high level, the reactor choice
is obvious: a BR or a PFR. At the same time, one should be satisfied with a relatively low
conversion, na—somewhat worse than in a cascade reactor (Figure 3.19).

In the case of a gas-phase system, the product purity can, in our example, be increased
by a higher total pressure or a reduced amount of inert components. If a low value for ca
is desired, then a CSTR is the correct choice for the reactor. The reactor should further be
operated so that as high a value for the conversion, 14, as possible is obtained. In gas-phase
reactions, the desired reaction is now promoted by the low total pressure and a high amount
of inert components in the system.

Undesirable parallel reactions can thus force us to select a CSTR, although the low
production capacity requires a considerably larger reactor volume than in the case of a PFR
or a BR.
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t

FIGURE 3.19 Concentration evolvements of the components for a composite reaction in a
(a) CSTR, and (b) PFR.

For reactions with more complex kinetics, the product quality (purity) may be depen-
dent on the concentration levels of two or more reactive components. For instance, if the
generation rates of components R and S are given by the expressions:

R = ke e, (3.229)
rs = kycl2cl?, (3.230)

the selectivity is expressed as

R _ ky (a1—az) (b1—b2)
— =70 ‘B
rs k

. (3.231)

If component R is the desired product, one should evidently keep both ca and cp at
as high levels as possible, if both the exponents (a; — a;) and (b; — b,) are positive. If
both the exponents are negative, then one should aim at low concentration levels of both
reactants. It is often the case that the exponents have different signs—one positive and the
other negative. In this case, the desired reaction is favored if the concentration of one of
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the reactants is maintained at a relatively high level, whereas the concentration of the other
reactant is kept at a relatively low level. This can be achieved in a batchwise operation by a
pulsed or a continuous overdose (in relation to the stoichiometry) of one of the reactants.
In a continuous operation, different levels of concentrations for different reactants can be
realized by adding one of the components as separate side-streams to the separate CSTRs
of a cascade reactor, whereas the whole inflow of another component is supplied in the very
first reactor in the series.

3.8.1.4 First-Order Consecutive Reactions

In this section, we will discuss the calculation principles for consecutive reactions, that is,
situations in which two or more reactions are coupled in a series. An especially interesting
question in this connection is how the reactor should be operated in order to obtain the
best possible yield of a reactive intermediate product. The ideal reactor types are compared
in this context. As before, the temperature, density, volume, and volumetric flow rate of the
reaction mixture are assumed to remain constant.

Let us consider the case in which a component (A) undergoes two consecutive, irreversible
reactions of first order:

ASL R

Furthermore, an assumption is made that the initial concentrations of R and S are equal
to zero.

Since the residence time in a PFR completely coincides with that of a BR, it is evident
that the expressions derived for a BR can also be used in connection with a PFR by imple-
menting the residence time,t = V/ V.ACSTR, in contrast, requires a separate mathematical
analysis. The generation rates for A, R, and S can be written as follows:

ra = —r1 = —kjca, (3.232)
rR =11 — 12 = kica — kacr, (3.233)
rs = 12 = kycr. (3.234)

3.8.1.4.1 PFRs and BRs

The molar mass balances for a BR and PFR converge into similar mathematical expressions
and can thus be treated simultaneously. The mass balances assume the following form
(Equation 3.235):
dc;
— (3.235)
T
wherei = A, R,and S.
After taking into account the rate expressions, these equations can be rewritten as

d d d
ﬂ = —kch, ﬂ = kch — kZCR> ﬁ = _kZCR- (3236)
dt dt dt
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After integrating Equation 3.236, we obtain
ca = coae M. (3.237)

Inserting this expression for ca into Equation 3.237 yields

dc
2 = kooae ™7 — koer, (3.238)
dt
which is conveniently written in its more usual form for a linear differential equation of
first order:
dc
T e = kicoae " (3.239)
T

In case cgr equals zero, at t = 0, expression 3.239 yields the following form for cg (¢):

_ leOA —kl'[ —k2T
CR = m (e — € ) . (3240)

For the given stoichiometry, A — R — S, the sum of concentrations is obviously
constant and equal to cpa, since cor = cpg = 0. We thus obtain

€S = C0A — CA — CR> (3.241)

which in combination with Equations 3.237 and 3.240 yields the following equation for

cs(1):
kik, I 4 I 4
_ 1— —eht_ Zeht) | 3.242
cs COA[ P— (kle e (3.242)

The concentration profiles of A and R are shown in Figure 3.3.

The concentration of the intermediate product, R, goes through a maximum at a certain
time, Tmax,PFR. This time, TmaxprR, can be calculated by differentiating Equation 3.240
against time and by solving the equation dcg /dt = 0:

dCR k1 COA —k —k
— =0= —k 1Tmax 1 f 2Tmax | | 3.243
dt ky — ki ( 1€ +ie ) ( )
The final result becomes
In (ky/k1)
Tmax,PFR = —k2 i/kll . (3.244)

Equation 3.236 indicates that decg /dt = 0, if kjcpa = kycr. Thus, if the maximum value
of cg is denoted as Crmax, the following is true:

CR,max k 1

=—. 3.245
” 5 (3.245)
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According to Equation 3.237, we know that
A = COAe—kITmax,CSTR (3.246)

and the combination of Equations 3.244 through 3.246, finally, leads to an elegant
expression:

ko O\ R/ (ke=k1)
CR,max _ (_1) ) (3'247)
oA ky
In case k; = k;, one can show that Equation 3.247 approaches
¢
R _ =1~ 0.368. (3.248)
CoA

Thus, the ratio crmax/coa is a universal constant and is independent of the values of rate
constants, as given by Equation 3.248.

3.8.1.4.2 Continuous Stirred Tank Reactor

If the consecutive, irreversible reactions of first order (A — R — S) take place in a CSTR,
we will assume, as previously, that corp = cgs = 0. The following mass balance is valid:

Ci — Coi

=1 (3.249)
T

By taking into account the rate expressions, Equations 3.232 through 3.234, one can
rewrite these mass balances (the generation rates for A, R, and S) for the case cor = ¢ps = 0:

CA—C
AT T0A - 08 — _kica, (3.250)

¢
?R = kica — kacr, (3.251)

c
%~ e (3.252)

T

Thus, concentration cy becomes
C0A

CA = . 3.253
AT + kit ( )

Inserting Equation 3.251 yields, after a few rearrangements,

c kit
&R ! _ (3.254)
con  (I+kv 1+ k)
After inserting Equation 3.254 into Equation 3.252, we obtain for cs
c kik;t?
=S 102 (3.255)

coa  (L+kv)(A+kt)
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TABLE 3.4 Comparison of the Performance of a PFR and BR
with a CSTR: The Values of crmax/coa
versus k2/k1, k1 Tmax,PFR> a0d k1 Tmax,CSTR

CSTR PFRs and BRs
k1tmax,cSTR CRmax/€0A ka/ky k1Tmax,PFR CRmax/€0A
3.16 0.578 0.10 2.56 0.775
1.41 0.344 0.50 1.39 0.500
1 0.250 1.00 1.00 0.368
0.707 0.172 2 0.693 0.250
0.316 0.0578 10.00 0.256 0.0775

Differentiating Equation 3.254 and solving it for the case in which the equation equals
zero yield the residence time, Tmax,csTR, for which cr reaches a maximum:

1

= R

Inserting the value of Tmax,csTr into Equation 3.254 finally yields the following
expression:

(3.256)

CRmax _ 1 '
coa (1 n m)z

Table 3.4 illustrates how the ratio crmax/coa and the dimensionless groups, kj Tmax,PFR
and ki Tmax,csTR (Damkohler number), respectively, depend on the ratio ky/k; in case the
initial concentration of species R is zero, cor = 0.

(3.257)

Thus, for a given value of k; the value of Tmax(csTr) is apparently larger than Tpax prr
for a PFR or a BR, unless ky/k; = 1 when Tpax,cSTR = Tmax,prRE- The difference in the
performance of these reactor classes becomes larger and larger, the further away from unity
(1) the value for the ratio k,/k; resides. We can further observe that the ratio crimax/coa in the
case of a PFR or a BR always yields values larger than those for a CSTR. In case k»/k; = 1, the
maximum concentration of the component R obtained in a CSTR is only around 68% of that
obtained in the other two reactor classes; when the value k,/k; = 0.10 or, alternatively, 10, the
percentage is around 75%. We can therefore deduce that the difference in the performance of
the different reactor classes is reduced more, further away from unity (1) the value of the
ratio ky/k; resides. The mathematical treatment has, consequently, shown that the reactor
of choice should be a PFR or a BR, provided that the goal is to obtain a maximum yield
of the intermediate product, R, in the system under consideration. Although the analysis is
valid for consecutive reactions of first order, the conclusions are also qualitatively valid for
all intermediate products for a larger series of irreversible, consecutive reactions.

3.8.1.5 Consecutive-Competitive Reactions

When talking about mixed reactions (series-parallel reactions, consecutive-competitive
reactions), we refer to interrelated reactions that contain subprocesses that can be regarded
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as both parallel and consecutive, depending on which reaction component is considered.
The following reaction is a significant example:

A+B-L R R4+B-2 s

where A can be considered to undergo consecutive reactions to R and S, whereas B undergoes
parallel reactions with A and R. For instance, halogenation and nitrification of aromatic
hydrocarbons, as well as reactions between ethene oxide and water or ammonium, belong
to these types of reactions. This is often a case of homogeneous reactions of second order.

In our example, the following generation rates of the components are valid in case the
reactions can be considered irreversible and elementary:

ra = —kicacg, (3.258)
rg = —kicacs — kacres, (3.259)
R = kicacg — kacrep, (3.260)
rs = kocrep. (3.261)

A qualitative reasoning soon reveals that the product distribution in this example depends
on the relative concentrations of A and B. If component A is introduced extremely slowly
in a large excess of B, the intermediate product, R, reacts further with B to yield S. It should
thus be possible to carry out the reaction in such a manner that the intermediate product
can barely be seen in the analysis. If, on the other hand, B is slowly introduced into an excess
of A, R is almost solely formed at the beginning, and the formation of S is initiated only
after the concentration of R has reached such a high level that R can compete with A for
species B. The concentration of R as a function of supplied B should thus pass through a
maximum. Even if we deliver A and B in large quantities from the beginning, cg should pass
through a similar maximum as a function of reacted B.

These mental exercises illustrate the fact that the concentration of B does not influence the
product distribution (although it naturally influences the reaction time) in case the concen-
tration of A is high. In both cases, the concentration of R, ¢, has a maximum. On the other
hand, if cs is low and cp high, in practice, only the final product S is obtained. The underly-
ing reason for the differences in the concentration dependence of the product distribution is
that A undergoes consecutive reactions, whereas B undergoes parallel reactions that are both
of the same order from the viewpoint of B. An analysis according to these guidelines consid-
erably simplifies the treatment of mixed reactions and, consequently, the reactor selection.

3.8.1.6 Product Distributions in PFRs and BRs

A quantitative treatment of the example discussed above is, as expected, the same for both
a PFR and a BR, whereas the case of a CSTR will be tackled separately.
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In case both reactions are assumed to proceed irreversibly and to be of second order, the
following molar balances can be written for the two first-mentioned types of reactors:

d

A rp = —kicacs, (3.262)
dt

d

ﬁ =1T1g = —kchCB — szRCB, (3.263)
dt

d

ﬂ =T1R = k]CACB — kZCRCB) (3.264)
dt

dCS

— = rg = kycreg, 3.265
P s = kacrep ( )

where T denotes reaction time, for a BR, or residence time (t = V/ V; note that here V is
assumed to be constant), for a PFR. A system of equations of this kind can easily be solved
by numerical computations. However, it is difficult to obtain analytical expressions as a
function of t. To study product distribution, it is possible to eliminate the time variable by
simple means. Equation 3.264 is divided by Equation 3.262 and thus an analytical solution

becomes feasible:

dc kac

SR 2R (3.266)

dCA k1CA

Here cp disappears, indicating that the ratio dcr/dca does not depend on the concen-

tration level of B. It is of interest to note that for consecutive reactions, A — R — S, an
equation similar to Equation 3.266 is obtained. Therefore, the product distribution should
become similar to the consecutive, irreversible reactions of first order. This can be verified
by solving Equation 3.266. Consequently, we obtain the following equations for cp and
der/dea:

CR = ZCA, (3.267)
deg dz
— =z+cA—, 3.268
dca A dcp ( )
which, after inserting into Equation 3.266, yields
dz k2
z+eca—=—-14 —z. (3.269)
dCA k1

The separation of variables is now trivial,

a=m/en dz N dey
/ = / — (3.270)
Z=coR/C0A ((kZ/kl) - 1)2 —1 coa €A

and we obtain the solution

ky ln[ ((k2/k1) — 1) (cr/ca) — 1 } I ( CA>

ky—ki | ((ka/ki) — 1) (cor/con) — 1 o

(3.271)
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From Equation 3.271, the following expression for cr as a function of ¢4 is obtained:

k ky [k ka/ky
«_ _k (_A> . (_A) 4 or (LA) . G
coa ko —ki | \coa CoA oA \ C0A
This formula cannot be applied directly as such if k; happens to be equal to k;. For this
special case, Equation 3.268 has the following solution:

c ca [« ¢
R o_ A [O_R i <_A)} _ (3.273)
CoA oA Lcoa oA

The expressions above, Equations 3.272 and 3.273, thus give the relationship between

concentrations cg and ca, for BRs and PFRs. The reaction stoichiometry of the reactions
implies that

coa — ca = (cr — cor) + (cs — <o) (3.274)
and, therefore, we obtain the following relationship for cs:
s = CoA + CoR + €05 — €A — CR. (3.275)
Further, the overall stoichiometry yields
coB — B = ¢R — CoR + 2 (€5 — os) » (3.276)
from which the concentration cg can be calculated.

Differentiating Equation 3.272 with respect to ¢, yields der/dcy, which should be equal
to zero, corresponding to a ratio of ca/coa that yields crmax. The result is

(C_A) _ |: k%COA :|k1/(k2—k1) (3 277)
C0A /' cRmax kikacon — ka(ka — k1)cor ) :

If ¢or is zero, then the equation is simplified to

k k1/(ka—k1)
(C—A) - (—1) . (3.278)
CoA CRmax k2

Inserting the ratio ca/coa, according to Equation 3.278, into Equation 3.271, yields, for

the case cor=0, the relation
CRmax (kl)kﬂ(kz_kl) (3.279)

oA ko

which, as expected, is identical to Equation 3.279 for the consecutive reaction,A — R — S.
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The derivations presented here support the hypothesis that the concentration level of
cg does not affect that of crmax—in the case of mixed reactions where the participating
reactions are of the same order in B. For the calculation of tmay prr, Equation 3.262 can
be integrated numerically, assuming that the concentration of species B, cg, corresponding
to the given concentration of species A, ca, can a priori be calculated from Equation 3.276.
Naturally, the same principle can generally be applied for the calculation of the residence
time, T, as a function of c¢p in BRs and PFRs.

3.8.1.7 Product Distribution in a CSTR

In case the mixed reactions tackled in the previous section occur in a CSTR, the following
molar balances are valid in the steady state:

G — Coi

= (3.280)
<
wherei = A, R, S.

After insertion of the rate expressions for ra ...rs and the space time, T = V/V, the
above balances are transformed to a new form:

coa — ca = tkicacs, (3.281)
cog — ¢ = t(kicacy + kacrep), (3.282)
cor — cr = t(kycreg — kicacp), (3.283)
cos — ¢ = —Tkocreg. (3.284)

Dividing Equation 3.283 by Equation 3.281 yields

COR — € krc
SRTER g 2R (3.285)
CoA — CA kICA

from which the following form is obtained for the concentration cg:

__ A (coa — ca + cor)
ca + (ka/k1) (con — ca)”

(3.286)

The stoichiometric equations for the system, as well as all the concentrations, can, there-
fore, easily be calculated for a given value of the concentration of A. The space time for a
CSTR is given by Equation 3.287:

CoA — €
= AT A (3.287)
kicacp

For the special case cop = 0, one obtains through derivating Equation 3.286, which is
set to be equal to zero, the following expression for the value of cx that is related to the

maximum value of cg:
CoA

1+ (ki /k) (3289)

CA>CRmax =
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Inserting this value of ca into Equation 3.286 yields the maximum concentration of
component R, crmax, for the case in which the initial concentration cor = 0:

C0A .
(14+ sk’

Expression 3.289 is, evidently, the same as that obtained for consecutive reactions
A— R—S.

(3.289)

CR,max =

3.8.1.8 Comparison of Ideal Reactors

On the basis of the derivations of the previous section, it is evident that the ratio crmax/coa
for that specific mixed reaction depends on the ratio ky/k;, according to the principles
illustrated in the table presented for consecutive reactions (Table 3.4). Thus, PFRs and BRs
produce a higher concentration of the intermediate product than we can achieve in a CSTR.
The values given in Table 3.4 for ki Tmax,csTR @and ki Tmax,prr are therefore valid for two
consecutive reactions of first order only (Figure 3.20).

Generally, one can state that in mixed reactions, it is possible to classify the reaction
species into two categories, one of which contains species undergoing consecutive and
the other parallel (composite) reactions. If component A undergoes consecutive reactions,
the highest yield of the intermediate product, R, is obtained by avoiding mixing mixtures
with different values of conversion, na. Therefore, PFRs and BRs give higher yields of
the intermediate product than a CSTR, in which the inflow containing unreacted species
(na = 0) is mixed with a solution in which na has a relatively high value. If component
B undergoes parallel reactions that are of the same order from B’s point of view, the con-
centration level of B does not affect product distribution. However, it affects the reaction
time that is required (average residence time). In case parallel reactions are of a different
order from B’s point of view, the concentration of B, ¢, does indeed affect the product
distribution.

CSTR Batch and PFR
1 T T T T T T T T T 1 T T T T T T T T T
0.9 - 0.9 _
0.8 H - 0.8 -
0.7 - 07\ A -
A S
0.6 | S . 0.6 |- .
0.5 | 4 0.5 | i
04 L . 04 _
0.3 | - 0.3 | _
R
0.2 | - 0.2 H _
0.1 . 0.1
0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100 0 01 02 03 04 05 06 07 08 09 1

FIGURE 3.20 A consecutive reaction A — R — S. Concentration evolvements in a CSTR
(left) and in BR and PFRs, respectively (right).
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3.9 NUMERICAL SOLUTION OF MASS BALANCES FOR
VARIOUS COUPLED REACTIONS

As discussed above, the possibilities of solving balance equations analytically are very limited,
but numerical simulations provide a general approach. Examples of reaction systems are
given in Figure 3.21 on numerical simulations of concentration profiles; as a function of
residence time (BRs and PFRs) and average residence time (CSTR), they are illustrated in
Figure 3.22. The reactors were assumed to be isothermal, and the density of the reaction
mixture was constant during the course of the reaction. In the simulation of BRs and PFRs,
the BD method was applied. The CSTR model was solved using the Newton—Raphson
method, and the space time (t) was used as a continuity parameter in the solution of the
balance equations. At the space time, T + Art, the solution of the previous space time, T,
was utilized as the initial estimate. In this way, convergence toward the correct solution was
easily guaranteed [10]. For some of the reaction systems presented in Figure 3.21, analytical
solutions of the balance equations can be found; this is true, for instance, for the first-order
consecutive and parallel reactions (1) and (3) (Table 3.3). In case the reactions are reversible,
however, the analytical solutions tend to become cumbersome.

Reaction systems (1) and (3) represent cases in which all reactions are of first order. For
reaction systems (2) and (4), it is, however, characteristic that reactions of different orders
occur in the consecutive or composite (parallel) reaction scheme. Scheme (5) represents
mixed reactions (consecutive-competitive reactions) that commonly occur in an industrial
context.

Reaction scheme (6) is typical in the oxidation of hydrocarbons (A, R, and S) in the
presence of a large amount of oxygen. Therefore, the reactions become pseudo-first-order
from the viewpoint of hydrocarbons, and the practically constant oxygen partial pressure can
be included in the rate constants. The intermediate product, R, represents a partial oxidation
product (such as phthalic anhydride in the oxidation of o-xylene or maleic anhydride in
the oxidation of benzene), whereas S represents the undesirable byproducts (CO,, H,O).
The triangle system (7) represents monomolecular reactions such as isomerizations: A,
for instance, can be 1-butene, which is subject to an isomerization to cis-2-butene and
trans-2-butene.

Simulation results in Figure 3.22 require a few explanat ions and comments. A plug
flow model usually gives a higher concentration maximum of the intermediate product,
R, than a CSTR model. On the other hand, the concentration level decreases more slowly
with increased residence time in a CSTR. The gap between the conversion of the reac-
tants for CSTR and plug flow models expands rapidly with increasing residence time.
Most of the effects illustrated in Figure 3.22 can be predicted qualitatively, although some
effects are not a priori as evident. For instance, Figure f shows that a concentration max-
imum of the product R in a parallel system A <> R, A <> S is possible, if the first reaction
proceeds rapidly and reversibly, whereas the second reaction proceeds irreversibly. Irre-
versibility is, however, a necessary condition for a concentration maximum in a parallel
scheme. This is illustrated by Figures g and h for the scheme A <> R, A+ B <> S: if one
of the reactions proceeds faster than the other one obtains, at first, a large amount of the



90 m Chemical Reaction Engineering and Reactor Technology

(a) Aok bk
1. A‘ER ‘ES 2. A+B ‘TZR‘ES
ks, )

3. A<SS 4, A+B=S5
a@kz} ~ (4
Ry, «J]L\v

R R

5 A+B?1>R
R+B S 6 2A—1>Rﬁ>s
s+X T <|

S
k,
7. A S R
£ 3
NI
2N

(b) Example (case 5)

A+B—R Stepl
R+B—S Step2
S+B— T Step3

[—1 —1 1 0 0 ]Step1 ki cao B R;
NT=| 0 -1 -1 1 0 [Step2 R=|ks @ c|=|R
| 0 -1 0 —1 1 |Step3 ks ¢ cp R;
A B R S T
[—1 0 0 [7A
1 -1 —1|[Ry B
NR = 1 -1 0 Rl=|mr|=r
0 1 -1 R3 rs
L0 0 1 | rr

FIGURE 3.21 Selected isothermal model reactions (a); examples of numerical solutions to
the model reaction (5) (b).

product from the faster reaction. This reaction product thereafter reacts reversibly back
to the original reactant, which, in turn, reacts along the other, slower, reaction pathway
to the second product molecule. Therefore, it is feasible to assume that there exists an
optimal residence time for the maximum concentration of the product, although we are
dealing with a parallel reaction. Those concentration maxima that exceed the equilibrium
concentrations obtainable at infinitely long residence times are called superequilibrium
concentrations.
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FIGURE 3.22 Simulated concentration profiles for the model reactions in Figure 3.21. — A
PFR or a BR; - - - a CSTR.

The simulation results from the combined reaction scheme (5), in Figure 3.21, illustrate
clearly the differences between the ideal reactor types, as well as the effect of the con-
centration of the composite (parallel) reactant, B, on product distribution. If the amount
of B is maintained at a low level (Figure 3.21), a great deal of the intermediate product,
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FIGURE 3.22 continued.

R, is obtained. Its relative amount is also quite stable within a wide range of residence
times. If the proportion of B is high (Figure 3.21j), the proportion of the final product, S,
increases dramatically. Simultaneously, the concentration of R just attains a minimum or a
maximum.
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CHAPTER 4

Nonideal Reactors:
Residence Time Distributions

4.1 RESIDENCE TIME DISTRIBUTION IN FLOW REACTORS

Several reactors deviate from the ideal flow patterns presented in the previous chapters.
This is why it is important to understand the meaning of residence time distribution (RTD)
in the system under consideration. In this chapter, a basic characterization of RTDs will be
presented. It is relevant, however, to emphasize that in studies of purely physical systems,
such as different kinds of mixing chambers, knowledge of the RTD of the system can be
considerably beneficial. Before the actual, detailed treatment of the problem, we will briefly
define the concepts of residence time and RTDs.

4.1.1 RESIDENCETIME AS A CONCEPT

Let usassume that we have a reactor system with the volume Vy asin Figure 4.1. A volumetric
flow rate V passes through this volume. Consequently, at a certain point of time, we will
notice one of the incoming elements, which we will follow on its journey through the reactor.
In terms of its stay, the element has the age zero seconds (0s) at the specific moment at
which it emerges in the inlet of the reactor. Nevertheless, its age (¢,) increases, consequently,
in parallel with the “normal” clock time (#.). When this element—sooner or later—leaves
the reactor, it would have reached a certain age. We refer to this time as the residence time
of the element. The residence time of an element—or a volume element—is thus defined as
the period that passes between the time an element enters the reactor and the time it leaves
the reactor (at certain points in time). To simplify the illustrative scheme below, index r has
been excluded. Thus, the residence time is denoted as ¢.
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FIGURE 4.1 A reactor system at three different points in time.

The above illustration reflects the same reactor system at three different points in time.
At the time it leaves the reactor, the particle under consideration has reached its maximum
age that is equal to its residence time, t;, which we will denote hereafter as ¢.

If the reactor is a plug flow one, all particles in the same, arbitrarily chosen cross-section
will be of the same age. All volume elements would have thus reached the same age once
they leave the reactor. This is why they also have the same residence time. As a consequence,
in an ideal PFR, there is no distribution of residence times of any kind.

In reactors with some degree of backmixing, however, this cannot be achieved, and there
is always a distribution of the residence times of the volume elements. The largest possible
distribution of residence times is found in CSTRs, in which the residence times of individual
volume elements are spread throughout the time frame, from zero to infinity.

A PFR can serve as the initial starting point for further analysis and for study of the
reasons for the deviations from the initial state in which the reactor is assumed to reside. In
reactors equipped with a stirrer, it is possible to create an RTD that ranges from one close to
a plug flow to almost complete backmixing. Various flow conditions can be realized in one
reactor, simply by varying the stirring speed or the stirrer type (Figure 4.2). Sometimes, as
efficient mixing as possible is required. Abnormally large deviations from the desired ideal
case can occur as a result of a failed design as indicated in Figure 4.2.

In packed beds used for catalytic processes (Chapter 5), the actual packing causes a
certain amount of backmixing and, therefore, related deviations in the residence time. We
should, however, note that the packing in many cases favors good radial backmixing as
well as limited axial backmixing. In fact, in these cases, the reactor will resemble a PFR
considerably (Figure 4.3). An RTD can even be created in a packed bed as a result of
“short-circuiting” of a part of the flow. This, in turn, can be caused by unsuccessful packing
of the solid phase, such as a catalyst.

Differences in the length of the residence time can even be caused by convective backmix-
ing. This in turn is caused by temperature gradients. A plausible explanation for this can
be given by the following example: If we assume that an exothermic reaction takes place in
a tube reactor in the absence of external cooling, it is very likely that a temperature profile
illustrated in Figure 4.4a will emerge, in the given cross-section (the flow direction coincides
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FIGURE 4.2 A reactor equipped with a mixer. Effects of different mixing rates and an
illustration of stagnant zones due to inappropriate mixing.

with that of the T coordinate), since the flow velocity close to the reactor wall is lower than
that in the center. Therefore, the reaction would have proceeded further close to the reactor
walls. At this point, if we apply external cooling, the two separate effects result in the final
temperature profile illustrated in Figure 4.4b.

The presence of an RTD in a chemical reactor is—in most cases—considered as an
undesirable phenomenon. For this reason, the volume of a CSTR in most reactions has to
be larger than that of a PFR to reach the same degree of conversion. On the other hand,
one should keep in mind that there are situations in which we wish to create a certain,
well-defined RTD. There may be several reasons for this: for example, process control or
product quality aspects. Regardless of whether an RTD is desired or not, its experimental
determination is often inevitable.

e

“In packed beds, the filling causes
residence time distributions, but
extreme situations might occur due

T to a bad filling of the catalyst particles

—>

o=q°

FIGURE 4.3 Effect of packing on RTD.
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FIGURE 4.4 Plausible temperature profiles in a tube reactor (a) without and (b) with
external cooling. Case: convective remixing.

4.1.2 METHODS FOR DETERMINING RTDs

The RTD of a chemical reactor can be determined by using tracer substances and, conse-

quently, by tracing every volume element that passes through the reactor. We attempt to
determine the length of the time the volume elements reside in the reactor. In other words,
we attempt to determine the RTD of the species.

4.1.2.1 Volume Element

As the name already indicates, the tracer technique is based on the use of a suitable added
substance that we can easily detect or trace (Figure 4.5). This is realized by introducing the
tracer in the reactor system (usually via the inlet) and monitoring its concentration at a
certain location (usually via the outlet). The approach is illustrated in the scheme below.

Addition of
tracer

Response

t

FIGURE 4.5 An example of the implementation of a marker substance (tracer) technique,
together with its response curve.
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For a tracer to be suitable for dynamic studies, it should satisfy certain criteria. The most
important ones are listed below:

— There should be a correspondence between the flowing media and the tracer, that is, the
tracer should behave as similarly as possible to the component under consideration.

— The tracer should not be adsorbed by the reactor system.

— The tracer should not undergo a chemical or any other transformation. However, if it
does, the transformation process should be known in detail.

In an industrial context, we often use radioactive isotopes as tracers. These do break
down, but the breakdown process is well known, defined, and easy to take into account.
The isotopes can be introduced into the system in several ways, which makes it significantly
easier to attain the correspondence mentioned above. Keeping in mind the radiation risks,
we generally choose isotopes with a relatively short half-life. Species other than radioactive
ones with other measurable properties can also be utilized as tracers.

4.1.2.2 Tracer Experiments

Experimental methods for determining RTDs can be classified into three major categories,
depending on how the tracer is introduced into the system. The use of all of these three
methods yields specific variations in the concentration at the outlet. This in turn affects
the mathematical treatment of the experimental measurement results. Some of the most
common methods are briefly summarized below:

— Inthe pulse method, the tracer is introduced momentarily (as a pulse) and the resulting
response shows a maximum as illustrated in Figure 4.6a. If the tracer is introduced
over a very short time interval—infinitesimally short—the pulse is called an impulse,
and the mathematical treatment then becomes quite simple. The tracer can also be
introduced by including several consecutive pulses of varying lengths in the system.
In this case, we discuss a so-called pulse train.

— A stepwise introduction of the tracer would result in abrupt changes in the measurable
properties, maintaining the new level. In other words, a constant level is replaced by
another constant level. This method (Figure 4.6b) induces a stepwise response that
more or less slowly approaches—from the first constant level—the newly established
constant level, a new steady state.

— Sometimes, a periodically changing (oscillating) supply of the tracer is applied. The
response obtained is illustrated in Figure 4.6¢c. Although this approach has some the-
oretical advantages, we should mention that there may be significant experimental

difficulties.

4.2 RESIDENCE TIME FUNCTIONS

The functions discussed in this section form the theoretical foundation of RTDs. The
fundamental concept of RTD functions was presented by P.V. Danckwerts in a classical
paper in the 1950s [1]. The derivation of the residence time functions starts on a microscale,
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FIGURE 4.6 Illustration of a (a) pulse-wise, (b) stepwise, and (c) oscillating supply of the
tracer.

that is, the flowing medium is thought to consist of small volume elements. The population
under consideration consists of elements in the reactor outflow. Below, we will study the
single species, the elements, and compare them with each other in terms of their respective
residence times that represent the variable.

1. Population: elements in the outflow.
2. Object: a single species, elements.

3. Variable: the residence times of the elements.

In the following, the most important residence time functions are described.

4.2.1 POPULATION DENSITY FUNCTION E(t)

At an arbitrarily chosen moment of time, t., over an infinitesimal time interval, df, if
we analyze the outflow, V, from a reactor (with volume Vg, see below) operating at
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a steady state, we find that the volume element, %4 dt., contains elements with variable
residence times.

If we consider the amount of substance to correspond with the number of elements, the
number of elements in the volume element at the outlet can be expressed as follows:

. n
Vdt - v (4.1)

or

n
—dv, 4.2
% (4.2)

where the ratio n/V denotes the number of the substance divided by the volume of the
mixture. In this amount of species, most of the volume elements have different residence
times. However, some of the elements do have similar—or almost similar—residence times,
which can be ascribed to the fact that they reside in the interval ¢ 4 dt. The total number
of the latter species (illustrated in Figure 4.7 by dots inside the volume element) that can be
found in the volume element under consideration is given by the following expression:

/

n
—dv. 43
% (4.3)

It is practical to give the number of species with residence times between ¢ and ¢ + dt
as a fraction of the total number of elements in the volume element under consideration.
This fraction, with the ratio n//n, is denoted as E(t) dt, where E(¢) is the so-called density
function:

n/

— = E(¢)dt. (4.4)
n

An integration of E(t) dt from the residence time zero to infinity (0 — o00) implies that
all the species in the volume element are taken into account, that is, the sum of the amounts
n',n”,n"”, and so on. If this sum is equal to 1, on the basis of Equation 4.4, we obtain

/OOE(t) dt = 1. (4.5)
0

We can observe that the density function has the unit s71 (Equations 4.4 and 4.5). The
principal form of the function for an arbitrary reactor is illustrated in Figure 4.8.

. Vir
Yyl
w

vdt,=dVv

FIGURE 4.7 A reactor with the volume VR operating in a steady state.
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FIGURE 4.8 E(t) and F(t), appearance and principal form.

Thus, on its way out of the reactor, in the volume element, there are species with
variable residence times. The species in the volume element that have similar residence
times, however, must have been introduced into the reactor at the same time. This is why
we can even derive Equations 4.4 and 4.5 on the basis of a volume element entering the
reactor. In this case, function E(t) d¢ describes that portion of the elements in the volume
element that attains residence times between f and ¢ + d. If the distribution pattern of the
species is known in the volume element leaving the reactor (at the outlet), it is possible to
predict the RTD in an incoming volume element. A precondition for this, however, is that
the system should have reached its steady state and that the flow conditions should remain
constant during the time the volume element passes the system.

4.2.2 DISTRIBUTION FUNCTIONS F(t) AND F*(t)

Starting from the density function, E(t), it is possible to derive two so-called distribution
functions: F(t) and F*(¢). The first one, F(¢), is the integral function of E(¢) and can,
therefore, be written as follows:

t
F(1) =/E(t) dt (4.6)
0

F(t) is dimensionless and monotonously increasing, and its appearance and the principal
form are illustrated in Figure 4.8.
Equations 4.5 and 4.6 readily yield

F(ts) = /OOE(t) dt =1. (4.7)
0

The physical explanation of F(¢) is as follows: F(t) describes the portion of the incoming
volume element that remains inside the reactor for a period of time between 0 and ¢ or
that specific portion of the outflowing volume element that has reached a residence time
between 0 and t.

The latter distribution function, F*(t), is a complement function to F(¢) and is defined
according to the following expression.

t
F*t)=1—F(t) = 1 —/ E(t) dt. (4.8)
0
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v

FIGURE 4.9 The appearance of F*(t).

F*(t) is monotonously decreasing and has the following principal form:

F*(t) describes that portion of the volume element flowing in or out that has the residence
time > ¢ and remains, therefore, inside the reactor for the period of time denoted by ¢
(Figure 4.9).

4.2.3 INTENSITY FUNCTION X (%)

An expression for the intensity function \(t) can be formed from the functions E(t)
and F*(t):

1. F*s(t): that portion of the incoming volume element that has the residence time > ¢,
that is, that portion that resides inside the reactor at the time ¢.

2. E(t) dt: that portion of the incoming volume element that leaves the reactor within
the time interval from ¢ to t + dt.

3. N(t) dt: that fraction of F*(t) that leaves the reactor within the time interval from ¢
to t + dt, that is, the fraction that separates from the fraction inside the reactor at the
exact moment in question.

After taking into account the above definitions, we can create the following expression:

_E®
P’

ING) (4.9)

4.2.4 MEAN RESIDENCE TIME

The concept of average residence time is defined here in a manner similar to the expected
value in mathematical statistics:

_ o0
t:/ tE(t) dt. (4.10)
0
Thus, time ¢ can be determined by a numerical integration from ¢ versus E(t) data:

t= /OotdF(t). (4.11)
0
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4.2.5 C FUNCTION

All the functions treated so far are of a theoretical nature. The association between them
and the C function is relatively simple. The C function is determined on the basis of real

experiments with tracers. The information in the C function is illustrated by the following
derivation. The notations are related to Figure 4.10 below.

On the basis of the applied principles, it is possible to write c(¢)_. V dt. = n E(t) dt. Since
t. — t. = t, the concentration at the outlet can even be related to the residence time, ¢, so
that c(t)) = ¢(t) and dt. = dr. This implies that

E(t) = C(tn)v. (4.12)

Insertion of the time, ¢, into the equations implies that the counting of time starts from the
time of injection. If #n/ VR is denoted as c(0), Equation 4.12 transforms to a new form:

E(t) = v _ Vv C(t (4.13)
O=ove = :

The C function is, consequently, defined as the ratio c¢(¢)/c(0) or as a response to the
impulse. By combining Equations 4.5 and 4.12, one is able to show that

> _ W
/0 Cit)dt = v (4.14)

4.2.6 DIMENSIONLESS TIME

The calculations can often be simplified by introducing a new kind of time, dimensionless

time. Furthermore, the comparison of residence times obtained from different types of
equipment becomes more informative if they are expressed as normalized residence times.
In the following, the normalized time will be denoted as 6 with the following definition:

t Vi _
or fR:t, 0=

= V)V v (4.15)

1|

Based on this definition, Equation 4.15, as well as the functions derived earlier, new relations
between the functions can be derived. Some of these are listed in Table 4.1.

1% 1%
—P> VR —»
N = amount of inert tracer c(t;) is the concentration
that is introduced as a pulse of the inert tracer in the outlet
at the reactor inlet in the flow at the time (¢, ¢, + dt,)

interval (¢, ¢, +dt.)

FIGURE 4.10 Determination of the C function.
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TABLE 4.1 Relationships between Residence Time
Functions

ot
T VeV
E(t)dt = E(6)d6 \(t)dt = N(0)dO

t .V
0=- if t=-L
7 v

E(t) = F®) F*(t)= F*®) C(t) = C()

_dF(t) _dF*(t) 1 1
E® = dt dt ZC(t) - ?E(e)
F(t) = [{ E()dt = 1 — F*(1) = F(0)

D) Eo __E® _ E®) _ ix(e)

TF@) 1-F@t) @)
_ _dF(t)
Ct) = TE() = == = C(®)

JoCE®dt = [(CE®)do =1

Lo Imdt=1= ; JoT F*@)dt = [5° F*(0) do
JooCyde = [(CtE@M) dt =t =1 [§7 C(6)do

4.2.7 VARIANCE

In the treatment of the theoretically calculated and experimentally obtained residence time
functions, the concept of variance is useful, particularly for the comparison of different
theories of RTD. Variance is defined as, in mathematical statistics, that is, the quadratic
value of standard deviation:

ol = /Ooo(t —D2E@) dt = /OootzE(t) dr — 72 (4.16)

The variance can also be expressed with the dimensionless time 6. The following expression
is obtained:

ot = fo (0 — 1)?E(0) db = /0 6%E(0) do — 72 (4.17)

There exists, naturally, a simple relation between the variances, G%, and cg, which is obtained
from Equations 4.15 and 4.16. The result is represented by Equation 4.18:

ol = top. (4.18)

4.2.8 EXPERIMENTAL DETERMINATION OF RESIDENCE

TIME FUNCTIONS

The distribution functions, E(t) and F(t), can easily and efficiently be determined by tracer
experiments. In this section, we will discuss the ways in which distribution functions can
be obtained from primary experimental data. Let us assume that a continuously operat-
ing analytical instrument is available. The instrument should be installed at the outlet of
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FIGURE 4.11 Measuring the signal from tracer experiments on-line.

the reactor (Figure 4.12). Typically, the concentration of the tracer can be related to the
measured signal (s) by means of a linear dependence:

s=a+ be(t), (4.19)

where a and b are constants depending on the characteristics of the apparatus and the
chemical composition of the system. Different analytical methods are summarized in
Table 4.2.

Let us now assume that we conduct a pulse experiment and register the measured signal,
s, as a function of time (Figure 4.13). The pure fluid free from a tracer yields the measured
signal

so=a (4.20)
and the concentration, c(t), is obtained from

s(t) — so

c(t) = 5

(4.21)

The total amount of the tracer is obtained through integration of the c(¢) curve (Figure 4.6):

00

n= / c(t)V dt. (4.22)
0

TABLE 4.2 Common Analytical Methods for Tracer Experiments

Method Measuring Principle Operation

Conductometry Electrical conductivity Continuous

Photometry Light absorbance (visible or UV light) Continuous

Mass spectroscopy Different mass numbers of components Continuous

Paramagnetic analysis Paramagnetic properties of compounds Continuous

Radioactivity Radioactive radiation Continuous

Gas chromatography Adsorption of a compound on a carrier material (gas phase) Discontinuous

Liquid chromatography  Adsorption of a compound on a carrier material (liquid phase) ~ Discontinuous
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FIGURE 4.12 Apparatus for the experimental determination of an RTD in a continuous
reactor.

The density function, E(¢), is defined as

E(t) = C(tn)v. (4.23)

In case that V = constant, a combination of Equations 4.22 and 4.23 yields

o)
E(t) = —fooo o dr (4.24)
and
E(t) = S(1) = % (4.25)

Jo7 (s(5) — so) dt

Equation 4.25 implies that E(¢) can be directly determined from the measured primary
signal. The procedure is illustrated in Figures 4.12 and 4.13.

A stepwise experiment is illustrated in Figure 4.14. The signal has an initial level, 5o, and
an asymptotic level, soo. Apparently, sy corresponds to the conditions in a tracer-free fluid,
whereas s is related to the concentration at the inlet, ¢y, similar to that in Equation 4.21.

Soo — 50

G = b (4.26)
After dividing Equation 4.21 by Equation 4.26, we obtain
t t) —
Q - 5()—50_ (4.27)

¢ Soo — 50

At the time, t = 0, 5(t) = s, and ¢(t)/co = 0. After an infinitely long period of time s(t) =
Seo- Thus c(t)/co = 1. Finally, we can conclude that the ratio c(t)/cy directly yields the
distribution function

s(t) — so

Soo T 50

F(t) = (4.28)

The procedure is illustrated in Figure 4.14.
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FIGURE 4.13 Determination of E(t) based on the measured signal (impulse experiment).
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FIGURE 4.14 Determination of F(¢) from a stepwise experiment.

4.2.9 RTD FORA CSTRAND PFR

For a CSTR, the RTD can be determined from a pulse experiment. During such an

experiment, a quantity of an inert tracer, n, is injected into the reactor. The resulting
concentration becomes

c(0) = % (4.29)
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where V denotes the reactor volume. The reactor is continuously fed with a tracer-free feed,
V. The molar balance for a component can be expressed qualitatively as follows:

supplied + generated = removed + accumulated.

In this particular case, the terms on the left-hand side are equal to zero (0), since no tracer is
present in the feed and nothing is generated via a chemical reaction. The balance becomes

0=cV+ dn (4.30)
= C —_—. .
dt

The accumulated amount, dn/dt, can be expressed with the concentration (¢) and the
volume (V):

n=cV.

Provided that the reactor volume remains constant, the dn/d¢ is simplified to V dc/dt. We
denote the ratio V/ V' 1, as a result of which balance Equation 4.30 becomes

dc c
—_— = —c, 4.31
dt t ( )

which is solved by variable separation, followed by integration:

¢ dc tdt
/ — = —f -, (4.32)
c0) € o ¢
n (L) __
c(0)

The fraction of the tracer that leaves the reactor within the time interval t — ¢ + dt is

(4.33)

1|

given by

OV 1oy _ E(1) dt. (4.34)
c(0) V t

According to the definition of the density function, E(t), this fraction in fact represents the
density function. Equation 4.34 yields

e—t/?
E(t) =

(4.35)

for a CSTR with perfect backmixing. The distribution function, F(¢), is obtained through
integration of the density function, E(t), within the interval 0 — #:

t te—t/E
F(t):/E(t) dt:/ — dt. (4.36)
0 o ¢
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FIGURE 4.15 RTDs in various reactors.
The result assumes the following form:
F(t)y=1—e"/", (4.37)

Alternatively, all these functions can be expressed with the dimensionless coordinate, 6 =
t/t. The relations E(t) dt = E(0) d6 and F(t) = F(0) in Table 4.1 are taken into account,
and we obtain

E®) =e ", (4.38)
FO) =1—¢7" (4.39)

The residence time functions for a tube reactor with plug flow (a PFR) are trivial. Let us
assume that we suddenly inject an amount of inert tracer into the inlet of the reactor. The
whole amount of the tracer resides in the reactor tube for a period of time t = L/w, in
which L and w denote the reactor length and the flow velocity, respectively. We can even
see that the time t can be expressed as the reactor volume and the volumetric flow rate
(t=V/V).

A tube reactor, in which turbulent flow characteristics prevail, the radial velocity profile,
is flattened so that, as a good approximation, it can be assumed to be flat. Function E(t)
becomes extremely narrow and infinitely high at the residence time of the fluid. This
function is called a Dirac 8 function. The residence time functions E(8) and F(6) for the
plug flow and backmix models are presented in Figure 4.15. In this figure, the differences
between these extreme flow models are dramatically emphasized.

4.2.10 RTD IN TUBE REACTORS WITH A LAMINAR FLOW

In reactor tubes in which the flow velocity is low, the flow profiles deviate from that of
the plug flow. The reason is that the Reynolds number, Re = wd /v (where w denotes the
flow velocity in m/s, d is the diameter of the tube, and v is the kinematic viscosity), yields
values that are typical for a laminar flow. The kinematic viscosity, v, is obtained from the
dynamic viscosity, |, and density, p, of the flowing media (v = jL/p). A typical boundary
value for the Reynolds number is 2000: values below this indicate that the flow with a
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T |

FIGURE 4.16 Laminar and turbulent flows in a tube.

high probability is laminar. A laminar flow emerges in a tube reactor (Figure 4.16) in
which the residence time is long. A long residence time, in turn, is required if the chemical
reaction is slow. Furthermore, in monolith reactors, a laminar flow profile is often desired.
Figure 4.17 illustrates the typical metallic and ceramic monolith structures. Monoliths are
often used in the cleaning of flue gases from internal combustion engines. In this case, the
flow characteristics are usually laminar. A laminar flow is illustrated in Figure 4.18. The flow
characteristic, that is, the flow velocity in a circular tube, is parabolic and follows the law of

Hagen—Poiseuille,
r\2
w(r) = wo (1 - <E> ) (4.40)

where wy denotes the flow velocity in the middle of the tube, r is the axial coordinate
position, and R is the radius of the tube (R = d/2 for circular, cylindrical tubes). In the
vicinity of the tube walls, the flow velocity approaches zero, according to Equation 4.40.
The residence time for a fluid element at the coordinate position r becomes

L

A reactor tube in which laminar flow conditions prevail can therefore be considered as a
system of parallel, coupled PFRs, in which the residence time varies between i = L/wo
(r =0) and an infinitely long period of time. L represents the length of the tube and
w(r) is given by Equation 4.40. The total volumetric flow rate, V, through the tube is
obtained by integrating the flow velocity over the whole reactor cross-section. The element
is dA = 2nr dr (Figure 4.18), and we thus obtain the following expression for the total

FIGURE 4.17 Ceramic (left) and metallic (right) monolith structures.
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FIGURE 4.18 Laminar flow in circular tubes.

volumetric flow rate:

R
V:/ w2nrdr. (4.42)
0

Substituting w, according to Equation 4.40, yields

. R r\2
V= 2nw0/0 (1 — <§> )rdr. (4.43)

Further

1 1 hL
V= 2JTR2W0/ (1 —yz)y = 2nR*w, |:5y2 — qu . (4.44)
0 0

The total volume flow, V, can even be defined as the multiplication of the average velocity
by the cross-section A:

V = nR*w. (4.45)
A comparison of Equation 4.44 with Equation 4.45 yields a simple expression for the average
velocity,
w
W= 70 (4.46)

The average velocity is one half of the value of the maximum velocity (wp) in the middle of
the tube.
The average residence time can therefore apparently be defined with the help of the
average velocity:
-V L
f=—— ==
Vv o w

2L
==, (4.47)
wo

The RTD for a tube can be derived by focusing on the fraction of the volumetric flow rate
that has a residence time between tni, (= L/wp) and an arbitrary value of ¢. This part of
the volumetric flow rate is apparently

R
/dV =/ w2nrdr. (4.48)
0
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After a transfer into the dimensionless coordinate system (y =r/R), according to
Equation 4.44, we can write

. r/R
de = ZWRZWOf (1 —yz)y dy. (4.49)
0

After insertion of the boundaries, we obtain

ov=zmwm () -4 (0)) = () (-3 (2)). s

The radial coordinates are related to time by Equations 4.40 and 4.41, yielding

(1)2 -t (4.51)

R Wot'

Substituting Equation 4.51 into Equation 4.50, followed by some rearrangements, we obtain

2 2
/dv _ TRwo (1 _ <i> ) (4.52)
2 wot

The distribution function, F(t), is given by the fraction of the volumetric flow rate that has

a residence time between tyin = L/wp and t:

¢ .
[, dv
F(t) = “min___ 4.53
(1) v (4.53)
Expressions 4.52 and 4.45 can be inserted into Equation 4.53, yielding
L \2
Fit)y=1— (—) . (4.54)
wot
Alternatively, this can be written as follows:
fmin \ >
F(t) =1- ( “;) , £ tmin (4.55)
or
l_f 2
Ft)y=1-— <—> , t>1/2. (4.56)
2t
The density function, E(t), can be obtained easily by differentiation of F(¢):
212
E(t) = —t";‘“, t > tmin, (4.57)
12 _
E(t) = —, t>t/2. (4.58)

2t3 > —
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FIGURE 4.19 E(0) for laminar flow.

The residence time functions, E(t) and F(t), can be expressed by the dimensionless
time coordinate, 6 = ¢/, and thus the following relationships are valid: F(6) = F(t) and
E(t) dt = E(0) dO (Table 4.1). In this way, we obtain

FO) =1 — 0> % (4.59)

402
and

E(e):L 0 >

5 (4.60)

N | —

The functions E(0) and F(0) are illustrated in Figures 4.19 and 4.20, which show that
the first volume element reaches the reactor outlet at 8 = 0.5. Thereafter, the F curve
increases rapidly but still, nevertheless, approaches the limit value, F = 1, very slowly.
This is understandable, as the flow velocity has very low values in the vicinity of the tube
wall (r ~ R).

A
| (
Laminar
F(0) ¥~_ Nonideal
reactor
CSTR
Plug flow
j reactor
|
L
0.5 1 1.5 2
0

FIGURE 4.20 F(0) for different flow models.
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4.3 SEGREGATION AND MAXIMUM MIXEDNESS

As demonstrated in the previous section, the residence time functions provide a quantitative
measure of the duration of time various species reside inside such a flow reactor. However,
we still do not know what happens to the individual elements/species. This is by no means
without inconsequential, but instead quite decisive for the conversion level that can be
reached in a chemical reactor. An example can be provided by an often-applied model
comprising a PFR and a CSTR in series, in one of the two ways in which they can be
coupled (Figure 4.21). These two ways of coupling yield the same density function, E(t),
but different conversions are obtained for various reactions. Figure 4.20 shows, in other
words, that every single flow model yields a special RTD, whereas the opposite is not true.
This, in a strict sense, indicates that a direct utilization of the residence time functions for
the calculation of the conversion in a chemical reactor is possible only for reactions with
linear rate equations. However, there are exceptions to this general rule when dealing with
the so-called macrofluids. In those cases, we will indeed be able to calculate the conversion
degrees according to a segregation model.

4.3.1 SEGREGATION MODEL

A reactor following the segregation model can be considered to act in such a manner that

the reactor itself consists of small droplets containing the reactants. Every droplet acts
as a small BR, and thus the residence time functions for the entire system are also valid
for the droplets (Figure 4.22). Using the segregation model, it is possible to calculate the
degree of conversion for a chemical reaction, if the density function of the droplets and the
reaction kinetics within the droplets are known. This is why the segregation model yields
the same result for the two couplings in Figure 4.21, regardless of the nature of the kinetics
of the chemical reactions.

The highest conversion value of the segregation model can be determined since it yields
an extreme value of the degree of reactant conversion, that is, the highest or the lowest,
depending on the reaction kinetics. We can show that the conversion obtained with the

o
T e |

| >

2
— —
FIGURE 4.21 Coupling (1) yields a better conversion in case of, for example, a reaction with
the following rate equation: —ra = kac}', if m > 1. Both modes of coupling will yield the

same result if the rate equation is —rp = kaca. Coupling (2) yields a better conversion, if in
the previous rate equation —rs = kacy’,m < 1.
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FIGURE 4.22 The principle of the segregation model.

segregation model represents a maximum, as the reaction from the kinetics viewpoint has
an order higher than one (1). The minimum is obtained for reaction orders less than
one (1).

It is necessary to know the density function, E(t), if the segregation model is applied.
E(t) can be determined either experimentally or theoretically. Since it is possible to derive
the residence time functions for many flow models, the segregation model is very flexible.
According to the segregation model, the average concentration at the reactor outlet is
obtained from the relation

G = / e (DE(D) dt, (4.61)
0

where the concentration ¢; py¢ch is obtained from the BR model, and E(¢) is either determined
experimentally or a theoretically derived E(¢) function is used (e.g., backmixed model,
tanks-in-series model, and dispersion model).

4.3.2 MAXIMUM MIXEDNESS MODEL

Even for the maximum mixedness model, the calculation of an extreme concentration value
is possible. This extreme value, in comparison with the previous one for the segregation
model, represents the opposite end of the scale. The maximum mixedness model is relevant
to microfluids and yields, even in this case, results that do not differ considerably from
those that can be obtained by means of direct utilization of separate flow models. The
model is, however, of importance in cases in which experimentally determined residence
time functions are available for a reactor system. The maximum mixedness model is more
difficult to visualize than the segregation model. However, its underlying philosophy can be
described as follows:

— The elements that leave the reactor, at different times, have been completely segregated
during their entire period of stay in the reactor.

— All elements that leave the reactor simultaneously in a volume element have been
completely backmixed with each other at the first possible opportunity.
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It is worth mentioning that the first claim is also valid for the segregation model, whereas
the second claim suggests that a volume element residing inside the reactor can attract
new species. Additionally, this happens immediately at the time of entry into the system.
Zwietering [2] described the maximum mixedness model mathematically. The derivation
was based on the time that reveals the life expectation of a species in a reactor, which will
be denoted here as f,. Since the variable in question yields the time (#;) that an element
with the age t, is going to remain in the reactor, the sum of these times must be equal to the
residence time of the species, t:

t=t,+f. (4.62)

Zwietering [2] concluded that the maximum mixedness model can be expressed as follows
in terms of the generation rate:

dg

Q= —ri(ci) + Mt (6 — coi)- (4.63)

In Equation 4.63, the expression A (f;) denotes the intensity function of t,. Equation 4.63
can be solved by taking into account that d¢;/d#,, = 0 at #), = oo. The c¢j-value at f, =0
has to be determined. It should be noted that , = 0 at the time the species leaves the
reactor. Since a detailed description of Zwietering’s philosophy would take too long, here it
will suffice to state that he proved that \(#;), in Equation 4.63, can be replaced by \(¢). If,
further, the ratio ¢;/co; is denoted by y, and 1, /7 as 6,,, the left-hand side in Equation 4.63,
dc;/dt,, becomes equal to cy; dy/f d6,.. Since we are still able to show that the result of the
calculation will be the same, although 6, would be replaced by 6 (= t/t), we will finally
obtain t, an expression of practical use

o
F =)+ RO - D (464
€oi

with the following boundary condition:

% =0 at 6=o0. (4.65)
Equations 4.64 and 4.65 yield the final value of y; at 6 = 0, as the solution is obtained
backwards, by starting with large values of 6 (in addition to the A\ values valid at these
points) and ending up with 6 = 0. Similar to the segregation model, a precondition for the
maximum mixedness model is that the residence time functions—or more precisely the
intensity function—are available, either from theory or from experiments.

4.4 TANKS-IN-SERIES MODEL

The tanks-in-series model can sometimes be used to describe the flow characteristics of real
reactors. In its simplest form, this model consists of a number of equally large tanks coupled
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in series so that the flow between them moves in only one direction (irreversible flow).
The model approaches the plug flow model with an increasing number of tanks in series,
whereas it approaches the CSTR model with a decreasing number of tanks, respectively.
Consequently, this implies that by varying the number of tanks, it is possible to cover the
residence time functions within the widest boundaries possible.

4.4.1 RESIDENCE TIME FUNCTIONS FORTHE

TANKS-IN-SERIES MODEL

In the setup displayed in Figure 4.23, a series of tanks consisting of j CSTRs of an equal
size are shown. The derivations to follow are based on notations given in the scheme. The
volumetric flow rate, V, is assumed to be constant.
The density function can be derived on the basis of a mass balance that, for an inert
component i, yields
. . dc;
Vei1=Ve;+Vi— (4.66)
dt
where V,‘/V = tj.
If we assume that an inert tracer is supplied as a pulse to the first reactor, the expression
¢i>1(0) = 0 is valid. The Laplace transformation thus yields

si(s) — 6i(0) + %a(s) - %c,-_ms) — 0 (4.67)

or generally for a reactor i:
ci-1(s)

- (4.68)
tils + (1/t)]

ci(s) =

If we begin with the last reactor in the series, Equation 4.68 yields a general expression

c1(s)
ci(s) = o —. (4.69)
£ [s+ /)yt
An expression for the concentrations c; (s) in Equation 4.69 was derived previously:
n 7
c(t) = — e/, (4.70)
i
Vv Vi I 7 =) ¢ | Vi ¢ Vi ¢
—> gl | —> amla > —> —> —»
1 2 i j

FIGURE 4.23 Tanks in series.
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The Laplace transformation of Equation 4.70 yields

c1(s) = EL_ (4.71)
Vils+ (1/t)]

and Equations 4.69 and 4.71, finally, yield

¢i(s) = L (4.72)

s+ 1/5))

The reader should, however, be reminded of the fact that the average residence time, ¢,
incorporated into Equation 4.72, accounts for the whole system and is defined by

The concentration ¢(0) in Equation 4.72 denotes the ratio n/ Vg, where 7 is the amount of
the tracer inserted at that moment and VR denotes the entire reactor volume. The variable
¢j(s) is back-transformed into the variable ¢, and we obtain

GO _ oy (Y
o =0 = (t> eI, (4.74)

This expressed with the normalized time and using the relation C(¢) =t E(t) = E(6)
finally yields

E(®) = (ji—]l)'(af—le—f@. (4.75)

It can additionally be shown that the distribution function F*(6) becomes
@ i
F*(®) = ¢ 7© Z (] ) (4.76)

By division of Equations 4.75 and 4.76, the intensity function becomes

o1

MO = L
(G — DI l(G©)/i]

(4.77)

The principal forms of functions E(8), F*(6), and \(8) for a tank series are illustrated in
Figures 4.24 through 4.26.
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FIGURE 4.24 Density functions for a tanks-in-series model.

(S] 5

FIGURE 4.25 Distribution functions for a tank series.
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FIGURE 4.26 Intensity functions for a tank series.
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Of these functions, especially the intensity function, X (), has the interesting feature that
with increasing values of 0, it asymptotically approaches the number of tanks coupled in
series. This can even be proved mathematically:

ii@i—1
limn(®) = lim [— _ J _
O—oo  O=00 \ (j— DI+ [14+j0/114 (jO)?2/2! + - +j~10I71/(j — )]
Since it is true that the variance, cé, is equal to 1/, the relation

j= iz = lim M(®) (4.79)
05 O—o00

is valid. Equation 4.78 shows that it is possible to determine an equivalent number (;j ) of
tanks coupled in series, on the basis of the relation between the number of reactors coupled
in series, the variance, and the limiting value for the intensity function. This can be done by
determining the variance, since the tanks-in-series model is adequate for a reactor system.
This, in turn, can be done by starting with, for example, experimentally determined density
functions. On the basis of Equation 4.79, it is clear that the number of tanks coupled in a
sequence can be obtained from the limiting value of the intensity function. The model was
derived for an integer number of tanks, but it can be generalized to encompass a noninteger
number of tanks by recalling that (; — 1)! in Equations 4.75 and 4.76 is the gamma function

(G—=D!'=T(@).

4.4.2 TANKS IN SERIES AS A CHEMICAL REACTOR

It is possible to derive explicit expressions for concentrations in a tanks-in-series system,
provided that the reactions are of the first order (Table 3.3). Thus, for concentrations of
reactant A (A — P), starting with the outlet concentration in the reactor j and ending with
the inlet concentration in the first reactor, we obtain

CAj 1

oA = m (480)

In Equation 4.80, 7 is the entire reactor system, in agreement with the definition in Equa-
tion 4.73. It should be emphasized that the concentrations ca; and cys denote a reactant
that undergoes a chemical reaction—in contrast to the previous section where the con-
centrations, as a rule, accounted for inert tracers. In the case of nonlinear kinetics, no
analytical solutions can be obtained. Numerical solution techniques are therefore required.
For some reaction types, there are even ready-made diagrams that give the order of magni-
tude for the conversion; see Figure 4.27 for examples of such diagrams. In addition to the
tanks-in-series reactor that was under consideration so far, we shall now discuss two addi-
tional, closely related models: the maximum mixedness tanks-in-series and the segregated
tanks-in-series models.
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FIGURE 4.27 Comparison of tanks-in-series volumes with PFR volumes; first-order
reaction, —rp = kaca (left), and second-order reaction —rp = kAci (right).

4.4.3 MAXIMUM-MIXED TANKS-IN-SERIES MODEL

Some common guidelines are presented here on how the derived residence time functions
can be utilized for calculating the conversion for a maximum mixedness tanks-in-series
model. It is necessary, in this context, to state that if each tank in a series is completely
backmixed, the model provides the same result as the tanks-in-series model. In this case, no
special treatment is required. If, on the contrary, the tanks in series as an entity are considered
to be completely backmixed, one has to turn to an earlier equation, Equation 4.64, together
with the boundary condition, Equation 4.65. Instead of the original expression for the
intensity function, a new one that is valid for the tanks-in-series model, Equation 4.77,
is utilized.

4.4.4 SEGREGATED TANKS IN SERIES

Two different cases should be mentioned for the segregated tanks-in-series model: firstly,
every reactor in the series can be segregated, and secondly, the tanks in series as an entity

can be segregated. These two initial assumptions lead to different results.
Let us first consider the case in which the tank series as an entity is segregated. Thus, for
a reactant A, we obtain

o0
CAout = / CAbatch () E(t) dt. (4.81)
0

After combining Equations 4.81 and 4.75, a new expression is obtained:

]'J'
(G- D!

[ee]
Chout = / Cr e (@O 7€ 4O, (4.82)
0
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Mixing between each unit

FIGURE 4.28 An individually segregated tank series (complete backmixing between each
unit).

In the second case, let us assume that each individual CSTR is segregated. As a result, the
following derivation is valid, provided that the volume elements are broken up and mixed
with each other between each step in the series:

00
1 .
CAL1 =f CA,batch(t)Z_e AL, cain = caos (4.83)
0 1
00
1 —t/?l
CAj = CA,batch(t)l;_ e dt, cAin = cAi-1- (4.84)
0 i

For definitions of the symbols in the equations, see Figure 4.28.

4.4.5 COMPARISON OF TANKS-IN-SERIES MODELS

For irreversible, second-order reaction kinetics with an arbitrary stoichiometry, the
generation rates of the reactants are as follows:

ra = Vakcacs,

8 = Vpkcacg.

The above expressions are inserted into the appropriate balance equations, for example, for
tanks-in-series, segregated tanks-in-series, and maximum-mixed tanks-in-series models.
The models are solved numerically [3], and the results are illustrated in the diagrams
presented in Figure 4.29, which displays the differences between the above models for
second-order reactions. The figure shows that the differences between the models are the
most prominent in moderate Damkohler numbers (Figure 4.29). For very rapid and very
slow reactions, it does not matter in practice which tanks-in-series model is used. For the
extreme cases, it is natural to use the simplest one, that is, the ordinary tanks-in-series model.

4.4.6 EXISTENCE OF MICRO- AND MACROFLUIDS

The existence of segregation in a real reactor system can be investigated by means of three
time constants, t;, the relaxation time of a chemical process, tp, the time of micromixing,
and %, the mean residence time. The relaxation time (#;) is a characteristic parameter for
reaction kinetics and it is the time required to reduce the relative concentration c¢;/co;
from 1 to the value e~!. For instance, for a first-order reaction (r; = —k¢;) in a BR, the



122 m Chemical Reaction Engineering and Reactor Technology

[ 11]
= =4 6
= |
L 001 = ‘r\ <t
Py _ g
R Z/ TTHA = E:::F\
,/ T
1 =
0 ]
T 7 T IREREA v =y K
PESSW 0 R| 107, [T
NN Ve vy g g s
N | ey oy b N § 0003
= /< />'/ >‘\\\>u:
= i Aoy Ng Py p
L 001 \ R S %
L [ X
0.7 * \‘ \ x >< \ ></K Ny L
0.02
L (4
-0.02 X |
>( >/\ T ~ 1 10.00
0.6\ | B N /]
\ V X ~ L
-0.03 \ il
\ \\ ‘\ \3 ~ O
\ Rysy <
1 N \{5
0.04 R | \ AN
’ \ \\x 9 5( .06
! \\x SR
REN \
\ \ \ \ 1
-0.05 T s 0,08
U E TR \ P
0.4 VN \ /01
\ \
-0.06 \ .
A 12
\
\ v MNP
0.3\\ \ 0.16
-0.07 NN
\0\'25 (‘J‘ZO

FIGURE 4.29 yr (tanks in series), ymT (maximum-mixed tanks in series), and ysr
(segregated tanks in series) at M = 1.00, M = vacop/(VBcoa), R = kafcoavs/va,R =
Dambkdohler number.

relative concentration of a reactant is given by ¢;/co; = e ~**. This yields the relaxation time
e~k — e=1 thatis, tr =k~ !.Inan analogous manner, the relaxation time can be obtained
for other kinetics.

The micromixing time (#p), that is, the time required for complete backmixing on a
molecular level, can be estimated from turbulence theories. Molecular diffusion plays a
decisive role in mixing if the molecular aggregates are of the same size as microturbulent
eddies, whose sizes are given by the turbulence theory of Kolmogoroft:

1= <§>1/4’ (4.85)

where v is the kinematic viscosity of the fluid (v = /p) and ¢ is the energy dispatched per
mass unit (in J/kg), for instance, via stirring. The time required for micromixing is then
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obtained from
12
tD = s (486)
Dmi

where Dpy; is the molecular diffusion coefficient. Correlation expressions for estimating the
molecular diffusion coefficients for gases and liquids are provided in Appendices 4 and 6,
respectively.

Segregation plays a central role in the process if the relaxation time (#;) is of the same
order of magnitude as the micromixing time (tp), particularly if the residence time (¥)
is short. Segregation is an important phenomenon for rapid reactions. For example, the
energy dissipated to the system is € = 1.0 W/kg and the kinematic viscosity has the value
10~°m?/s (i.e., & = 1.0cP and p = 1.0 kg/dm?); the length of microturbulent eddies is
32 pm. A typical value for the molecular diffusion coefficient in the liquid phase is Dy, =
1072 m?/s. The time of micromixing becomes tp = 1 in this case. For large molecules,
such as polymers, the diffusion coefficient can have much smaller values, and the time
for micromixing increases. The viscosity of the fluid strongly influences the micromixing
time. As shown in Appendix 6, the molecular diffusion coefficient in liquids is proportional
to ™!, The micromixing time (tp) is thus proportional to 12, that is, to v*/? and w*/2.
5/2 = 22, An evaluation of the
viscosity of the reaction medium is thus crucial to ascertain the segregation effect.

Consequently, the micromixing time is proportional to

4.5 AXIAL DISPERSION MODEL

The concept of “dispersion” is used to describe the degree of backmixing in continuous
flow systems. Dispersion models have been developed to correct experimentally recorded
deviations from the ideal plug flow model. As described in previous sections, the residence
time functions E(t) and F(¢) can be used to establish whether a real reactor can be described
by the ideal flow models (CSTR, PFR, or laminar flow) or not. In cases where none of the
models fits the residence time distribution (RTD), the tanks-in-series model can be used,
as discussed in Section 4.4. However, the use of a tanks-in-series model might be somewhat
artificial for cases in which tanks do not exists in reality but only form a mathematical
abstraction. The concept of a dispersion model thus becomes actual.

Mathematically, dispersion can be treated in the same manner as molecular diffusion, but
the physical background is different: dispersion is caused not only by molecular diffusion but
also by turbulence effects. In flow systems, turbulent eddies are formed and they contribute
to backmixing. Therefore, the operative concept of dispersion, the dispersion coefficient,
consists principally of two contributions, that is, the one caused by molecular diffusion and
the second one originating from turbulent eddies. Below we shall derive the RTD functions
for the most simple dispersion model, namely, the axial dispersion model.

4.5.1 RTDs FORTHE AXIAL DISPERSION MODEL

We will study a cylindrical element residing in a tube (Figure 4.30). The RTD functions can
be obtained by assuming a step change of an inert, nonreactive tracer, which is introduced
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FIGURE 4.30 Cylindrical volume element.

into the reactor tube. The general balance equation of the inert tracer can be expressed as
follows:

[tracer inflow] = [outflow of tracer] + [accumulated tracer].

The inflow and outflow consist of two contributions: the molar flow itself (expressed as
11i, in mol/s) and the contribution of axial dispersion. The description of axial dispersion
is a widely debated topic in chemical engineering. A standard expression for dispersion is
expressed by a mathematical analogy of Fick’s law,

N/ = —D—! (4.87)

where the coefficient D denotes the overall dispersion coefficient. It should be noted that
D is different from the molecular diffusion coefficient and is usually treated as an indepen-
dent component in the simplest versions of dispersion models. Quantitatively, the balance
equation for the inert tracer in a volume element can be expressed as

] + DdCiA =7 + DdCiA + dni (4.88)
. _pou — _p-a - )
iin /., hout dl ), dt

where A stands for the reactor cross-section. The difference, 71; out — ;,in, is denoted by A;
and the difference (D(dc/d)A)out — (D(dc/dD)A)in = A(D(dc/dDA):

A(D35A) = agy+ I (4.89)
—A) =An+ —. .

dl Pode
The molar amounts (n;) and flows (71;) are expressed as concentrations as follows:

A = A@V) = (A gw)A, (4.90)
n; = ¢;iAV.

The constant, cross-section of the tube, is
A = 7R (4.91)

The difference equation becomes

de vy — a(p9Cia A(ciw)A (4.92)
- T di awa. '
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Dividing by AV and recalling that A/AV = 1/AL yield

% _ A(Ddc/dl) B Acw)

4.93
dt Al Al (4.93)
By allowing the volume element to shrink, we obtain the differential equation

% _ d(Ddc;/dl) B d(ciw) ‘ (4.94)

dr dl dl

Equation 4.94 describes the general behavior of an inert tracer for gas- and liquid-phase
processes. Typically, the dispersion coefficient is presumed to be constant, which simplifies
the differential equation to

dg; d?c;  d(gw)

— =p—'— . 4.
dt dr d (4.95)

For cases in which the flow rate (w) is constant, a further development is possible:

d(ciw)/dl = w dc;/dl. The commonly used form of the axial dispersion model is

dg; Ddzci dg; (4.96)

— =D—— —w—-. .

dt drz dl

The model can be transformed to a dimensionless form by introducing the dimensionless

concentration, y; = ¢;/co, where ¢y denotes the concentration of the tracer at the inlet,
z = 1/L, where L is the reactor length, and ® = /%, that is, the dimensionless time. The
balance Equation 4.95 is thus rewritten as

Fyi By i

_Wi %%, 4.97
Pedz? 9z 00 ( )

or
az(C/C()) B a(c/cp) _ d(c/co) =0, (4.98)
Pe 022 0z 96

where the dimensionless quantity, the Peclet number, is described as Pe = wL/D.

As revealed by the definition of the Peclet number, it is de facto a measure of the degree
of dispersion. For a plug flow, D = 0 and Pe = oo; on the other hand, complete backmixing
implies that D = oo and Pe = 0.

Solutions to Equations 4.97 and 4.98 are dependent on the boundary conditions chosen,
and these boundary conditions, in turn, are governed by the assumptions made concerning
the reactor arrangement. In the case of chemical reactors, a so-called closed system is usually
selected. By this we mean that no dispersion takes place either at the reactor inlet or outlet.
Moreover, the dispersion inside the reactor is considered equal in each volume element of
the system. For the closed system, the following initial and boundary conditions can be set:

0=0, z<0, c/eg=1; 0<z<l1l, «¢/cg=0 (4.99)

oc/e) ., dle/er) _

0>0, z=0, 1=c/cg— R =1,
Pedz 0z

0 (4.100)
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If Equations 4.97 and 4.98 are solved by applying the boundary conditions, Equations 4.99
and 4.100 above, the distribution function, F(®), for the dispersion model becomes

(_1)i+1
(& + p?)(a? + p? +2p)

F®) =1— 4peP Z —(6(af+p2)/2p). (4.101)

After differentiating Equation 4.101, the following equation for the density function, E(®),

is obtained:
s (— I)H_ OL 2,2
E(0) = 2e P Z e~ (8(a;+p7)/2p) (4.102)
(a7 +p? +2p)

In Equations F(®) and E(®) above, the parameter p = Pe/2, whereas the parameter o
denotes the roots of the transcendent equations below:

o o

—’tan—1=3, i=1,3,5,..., (4.103)
2 2 2

o o

—’cot( ’):—1—7, i=2,46,. ... (4.104)
2 2 2

Since the intensity function denotes the ratio between the density and the distribution
functions, we obtain the following expression using the equations for F(®) and E(®):

L SR 0 (6 g+ 2p) )

INCIES )
20 Y2 (—1)H o2/ (o + p?) (2 + p? + 2p) e~ ORI/

(4.105)

It is possible to prove that the intensity function, according to Equation 4.105, obtains
constant values at relatively low values of the parameter ®, provided that the value of the
Peclet number is below a limit value (around 12). Additionally, we can easily show that the
constant value obtained can be calculated using the following equation:

of +p’

» (4.106)

)\(e)const =
Functions E(t), F(t), and \(t) are displayed in Figure 4.31. As indicated by the figures, the
intensity function (\) really approaches a limit. This enables a straightforward determina-
tion of the Peclet number from experimental data, according to Figure 4.31. Furthermore,
M (B)const> as a function of the Peclet number, is almost linear, as illustrated in Figure 4.32.
The normalized mean residence time and variances are given here, since they are
important from the calculation point of view:

DI

=1, (4.107)

2

og=— (Pe—1+e"). (4.108)

P62 (

As the value of the Peclet number increases, the behavior of the axial dispersion model
in fact approaches that of a plug flow model. As a result of this, it is possible to simplify
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FIGURE 4.31 RTD functions for E(8), F(0), and \(0) for the axial dispersion model
(Gg = 1/j = Equation 4.108).

the boundary condition, Equation 4.97, with large values of the Peclet number (in practice
greater than 50), to the following form:

z=0 06>0
(4.109)

z<0 0=0 c¢/g=1

In sum, we can say that if Equation 4.97 is solved with the boundary conditions, Equa-
tions 4.99, 4.100, and 4.106, an equation is obtained that is approximately valid at Pe > 50:

F) = %|:1 — erf(l;\/ée %)j|, (4.110)

e—Pe(1—6)2/4

/4w /Pe

E@®) = (4.111)
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FIGURE 4.32 Relation between Pe and \(®)const. for the axial dispersion model.

As can be easily understood, this approaches the variance o, along with increasing values
of the Peclet number, so that the following expression can also be used at large values of the
Peclet number (Pe > 50).

2

o2 ~ — at Pe > 50. (4.112)

7 p
(4

Because of their fundamentally different basic assumptions, the axial dispersion and tanks-
in-series models can be compared on the basis of several criteria such as conversion or
parameters j and Pe. From the comparison, it is evident that the conditions selected are such
that both models obtain similar values of variances (6§ = 1/j for the tanks-in-series model).

4.5.2 AXIAL DISPERSION MODEL AS A CHEMICAL REACTOR

The final goal of the axial dispersion model is its utilization in the modeling of chemical
reactors. Below we will consider steady-state models only, which imply that the mass balance
of a reacting component 7 can be written as

[inflow of 7] + [generation of i] = [outflow of i].

Quantitatively, this is expressed for the reactor volume element as

. de; . de;
fijn + | —D—A) + 1AV =njon+ | -D——A) . (4.113)
dl in dl out
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The following notations are introduced:

hi,out - hi,in = Afl, (4-114)
d¢; dc; dg;
D—A — | D—A =A|D—A), (4.115)
dl ) ou dl /i, dl
yielding
de; )
A DEA — Anjin +riAV = 0. (4.116)

The molar flow difference, An;, is given by A(cjw)A. After a straightforward algebraic
treatment, (AV = AAI), we obtain

A(Ddc/dD)  Alciw) o
N - = =0 (4.117)

By allowing Al — 0, a differential equation is obtained:

d(Ddc/dl)  d(cw)
— ; = 0. 4.11

Equation 4.118 is the most general one and can be applied to arbitrary kinetics. Usually, the
dispersion coefficient is regarded as a constant that leads to

d2. d(c:
G _daw) | ri = 0. (4.119)

dr? dl

Equation 4.119 is valid for both gas- and liquid-phase reactions. For liquid-phase reactions,
the density and flow rate (w) remain virtually constant and, consequently, Equation 4.119
can be simplified to
pda_ 8 g (4.120)

— —w— 41, =0. .

dr ar
By introducing the dimensionless quantities, z = I/L, y = ¢;/co;, the balance equation
becomes

dy dy ¢

~1

— — =4+ —r;=0. 4.121
¢ 42 dz + Coi " ( )

The classical boundary conditions are

z=0 y———=1, (4.122)

z=1 2 =0. (4.123)
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Equation 4.121 is analytically solvable for linear (zero- and first-order) kinetics only.
The solution of first-order kinetics, that is, r; = v;kc;, after accounting for the boundary
conditions above, Equations 4.122 and 4.123, becomes

2[(14_6)641%64ﬁx17@/2__(1__B)eAIkU+BXIsz2]
T AP+ B e PP — (1= p)(1 —B) e PO/’

y(2) (4.124)

where
B = /1 + 4kat/Pe. (4.125)

The calculations can be performed to illustrate the above equation with the help of a kind
of graph presented in Figure 4.33.

For nonlinear reaction kinetics, a numerical solution of the balance Equation 4.121 is
carried out. For example, for second-order kinetics, R = kcacg, with an arbitrary stoichiom-
etry, the generation rate expressions, rA = —vakcacg and rg = —Vpkcacp, are inserted into
the mass balance expression, which is solved numerically using, for example, a polynomial
approximation (orthogonal collocation method). The performances of the “normal” disper-
sion model and its segregated or maximum-mixed variants are compared in Figure 4.34. The
symbols are explained in the figure. The comparison reveals that the differences between the
segregated, maximum-mixed, and normal axial dispersion models are notable at moderate
Damkohler numbers (R = Damkdhler number).

The axial dispersion model can further be compared with the tanks-in-series model using
the concept of equal variances. A typical concentration pattern obtained for a complex

100 [ T T T mTTTTT T T T T TTTT T T T mTTTT]
C Pe=0 ]
. _
e
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g ]
3 4
.g b
X _
1 1 N T ' §
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C'A,out/COA

FIGURE 4.33 Reactor size predicted by an axial dispersion model compared with the size
predicted by a plug flow model. First-order reaction, —rp = kaca.
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reaction system

A+B—-R+E
R+B— S+E

is shown in Figure 4.35. The concentration profiles were obtained by orthogonal collocation
[4]. The product concentrations as a function of the mean residence time are shown in the
figures. As shown in the figure, the concentrations predicted by the tanks-in-series and

axial dispersion models are very similar, provided that equal variances are used in the
calculations.
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FIGURE 4.35 Comparison of axial dispersion and tanks-in-series models for a consecutive-
competitive reaction system (A+B — R+ E,R+B — S+ E).
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4.5.3 ESTIMATION OF THE AXIAL DISPERSION COEFFICIENT

The axial dispersion coefficient can be determined experimentally, for instance, by finding
the numerical value of the Peclet number, in impulse or step-response experiments. This is,
however, possible, provided that experimental equipment (reactor) is available to carry out
the experiments. This is not always the case. If no reactor experiments can be performed, the
best approach is to estimate the value of the axial dispersion coefficient from the available
correlations.

In tube reactors with laminar flow profiles, the axial dispersion coefficient (D) is
related to the molecular diffusion coefficient (Dy, ), the average flow velocity, and the tube
diameter (d):

w? d?
D=Dy+—— 1< Re < 2000. (4.126)
192 D,
The above equation is valid for the values of Reynolds number below 2000 only. By
incorporating the Peclet number (Pe) for a tube, Pex = wd/D, the same relation can
be expressed using two dimensionless quantities, namely, the Reynolds number (Re) and
Schmidt number (Sc) [5]:
1 1 Re Sc

R — + .
Peg  Re Sc 192

(4.127)

The above equation is valid for the intervals 1 < Re < 2000 and 0.23 < Sc < 1000,
where Re = wd/v and Sc = v/Dp,. Here v denotes the kinematic viscosity, v = |L/p, where
i and p, in turn, denote the dynamic viscosity and the density, respectively. This relationship
is illustrated in Figure 4.36. As shown in the figure, the value of Per reaches a maximum
(0.54/192) at Re Sc = 4/192. In the case of completely developed turbulent flow conditions,
we refer to semiempirical correlations. It has been found that in these cases, the value of

1/8

Pep is proportional to Re'/°. A semiempirical correlation that is also able to describe the

transition area between laminar and turbulent flow regimes can be written in the following

form:
1 a b
— = — 4+ —  Re> 2000, (4.128)
Per  Re®*  Reb
(b) 10.0 -
T 2.0 1
1.0 -
&
0.2
0.1
1 10 102 103 10° 10" 10° 10°
ReSc —» Re

FIGURE 4.36 Pe for laminar (a) and turbulent (b) flows.
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where a =3 x 107, b =1.35,0 = 2.1, and p = 1/8. The relationship is illustrated in
Figure 4.36. It is evident that the value of Per at first rapidly increases as a function of
the Reynolds number while the turbulence is developing. However, a limiting value of less
than 20 is reached as the value of Reynolds number continues to increase. In case the Peclet
number is based on the reactor diameter, the Peclet number based on the tube length is
related accordingly:

L
Pe = Pex—. (4.129)

The advantage of using the kind of correlations presented above is that the Peclet number can
be estimated from the flow velocity and from easily measured physical material parameters

(> p» D) only.

4.6 TUBE REACTOR WITH A LAMINAR FLOW

A tube containing a laminar flow can be considered as coaxial PFRs coupled in series,
where the residence time varies according to the parabolic velocity profile (t = L/w, w =
wo[1 — [r/R?]]) from the value of L/wy, at the reactor axis, to the value of oo (infinity), at
the reactor wall (r = R). Thanks to these differences in the residence times of radial vol-
ume elements, radial concentration profiles emerge. For instance, for a first-order reaction,
the reactant concentration is higher at the location r = 0 than at a different location, r > 0.
The reason for this is that a reactant molecule does not have enough time to undergo a
complete chemical reaction at the reactor axis, thanks to the shorter time it resides in the
reactor. At the reactor walls, on the contrary, we expect a practically complete conversion of
the reactant to the product to have taken place. These radial concentration differences, con-
centration gradients, are countereffected by molecular diffusion, which is, in this context,
denoted as radial diffusion. This phenomenon illustrates the constant tendency of “mother
nature” to even up any gradients, to increase the total entropy. How the influence of radial
diffusion on the reactor performance should be accounted for depends on the value of the
diffusion coefficient, the reactor diameter, and the average residence time of the fluid in the
reactor. In this section, a laminar reactor with both a negligible and a large radial diffusion
are treated briefly.

4.6.1 LAMINAR REACTOR WITHOUT RADIAL DIFFUSION

Let us first assume that the radial diffusion is negligible. In this case, the laminar reactor
operates just like a series of coaxial PFRs in parallel, where the average residence time
varies between t = L/wy (in the middle axis) and ¢ = oo (at the reactor wall). A mass
balance for a component A, residing in an infinitesimal volume element with the volume
AV = 2mrArAl, can be written, provided that steady-state conditions prevail (Figure 4.37):

(eaw2mrAr)iy + ra2nr ArAl = (caw2mr Ar) gy - (4.130)
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Diffusion

FIGURE 4.37 Volume element in a laminar reactor.

The above equation can be rewritten in the following form:

A(caw)
AAZ = rA. (4.131)

Since the volume element diminishes, the left-hand side of the derivative of caw is

d(caw)

. 4,132
i A (4.132)

The above equation is valid for both gas- and liquid-phase reactions. In the case of gas-
phase reactions, the flow velocity varies even in the length coordinate of the reactor, since
the total molar amount changes as the reaction proceeds, causing pressure changes in the
reactor tube. In the case of liquid-phase reactions, the velocity can often be considered as
approximately constant, simplifying Equation 4.132 to

dCA

After insertion of Equation 4.130 for the flow velocity, we obtain

deca
— = TA. 4.134
g = A (4.134)

wo (1 + (r/R)?)
On the other hand, let us take into account that dI/w = dt, that is, equal to the residence
time element. The balance Equation 4.133 can therefore be written in a new form,

dCA
dea _ .. 4.135
g ( )
where t = I/(wo(1 — (r/R)?)), 0 < r < R and 0 < I < L. The differential Equation 4.135
can be solved as a function of ¢, and the radial and longitudinal concentration distributions
are obtained. However, the total molar flow and the average concentration (ca average) at the
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reactor outlet are of maximum interest to us. The total molar flow (715) at the reactor outlet
is obtained by means of integration of the whole reactor cross-section:

R
A = / ca(r, yw(r) 2nrdr = 6o V. (4.136)
0

Recalling an earlier derivation for volume flow, V = wR?wy/2, inserting it into
Equation 4.136, and performing a few rearrangements, we obtain

R
A= (4/R2)/ ca(r, L)(1 — (r/R)*)rdr, (4.137)
0

where ca(r,L) represents the solution of Equation 4.137 at t = L/(wo(1 — (r/R)?)),
that is, at the reactor outlet. After incorporating a dimensionless coordinate, x = r/R,
Equation 4.137 can be rewritten in an elegant form:

1
CA = 4f ca(x, L)(1 — x?)x dx. (4.138)
0

Let us now illustrate the use of the above equation by means of a first-order, irre-
versible, elementary reaction, A — P. The generation velocity of A is given by the
expression o = —kca. The solution is obtained from dca /dt = —kca, ca/con = e ¥ that
is, ca/coa = exp(—kL/(wo(1 — x?))). The average value for the concentration at the reactor
outlet thus becomes [6]

1
CA = 4c0Af e_kL/WO(l_x2>(l — x)x dx. (4.139)
0
After using the notation f = 1, w = 2 L/wj, we arrive at

= 1
- )
A 4/ e K20 (1 _ x2)x dx. (4.140)
COA 0

The result obtained, as above, can be compared with that obtained for a PFR,

A K (4.141)
CoA

and for a completely backmixed reactor,

1
A _ . (4.142)
COA 1+ kt

The above expression, Equation 4.140, should be integrated numerically.
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FIGURE 4.38 Comparison of PFR, CSTR, and laminar flow models for a first-order
reaction.

A comparison shown in Figure 4.38 reveals that the laminar flow predicts a value for
the reactant concentration that resides between those predicted for a PFR and a completely
backmixed reactor. Corresponding comparisons can be performed for reactions with arbi-
trary reaction kinetics; Equation 4.140 needs to be solved, either analytically or numerically,
as a function of ¢ and, consequently, the average value is calculated using the numerical
integration of Equation 4.138.

4.6.2 LAMINAR REACTOR WITH A RADIAL DIFFUSION: AXIAL

DISPERSION MODEL

In cases in which radial diffusion plays a significant role in the reactor performance, its
influence needs to be accounted for via the diffusion term. The simplest formulation of the
diffusion term is given by Fick’s law, which, for component A, is written as

NaA = —Dma——, (4.143)
dr

where Na denotes the flow of component A [for instance, in mol/(m?s)], Dpya is the
molecular diffusion coefficient, and dca/dr is the radial concentration gradient of A. The
diffusion takes place toward the surface element, 2nr Al (Figure 5.10), whereby the flow
(expressed in mol/time unit), for the volume element, becomes Na2mr Al. The mass balance
for component A, in the volume element, is thus obtained:

m

d
(caw2mr Ar);, + (—DmA%an Al) + racaw 27tr ArAl
r

dca
= (AW 2Ttr A1) ot + —DmAd—an Al . (4.144)
r

out
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The difference between the diffusion terms, (-)out — (*)in, is denoted by A(:) and the
Equation 4.144 is transformed to

dca
A DmAd—r Al + rarArAl = A(caw)rAr, (4.145)
;

which after division with rAr Al yields

A(Dma (dca/dr) 1) A(caw)
+ra = .

4,146
rAr A Al ( )

Let us allow the volume element shrink (Ar — 0, Al — 0) to obtain the following
differential equation:
dlcaw) _ d (Dma (dea/dr) 1) n

T — ra. (4.147)

The result, Equation 4.147, is a general expression for a laminar reactor tube under radial
diffusion. A comparison with expression 4.132 illustrates the significance of the diffu-
sion term as a whole. In most cases, the flow velocity (w) for liquid-phase reactions
can be considered constant in the length coordinate, provided that Dy is only weakly
concentration-dependent. Consequently, in this case, Equation 4.147 is simplified to

deca dch 1dca
= _D -4 , 4.148
W mA( 2 T )t ( )

where w = wy(1 — (r/R)?). The dimensionless coordinates, z = 1/L and x = r/R, are
introduced. As a result, the balance is transformed to the elegant and simple form of

dca DAL dZCA 1dca L
_ ldea) 2, 4.149
dz wR?2 ( dx?2  x dx) + w'A ( )

After insertion of the expression for w(w = wg(1 — (r/R)?)), we obtain

dex  DpaL (d2cy  1dcp L
1 —x})— = —_—+ —— —TA. 4.150
(1 =9 dz  woR? (dx2 x dx ) + worA ( )

The quantity Dya/woR? is dimensionless and therefore represents a measure of the
importance of radial diffusion. The average residence time, t, is defined by f = L/w =
2L/wy. The dimensionless term is thus Diyaf/R?. Let us present a reccommended criterion
for negligible radial diffusion:

Dmaf/R? <3-.1072, (4.151)

Utilization of this criterion is simple, since the incorporated measures, Da, f, and R, are
known parameters for a reactor system.
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The model Equation 4.149 is a parabolic, partial differential equation that can be solved
numerically with appropriate initial and boundary conditions:

cA=cpa atz=0,0<x<1, (4.152)
dc
A0 atx=0, x=1. (4.153)
dx

The boundary condition x = 0, Equation 4.153, emerges for the sake of symmetry, and
the boundary condition x = 1 indicates that the walls of the reactor are nonpenetrable for
component A. Naturally, the radial diffusion flow, Ny, should be zero at the reactor wall.

The models presented for laminar flow with radial diffusion can be replaced with the
somewhat simpler axial dispersion model by introducing individual dispersion coefficients
of the type Dj.

REFERENCES

1. Danckwerts, P.V., Continuous flow systems. Distribution of residence times, Chem. Eng. Sci., 2,
1-13, 1953.

2. Zwietering, T., The degree of mixing in continuous flow systems, Chem. Eng. Sci., 11, 1-15, 1959.

3. Lindfors, L.-E., A study of the combined effects of kinetic parameters and flow models on
conversions for second order reactions, Can. J. Chem. Eng., 53, 647-652, 1975.

4. Salmi, T. and Lindfors, L.-E., A program package for simulation of coupled chemical reactions
in flow reactors, Comput. Ind. Eng., 10, 45-68, 1986.

5. Baerns, M., Hofmann, H., and Renken, A., Chemische Reaktionstechnik, Georg Theme, Verlag,
Stuttgart, 1992.

6. Nauman, E.B., Chemical Reactor Design, Wiley, New York, 1987.






CHAPTER 5

Catalytic Two-Phase Reactors

A catalyst is a chemical compound that has the ability to enhance the rate of a chemical
reaction without being consumed by the reaction. The catalytic effect was discovered
by the famous British physician, Michael Faraday, who observed that the presence of a
metal powder enhanced oxidation reactions. The catalytic effect was first described by the
Swedish chemist, Jons Jacob Berzelius, in 1836. The Baltic chemist and the Nobel Prize
winner, Wilhelm Ostwald, described homogeneous, heterogeneous, and enzymatic catalysis
separately—a definition that is valid even today. Homogeneous catalysts, such as organic
and inorganic acids and bases, as well as metal complexes, are dissolved in reaction media.
They enhance the reaction rate, but their effect is limited to the reaction kinetics. Heteroge-
neous catalysts, on the other hand, form a separate (solid) phase in a chemical process. Mass
and heat transfer effects thus often become prominent when using heterogeneous catalysts.
Heterogeneous catalysts are typically metals and metal oxides, but many other materials
have been found to possess a catalytic effect (e.g., zeolites and other alumina silicates).
Heterogeneous catalysts are the dominant ones in the chemical industry, mainly because
they are easier to recover and recycle. Enzymes are highly specific catalysts of biochemi-
cal systems. They are, for instance, used in the manufacture of alimentary products and
pharmaceuticals. Although enzymes are homogeneous catalysts, they can be immobilized
by several methods on solid materials, and a heterogeneous catalyst is thus obtained.

The word “catalysis” has a Greek origin, meaning “dissolve.” This is exactly what
a catalyst does: it helps facilitate close contact between reacting molecules and thus lowers
the activation energy. Typical examples can be listed from any branch of industry. Solid
iron-based catalysts are able to adsorb hydrogen and nitrogen molecules on their surface,
hydrogen and nitrogen molecules are dissociated to atoms on the surface, and, consequently,
ammonia molecules are gradually formed. In the cleaning of automotive exhaust gases, for
instance, carbon monoxide and oxygen are adsorbed on the solid noble metal surface, and
they react on the surface, forming carbon dioxide. In the production of margarine, fatty

141
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acid molecules are hardened by adding hydrogen molecules to the double bonds of acid
molecules. This takes place in the liquid phase, on the surface of a finely dispersed cata-
lyst powder. About 90% of the chemical industry is based on the use of catalysts, the vast
majority being heterogeneous ones. Without catalysts our society cannot function.

The key issue is the development of catalytic materials, which, in most cases, consist of an
active metal or a metal oxide deposited on a carrier material. To attain adequate contact sur-
face for the molecules, the carrier material has a high surface area, typically between 50 and
1000 m?/g. It is clear that such high surface areas can only be achieved with highly porous
materials. The surface areas of some typical carrier materials are listed in the table below:

Aluminum oxide (Al,O3) <200 m? /g
Silica (SiO3) <200m?/g
Zeolite materials >500 m?2 /g
Active carbon materials up to 2000 m?/g

It is possible to deposit catalytically active metals on these carrier materials. The sizes
of the metal particles are typically very small, usually a few nanometers. With modern
techniques, it is possible to observe not only catalyst particles but also the metal particles on
their surfaces (e.g., transmission electron microscopy, TEM). The below-mentioned figures
show the support material and the catalytic metal particles. The metal particles on the
surface have an average diameter of 5-10 nm.

Metal particles on a catalyst support (Pt/A1,03). TEM image.
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FIGURE 5.1 (a) Typical catalyst particles and (b) steps of a heterogeneously catalyzed pro-
cess. (1) Film diffusion of A, (2) pore diffusion of A, (3) adsorption of A on active site, (4)
surface reaction, (5) desorption of B, (6) pore diffusion of B, and (7) film diffusion of B.

The catalyst particle sizes and shapes (Figure 5.1) vary considerably depending on the
reactor applications. In fixed beds, the particle size varies roughly between 1 mm and 1 cm,
whereas for liquid-phase processes with suspended catalyst particles (slurry), finely dis-
persed particles (<100 wm) are used. Heterogeneous catalysis in catalytic reactors implies
an interplay of chemical kinetics, thermodynamics, mass and heat transfer, and fluid dynam-
ics. Laboratory experiments can often be carried out under conditions in which mass and
heat transfer effects are suppressed. This is not typically the case with industrial catalysis.
Thus, a large part of the discussion here is devoted to reaction—diffusion interaction in
catalytic reactors.

5.1 REACTORS FOR HETEROGENEOUS CATALYTIC
GAS- AND LIQUID-PHASE REACTIONS

What is characteristic for heterogeneous catalytic reactors is the presence of a solid catalyst
that accelerates the velocity of a chemical reaction without being consumed in the process.
The reacting species, the reactants, can be in a gas and/or liquid form. The reactant molecules
diffuse onto the outer surface of the solid catalyst and, if catalyst particles are porous, into the
catalyst pore system. Inside the pores, the reactant molecules are adsorbed on catalytically
active sites and, consequently, react with each other. The product molecules thus formed
desorb from the surface and diffuse out through the pores into the bulk of the reaction
mixture [2,9]. This process is illustrated in Figure 5.1 [1].

Rate expressions for heterogeneously catalyzed processes are derived on the basis of the
steps illustrated in Figure 5.1. Typical rate expressions are listed in Table 5.1. Details of the
derivation of the rate expressions are provided in Chapter 2.
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TABLE 5.1 Processes Where Catalytic Packed Beds Are Applied

Chemical Bulk Industry Oil Refining  Petrochemical Industry
Steam reforming Reforming Manufacturing
Carbon monoxide conversion Isomerization Ethene oxide

Carbon monoxide methanization = Polymerization Ethene dichloride
Methanol synthesis Dehydrogenation  Vinyl acetate
Oxo-synthesis Desulfurization Butadiene

Hydrocracking Maleic acid anhydride
Phthalic acid anhydride
Cyclohexane
Styrene
Hydrodealkylations

A typical rate expression for catalytic processes on ideal solid surfaces (i.e., surfaces for
which each catalytic site is equal) is

k(cgcﬁ — cﬁcﬁ/K)
R = (5.1)
(1+ X Kiesi)!

where A, B, . . . denote the reactants and P, R, . . . denote the products (Table 2.1). The values
of the exponents depend on the detailed reaction mechanism. Parameter k is a merged
rate parameter comprising the surface reaction as well as the sorption effects. Parameter K;
describes the adsorption strengths of various species.

In practically oriented catalysis, particularly in catalysis applied to industrially relevant
reactions, the decline of catalyst activity is a profound phenomenon. The reasons for catalyst
deactivation are several: merging of metal spots to larger ones through sintering, deposition
of a reactive species (reactant or product) on the catalyst surface (fouling), or deposition
of any species in the reactor feed on the surface (poisoning). Detailed mechanistic models
can be derived for these cases, treating the deactivation process as a fluid—solid reaction.
This approach is complicated and requires a molecular-level understanding of the process.
In many cases, simpler semiempirical models are used. They are based on the principle of
separable kinetics, according to which the real, time-dependent rate (R’) is obtained from

R = aR, (5.2)

where a is a catalyst activity factor. Suitable equations for activity factors are given below:

a=a"+ (ao — a*) e =1, (5.3)

1/(1—n)
| L on# (5.4)

a=a"+ [(ao—a*)l_"—i—k’(n— 1t

where ay is the initial activity (often ap = 1) and a* is the asymptotic activity (for irreversible
deactivation a* = 0); n is the order of the deactivation process; and k’ is the (semi)empirical
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deactivation constant. The advantage of this approach is that standard steady-state kinetic
and reactor models can be used. Parameters ag, a*, n, and k" are typically determined
experimentally.

Even multiple phases such as gas or liquid phases may be simultaneously present in a
catalytic reactor. In such a case, the gas molecules are, at first, dissolved in the liquid bulk,
after which they diffuse to the surface of the catalyst. This is where the actual reaction
takes place. The industrial system is called a three-phase reactor. Three-phase reactors
are discussed in Chapter 6; here, we will concentrate on catalytic two-phase reactors, in
which a fluid—gas or liquid—reacts on the surface of a solid catalyst. The most commonly
encountered types of catalytic two-phase reactors that are used industrially are a packed
(fixed) bed reactor, a fluidized bed reactor, and a moving bed reactor.

A packed (fixed) bed is the most commonly applied reactor in the chemical industry, often
called “the working horse of the chemical industry” [2]. The operating principle of a packed
bed is illustrated in Figure 5.2. Catalyst particles are placed in a tube, through which the
fluid is passed. Generally, catalyst particles are in the form of pellets (the diameter varying
from a few millimeters to several centimeters) and stagnant. Excessively small particle sizes
are avoided since they start moving as the flow velocity increases. Additionally, very small
particles cause a high pressure drop in the reactor. On the other hand, when using large
catalyst particles, the diffusion distance to the active sites inside the catalyst increases.

A few examples of catalytic two-phase processes are given in Table 5.1. As can be seen
in the table, the processes introduced are, first and foremost, reactions in the inorganic
bulk chemical industry such as the manufacture of ammonia, sulfuric acid, nitric acid, and
reactions in the petrochemical industry such as the manufacture of monomers, synthetic
fuels, hydrogenations, dehydrogenations, dearomatizing reactions, and so on.

An extraordinary type of packed bed is utilized in the oxidation of ammonia to nitrogen
oxide, in connection with the nitric acid production: the oxidation reaction takes place
at a high temperature (890°C) on a metal net, on which the active catalyst (Pt metal) is
dispersed. This reactor type, which can be treated mathematically as a packed bed reactor,
is called a gauze reactor. An illustration of a gauze reactor is given in Figure 5.3 [3].

L

Inert material

Catalyst
particles

Inert
=y material
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T

FIGURE 5.2 Typical packed bed reactor.




146 m Chemical Reaction Engineering and Reactor Technology

< Air +

ammonia

Pt/Rh catalyst
Pd/Au catalyst
Support

Nitrogen
oxide

FIGURE 5.3 Gauze reactor.

An automotive catalyst, that is, a catalytic converter for internal combustion engines, can
be regarded as a packed bed reactor, in which the active metals (the most important ones
being Pt, Pd, and Rh) reside on a carrier substance, which in turn is attached to a ceramic
or a metallic monolith structure. A catalytic converter for internal combustion engines is
illustrated in Figure 5.4 [1]. Similar monolith structures can also be utilized in conventional
industrial processes such as catalytic hydrogenations [4].

For industrial processes on a large scale, two different constructions of packed beds
are very common: multibed and multitubular reactors. These reactors are illustrated in
Figures 5.5 and 5.6.

What is characteristic for a multibed reactor is that several, often adiabatic catalyst beds
are coupled in series. Heat exchangers are placed in between the beds: heat should be
supplied in the case of an endothermic reaction (so that the reaction is not extinguished in
the following step), and heat should be removed in the case of an exothermic reaction (to

FIGURE 5.4 Ceramic and metallic monolith catalysts.
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FIGURE 5.5 Multibed reactor system.

avoid catalyst deactivation due to sintering or to prevent a temperature runaway). Even in
case the reaction is a reversible and exothermic one, heat needs to be removed. The reason
for this is that the equilibrium composition becomes unfavorable at high temperatures.
Multibed reactors typically have a low length-to-diameter ratio. The principal layout of
a multibed reactor is simple and affordable—in comparison to other types of catalytic
reactors. Typical examples of using a multibed reactor are oxidation of sulfuric dioxide (SO;)
in the production of sulfuric acid, ammonia synthesis, and catalytic reforming processes.

This kind of multibed reactor system is utilized in reforming processes (Figure 5.7).
Catalytic reforming is an endothermic process; the Pt catalyst is placed in packed beds
coupled in series, and between the beds, heating elements are present at an elevated temper-
ature, since the temperature falls in the reaction zone due to the occurrence of endothermic
reactions.

A multibed reactor system that is used in the oxidation of SO, to SO3, 0on a V,0O5 catalyst,
is illustrated in Figure 5.8. The reactors operate at atmospheric pressure, and the heat of
the reaction is removed by external heat exchangers, which are also used to preheat the
feed into the reactor. In modern sulfuric acid factories, at least four catalyst beds in series

Inert
beads

Catalyst

Heat
exchanger

OO OO RN RN
P e Be e e eatetos o

Product

FIGURE 5.6 Multitubular reactor.
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FIGURE 5.7 Packed bed for steam reforming. (Data from Froment, G. and Bischoff, K.,
Chemical Reactor Analysis and Design, 2nd Edition,Wiley, New York, 1990.)

(contact steps) are used, primarily to minimize the environmental impact caused by flue
gases containing sulfur.

In the synthesis of ammonia (NH3), a multibed reactor is used. The reaction takes place
onaniron catalyst,and ammonia is synthesized from hydrogen and nitrogen. Extraordinary
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FIGURE 5.8 Multibed reactor for oxidation of SO, to SOs. (Data from Froment, G. and
Bischoft, K., Chemical Reactor Analysis and Design, 2nd Edition,Wiley, New York, 1990.)
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demands on the reactor construction arise from the fact that the reactor operates at a high
pressure (300 atm) in order to reach a favorable equilibrium point. To maintain the pressure,
the construction needs to be as compact as possible. This is why external heat exchangers
are out of question. Sample design layouts of various ammonium synthesis reactors are
introduced in Figures 5.9 through 5.11. The exchange of heat is ensured by internal heat
exchangers, in which the cold feed is heated by the product gas flow (Figure 5.9). In the most
recent constructions, such as Haldor Topsee’s radial ammonia converter (Figure 5.11), even
the reactants are heated by product gases via an internal heat exchanger. The inflows are
further fed radially through several short beds to minimize the pressure drop and obtain
as good as possible a contact with the catalyst. In methanol synthesis, similar packed beds
are used as in the synthesis of ammonia, since this reversible as well as exothermal reaction
requires a high pressure.

Gas outlet

4*4
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| —
®
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Catalyst
discharge port

FIGURE 5.9 ICIreactor. (Data from Froment, G. and Bischoff, K., Chemical Reactor Analysis
and Design, 2nd Edition,Wiley, New York, 1990.)
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FIGURE 5.10 Horizontal multibed Kellogg reactor. (Data from Froment, G. and Bischoff,
K., Chemical Reactor Analysis and Design, 2nd Edition,Wiley, New York, 1990.)

In very strongly exothermic reactions such as the oxidation of aromatic hydrocarbons,
a multibed construction becomes uneconomical: too many beds would be required to
keep up with the heat generated and to maintain the increase in temperature in the beds
within reasonable limits. In this case, a multitubular bed offers an attractive alternative: up to
thousands of small tubes (diameter in the range of a few centimeters) are coupled parallel to
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FIGURE 5.11 Radial Haldor-Topsge converter. (Data from Froment, G. and Bischoff, K.,
Chemical Reactor Analysis and Design, 2nd Edition,Wiley, New York, 1990.)
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each other and placed in a heat exchanger. A heat carrier liquid, such as a salt-melt mixture,
circulates in the heat exchanger and releases its heat content into a secondary heat exchanger
that produces steam. An example of a multitubular reactor that is used in the selective
oxidation of o-xylene to phthalic acid anhydride on a V,O5 catalyst is shown in Figure 5.12.

There are a number of reasons why packed bed reactors are so dominant in the real-
ization of heterogeneous catalytic processes. The flow conditions in packed beds are very
close to that of a plug flow, which implies that a packed bed construction gives the high-
est conversion for the most common reaction kinetics. In the case of consecutive and
consecutive-competitive reactions, a packed bed also favors the formation of intermediate
products. Further, the principal construction of a packed bed reactor is simple, since no
moving parts are required. The reactor is well known, and there are several commercial
manufacturers. Optimizing the operation of the bed is also a straightforward task. As an
example, one can mention the optimization of reactor cascades (multibed) so that the total
reactor volume becomes the smallest possible, or optimization of the catalyst distribution in
the bed so that no hot spots emerge. The fact that mathematical modeling of a packed bed
is well known today is also a clear advantage: we are able to theoretically calculate the per-
formance of a future reactor with relative reliability, provided that the kinetic and transport
parameters are determined a priori accurately enough. This results in considerable savings
in the design of a new process.

A packed bed reactor has, nevertheless, some characteristic disadvantages. A pressure
drop in the bed can cause problems, if too long beds or too small catalyst particles are
utilized. These problems can, however, be resolved. A more serious disadvantage is the
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FIGURE 5.12 Multitubular reactor for the oxidation of o-xylene to phthalic acid anhy-
dride. (Data from Froment, G. and Bischoff, K., Chemical Reactor Analysis and Design, 2nd
Edition,Wiley, New York, 1990.)
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emergence of hot spots in exothermic reactions. If an exothermic reaction proceeds in a tube
filled with a catalyst and it is cooled externally, the temperature is initially bound to increase
rapidly toward a maximum (hot spot). Due to cooling and lower reactant concentrations,
the reaction velocity is bound to decrease after the last hot spot, and the overall temperature
will consequently follow suit. This phenomenon is illustrated well in Figure 5.13, which
shows catalytic hydrogenation of toluene on a Ni catalyst [6]. The temperature in the
narrow hot spot itself dictates the reaction construction to a large extent: the maximum
temperature should remain below the maximally allowed temperature, which is set by the
heat tolerance of the catalyst material and the reactor, the desired product distribution (i.e.,
selectivity), and safety aspects. The hot spot effect can sometimes have serious consequences.
This can be illustrated well by a sample reaction: oxidation of aromatic hydrocarbons. In
Figure 5.14, the temperature evolution in a packed bed reactor is shown for the oxidation
of o-xylene, at various temperatures [7]. If the feed and coolant temperatures exceed a
certain limiting value, a temperature decrease no longer takes place after a hot spot, but
instead the temperature starts to increase exponentially (temperature runaway). In this
case, the desired intermediate product (phthalic acid anhydride) reacts further to yield
valueless final products (CO, and H,0). At the same time, the catalyst is destroyed! In
fact, this phenomenon is sometimes called an “explosion.” The hot spot phenomenon
can, to a certain degree, be controlled by an uneven catalyst distribution in the reactor:
at the beginning of the reactor, the catalyst concentration can be diluted using an inert
solid material mixed with the actual catalyst. Subsequently, further away from the inlet, the
catalyst amount is increased, as the reaction rate tends to decline due to the consumption
of reactants.
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FIGURE 5.13 A hot spot at catalytic hydrogenation of toluene in a packed bed.
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FIGURE 5.14 Dependence of the hot spot on the feed temperature. Catalytic oxidation of
o-xylene.

For some catalytic processes, the use of packed beds leads to problems. This has led to the
development and innovation of new reactors. In catalytic cracking of hydrocarbons—one
of the core processes in an oil refinery—coke deposits are accumulated on the surface of the
zeolite catalyst. This leads to deactivation and requires a replacement or a regeneration of
the catalyst. Catalyst regeneration is cuambersome in a packed bed: the bed must be taken
off-line in production, emptied, and refilled with a fresh catalyst. The first solution to this
dilemma was the moving bed construction. The catalyst moved downward in the reactor,
and the reactant gas mixture flowed upward. The removed catalyst was transported to a
regeneration unit, and the regenerated catalyst was fed into the top of the reactor. A moving
bed reactor construction is shown in Figure 5.15 [5].

Further advancement of the moving bed reactor was realized by reducing the particle
sizes and increasing the flow velocities, so that a fraction of the particles is transported
out of the reactor into the regeneration unit. It turned out that this kind of a bed closely
resembles a huge quantity of boiling liquid in its visual characteristics. The gases were
collected into bubbles with very few catalyst particles, whereas the main bulk of the reactor
contents comprised a so-called emulsion phase, which was much richer in catalyst particles.
The particles float freely in the reactor. This innovation was called a fluidized bed. A sketch
of the principal layout of a fluidized bed is shown in Figure 5.16 [8].

Fluidized beds experienced an industrial breakthrough during the late 1940s, in connec-
tion with catalytic cracking. Subsequently, several modifications of this reactor have been
developed. A few of these are shown in Figure 5.17. There are two parts, however, that are
characteristic to any construction: the reactor unit and the regeneration unit. Examples of
commercial applications in fluidized beds are presented in Table 5.2 [3]. This shows that the
fluidized bed technology is absolutely dominant in catalytic cracking, whereas it struggles
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FIGURE 5.15 Movingbed reactor construction. (Data from Trambouze, P., van Landeghem,
H., and Wauquier, J.P., Chemical Reactors—Design/Engineering/Operation, Edition Technip,
Paris, 1988.)

to compete with the fixed bed technology in several other processes (reforming, production
of phthalic acid anhydride, dehydrogenation of isobutane, etc.).

There are, however, situations in which we should carefully consider the fluidized bed as
an option. If large amounts of catalyst materials need to be transported, for example, due to
deactivation and regeneration, a fluidized bed is the most advantageous—and often the only
possible construction alternative. If the reactions are so rapid that short residence times are
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FIGURE 5.16 Fluidized bed reactor with incorporated catalyst regeneration. (Data from
Chen, N.C.,, Process Reactor Design, Allyn and Bacon, Boston, 1983.)

sufficient to reach the desired degree of conversion, a fluidized bed can be used: thanks to
high gas velocities, the residence time becomes short in fluidized beds. A fluidized bed is a sig-
nificant candidate if a precise control of the reactor temperature is needed in the process for
selectivity reasons: a fluidized bed is isothermal, the whole bed has an equal temperature, and
with correct selection of the process conditions, the optimum temperature can be achieved.

A fluidized bed has, however, significant disadvantages that have slowed down its utiliza-
tion in the chemical industry. The reactor construction itself is complicated and expensive
compared with a packed bed. The flow conditions in the reactor vary between a plug flow
and complete backmixing. Under bad operating conditions, a fraction of the gas in the bub-
ble phase can even pass through the reactor without coming into contact with the catalyst.
These lead to a lower conversion of the reactants and can sometimes result in undesired
product distribution. The flow conditions can, however, be modified so that plug flow is
approached in a riser reactor illustrated in Figure 5.18 [9].

Solid particles in a fluidized bed have a very vigorous movement. Particle attrition,
breakdown, or agglomeration can occur in different parts of the reactor. The reactor walls are
eroded by the catalyst particles: the conditions inside the reactor are similar to sand-blowing.
This is why the running costs of a fluidized bed can become high. The most serious problems
with fluidized beds are, however, the environmental aspects. Catalyst particles are very small
(<1 mm) at the beginning, and they are further reduced in size by erosion and attrition
during the operation. Removing very fine particles from the product gas is expensive. On
the other hand, certain catalyst metals (such as Cr) are considered poisons (heavy metals)
that cannot be released into the biosphere. This aspect is perhaps going to be the most
decisive factor when considering the use of a fluidized bed in new processes. On the other
hand, in various environmental applications as well as in the combustion of solid fuels
(such as biofuels, black liquor, etc.), the fluidized bed technology has proven its excellence
well. One of its advantages in combustion processes is the possibility of feeding substances
such as limestone directly into the fluidized bed furnace, together with the fuel to absorb
harmful substances such as sulfur dioxide.
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FIGURE 5.17 Various constructions of fluidized beds. (Data from Rase, H.F., Chemical
Reactor Design for Process Plants, Wiley, New York, 1977.)

5.2 PACKED BED

Mathematical models for a catalytic packed bed reactor can be classified into two main cate-
gories: pseudohomogeneous and heterogeneous models. For a pseudohomogeneous model,
it is characteristic that the fluid phase (gas or liquid) and the solid catalyst are considered as
a continuous phase in which chemical reactions take place at a certain velocity. The entire
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FIGURE 5.18 Riser reactor. (Data from Yates, J.G., Fundamentals of Fluidized-bed Chemical
Processes, Butterworths, London, 1983.)

reactor can thus be described by mass balance equations that consider only the fluid phase,
often called the bulk phase of the reactor. The concentrations and temperature inside the
catalyst pores are assumed to remain at the same level as those of the bulk phase in a pseu-
dohomogeneous model. This is valid for catalyst particles, for which the diffusion resistance
is negligible and the heat conductivity of the particle is so good that no temperature gra-
dient exists inside the particles. The latter condition is often satisfied for catalyst particles,
whereas concentration gradients frequently exist due to pore diffusion. Even in these cases,
the pseudohomogeneous model is usable to some extent: the effect of pore diffusion can be
taken into account using a correction term, the catalyst effectiveness factor.

For a completely realistic interpretation of diffusion effects within catalyst particles,
a heterogeneous reactor model is required. In a heterogeneous model, separate balance
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equations are introduced for the fluid that exists inside the catalyst pores and for the fluid
in the bulk phase surrounding the catalyst particles.

Especially in the case of strongly exothermic reactions, radial temperature gradients
appear in the reactor tube. The existence of these gradients implies that the chemical
reaction proceeds at different velocities in various radial positions and, consequently, radial
concentration gradients emerge. Because of these concentration gradients, dispersion of the
material is initiated in the direction of the radial coordinate. Dispersion of heat and material
can be described with radial dispersion coefficients, and the mathematical formulation of
dispersion effects resembles that of Fick’s law (Chapter 4) for molecular diffusion.

If the radial effects are negligible, a packed bed can be described using the plug flow model
in a fluid phase. Industrial packed beds are long compared with their reactor diameter, and
the dispersion effects in the axial direction can therefore generally be ignored. If the plug flow
model can be applied to the fluid phase, the model is called one-dimensional. If radial effects
are taken into account, the model can be considered two-dimensional. We can thus uti-
lize pseudohomogeneous as well as one- and two-dimensional models to describe catalytic
beds. The model categories are summarized in Table 5.3. In the next section, the treatment
is mainly limited to the mathematically simplest model: the pseudohomogeneous model.

We will first assume that the reactor can be described using a plug flow model and that
the reaction rate can be expressed through concentrations in the main bulk of the fluid.
Axial dispersion and diffusion effects in the fluid phase are assumed to be negligible. Even
the flow of heat (conductivity) in a solid catalyst material is ignored. The pressure drop
can—in contrast with the homogeneous tube reactors—often become important, and the
pressure drop should therefore always be checked a priori when designing packed beds.
The reactor is presumed to operate at steady state. In practice, multiple packed beds are
sometimes coupled together, parallel to each other (multitubular reactor). Here, we will limit
our observations and balance equations to a single bed that comprises the basic unit in both
commercial applications of bed reactors (multitubular and multibed reactors).

TABLE 5.3 Models for Catalytic Packed Bed Reactors

Model Characteristic Features

Pseudohomogeneous Model  Diffusion limitations inside the catalyst neglected

One-dimensional Plug flow or axial dispersion; neither radial concentration nor
temperature gradients in the reactor

Two-dimensional Plug flow or axial dispersion; radial concentration and
temperature gradients in the reactor

Heterogeneous Model Diffusion resistance in the catalyst notable

One-dimensional Plug flow or axial dispersion; neither radial concentration nor
temperature gradients in the reactor; concentration and
temperature gradients inside the catalyst particles

Two-dimensional Plug flow or axial dispersion; radial concentration and
temperature gradients in the reactor; concentration and
temperature gradients inside the catalyst particles
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5.2.1 MASS BALANCES FOR THE ONE-DIMENSIONAL MODEL

The reaction rate expressions for heterogeneous catalytic reactions are based on the catalyst
mass or the surface area. This implies that the generation rate of component i is given by

r; = ()mol/s/kg of catalyst (5.5)
and the reaction rate is given accordingly:
R;j = ()mol/s/kg of catalyst. (5.6)

To relate these reaction velocities to the reactor volume, a new concept, the catalyst
bulk density, pg, is introduced. The catalyst bulk density gives the catalyst mass per reactor
volume:

pg = () kg of catalyst/m3 of reactor volume. (5.7)

The generation rates of component i, on the basis of the reactor volume, are therefore
given by
ripg = () mols~'m?® of reactor volume. (5.8)

In the derivation of the molar mass balances, the volume element AV is considered
(Figure 5.19). The general balance equation

[incoming 7] + [generated i] = [outgoing i] + [accumulated 7] (5.9)

is also valid here. For steady-state models, the accumulation term is ignored. The mass
balance for the volume element AV becomes for component i:

Miin + ripBAV = 11 out, (5.10)

where the difference, #1; oyt — ;in, is given by
Af = fij out — Miin. (5.11)
After inserting the definition, Equation 5.11 into Equation 5.10, and allowing AV — 0,
the balance Equation 5.10 is transformed to
dn;
dv
e = |

*

AV

— —————»
0 11+dl L
V=V+ AV

= IiPB. (5.12)

FIGURE 5.19 The volume element, AV, in a packed bed.
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For a system with one single chemical reaction, Equation 5.12 assumes a new form:

it _ R (5.13)
dv = PBV;iK. .

In case multiple chemical reactions are taking place, the following form is attained:

dn;
d—Vl = 0B ]Z \)i,jR. (5-14)

This can even be conveniently written as arrays:

dn

If the space time T = Vg /Vj is selected as the independent variable, Equations 5.12 and
5.15 assume a new form:

dn .
-_— = VopBI‘ (5.16)
dt

The earlier definition for the extent of reaction (homogeneous reactors, Chapter 3) is
valid for the following pseudohomogeneous model:

fil = fig + VE. (5.17)
Application of this relationship, Equation 5.17, into balance Equation 5.16, yields

d .
d_E = VypsR. (5.18)
T

If molar flows of the key components, 71, are used, the balance equation transforms to

dny .
—_— = VOpB\)kR- (5-19)
dt

If relative conversions, ng, are used as variables, the following balance equation is

obtained:

d /
e _ _PB R, (5.20)
dt o

where ¢y denotes the total concentration of the fluid at the reactor inlet.

The analogy between the different forms of balance Equations 5.18 through 5.20 and
the corresponding balance equations for a homogeneous tube reactor is apparent; the only
difference is the term pp that is included in the catalytic reactor model, since the reaction
velocity has a definition different from that of homogeneous reactors.
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The relationships that were derived in an earlier chapter between concentrations and
the volume flow, as well as the stoichiometric measures (1, &, n;() for homogeneous flow
reactors (Chapter 3), are also valid for the pseudohomogeneous model for a packed bed
discussed here.

When using catalysts, however, we encounter phenomena that complicate reactor calcu-
lations. Molecular diffusion through the fluid film around the particle and the diffusion of
molecules into the catalyst pores influence the reaction rate. Because of diffusion, the con-
centrations of reactant molecules inside the catalyst are lower than their concentrations in
the bulk fluid. This means that the reaction velocities, R, in the balance equations also need
to be calculated based on local concentrations. For practical reasons, it would, however, be
highly desirable to use the bulk concentrations. If the velocity calculated using the concen-
trations of the bulk phase is denoted as R(cb), the real, true reaction velocity under diffusion
influence, R, can be expressed using a correction term, 1, according to the following:

R} = neR;(c"). (5.21)

The term n; is called the effectiveness factor. Expression 5.14 should be inserted into the
balance equations instead of R. If diffusion does not affect the reaction rates, all effective-
ness factors, Nejs become equal to unity (=1). In the following, the logical and theoretical
appearance of the effectiveness factor is discussed by studying the (molar) mass and energy
balances of porous catalyst particles in detail.

5.2.2 EFFECTIVENESS FACTOR

5.2.2.1 Chemical Reaction and Diffusion inside a Catalyst Particle

In a porous catalyst particle, the reacting molecules must first diffuse through the fluid film
surrounding the particle surface. They subsequently diffuse into the pores of the catalyst,
where chemical reactions take place on active sites. The product molecules thus formed
need, of course, to follow an opposite diffusion path. The phase boundary area is shown in
Figure 5.20.

The diffusion resistance in the fluid film around the particle, as well as inside the particle,
is the reason why the concentrations of the reactant molecules inside the particle are lower
than those in the main bulk of the fluid. The result, in the case of most common reaction
kinetics, is that even the reaction rates inside the pores assume lower values than what would
be expected for the concentration levels of the main bulk.

Let us study a component i that diffuses into a catalyst particle—or out of the particle
(Figure 5.20). The species i has the flux Nj(mol/m?/s) in an arbitrary position in the particle.
The flux N; can often be described (with a sufficient accuracy) using the concentration
gradients of the components (d¢;/dr) and their effective diffusion coefficient (De;):

dg;
N; = —Dg;—. (5.22)
dr
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FIGURE 5.20 Phase boundary in a porous catalyst particle.

Equation 5.22 is often called Fick’s law (Chapter 4). More advanced diffusion models are
presented in the literature [10].

A volume element, AV, in a spherical catalyst particle is shown in Figure 5.20. The
following general balance equations can be established for a volume element and component
i at steady state:

[incoming i, by means of diffusion] + [generated i] = [outgoing 7, by means of diffusion].
Quantitatively, this implies
(NiA)in +riAm = (NiA)out > (5-23)

where A denotes the diffusion area and Am is the mass of the catalyst inside the volume
element. Various catalyst geometries can be considered, but let us start with a special particle:
the diffusion area for a spherical element is

A = 472, (5.24)

The catalyst mass inside the volume element can be expressed by the density of the
catalyst particle (pp) and the element volume:

Am = ppAV = ppdr®Ar. (5.25)
After inserting Equations 5.22, 5.24, and 5.25 into balance Equation 5.23, we obtain

de; de;
(—Deii4nr2) + rippdmr? Ar = (—Deiiémrz) . (5.26)
dr in dr out
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The difference, (De; dc;/dr 1*)out — (Dei dc;/dr %)in, is denoted as A(Dg; dc;/dr r?),
and Equation 5.26 transforms to a new form:

de:
A<—Deid—qrz> + ripprzAr =0. (5.27)
r

Dividing Equation 5.27 by Ar and allowing Ar — 0, a differential equation is obtained:

1 d(Dei(dci/dr)rz)
r2 dr

+ ripp = 0. (5.28)

The above derivation was conducted for a spherical particle. It is easy to show that this
treatment can be extended to an arbitrary geometry, as the form (shape) factor s is applied.
Equation 5.28 can then be written in a general form:

1 d(Dej(dc;/dr)r’
— ( ez( Cl/ T‘)T’ ) + ripp = 0. (5.29)
T d?’

The form factor, s, obtains the following values: s = 2 for a sphere, s = 1 for an infinitely
long cylinder, and s = 0 for a catalyst in the disk form. The ideal catalyst geometries are
shown in Figure 5.21.

A real catalyst geometry—such as a short cylinder—can be described by Equation 5.22 by
choosing a suitable noninteger value for the form factor. The form factor (s) for an arbitrary
geometry can be estimated using the relationship
Ap s+

V, R

> (5.30)

where A, denotes the outer surface area and V|, denotes the volume of the particle. R
stands for the characteristic dimension of the particle. The selection of the characteristic
dimension is illustrated in Figure 5.21.

The balance Equation 5.29 is usually solved with the following boundary conditions,
which are valid for the center point (r = 0) and the outer surface of the particle (r = R):

d¢;
-5 = 0) r= 0) 5.31
P (5.31)
¢=c¢, r=R (5.32)
a=1 a=2 a=3
Flake Cylinder Sphere

FIGURE 5.21 The ideal catalyst geometries,a = s + 1.
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Here, c; denotes the concentration at the outer surface of the particle. The first boundary
condition, at r = 0, follows from the symmetry.

A balance equation similar to Equation 5.29 can, in principle, be set up for the fluid film
around the catalyst particle. However, since no reactions take place in the fluid film, r; is
zero (0) for the film. The fluid film balance Equation 5.21 is therefore reduced to

1.d(Dj(dci/dr)r) 0

5.33
rs dr ( )

In Equation 5.33, the diffusion coefficient is naturally not the same as for the porous
particle, but instead the molecular diffusion coefficient D; for the component should be
used. Equation 5.33 has the following boundary conditions:

¢=c¢, r=R, (5.34)
G=c r=R+3, (5.35)

where the symbol c}’ denotes the concentration in the fluid bulk and § denotes the thickness
of the fluid film. The fluid film is extremely thin compared with the catalyst particle (3 = R),
which means that the change in the term 7* is very small in the film. If the diffusion coefficient
D;, is, in addition, assumed to be concentration-independent, Equation 5.33 is reduced to

d2 .
DidT‘; =0, (5.36)
which in turn implies that
d .
d—c’ =a, (5.37)
r

where a is an integration constant. Integrating Equation 5.37 yields
¢ =ar+Db, (5.38)
that is, the concentration profile in the fluid film is linear. Inserting the boundary conditions

¢=c¢, r=R (5.39)
¢ = cb, r=R+3 (5.40)

1

into Equations 5.38 through 5.40 allows us to determine the constants a and b:

b

b _
d
cf(R-i—S)—Rcll?
5 )

S
c (&

a= ) (5.41)

b= (5.42)
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The concentration profiles in the film are, consequently, given by

b s s b b_ s — R
(Ci — Ci) r C; R+ 8) Rci (Ci Ci) (r ) s
— =+ c: 4
8 8 6 Cl (5 3)

ci(r) =
and the concentration gradient becomes

dg & —¢
-— = . 5.44
dr 3 (5.44)

The diffusion flux inside the fluid film is constant and equal to the flux on the outer
surface of the particle:

dc;
Ni=r) = _Dei<_1> : (5.45)
dr r=R
Equation 5.44 yields
D.
Nig=r) = = (b -c)- (5.46)

The ratio D; /38 is often denoted as kg;j, ki being the gas film coefficient according to the
film theory. Thus, we obtain

Nir=k) = —ka,i (C}D — Cf) . (5.47)

In the case of liquid-phase processes, kg; is replaced by the liquid film coefficient kr;. The
mass flow of component i, at the surface of the particle, is then given by

dc;
Nij¢=p)Ap = —Dei (d—;) Ap = —kgi (c}’ - cf) Ap. (5.48)
The two latter equalities in Equation 5.48 imply that the fluxes calculated in the fluid film
and at the outer surface of the particle should be equal. If the reaction proceeds everywhere
in the particle with the same velocity, 7; (cb), the molar flow at the surface of the particle
would be

N —ryAp = 1i(c) pp V. (5.49)

1

This, however, would mean that the diffusion resistance has no influence on the reaction
rate.
Let us now define the effectiveness factor for component i from a theoretical viewpoint:
Ni(r=R)Ap
ri () ppVp
The general definition of the effectiveness factor states that the factor describes the ratio
between the real molar flux (N;) and the molar flux (N i/ ) that would be obtained if the
reaction proceeded in the absence of diffusion resistance.
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The effectiveness factor, 1;, can also be expressed in another way. Differential Equa-
tion 5.29 can be formally integrated as follows:

Y dg; R
/ d<Dei—r5) = —pp/ r;r® dr, (5.51)
0 dr 0

where the upper integration limit, y, is given by

y = Dei(g) R (5.52)
r=R

The lower integration limit is zero because of symmetry (d¢;/dr = 0, at r = 0). The
integration of Equation 5.51 thus yields

dc; P R
Ni(r=R) = _Dei<d_rl> ) = R—I; ; rir® dr. (5.53)
r=

Inserting expression 5.53 into the definition of the effectiveness factor, Equation 5.50,
yields

/. Rersdr A
_Jo i Ap

= . 5.54
nl TZ‘ (Cb) RS Vp ( )
As the definition of the form factor, Equation 5.30, is also taken into account, we obtain

+D fOR rirsdr
Ni = r; (Cb) Rs+1

(5.55)

Equations 5.54 and 5.55 show that the effectiveness factor represents the ratio between
a weighted average rate and the rate that would be obtained if the conditions were similar
to those in the bulk phase. If no concentration gradients emerge in the particle, r; in
Equation 5.55 can be replaced with a constant, r; (c?), and the integration of Equation 5.55
yields the effectiveness factor, n; = 1.

For arbitrary reaction kinetics, the balance equation for a catalyst particle, Equation 5.29,
must be solved numerically with the boundary conditions, Equations 5.31 and 5.32. The
effectiveness factors can subsequently be obtained from Equation 5.50 or 5.55. For some
limited cases of chemical kinetics, it is, however, possible to solve the balance Equation 5.29
analytically and thus obtain an explicit expression for the effectiveness factor. We shall take
alook at a few of these special cases.

5.2.2.1.1 First-Order Reaction

If the diffusion coefficient De; is assumed to remain constant inside the catalyst particle,
Equation 5.29 is transformed as follows:

d?¢;  sdg _ Ppfi

—_— 4 - = . 5.56
dr2 = rdr De; (5.56)
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As this reaction is of the first order with respect to the reactant i, the reaction rate, R, is
given by

R = k¢; (5.57)
and the generation velocity becomes
r; = ;R = vjkc;. (5.58)
The substitution y = ¢;r is subsequently inserted into Equation 5.56. This implies that

d dyl y

dr  drr 12 (5.59)

and

d’ dy1 2dy 2
S D A AR 5.60
dr2  dr2r r2dr + r3y (5.60)

Inserting the derivatives, Equations 5.58 and 5.59, into balance Equation 5.56, yields

1d%  =2dy (s—2) _ ppviky

5.61
r dr? r2  dr r3 Y De; r ( )
which is simplified to
d%y dy ppvik
2= 2 —r= 2 — 22y =o. 5.62
P+ G )rdr+(( 9+ )y (5.62)

Equation 5.62 is a transformed Bessel’s differential equation, which has a solution for
arbitrary values of the form factor, s, that can be expressed with the Bessel functions.

5.2.2.2 Spherical Particle

For a spherical geometry, however, the analytical solution becomes particularly simple:

s = 2, and Equation 5.62 is reduced to

d’y  ppvik
dr? De;

y =0. (5.63)

The second-order differential Equation 5.63 can be written as

n o Vippk
rl4 =2 =0 (5.64)
Dei

with the roots

(5.65)
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The analytical solution to Equation 5.63 can now be written accordingly:

y = Cie"" + Ce'?", (5.66)
y = Cle«/(_‘)ippk/Dei Ty Cze_«/(_‘)ippk/Dei)r_ (5.67)

Let us introduce a dimensionless parameter, ¢, defined as

—v;ppk
or = —iPpEpo (5.68)
Dei

as well as a dimensionless coordinate, x = r/R. The parameter ¢ is called the Thiele modulus,
and it is very frequently encountered in the catalytic literature. Equation 5.67 can now be
simply rewritten as

y = Cre® + Cre ™, (5.69)

The boundary conditions, Equations 5.31 and 5.32, yield y = 0, at x = 0, and y = »*,
at x = 1 (r = R). Inserting these conditions into Equation 5.69 allows us to determine the
constants C; and C,, which assume the following values:

S

y
Ci=—"— 5.70
e (5.70)
yS
C=—-:. 5.71
Inserting Equations 5.70 and 5.71 into Equation 5.69 yields
dx _ o—dx
e e
y - }’ Cd) _ e_¢' ) (572)
which can be conveniently expressed by the hyperbolic functions
inh
= ), (5.73)
sinh(¢)

The concentration profiles can, consequently, be obtained from Equation 5.74, since
y* = c*R,and, y = ¢r,

¢ sinh(¢x)

= ¢ @) (5.74)

The concentration profiles are illustrated in Figure 5.22. The profiles are plotted with
the Thiele modulus (¢) as parameters. The higher the value the Thiele module attains, the
more profound the diffusion resistance inside the particle.
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FIGURE 5.22 Concentration profiles of a reactant in porous catalysts: sphere (left) and slab
(right), for different values of the Thiele module.

For calculation of the flux, N;, at the outer surface of the catalyst, Equation 5.74 needs to
be differentiated, taking into account the x coordinate

% _ ER __ c; ¢ cosh(dx) B sinh(¢x) , (5.75)
dx dr sinh(¢) x x?
which, on the surface of the particle (x = 1), becomes
dg;
= (¢ cosh(¢p) — sinh(¢)) . (5.76)

dxy—1  sin h(<1>)

On the surface of the spherical particle, the flux is

Ni=—D d¢; . De1 (& h h _ Deic,'s ¢
=- el(dr>r:R = h(d))(d)COS (¢) — sinh(¢)) = — R <tanh(d>) — 1)-

(5.77)

This flux is equal to the expression of flux through the fluid film, according to
Equation 5.48:

o 17...(b s __De_icz§ (1) .
Ni=—kai (= ¢}) = . (tanh(d)) 1). (5.78)

The unknown surface concentration, cis, is now solved by Equation 5.78:

P

- ! . 5.79
“ = 1+ (Dei/Rkcd (1 tanh()) — (1/)) (5.79)
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The spontaneously appearing dimensionless quantity, Rkg;/De;, is denoted as the Biot
number for mass transport:

Rkg;
Biy = . (5.80)
Dei

The Biot number gives the ratio between the diffusion resistances in a fluid film and
in a catalyst particle. Usually Biy >> 1 is true for porous catalyst particles (Appendix 5).
Equation 5.79 can now be rewritten as

b
¢ = , i : (5.81)
1+ (¢/Bim) ((1/ tanh(¢)) — (1/¢))
Inserting the surface concentration ¢; into the same expression 5.78 yields
DeicP¢ ((1/ tanh(¢)) — (1/¢)) (5.62)

N; = — - .
R(1+ (¢/Bim) ((1/ tanh()) — (1/9)))

The final goal, the effectiveness factor 1;, is now obtained from Expression 5.55. After
inserting the ratio A,/ V), for the spherical geometry, and N; for first-order kinetics, into
Equation 5.55, we obtain

o N (5.83)
N = R\)ikc}’pp’ '

3D ¢((1/ tanh(9)) — (1/¢))

i = : . (5.84)
—ViR%kpp 1 + (¢/Bim)((1/ tanh()) — (1/9))
The final result can be rewritten in the following form:
3 ( (1/ tanh(9)) — (1/¢) )
ni = — 4 . (5.85)
¢\ 1+ (¢/Bim)((1/ tanh(¢)) — (1/¢))

Equation 5.85 yields the effectiveness factor for first-order reactions in a spherical catalyst
particle. Certain limiting cases are of interest: if diffusion resistance in the fluid film can be
ignored—as often is the case, since Biy; is large—m; becomes

_3< ! _l> (5.86)
"= 5 \tanh(e) ¢/ '

If the Thiele modulus (¢) has a high value—in other words, if the reaction is strongly
diffusion resistant—the asymptotic value for the effectiveness factor is obtained:

3

i = 5.87
n s (5.87)

since lim(¢ — oo) tanh ¢ = 1.
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5.2.2.3 Slab

Another simple geometry of interest is a flake-formed catalyst particle, a slab (s = 0).
Particularly in three-phase systems, in which often only the outer surface of the catalyst
is effectively used, the slab approximation (s = 0) is a good representation of the catalyst
particle. Differential Equation 5.56 is transformed—for a slab-formed catalyst particle and
first-order kinetics—to the equation

d?¢; pp\)ikci

=0. 5.88
dr? De; ( )

Equation 5.88 is directly analogous to the transformed equation for a spherical cata-
lyst particle, Equation 5.63. We can thus write the solution of Equation 5.88 in line with
Equation 5.69 as

G = Cle(bx + Cze_(bx, (5.89)

where the Thiele modulus is ¢ = (—v;, ppk)/ (De;)R? and x denotes the dimensionless
coordinate, x = r/R.

The boundary conditions, Equations 5.31 and 5.32, are valid for the concentration pro-
file, Equation 5.89. Inserting these boundary conditions into Equation 5.89 enables us to
determine the constants C; and C,, which become

cs

C=C=——"—. 5.90
=C= G (5.90)

The concentration profile then assumes the following form:

scosh(¢x)

=c—. 591
‘i cosh(¢) (591)
The concentration profile is illustrated in Figure 5.22.
The concentration gradient becomes
da _ dap _ Gosinh(x) (5.92)
dx dr cosh(¢)
At the outer surface of the particle (x = 1), the concentration gradient is
d .
9 — ¢ tanh(¢). (5.93)
dx(x=1)
The flux on the surface of the particle is thus given by
de; Dec?
Ni = —Dq; (—C> _ D0 nno). (5.94)
dr J,_g R
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By setting the fluxes through the fluid film and on the particle surface equal, we obtain

_ Deic}¢ tanh(¢)

- (5.95)

N; = kgi (C}) — cls) =

The surface concentration, cl-s, can now be solved by Equation 5.95. The result becomes

b
s G

¢ = : . bl
" 1+ (¢ tanh(¢)/Bim)

(5.96)

where Biot’s number is defined according to Equation 5.80. For the flux through the outer
surface of the particle, we obtain

b
Ny = _Delci ¢ tanh(¢) (5.97)
R 1+ (¢ tanh(¢)/Bin)

The definition of the effectiveness factor, Equation 5.50, for a flake-formed geometry
(Ap/Vp = 1/R) yields
N;i

= — (5.98)
R\)ikc}’p

n;

The final result, the effectiveness factor, for a first-order reaction and a catalyst flake is

i (5.99)

_ tanh(¢) X ¢ tanh(¢p) 1!
= [+ Biv ] |

In case the diffusion resistance in the fluid film is negligible, Bipy — o0, Equation 5.99 is
reduced to

n; = tan?)(q’). (5.100)

If the Thiele modulus has a high value, an asymptotic value is again obtained for the

effectiveness factor, 1;,

ni=— (5.101)
since lim(¢ — o0) tanh(¢) = 1.

A comparison of the expressions before, Equations 5.85 through 5.87 and Equations 5.99
through 5.101, for spherical and flake-formed geometries, shows that the particle geometry
is of less importance for the effectiveness factor. Let us recall the definition of the Thiele
modulus, as in Equation 5.68:

—\)ippk

$? = —2-R% (5.102)
Dei
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FIGURE 5.23 Isothermal effectiveness factors, for slab-formed (P), cylindrical (C), and

spherical (S) catalysts, for a first-order reaction. (Data from Froment, G. and Bischoff,
K., Chemical Reactor Analysis and Design, 2nd Edition,Wiley, New York, 1990.)

The asymptotic results, Equations 5.87 and 5.101, indicate that an asymptotic value for
n;, for an arbitrary geometry, might be

1
=1 (5.103)
¢

Let us now define the generalized Thiele modulus, ¢, for a first-order reaction as follows:

—vippk R —vippk (V)
02 = P " (_P) , (5.104)
Dei (5+1) Dei Ap

This implies that the asymptotic value of the effectiveness factor for an arbitrary geometry

can be written as

1
ni=—, (5.105)
"o

where ¢; = ¢/(s + 1).
We will now investigate how good the approximation given in Equation 5.105 is of the
results of exact calculations, for different geometries and a first-order reaction; these are

compared in Figure 5.23. The figure shows that the approximation is good, as long as the
Thiele modulus has a value above unity (¢s > 1).

5.2.2.4 Asymptotic Effectiveness Factors for Arbitrary Kinetics

Even for arbitrarily reaction kinetics, useful semianalytical expressions can be derived for the
effectiveness factor. Here, we will restrict ourselves to the flake-formed geometry (s = 0).
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Consequently, the balance Equation 5.29 is reduced to

d?c;  ppri
— 4+ — =0. 5.106
dr? De; ( )
The dimensionless coordinate, x = r/R, and the dimensionless concentration, y = ¢;/ c}’,
are introduced. Equation 5.106 is thus transformed to

d2y pPRZ
@ + C§_[)eiri =0. (5107)
1

Let us define the relationship r/ as follows:

Y= , (5.108)

where r;(c*) denotes the reaction velocity calculated with the surface concentrations, c®.
Now, a generalized Thiele modulus can be defined, according to Equation 5.109,

b
—Ppl; \C
e 1(b )_Rz, (5.109)
DeiC,-

and Equation 5.107 can be comfortably rewritten as

d (d
@(é) — o] = 0. (5.110)

Multiplying Equation 5.110 by dy, followed by integration, leads to

dy/dxd d e
4 2 /
—d| =) = dy. 5.111
/ dx <dx) ¢ /r J ( )
0 y*
The result becomes
yS
dv\ 2
(_y) :zq)Z/r/dy (5.112)
dx
y*

where y* denotes the dimensionless concentration in the middle of the particle

Ci(r=
yr=20 (5.113)
G
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and dy/dx denotes the dimensionless concentration gradient on the outer surface of the
particle. The concentration gradient consequently becomes

r 1/2
d
d—y =d 2/r'dy . (5.114)
X

y*

The flux of component i on the particle surface is

dg; b d
Nj = —Dej—t = '

—LUei— 5.115
dr R dx ( )

and the ratio, Ap/V), for a flake-formed particle (s =0), is 1/R. After taking into
account Equations 5.114 and 5.115, together with the definition of the effectiveness factor,
Equation 5.50, we obtain the following expression for the effectiveness factor:

E 0.5
b
ni = % 2/r’dy . (5.116)
—Ti (c ) ppR *
Y

By taking into account the definition of the Thiele modulus, Equation 5.109, a new form
of the equation describing the effectiveness factor is obtained:

ys 0.5

1
N = ° 2/r’dy ) (5.117)
y*
The surface concentration, y*, is affected by the diffusion resistance in the fluid film

around the catalyst particle.
After setting the fluxes at the outer surface of the catalyst equal (x = 1),

De; dc;
N = —k -(c'?—c?) — et 5.118
i Gi\ ¢ i R dx ( )
the following relation is obtained:

De; dc;
—— =kai(1 —»%). 5.119
R dx Gz( Y ) ( )

This equation gives the dimensionless surface concentration, y*:
1 d

p=1-— ax=1 (5.120)

BiM X
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The Thiele modulus, according to the definition, Equation 5.109, becomes

PpTi (y—
o2 = —Lybl)Rz. (5.121)
Deic;

The effectiveness factor, Equation 5.117, approaches a limiting value as the Thiele mod-
ulus assumes increasing values. For large values of the Thiele modulus, the concentration
in the center of the particle approaches zero (0). In other words, lim (¢ — o0) y* = 0.
Consequently, the effectiveness factor becomes

) 0.5
1 /
n; = S 2 (rdy| (5.122)
0
where y* is determined by the relationship
r 0.5
S d) /
y=1- Bint 2 rdy . (5.123)
0

Calculating the right-hand side of Equation 5.123 gives an algebraic equation from the
viewpoint of the dimensionless surface concentration, y°. From this expression, it (y*) can
be solved iteratively. Subsequently, the effectiveness factor can be obtained from Equa-
tion 5.122. If the diffusion resistance in the fluid film is negligible (Bipy — 00), y* = 1 (the
dimensionless surface concentration) and, consequently, Equation 5.122 is transformed to

1 0.5

1
ni = 0 2/ ' dy , (5.124)
0

where ¢ is given by Equation 5.121.
Defining a Thiele modulus for arbitrary kinetics, ¢*, according to

= (5.125)
(2 fol v/ dy)
the asymptotic effectiveness factor, 1;, can be expressed as
1
= (5.126)

This expression, in fact, is the same equation as the asymptotic effectiveness factor
obtained for first-order kinetics in Equation 5.105 (¢ = ¢, since s = 0 in the present case).
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With the technique described above, the asymptotic values for effectiveness factors
can be determined easily for flake-formed catalyst particles, since the integral [+’ dy is
usually rather simple to evaluate. The results for some kinetic equations are summarized in
Table 5.4 [11]. The asymptotic effectiveness factor is a good approximation, provided that
the reaction order with respect to the reactant is positive, while a serious error can occur,
if the reaction order is negative: in this case, the reaction is accelerated with a decreasing
reactant concentration. Certain Langmuir-Hinshelwood rate equations are also similarly
“dangerous” kinetic expressions, in which the numerator is of a lower order than the denom-
inator. For such reaction kinetics, the effectiveness factor can, in extreme cases, exceed the
value 1. This can be intuitively understood: the reaction rate increases because the reactant
concentration inside the particle becomes lower than that in the bulk phase. Such cases are
discussed in greater detail in specialized literature [12]. A few examples are illustrated in
Figure 5.24a and b.

TABLE 5.4 Some Asymptotic Effectiveness Factors According to Ref. [11]

Kinetic Model Thiele Modulus
Reversible first-order reaction
AZB
kop 1 +K
Equal diffusivity of reactant and o* = | Dpp % ‘R Froment and
product eff Bischoff [2]
k k_
Diffusivity of reactant and o* = [pp ( + o ol ) ‘R Aris [12]
d D e,A D e,B
product not equal
k — 1
Irreversible power law r = kc} o* = \/ Pp A ! (n + ) -R Aris [12]
Dea 2
rS ((Ka/D — (Kr/D,
First-order oF = \/pp zpli A(I(< Al/ e}?)l (1 R/K e’]z) . Aris [12]
Langmuir-Hinshelwood, I+ Kad - n((1+K)/K))
A—R key,
kea "=

;= A 1+ Kach + Kre$
1+ Kaca + Krer A R
K = Kacpa + Krer

Second-order -R

oo / opr ((Ka/Dea) + (K/De) — (Kr/Der))
N M

Langmuir-Hinshelwood,

A+B—R
keacp M:(1+K)\/

r =
14 Kaca + Kgeg + Krer

1+ K 1+ 2x —
(80—2K)1n< + > tex e

14+¢g K 1+ K
K = KACZ + KBC]Sg + KRCSR,

De,BC]%
g0 =

-1, >0
De,ACIS\
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FIGURE 5.24 Isothermal effectiveness factors for a pth (p = 1...)-order reaction (a) and
for a Langmuir-Hinshelwood kinetics (b). (Data from Aris, R., The Mathematical Theory of
Diffusion an Reaction in Permeable Catalysts, Vol. I, Clarendon Press, Oxford, 1975.)
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Figure 5.24a shows an interesting effect: for reaction kinetics of the order p, with respect to
the reactant, even multiple solutions can be obtained for the catalyst particle balance equa-
tion, if the reaction order is negative. This phenomenon is called multiple steady states. The
same effect appears in Langmuir-Hinshelwood kinetics, which is illustrated in Figure 5.24b.

For arbitrary kinetics, a numerical solution of the balance Equation 5.28 taking into
account the boundary conditions, Equations 5.31 and 5.32, is necessary. From the concen-
tration profiles thus obtained, we are able to obtain the effectiveness factor by integrating
expression 5.55. This is completely feasible using the tools of the modern computing
technology, as shown in Refs. [6,10]. Analytical and semianalytical expressions for the
effectiveness factor 1;, are, however, always favored if they are available, since the numerical
solution of the boundary value problem, Equation 5.29, is not a trivial task.

5.2.2.5 Nonisothermal Conditions

Heat effects caused by chemical reactions inside the catalyst particle are accounted for by

setting up an energy balance for the particle. Let us consider the same spherical volume
element as in the case of mass balances. Qualitatively, the energy balance in the steady state
can be obtained by the following reasoning:

[the energy flux transported in by means of heat conduction]
+ [the amount of heat generated by the chemical reaction]
= [the flux of energy transported out by means of heat conduction].  (5.127)
Heat conduction is described by the law of Fourier, and several simultaneous chemical

reactions are assumed to proceed in the particle. Quantitatively, expression 5.127 implies
that

dT dT
Ne —4nr + R anr*Ar = [ = —4nr2> R 5.128
( )i Z pP < ¢ dr out ( )

where A denotes the effective heat conductivity of the particle.
The difference, (he(dT/dr)4mr?)out — (MAT/dr)4mr?)in, is denoted as A(he(dT/dr)x
47r?). Equation 5.128 then becomes

A (x —r ) > " Rj (—AHy) ppr” Ar = 0. (5.129)

After dividing Equation 5.129 by r?Ar and allowing Ar — 0, Equation 5.129 is
transformed to the following differential equation:

1 d(xe (dT/dr)r
2 ZR AHr] pp =0. (5.130)

This expression is valid for a spherlcal geometry only. It is trivial to show that for an
arbitrary geometry, the energy balance can be written using the form factor (s):

1 d(ve (dT/dr)rS) YR (

= —AHj) pp = 0. (5.131)
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The energy balance Equation 5.131 has the following boundary conditions:

dr
— =0, r=0, (5.132)
dr
T=T5 r=R. (5.133)

The first boundary condition, Equation 5.132, follows for symmetry reasons.

In practice, the effective heat conductivity of the catalyst, A, is often so high that the
temperature gradients inside the particle are minor. On the contrary, a temperature gradient
often emerges in the fluid film around the catalyst particle, since thermal conduction of the
fluid is limited. The energy balance of the fluid film is reduced to

l dOv(dT/dr)r)

0, 5.134
rs dr ( )

since no reaction takes place in the film itself. The heat conductivity A, in Equation 5.134,
denotes the conductivity of the fluid. Because the fluid film is extremely thin compared with
the catalyst particle, and the heat conductivity of the fluid can be assumed as approximately
constant, Equation 5.134 can be simplified to

T _ 0 (5.135)
dr2 '
having the boundary conditions
— S —
r=T, r=X& (5.136)

T=Tb, r=R+8)

where 8 denotes the thickness of the fluid film. The equation system, Equations 5.135
and 5.136, is analogous to that of mass balances for the film, Equations 5.34 through 5.36.
We can directly apply the solution of Equation 5.36 and write for the temperature profile in
the film

(T° — T%)(r — R)

T(r) = 5 +T° (5.137)
The temperature gradient in the film becomes
a7 T°-T° (5.138)
dr 8§ '
The heat flux through the film, M, becomes
dT
Mi—p = —ke| — , (5.139)
dr r=R
M b s
M,_p = —K(T -T ) . (5.140)
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The quantity h¢/8 is called the heat transfer coefficient of the film, h. We thus obtain
M,_g = —h(Tb — T5> ) (5.141)

The energy balance for the catalyst particle, Equation 5.131, can be integrated as follows:

/J’ d(}\ —r ) = —pprR AHU r®dr, (5.142)
0

where y denotes the upper integration limit, y = AeR® (dT/dr),—g. We thus obtain for heat
flux at the surface of the particle:

M,_gr = — e ( ) fZR ) dr. (5.143)
=R

The heat fluxes, Equations 5.141 and 5.143, are set equal and a new relationship is
obtained:

—h(T TS /ZR — AHy) r* dr. (5.144)

Equation 5.144 gives an expression for the temperature of the surface, T*:

=T+ / > Rj (—AHg) rdr. (5.145)

If the dimensionless variable x, r = xR, is applied, Equation 5.145 is transformed to

1
TS % / RJ x S dx. (5.146)
0

Equation 5.146 is global and general: it is valid for those cases in which the temperature
varies inside the particle, T(r) # T%, as well as for cases in which the whole particle has the
same temperature, T'(r) = T°. In the latter case, Equation 5.146 can be applied through an
iterative calculation of the surface temperature: the mass balance equation for the particle
is solved for an assumed (guessed) temperature, the concentration profiles are obtained,
and, finally, the integration of Equation 5.146 can be conducted. Equation 5.146 thus gives
a better estimate of the surface temperature, and the mass balance equation of the particle
can be solved da capo, and so on.
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If considerable temperature gradients emerge inside the particle, the original energy
balance needs to be solved together with the molar balance equation for the particle, Equa-
tion 5.29. The effective heat conductivity of the particle A is, however, constant in practice.
Therefore, Equation 5.131 can be simplified to

d’T  sdT
xe(drz rdr) > Rj (—AHy) pp = 0. (5.147)

The boundary conditions, Equations 5.132 and 5.133, are still valid. However, whether a
temperature gradient does indeed exist in the fluid film or not, the boundary condition is
applied accordingly. The boundary condition

dT

— =0, r=0 5.148
o r ( )

is always valid, whereas the boundary condition
T=T1° r=R (5.149)

is valid in case no temperature gradients emerge in the fluid film. The boundary condition

dr  h /
—:—(T—T), r=R (5.150)
dr e

is valid if a temperature gradient exists in the fluid film.

The solution of this coupled system of molar mass balances (Equation 5.29) and the
energy balance (Equation 5.147) always needs to be conducted numerically: analytical
solutions cannot be applied, since the energy and mass balances are coupled through
concentrations in the reaction rate expressions and through the exponential tempera-
ture dependencies of the rate constants. The numerical solution procedure is discussed
in Ref. [10].

For exothermic processes, the reactions cause an increase in temperature inside the par-
ticle. This usually leads to increased values of the rate constants. This increase in the rate
constants can sometimes overcompensate for the lower concentrations (compared with
those in the main fluid bulk) caused by the diffusion limitations in the particle. As a result,
the reaction rate becomes higher than the one obtained with the concentrations in the bulk
phase and temperature. Consequently, the effectiveness factor exceeds 1! Another inter-
esting phenomenon can emerge under nonisothermal conditions, for strongly exothermic
reactions: there will be multiple solutions to the coupled system of energy (Equation 5.131)
and mass balances (Equation 5.29)—even for the simplest first-order reaction. This is called
steady-state multiplicity and is illustrated in Figure 5.25 [13], where nonisothermal effec-
tiveness factors are presented for a first-order reaction. We should, however, note that the
phenomenon in practice is rather rarely encountered—as can be understood from a com-
parison of real parameter values in Figure 5.25. The parameter values for some industrially
relevant systems are given in Table 5.5 [2,14].
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FIGURE 5.25 Nonisothermal effectiveness factors for a first-order reaction in a spherical
catalyst particle. (Data from Weisz, P.B. and Hicks, J.S., Chem. Eng. Sci., 17,265-275, 1962.)

TABLE 5.5 Parameters for Nonisothermal Effectiveness Factors

Reaction B y B v Qs
NH3 synthesis 0 29.4 0.0018 0.00026 1.2
Synthesis of higher alcohols from CO and H; 0 28.4 0.024 0.0002 —
Oxidation of CH30H to CH;O 0.011 16 0.175 0.0015 1.1
Synthesis of vinyl chloride from acetylene and HCI  0.25 6.5 1.65 0.1 0.27
Hydrogenation of ethylene 0.066  23-27 2.7 0.11 0.2-2.8
Oxidation of Hy 0.1 6.75-7.52  0.21-2.3  0.036 0.8-2.0
Oxidation of ethylene to ethylene oxide 0.13 13.4 1.76 0.065 0.08
Dissociation of N, O 0.64 22 1.0-2.0 — 1-5
Hydrogenation of benzene 0.12 14-16 1.7-2.0 ~ 0.006 0.05-1.9
Oxidation of SO, 0.012 14.8 0.175 0.0415 0.9

Note: Case: exothermic reactions [2,14]. For parameters B, y, yB, Lw’, and s, see Figure 5.25.

5.2.3 ENERGY BALANCES FOR THE ONE-DIMENSIONAL MODEL

In a derivation of the energy balance equation for a packed bed, the same volume element
is under consideration as in Section 5.2.1. The energy effects in the volume element are
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FIGURE 5.26 Energy effects in a packed bed.

illustrated in Figure 5.26. In line with the homogeneous PFR, the energy balance for a
volume element, AV, can be written in the following manner—provided that only one
chemical reaction proceeds in the system:

pBR (—AH;) AV = AQ + tic, AT. (5.151)

The term pgR(—AH;)AV describes the energy that is released in an exothermic reaction
in catalyst particles. Alternatively, it describes the energy effect that is consumed in an
endothermic reaction. AQ denotes the heat transfer to or from the surroundings, and the
term ic, AT describes the change in the temperature of the flowing media (fluid).

The term for heat transfer from the reactor to the surroundings, AQ, is typically given
by the following expression:

AQ =UAS(T — Tc), (5.152)

where AS denotes the heat transfer area of the reactor volume element. Inserting Equa-
tions 5.10 and 5.152 into Equation 5.151 and dividing the result by the volume element,
AV, yield
AT _ 1 R(—AH,;) UAS(T Tc) (5.153)
AV ey P VYAV ) '

If the ratio between the heat transfer area, AS, and the volume element, AV, is assumed
to remain constant throughout the reactor, the term AS/AV = S/Vy, and we obtain, as
AV — 0O

dr 1 S
— =—(pBR(—AH,)) —U—(T—-T¢) ). (5.154)
dv gy \%%

In the case of systems with multiple chemical reactions, Equation 5.154 can be easily

generalized; the energy balance is then written as follows:

1 S
— =—| 05 ) _Ri(—AHy) — U (T =To |- (5.155)

The energy balances Equations 5.154 and 5.155 are valid for both liquid- and gas-phase
reactions. If the definition of the space time, T = Vr/ V), is inserted into the energy balance
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Equations 5.154 and 5.155, we obtain

dT S
- = —(pBR (=AH;) = U——(T — Tc)) (5.156)
dt PoCp VR

and

dT 1 S
—_—= R AH —(T — T, . 5.157
dt 00Cp PB Z r] VR( C) ( )

A comparison of the energy balance Equations 5.156 and 5.157 with the corresponding
balance equations for a homogeneous tube reactor shows a self-evident analogy. There is
only one difference: dissimilar definitions for the reaction velocities.

Balance Equations 5.154 through 5.157 are strictly considered as valid for the pseudoho-
mogeneous model, in other words, cases in which neither concentration nor temperature
gradients appear in the catalyst particle. In case diffusion inside the catalyst particles—or in
the fluid film surrounding the particle—is notable, the term pp X Rj(—AHy;) in the energy
balance is affected. Furthermore, the heat transfer capacity of the catalyst and the heat
conductivity of the fluid film affect this term. Let us consider the effects of temperature
gradients on the energy balance equations of the bed, Equation 5.157. Equation 5.143 gives
the heat flux, M, on the outer surface of the catalyst:

dT o
M = —)\e<$>r_R = R—Ps) f ZRj (—AH,) r*dr. (5.158)

The total heat effect per reactor volume unit is thus given by MAA/ AV, where AA is the
heat transfer area in the volume element. Let us assume that we have n, pieces of spherical
particles in the volume element, AV. We then obtain

MAA AT np4nR?

= —he— -
AV “dr AV

(5.159)

After inserting expression 5.143 into —\.(dT/dr) and transforming to the dimensionless
coordinate, r = xR, into the integral (Equation 5.144), we obtain a new expression:

1

MAA np4mR?

= 1 R; (—AH,) x° dx. 5.160
o m iy [ R o) as (5.160)
0

For a spherical particle s+ 1 =3, for the coefficient in front of the integral in
Equation 5.160, we obtain the relation

np4/33'tR3 Pp _ Meat
AV AV

= pB; (5.161)
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that is, the catalyst bulk density spontaneously appears in the relationship. The ratio,
AA/AYV, the heat transfer area per reactor volume, is often denoted as ay. Therefore, as a
final result, we obtain

Ma, = pB/ (s+1) ZRj (—AHrj) x° dx. (5.162)

Equation 5.162 was derived for a spherical particle geometry. However, it is easy to prove
that it is indeed valid for arbitrary geometries. The terms R(—AH;) and XR;j(—AH,;)
in energy balance Equations 5.154 through 5.157 should be replaced by the following
averaged expression, as any concentration or temperature gradients emerge in the catalyst
particle:

1

[R (—AH:) layerage = f (s + DR (—AH,) x° dx. (5.163)

Expression 5.163 is valid for systems with a single chemical reaction, but it is conveniently
generalized for systems with multiple chemical reactions:

ZR —AHyj) /(s+1)ZR —AHyj) x° dx. (5.164)

average 0

It is easy to understand that expressions 5.163 and 5.164 are reduced to the simple
reaction terms in Equations 5.154 through 5.157, provided that terms R;(—AHj;) remain
constant. The integrals in Equations 5.163 and 5.164 need to be solved numerically.

For a nonisothermal catalytic packed bed, the energy balance Equation 5.158 is coupled to
the mass balances and the system therefore consists of N + 1 (number of components + 1)
of ordinary differential equations (ODEs), which are solved applying the same numerical
methods that were used in the solution of the homogeneous plug flow model (Chapter 2).
If the key components are utilized in the calculations, the system can be reduced to S + 1
(number of reactions + 1) differential equations—provided that the number of reactions
(S) is smaller than the number of components (N).

Examples of a simultaneous numerical solution of molar and energy balance equations
for the gas bulk and catalyst particles are introduced in Figure 5.27, in which the concentra-
tion and temperature profiles in a methanol synthesis reactor are analyzed. The methanol
synthesis reaction, CO + 2H; <> CH3OH, is a strongly exothermic and diffusion-limited
reaction. This implies that concentration gradients emerge in the catalyst particles, whereas
the heat conductivity of the particles is so good that the catalyst particles are practically
isothermal.

In the methanol synthesis reactor, the equilibrium composition is attained (Figure 5.27b)
and the temperature in the reactor increases to the adiabatic temperature (Figure 5.27c).
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FIGURE 5.27 Concentration profiles in a catalyst particle (a,b) (methanol synthesis,
Section 5.2.1) and molar amounts (c,d). An adiabatic packed bed was simulated with
different numerical strategies; continuous lines represent the most accurate solution.

Small amounts of water are formed in the process via the side reaction, the reverse water—gas
shift reaction, CO; 4+ H, <> CO + H,O, since the inflow to the synthesis reactor contains
some CO,. Simulation of the concentration and temperature profiles involves relatively
tedious calculations for the actual case. The reason for this is that diffusion phenomena in
the catalyst particles affect the system: in all solutions of the bulk phase molar and energy
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balances, with the BD method (Appendix 2), the molar and energy balances for the catalyst
particle are solved with polynomial approximations, utilizing the orthogonal collocation
method. This strategy is discussed in greater detail in Ref. [10].

The model for packed beds presented above can, in principle, be used for both multi-
tubular and multibed reactors, since the basic unit in both these reactors is a single reactor
tube. We should, however, note certain lamination of the model: in case of very short
reactors, the axial dispersion of the material may eventually be important. This is why
the plug flow model might not give exactly the correct answer. For strongly exothermic or
endothermic reactions, a radial temperature gradient emerges and, consequently, the energy
balances, Equations 5.154 through 5.157, are no longer exact. The radial concentration and
temperature gradients are treated in greater detail in Section 5.2.4.

For a reactor unit in a multibed reactor cascade, the required reactor volume VR is
obtained immediately after determination of the space time, t:

Vg = V5. (5.165)

A multitubular reactor system consists of identical tubes in parallel (Figure 5.6). The tube
length and diameter are usually decided on the basis of practical aspects, such as pressure
drop, which restricts the tube length typically to 5-6 m. At the same time, efficient enough
heat transfer sets requirements on the tube diameter that should be within the range of a
few centimeters. The number of reactor tubes, nT, can be calculated after the determination
of the reactor volume, Vg, from

VR = np—<L1L, (5.166)

where dt denotes the tube diameter and L denotes the tube length.

5.2.4 MASS AND ENERGY BALANCES FOR THE

TWO-DIMENSIONAL MODEL

If the heat effect that is caused by the chemical reactions is considerable and if the heat
conductivity of the catalyst material is low, radial temperature gradients emerge in a reactor
tube. This implies, accordingly, that the rate of the chemical reaction varies in the radial
direction, and, as a result, concentration gradients emerge in a reactor tube. This phe-
nomenon is illustrated in Figure 5.28. Radial heat conduction can be described with the
radial dispersion coefficient as will be shown below.

Let us consider a cylindrical reactor volume element shown in Figure 5.29. The volume
element, AV, is given by

AV =27tr - ArAl, (5.167)
as in Figure 5.29. The surface toward which the species are transported in radial dispersion
is given by

AA = 27r Al (5.168)
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FIGURE 5.28 Radial and axial temperature profiles in a packed bed upon oxidation of
o-xylene to phthalic anhydride.

where r denotes the radial coordinate and AL denotes the length coordinate of the reactor
tube. The symbol & denotes the bed porosity of the catalyst bed.

Qualitatively, the mass balance of component i in a volume element AV is given by the
following reasoning:

[incoming i via plug flow] + [incoming i via radial dispersion] + [generated i]
= [outgoing i via plug flow] 4 [outgoing i via radial dispersion]

+ [accumulated 1]. (5.169)

The accumulation of component i is discharged, since a steady state is assumed to prevail.
Quantitatively, balance (Equation 5.169) is given by

. dc; . d¢;
”i,in + _D_AA + ripBAV = ni,out + _D_AA 5 (5.170)
dr in dr out

where the term —D(dc;/dr) AA describes radial dispersion; D is the radial dispersion coef-
ficient that presumably has the same value for all components. The molar flow via plug
flow, 71, in the volume element can be expressed using the concentration, ¢;, and the flow
velocity, w, as follows:

i = ¢V = ¢ciAw = ¢i2mr Arw. (5.171)

w

FIGURE 5.29 A cylindrical volume element in a packed bed.
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The flow velocity (w) is based on the entire cross-section of the reactor (superficial
velocity). The real average flow velocity (w’), interstitial velocity, is higher, since the fluid de
facto passes through the empty spaces between the particles. The velocities, w and w’, are
related by the bed porosity:

w=c¢ew. (5.172)
Relation 5.171 indicates that the difference, A#; = #1; out — #iin, can be expressed as
A = fjout — Nijn = 2TrAr A(ciw). (5.173)

The difference between the dispersion terms is described according to the following
relation

dg; dg; dg; dc;
Al D—AA)=(D—AA — | D—AA = A|D—e2mwrAl ). (5.174)
dr dr out dr in dr

If the relationships, Equations 5.173 and 5.174, as well as the definition of a volume
element, Equation 5.167, are inserted into the mass balance Equation 5.170, we obtain

d .
Acw) - 2TtrAr = A(SDd—CIZTETAZ) + ripp - 2mrArAl (5.175)
r

Dividing Equation 5.175 by the volume element, 2w ArAl, yields

A(ciw)  A(eD(dci/dr)r) .

i0B.- 5.176
Al rAr iPB ( )

By allowing the volume element to shrink, that is, Al — 0 and Ar — 0, we achieve a
very general form of the molar balance equation for a two-dimensional model:

d(cgw)  1d(eD(dcj/dr)r)
= — + r;

i 1
di r dr PB (5.177)

It is now possible to implement some approximations: the bed porosity, ¢, and the
dispersion coefficient, D, are assumed to be practically independent of the position. They can
therefore be considered as constants in the development of the derivatives in Equation 5.177.
We thus obtain the balance equation in the following form:

d(c: d2 . 1dc;
(ciw) :SD( cl+_j>+rl_p3' (5.178)

dl dr2 ' rdr

A dimensionless axial coordinate, z, and a dimensionless radial coordinate, ¢, are
embraced as follows:

=L, (5.179)
r =R, (5.180)
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where L and R denote the reactor length and the reactor radius, respectively. When the
definitions, Equations 5.179 and 5.180, are inserted into the balance Equation 5.178, we
obtain

d(csw) DL (d%¢ n 1dg 4L (5.181)
=—|—+-—— ri. .
dz R \a2 " cde PBTi

After dividing Equation 5.181 by the velocity wy at the reactor inlet, Equation 5.181

transforms to
1 d(ciw) e2D \ (dpL\ (d*c; 1dn L
— = — | —=+—— — PBT;. 5.182
wo dz (wodp eR? de? + tdz + Wo PBT ( )

The ratio L/wy is the space time T:

1=, (5.183)
wo

and the term wo(d,/ e2D) (dp denotes the diameter of the catalyst particle) is the Peclet
number for radial mass transfer:

Pepyy = —— = . 5.184

The balance Equation 5.182 can consequently be written in the following form:

1 d(¢w) a d%¢; 1dg
— = (dcz + Ed—c) + TPBTi (5.185)

wo dz  Peyy
wherea = d,L/ (eR?). Equation 5.185 has the following initial condition at the reactor inlet:

¢ =cy atz=0, (5.186)

as well as the following boundary conditions at the reactor axis (¢ = 0) and at the outer
wall:

dg;
& at g ( )
dg;
d—cc —0 att=1. (5.188)

The first boundary condition follows for symmetry reasons, whereas the latter implies
that the species cannot diffuse through the reactor wall.

When considering the numerical solution of the balance Equation 5.185, further
rearrangements are needed. That is, further approximations become actual. The best
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approximation is to replace the concentration derivatives in the radial dispersion terms
with the following expressions:

dc¢; l d(ciw)

— = 5.189
dc w dz ( )
d?¢ 1 d(ciw)
—_— = — . 5.190
dez2 w dz? ( )

Further, if ¢;w is multiplied by the cross-sectional area of the reactor tube TR?, a quantity
with the same dimension as the molar flow is obtained (71, in mol/s):

n, = wnR®. (5.191)

Equation 5.185 can be rewritten as

A2 g de

dn’ awg (d*nl 1d#
dz = Pepyw

n __1> + opVrri (5.192)

which is analogous to the plug flow model: if the radial dispersion coefficient is small, the
variable Pep,, = 00 and the first term in the right-hand side of Equation 5.192 becomes
negligible, and the plug flow model is obtained. The ratio awy/Pem,w can be simplified to

awg L\/eD L/R
() E) = £, (5.193)
Peyw R J\ wR Pe’
where Pe’ denotes another radial Peclet number: Pe’ = (wR)/(eD). Using arrays, the balance
Equation 5.192 becomes

di’  L/R(/d*W 1d#

The quantity (L/R)/Pe’ can be used as a criterion for whether to include radial dispersion
in the model or not.
The definition of the extent of reaction can be inserted analogously into Equation 5.17:

i = i + VE, (5.195)
where r'z(/) is obtained from the concentrations at the inlet:
fiy = cowoTR%. (5.196)

If the concept of key components is applied to Equation 5.194, the system is reduced to

dif, L/R{d* 1ddm
k k k
= - VRViR. 5.197

% = o <d§2 +C a + pB VR Vi ( )
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Multiplying Equation 5.197 by \),:1 and utilizing the relations below, Equations 5.198
and 5.199,

dm dg
k
T, SS 1
P Vi P (5.198)
d ./ d d2 / d2
M _ 3, 85 vk—f, (5.199)
dg dc dc de
give the molar balance expressed with the aid of the extents of reactions:
de  L/R (d’& 1 dg
— = — VRrR. 5.200
&= o <d§ & + pVR ( )
The balance Equation 5.200 has the following boundary conditions:
dg
a@ at ¢ (5.201)
dg
— =0 at¢=1. 5.202
@ at ¢ ( )

When calculating the reactor performance, the total molar flow at the reactor outlet is of
interest. If the molar flow of the component i at the reactor outlet is denoted as 7;, we can
obtain it by integrating the flow over the reactor cross-section:

R 1

n; = /C,‘WZTET’dT =2/n§§ dc. (5.203)

0 0

When calculating the conversions or the molar flows that are needed in the process steps
following the reactor, the relationship in Equation 5.203 should be used. Equation 5.203
also provides a comparison with the one-dimensional model.

The energy balance for the volume element, AV, can be derived in the same manner as
the mass balance. In the steady state, the energy balance is given by

)\—dTAA/ + E R AH AV = )\—dTAA/ + Armic, AT.  (5.204)
— — mc . .
ar %), TP ) dr P

out

The term —\(dT/dr)AA’ describes the heat effect caused by radial heat conduction in
the bed; the term pp XR;(—AH,;j) AV is the heat effect caused by the chemical reactions and
AmAT describes the change in temperature of the flowing fluid. The mass flow, A, in the
volume element is given by

At = powoe2Tr Ar = powo2nrAr. (5.205)
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By taking into account Equation 5.205, as well as the definitions of the volume ele-
ment, AV, Equation 5.167, and the surface element, AA’ (AA" = 21t Al), Equation 5.204 is
transformed to

dT
A (xd—zmAl> + 8 Y Rj (—AHj) 2nrAr Al = powo2mr Arcy AT, (5.206)
r -
j
Dividing Equation 5.206 by the volume element, 2tr ArAl, yields

AT 1 AT /dr)r) n

Cp PO
pPOWOTAT Al r Ar

oB Y Ri(—AHy). (5.207)
j

Ifwe allow Al — 0and Ar — 0, the energy balance is obtained as a differential equation:

dr 1 1d(\(dT/dr)r)
dl cppow \ 1 dr

+pp Y Ri(—AHy) |. (5.208)
j

Here, we can safely assume that the effective radial heat conductivity of the bed, k., remains
approximately constant in the radial direction. Therefore, Equation 5.208 is simplified to

ar _ 1 n d2T+1dT + ZR( AH,j) (5.209)
dl CpPOW dr?2 = rdr P8 v '

The energy balance Equation 5.209 bears a mathematical resemblance to the mass
balance Equation 5.178. Let us now introduce the dimensionless coordinates, z and g,
according to expressions 5.179 and 5.180. Consequently, the energy balance Equation
5.209 is transformed to

dTr 1 (d2 1dT
— = N

coon dc2 L dC) + 0B ZR (- AHr]) . (5.210)

dz  ¢po

This form of the energy balance Equation 5.210 has the following initial boundary
conditions at the reactor inlet:

T=Ty at z=0, (5.211)
d7 =0 att=0 (5.212)
ac = at £ =0, .

A (dT) =Uy(T—Tc) atg=1 (5.213)
T (dr/2) - " ¢ T '
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The first boundary condition, Equations 5.211 and 5.212, follows for symmetry reasons,
whereas the second one, Equation 5.213, denotes that the heat flux at the reactor wall should
be equal to the heat flux through the reactor wall, Uy, (T — T¢), where U, is a heat transfer
coefficient that includes the fluid film at the inner surface of the wall, the reactor wall itself,
and the fluid film at the outer surface of the reactor. The value of the heat flux, U, can be
estimated from standard correlations for heat transfer in tubes.

The pseudohomogeneous two-dimensional model is truly homogeneous if the reac-
tion rates, R;, remain constant inside the catalyst particles, in other words, when diffusion
in the porous catalyst particles does not affect the reaction rate. In case diffusion effects
are notable, the terms r; and XR;j(—AH,j) should be replaced with the terms n;r;
and E[R,-(—AHn)]average, as was described in Equations 5.55 and 5.164.

Mathematically, the two-dimensional model (balance Equations 5.194 and 5.209) forms
a system of parabolic partial differential equations. The best way to numerically solve this
system is to convert the partial differential equation

dy d%y dy)
Y_ff, LY 5.214

to an ODE with respect to the length coordinate, z. This can be done by describing the
derivatives, dy/d¢ and d?y/dt?, by the central differences (the finite difference method), or
by describing the radial concentration and temperature profiles with approximate functions,
such as special polynomial functions (orthogonal collocation) [15]. Orthogonal collocation
is a more precise method, whereas the finite difference method is easier to implement in
computers. The method is described in greater detail in Refs. [15] and [16]. In both cases,
the retrieved initial value problem is solved with the help of standard computer codes,
Runge—Kutta, Adams—Moulton, or BD methods (Appendix 2).

An important question is raised: when should we use the two-dimensional model and
when is the one-dimensional model accurate enough? This issue unfortunately cannot be
solved with certainty a priori. If the reaction is strongly exothermic, the radial temperature
gradient is an important factor. The effect can, for instance, be illustrated through an
industrial example: hydrogenation of toluene on a Ni catalyst; the simulated temperature
profiles are shown in Figure 5.30 [6]. The two-dimensional model predicts a higher hot
spot temperature than the one-dimensional model. A similar phenomenon has been shown
to exist in the catalytic oxidation of o-xylene to phthalic anhydride [2,7] (Figure 5.28).
The two-dimensional model can give a conservative—and conservatory—criterion for the
highest temperature in the reactor. The problem in the utilization of the two-dimensional
model is most often related to the estimation of the radial heat conductivity, X, for the
bed. The radial dispersion coefficient can, on the contrary, be estimated relatively reliably
based on the experimental fact that the Peclet number for mass transfer often has the value
Pep,y = 10-12 in packed beds [2]. The parameters for the one- and two-dimensional models
will be discussed in greater detail in Section 5.4.

When comparing the one- and two-dimensional models, the radial heat conductivity, X,
and the heat transfer coefficient, Uy, should thus be related to the heat transfer coefficient,



Catalytic Two-Phase Reactors m 197

0.01
0.009
0.008
0.007
0.006
0.005
0.004
0.003 |
0.002
0.001

Molar flow (mol/s)

00 01 02 03 04 05 06 0.7 08 0.‘9 1
z
560
540 i
520
500
480
460
440
420
400
380

CH, CH,

+3H, —2,

Temperature (K)

0 01 02 03 04 05 06 07 08 09 1

© ‘

545 +

540

535

Temperature (K)

530

525
0 01 02 03 04 05 06 07 08 09 1

r

FIGURE 5.30 Molar flows (a), temperatures (b), and radial temperature profiles (c) in a
packed bed in catalytic hydrogenation of toluene to methylcyclohexane.

U, of the one-dimensional model. Various theories are presented in the literature, and a
frequently used dependence is [3]
1 1 dr

—=——+—. 5.215
U Uy 8h ( )

If the parameters of the two-dimensional model are known, the parameter U of the
one-dimensional model can be obtained easily from Equation 5.215.
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5.2.5 PRESSURE DROP IN PACKED BEDS

In packed beds filled with catalyst particles, a pressure drop occurs, since the particles restrict
the flow. This phenomenon is important both for industrial and for laboratory scale beds.
Although beds in the laboratory are typically short, the pressure drop is of importance even
here because the catalyst particles used on the laboratory scale are small. The pressure drop
can be estimated from the following equation:

dpP ow?
— =—f—, (5.216)
dl ¢'dp

where f is a friction factor, w is the superficial velocity of the fluid, d,, is the diameter
of the catalyst particle, and ¢’ denotes the sphericity of the particle. Many correlations
are suggested for the estimation of the friction factor, f. Ergun [2,17] has proposed the
following expression for the friction factor:

_(1—¢)? a (1—¢)b

f= = '(q)'dpG/u)Jr S (5.217)

where a = 150, b = 1.75, and G is the mass flow per cross-section surface of the tube,
that is,
0

G=— (5.218)
nd%/4

and  is the dynamic viscosity of the fluid. The pressure drop Equation 5.216 is coupled
to the molar and energy balances, since the density and velocity of the fluid in particular
depend on the temperature and the mixture composition. A rough estimate of the level
of the pressure drop can, however, be obtained by integrating Equation 5.216, taking into
account estimated values for density, gas velocity, and viscosity. Thus, it is most practical to
apply Equation 5.216 in the following form in the case of gas-phase reactions:

dp G*RT
¢'d,PM

In Equation 5.219, M is the molar mass of the mixture. If a maximum temperature, Tiax,

is assumed, a conservative criterion for the pressure drop is obtained in the gas phase—

provided that the value M is approximately constant:

2fG?*RT max L

d)/dpM (5.220)

P> P} —

In Equation 5.220, P and P, denote the total pressure at the reactor outlet and inlet,
respectively. For an exact calculation, the pressure drop expression, Equation 5.216, needs
to be solved simultaneously with the mass and energy balances of one- and two-dimensional
models.
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5.3 FLUIDIZED BED

The concept of fluidization can be visualized as follows: let us consider small, solid particles
located in a vertical, packed bed. The gas flow through the bed comes from below. At low
gas velocities, the particles remain immobile, but they begin to float at higher gas velocities.
In fact, the drag force that is caused by the flow of gas compensates for gravity. The bed
expands, and the particles remain suspended in the gas phase. This phenomenon takes place
at a specific gas velocity, the minimum fluidization velocity, wys. If the velocity is further
increased, gas bubbles are formed in the bed; this bubble phase is rich in gas but poor in
particles. The rest of the bed consists of an emulsion phase, where the majority of the solid
particles remain. A fluidized bed is illustrated in Figure 5.31. A fluidized bed resembles a
boiling liquid to a large extent in terms of its characteristics. If the gas velocity is increased
further, the bubble diameter increases until it is equal to the bed diameter. In this case, the
flow is called a slug flow, and the flow is characterized by a limiting velocity, slug velocity,
ws, above which large bubbles are formed [18].

Fluidization is simple to observe visually. However, it can also be registered exactly by
measuring the pressure drop over the bed as a function of the gas velocity. This is illustrated
in Figure 5.32. In a packed bed, the pressure drop increases monotonously with increasing
gas velocity—exactly the pressure drop predicted by the correlation equation. Ata minimum
fluidization velocity, the increase in the pressure drop stagnates, and at even higher flow
values, the pressure drop simply remains at this constant level (Figure 5.32). The minimum
fluidization velocity and bed porosity in minimum fluidization are thus very central criteria
in the design of fluidized beds.

In a closer study of the hydrodynamics of the fluidized bed, we discover that the gas
bubbles have a certain special structure illustrated in Figure 5.33. A cloud phase is found
around the bubble. At the lower end of the bubble, a particle-rich area is present: a wake
phase. The catalytic reactions proceed everywhere across the bed, on the surfaces, and in the
pores of the solid particles—in the emulsion, bubble, cloud, and wake phases. The reaction
velocities in the emulsion and the wake phases are higher than that in the bubble phase. This

FIGURE 5.31 Flow characteristics of a fluidized bed. (Data from Levenspiel, O., Chemical
Reaction Engineering, 3rd Edition, Wiley, New York, 1999.)
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FIGURE 5.32 Pressure drop in a catalytic bed and transformation to a fluidized bed. (Data
from Trambouze, P., van Landeghem, H., and Wauquier, J.P., Chemical Reactors—Design/
Engineering/Operation, Edition Technip, Paris, 1988.)

leads to a mass transfer between the phases: generally, the reactants are transported from
the bubbles to the emulsion and the reaction products from the emulsion to the bubbles.
Because of the bubble formation, a significant bypass of gases can take place. In these cases,
a significantly lower conversion for the reactants is achieved than a CSTR model would
predict. Generally, the PFR model gives the extreme boundary values for the performance
of a fluidized bed (the highest possible performance level), whereas the CSTR model does
not provide the other extreme boundary value for the reactor performance (the lowest
possible performance level).

A realistic hydrodynamic model for a fluidized bed should therefore contain separate
balance studies for each of the phases. The catalyst particles in a fluidized bed are very
small, and this is why the inner and outer transport processes in the catalyst particles are

Bubble

- g

FIGURE 5.33 A bubble in a fluidized bed.
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often neglected. Backmixing of phases also implies that the temperature in a fluidized bed
is virtually constant over the entire bed. This is why our treatment concentrates on mass
balance equations.

5.3.1 MASS BALANCES ACCORDING TO IDEAL MODELS

In this section, we will investigate three kinds of mass balances for a fluidized bed: the plug
flow, the CSTR, and the hydrodynamical Kunii-Levenspiel models [18]. The ideal models
can be utilized only for rather crude, approximate calculations only; the design of a fluidized
bed should comprise a hydrodynamical model coupled with experiments on a pilot scale.

If the one-dimensional plug flow model is applied to a fluidized bed, all equations derived
in Section 5.2.1 are applicable. The balance Equations 5.16 through 5.20 are therefore
used to describe a fluidized bed. Although the balance equations are nonrealistic from the
physical point of view, they can, however, provide an interesting comparison by delivering
the extreme performance of the fluidized bed in question. For the sake of a comparison, even
the CSTR model for a fluidized bed is described below. The mass balance for component i
encompasses, in the case of a backmix model, the entire reactor volume and is given, at the
steady state, by the following equation:

f10i + ppri VR = 1, (5.221)

where 71p; and 71; denote the incoming and the outgoing molar flows, respectively. Further,
ripg VR denotes the generation rate of component i. Equation 5.221 can be rewritten as
nj — g
Vr

= PB7;. (5.222)

For a system with a single chemical reaction, the balance Equation 5.221 can be expressed
using the reaction rate, R:
ni — foi
VR

= v;Rpg. (5.223)

In case of multiple chemical reactions, Equation 5.222 is transformed to

f; — T
= E ViR, 5.224
VR PB - Yy ( )

which is conveniently expressed with arrays

= opWR. (5.225)

As the space time (t = Vr/Vp) is inserted, Equations 5.224 and 5.225 assume new forms:

n; — No;

— = VooBTi (5.226)
fi— fg;
L AV (5.227)

T
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According to the guidelines set in Equations 5.18 through 5.20, the alternative forms of
the balance equations, expressed with the extents of reactions, the molar flows of the key
components, and the relative conversions, are obtained:

£ _ VR, (5.228)
T
i —n .
% = VopsWiR, (5.229)
/
M _ _PB, R (5.230)
T (o)

The tanks-in-series model (Chapter 4) is sometimes used to describe a fluidized bed. In
this case, Equations 5.227 through 5.230 are applied separately for each tank in the system.
If the reactor is described using # pieces of equally large units coupled together in a series,
the space velocity is T =1/n, for each unit; Tjis thus used in Equations 5.226 through 5.230
instead of t. Additionally, 710; and 71; are replaced by 7,1 ; and 71; ;, respectively.

5.3.2 KUNII-LEVENSPIEL MODEL FOR FLUIDIZED BEDS

The most advanced and realistic description of fluidized beds is the Kunii—-Levenspiel model
[18]. According to this model, the bubble phase is assumed to move in the reactor following
the characteristics of a plug flow, while the gas flow in the emulsion phase is assumed to be
negligible. The cloud and wake phases are presumed to possess similar chemical contents.
The transport of the reacting gas from the bubble phase to the cloud and wake phases
and vice versa prevails. The volume element, AV, therefore consists of three parts, as in
Figure 5.34:

AV = AVy 4+ AV, + AV.. (5.231)
U
Bubble Cloud
and
wake
Kbc
<« >
Uy

FIGURE 5.34 Schematic structure of a fluidized bed according to the Kunii-Levenspiel
model. (Data from Levenspiel, O., Chemical Reaction Engineering, 3rd Edition, Wiley, New
York, 1999.)
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In Equation 5.231, the indexes b, ¢, and e refer to the bubble, cloud, and emulsion phases,
respectively. The mass balance for component i is valid in the bubble phase

fbiin + TbiPBbA Vi = biout + Kbei(ebi — cci) AV, (5.232)

where the last term describes the transfer from the bubble phase to the cloud and wake
phases and vice versa. Allowing AV}, — 0 and denoting the difference by the expression
fhiout — Mbiin = Aflp;, Equation 5.232 assumes a new form:

di,;
vy

= 15iPBb — Kbei(Chi — Cci)- (5.233)

The following balance equation is valid for the cloud and wake phases:

Kyei (epi — cci) Vb + 1cipBc AVe = Keei (cci — cei) AV (5.234)

and Equation 5.234 is transformed to
Ve
Koei (ebi — €ci) + rcichvb = Keei (Cci — Cei) » (5.235)

provided that AVy, — 0 and AV, — 0. Furthermore, AV./AVy, = V. / V.
To the emulsion phase, the following balance equation is applied:

Keei (cci — cei) AV + reippe AVe = 0. (5.236)

Furthermore, if AV, — 0 and AV, — 0, as well as if AV,/AV. = V,/V., Equa-
tion 5.236 is simplified to

V.
Keei (Cei — Cei) + reipBevz =0. (5.237)

After elimination of the terms K¢ (cci — ¢ej) in Equation 5.235 with the help of Equa-
tion 5.237 and, consequently, after insertion of the expression for Kp; (chi — ¢ci) thus
obtained in Equation 5.233, we obtain

drip; Ve Ve
qv, = [biPBo T Ty o+ feifpe - (5.238)

Equation 5.238 illustrates the contributions of reactions proceeding in the bubble, cloud,
and emulsion phases, respectively. If the reactions in the cloud and wake phases—or in
the bubble phase—are negligible, the corresponding terms disappear from the balance
Equation 5.238.
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Provided that the volumetric flow rate can be assumed to be (approximately) constant
in the bubble phase, the derivative (dsy,;/dV},) can be written in the following form:

diy;  dop;
bi = b (5.239)
dvy, dty
where 1, = V},/V},. Consequently, Equation 5.238 is transformed to
dep; \% V.
?; = TbiPBb + TcipBCVZ + reipBevz: (5.240)

which, together with Equations 5.235 and 5.237, yields the mathematical model for a flu-
idized bed. Equations 5.235, 5.237, and 5.240 are valid for systems with multiple chemical
reactions. If the volumetric flow rate changes due to chemical reactions, Equation 5.239 is
not valid, but an updated formula for V should be used, based on the equation of state:

PV = ZngRT, ng= Z nGi. (5.241)

The number of variables in the system can be reduced by selecting the extents of reactions
for each phase. Let us first consider a system with a single chemical reaction. The extent of
the reaction, for the bubble phase, is chosen accordingly:

Cbi — Cb0i
v,

Ep = (5.242)

For the cloud, wake, and emulsion phases, the modified extents of reactions are defined

as follows:
e = Khci(cvi — cci) (5.243)
Vi
and
. — Keei(cei — cei) (5.244)

Vi

Equation 5.243 is valid for both cloud and wake phases, whereas Equation 5.244 is
restricted to the emulsion phase. Inserting the extent of reaction, &, into Equation 5.240
and taking into account that r,; = V;Ry, e = ViRe, and r¢; = V;R., we obtain

dép Ve Ve
— =R + R — +R —. 5.245
dtp bPBb cPBc Vi ePBe Vi ( )

Inserting & and &, according to Equations 5.243 and 5.244 into Equations 5.235
and 5.237, respectively, yields

\%

Ec —Ee + Reppe— = 0, (5.246)
Wb
Ve

€e + Reppe —— = 0. (5.247)

Ve
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Equations 5.245 through 5.247 thus form a reduced system of three balance equations.
For a system with multiple chemical reactions, the procedure can be generalized using the
definitions for the extents of reactions, &, = [E1p Eab - - - Esb] 7> Ec = [E1c Eac . . - Esc]T, and
£e = [Ele E2e ... EselT, according to the following:

b — Cob = VEp, (5.248)
Kpe (cp — ¢c) = V&, (5.249)
Kee (cc — ce) = V&, (5.250)

where Ky, and K, are diagonal matrices with the elements Kp,; and K., respectively.
Equations 5.235, 5.237, and 5.240 can, consequently, be rewritten with arrays as

da Ro + pBcRe~ + ppeRe—t (5.251)
— =V - - , .
dtp PBbLH T PBc ch PBe eVb
Ve
Kpc(ep — ¢c) — Keelee — ce) + \)chBCVb =0, (5.252)
Ve
Kee(cc — ¢e) + VReppe —— = 0. (5.253)

Vb

After insertions we obtain the very compressed form introduced below:

dEb VC Ve
—— = pppR —R —R 5.254
d‘cb PBbRb + PBC Vi ¢+ PBe Vi e ( )
Ve
Ec —Ee + pBc—Rc =0, (5.255)
Vy
Ve
Ee + pBe+—Re = 0. (5.256)
Wb

As a summary, we can conclude that the Kunii-Levenspiel model for a fluidized
bed consists of 3- N (N = number of components) molar balances (Equations 5.251
through 5.253) if all the components are utilized, or, 3-S (S = number of reactions)
balances, if the key components are used as in Equations 5.251 through 5.253. The 3 - S
balances comprise the model in case the extents of reactions are used in Equations 5.254
through 5.256. In the latter two cases, the concentrations of the components are related
through Equations 5.248 through 5.250.

Solving the model of a fluidized bed implies that a simultaneous solution of N ODEs,
Equation 5.251, and 2 - N algebraic Equations 5.252 and 5.253 is required. Alternatively, S
ODEsand 2 - S algebraic equations have to be solved simultaneously for the reduced system,
Equations 5.254 through 5.256. For systems of first-order reactions, analytical solutions are
achievable [18].
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5.3.2.1 Kunii-Levenspiel Parameters

For the mass transfer coefficients, Ky,; and Kcej, as well as for the volume fractions, V. /V}, and
Ve/ Vi, empirical correlations exist. The average residence time for the bubbles is defined as

L
5= —, (5.257)
Wb
where wy, is the average velocity of the bubbles.

For the estimation of the average bubble velocity, w},, the minimum fluidization velocity
Wit 1s required. If the bed resides in a condition of minimum fluidization, the particles
float freely. The gravitation force is thus compensated for by the pressure drop in the bed.
Let us consider a bed cross-section (A), where there are n pieces of particles. The gravitation

force, AF, is then given by
AF = nVyppg — nVppcg = —APA, (5.258)

where V), is the particle volume, pp and pg denote the particle and gas densities, respectively,
AP isthe pressure difference, and A is the reactor cross-sectional area. The combined particle
volume, nVp, is given by

nVy = AVs = AVR — AVG = (1 — gp) AVg, (5.259)

where AVs and AV are the volume fractions of the particle and the gas, respectively, in
a reactor volume element A VR, and & is the bed porosity at minimum fluidization. The
volume fraction AVy = AAl and therefore Equation 5.258 can be written as

dP
- —(1 —eme)(pp — PGS (5.260)

This pressure drop can be regarded as equal to the pressure drop in Equation 5.216. Let
us consider the following expression:

P
i~

2
PGW ¢
¢'d,

—f (5.261)
where ¢ is the sphericity of the particle. We should remember that the friction factor f
is dependent on the flow velocity wy,¢ (at minimum fluidization) through the mass flow
divided by the cross-sectional area (G); according to Equation 5.217, the friction factor f is
obtained from
f _ (1 — &mf) a (1 —emp)b
) . ((I)/dpG/M) anf

€mf
where | denotes the dynamic viscosity and G is defined by

, (5.262)

m
G= Y = PGWmf- (5.263)
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Moreover, a = 150 and b = 1.75. Inserting Equations 5.262 and 5.263 into Equation 5.261,
followed by a setting of Equation 5.260 equal to Equation 5.261, gives the following
expression for the calculation of the minimum fluidization velocity (wp¢):

(1—emp)®  ap (1 —emp) bp
f= p mf) 5 Wmf + mf / G zwfnf = (1—¢ems) (pp — pG) & (5.264)
me (9dp) e ($'dp)

where ¢’ is the sphericity of the particle (see notation). The velocity, wy,¢, can be calculated
from this second-order equation, provided that the bed porosity e, at the minimum
fluidization point is known. Wen and Yu [19] propose that the following empirical relation
can be used for several kinds of particles:

1—¢

> LLIFSTY (5.265)
€
mf

For spherical particles (¢’ = 1), Equation 5.265 yields e,y = 0.383. The average velocity
of the bubble velocity, wy, can now be obtained from the equation [9]

Wy = (W — Wig) + 0.711/gd, (5.266)

where wy denotes the superficial velocity, g is the earth gravity acceleration (9.81 m?/s), and
dy, is the bubble diameter. The right-hand side of Equation 5.266 gives the rising velocity of
a single bubble in the bed. The difference, wy — wyy¢, gives the velocity of the phase between
the bubbles. Equation 5.266 requires that the bubble size, d},, is known.

The volume fractions V./V}, (cloud and wake/bubble) and V./V}, (emulsion/bubble)
are of considerable importance in the design of fluidized beds. They can be obtained
from the fractions in the bubbles in the cloud and wake phases as well as in the
emulsion phase. Levenspiel [18] has derived the following expressions for the volume
fractions:

_E_WO_Wmf

gy = — = , (5.267)
VR Wp
V. 3(Vy,/ Vi
£ = Ve _ ( b/ R)(Wmf/gmf) (5.268)
Vr Whr — (Wmf/smf)
where wy, is the rising velocity of the bubble given by (d, = bubble diameter)
Wor = 0.7114/gdy. (5.269)
The emulsion fraction is now obtained from
V. Vi V.
fo= = =1— -2 _ ‘¢ (5.270)
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The above expressions are used together with the balance equations to predict the volume
fractions. The bulk densities pgp, pBc, and pge are often expressed as volume fractions of the
solid material in the corresponding phases:

v
PBb = _prp (bubble), (5.271)
W
VSC
PBc = ——pp (cloud), (5.272)
Ve
VSC .
PBe = <~ Pp (emulsion), (5.273)

e

where Vg, Vi, and Vi denote the volumes of the solid material in the corresponding phases
(the indexes are: sb, solids-in-bubble; sc, solids-in-cloud; and se, solids-in-emulsion) and
pp is the density of the particles. It has been determined experimentally that

v
Yo = —2 A 0.001 ~ 0.01. (5.274)
W
Levenspiel [18] defines the following volume fractions:
V.
Ye = — (cloud), (5.275)
Vb

\%
Ve = = (emulsion), (5.276)
Wb

and gives the following correlation for the fractions y. and y.:

(5.277)

Ve = (1 _ Smf) ( 3(Wmf/8mf) + a) ,

Whr — (Wmf/emf)
where oo = wake volume/bubble volume. The volume fractions are related as follows:

_ (I —emp) (1 —ep)
= o

— (Ye — Yb) - (5.278)

e

The fraction wake volume/bubble volume has been experimentally determined in
fluidized beds to have values in the following range:

a=0.25-1.0. (5.279)

Using the correlation equations presented above, all the required quantities ppp, PBc,
and ppe (bulk densities in the bubble, cloud, and emulsion phases, respectively), as well
as the volume fractions for the respective phases (g, €, and €.) in the balance equations,
can be predicted from the basic quantities, bed porosity at minimum fluidization (gyf),
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minimum fluidization velocity (wpy), superficial flow velocity (wy), particle density (pp),
and gas density (pg).
The following correlations have been found to be valid for the transfer coefficients Ky,

and K. [9,18]:
1/2 1/4
D.
Kipej = 4.5 (M) +5.85 % (5.280)
dy, d,

emf D
Keei = 6.78 |00 (5.281)
db

where D; is the molecular diffusion coefficient of the gas-phase component and dj, is the
bubble diameter.

It is sometimes interesting to compare the performance of a fluidized bed and a packed
bed. The characteristic residence time for the bubbles T}, defined in Equation 5.239 can be
related to the length of a packed bed (Lpacked) by the following expression [18]:

and

L (1 - 8packed) Lpacked (5.282)

‘[b=—=
Wh L —emf Whr

Other models for fluidized beds and industrial processes are discussed in Ref. [9].
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FIGURE 5.35 Comparison of different fluidized bed models for a first-order reaction A—P
according to Ref. [18].
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5.3.2.1.1 First-Order Reactions in a Fluidized Bed

A comparison between different fluidized bed models for a first-order reaction A—P is
presented in Figure 5.35. The figure shows that the plug flow model gives the highest possible
conversion of reactant A, whereas the CSTR model does not predict the lowest conversion
of A. The conversion obtained by the Kunii-Levenspiel model is highly dependent on
the bubble size in the fluidized bed. If the bubbles are small, plug flow conditions are
approached, whereas large bubbles give conversion values that are clearly lower than the
conversion predicted by the CSTR model. This has also been verified experimentally.

In a general case of nonlinear kinetics, the fluidized bed model is solved numerically
with an algorithm suitable for differential algebraic systems. The calculation procedure for
fluidized beds with the Kunii-Levenspiel model involves numerous steps, as evidenced by
the treatment. As a summary, the path from the minimum fluidization quantities (&, Winf)
to the reactor model is presented in Table 5.6. The superficial velocity (wg) and the physical
parameters are assumed to be constant.

5.4 PARAMETERS FOR PACKED BED AND FLUIDIZED
BED REACTORS

Several parameters are included in the packed and fluidized bed models. The values of the
parameters have to be determined experimentally or estimated theoretically to enable the
use of balance equations in the design of real reactors.

TABLE 5.6 Calculation Procedure for Simulation of a

Fluidized Bed Model
Quantity Equation Number
Emf 5.265
Wonf 5.264
Wy 5.269
W 5.266
& 5.267
£ 5.268
€e 5.270
Yb 5.274
Ye 5.277, a from Equation 5.279
Ve 5.278
PBb 5271
PBc Vsc/Ve = ycep/ec, then Equation 5.272
PBe Vse/ Ve = Yegp/ee, then Equation 5.273
Vel Vy = ecley
Ve/Vb = Se/Sb
Kpi 5.280, D; from Appendix 4
Keei 5.281

Reactor model  5.233,5.235, 5.237
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The effective diffusion coefficient (D;), which is valid for porous catalyst particles, can
be related to the molecular diffusion coefficient D; with a simple relation:

€
Dei = (—P)D,-, (5.283)

Tp

where €, and 1, denote the porosity and the tortuosity of the catalyst particle. Tortuosity
describes the difference of the catalyst pores from the ideal linear, cylindrical form. Particle
porosity g, is always smaller than one, whereas tortuosity 1, is larger than one. This implies
that the effective diffusion coefficient De; typically is clearly smaller than the molecular
diffusion coefficient, D;. Diffusion in catalyst pores usually takes place according to two
parallel mechanisms: molecular diffusion originating from intermolecular collisions and by
Knudsen diffusion caused by molecular collisions with the pore walls. The combinatorial
diffusion coefficient D; can be approximately written as

1 1 1
—_— =+ - (5.284)
D;i  Dni Dk
where Dpy; and Dy; denote the molecular and the Knudsen diffusion coefficients, respec-
tively. In large pores, molecular diffusion dominates, whereas Knudsen diffusion prevails in
small pores, for example, in many zeolite catalysts. The estimation of diffusion coefficients
is described in detail in Appendix 4.

The molecular diffusion coefficient, Dp;, can be calculated from the binary diffu-
sion coefficients (D;j) obtained from the Fuller-Schettler-Giddings equation [20] for
gas-phase systems. The individual diffusion coefficients, Dy,;, can be estimated from the
binary diffusion coefficients using Wilke’s approximation [20]. For the Knudsen diffusion

TABLE 5.7 Parameters for Packed Beds

Effective Thermal Conductivities

1. Effective radial thermal conductivity 1-12 W/mK
Effective axial thermal conductivity 1300
Thermal conductivity of fluid
Effective radial thermal conductivity L2
Thermal conductivity of fluid
4. Static contribution 0.16-0.37 W/mK
Heat Transfer Coefficients
1. Heat transfer coefficient for the one-dimensional model 15-85 W/m2K
2. Wall coefficient for the two-dimensional model 100-300 W/m2K
3. Static contribution (one-dimensional model) 5-25 W/m2K

4. Static contribution to wall coefficient (two-dimensional model) ~ 15-100 W/m2K

Dispersion Coefficients
1. Radial Peclet number 6-20
2. Axial Peclet number 0.1-5
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coefficient, an explicit expression is given in Ref. [21]. The gas film coefficients, kg;, can be
obtained from empirical correlations [22]; these correlations require knowledge of molec-
ular diffusion coefficients. For a description of the calculation of gas film coefficients,
see Appendix 5.

Estimation of the corresponding parameters for liquid-phase systems is more uncertain.
Equation 5.284 is valid for liquid-filled catalyst pores. The molecular liquid-phase diffusion
coefficients can be estimated from, that is, the Wilke—Chang equation [20]. Different esti-
mation methods are discussed further in the book The Properties of Gases and Liquids [20].
For the liquid phase, the film coefficient, kg, is always used. Different empirical correla-
tions for the liquid film coefficient are presented and compared, for example, in Ref. [23].
Methods for estimating liquid-phase diffusion coefficients and liquid film coefficients are
described in Appendices 6 and 7.

The balances for packed beds contain several other parameters. In the review of Kulkarni
and Doraiswamy [22], several expressions are presented for the estimation of the heat
transfer parameters (\, U, .. .); some parameter values are summarized in Table 5.7.
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CHAPTER 6

Catalytic Three-Phase
Reactors

6.1 REACTORS USED FOR CATALYTIC THREE-PHASE
REACTIONS

In catalytic three-phase reactors, a gas phase, a liquid phase, and a solid catalyst phase
coexist. Some of the reactants and/or products are in the gas phase under the prevailing
conditions (temperature and pressure). The gas components diffuse through the gas-liquid
interface, dissolve in the liquid, diffuse through the liquid film to the liquid bulk phase, and
diffuse through the liquid film around the catalyst particle to the catalyst surface, where the
chemical reaction takes place (Figure 6.1). If catalyst particles are porous, a chemical reaction
and diffusion take place simultaneously in the catalyst pores. The product molecules are
transported in the opposite direction.

The size of the catalyst particle is of considerable importance for catalytic three-phase
reactors. Catalyst particles can be very small and are suspended in the liquid phase. Catalyst
particles of a size similar to those used in two-phase packed bed reactors can also be used
in three-phase reactors. The main designs of catalytic three-phase reactors are shown in
Figure 6.2. Small catalyst particles are mainly used in bubble columns (Figure 6.2a), stirred
tank reactors (Figure 6.2b), and fluidized beds (Figure 6.2d). A common name for this
kind of reactor is a slurry reactor. Packed bed reactors are generally filled with large catalyst
particles (Figure 6.2¢).

Catalytic three-phase processes are of enormous industrial importance. Catalytic three-
phase processes exist in the oil and petrochemical industry, in the manufacture of synthetic
fuels, as intermediate steps in the processing of organic compounds, in the production of
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TABLE 6.1 Examples of Catalytic Three-Phase Processes

Process Reactor Type

Hydrogenation (hardening) of fatty acids Slurry reactor (bubble column and
stirred tank reactor)

Desulfurization Trickle bed, fluidized bed

Hydrocracking Trickle bed

Fischer—Tropsch synthesis Bubble column

Hydrogenation of aromatic compounds (dearomatization), thatis,  Trickle bed, slurry reactor
hydrogenation of benzene, toluene, and polyaromatics

Hydrogenation of anthraquinone in the production of HyO» Bubble column, catalytic monolith, or
other structure reactor
Methanol synthesis Slurry reactor
Hydrogenation of sugars to sugar alcohols (p-glucose to sorbitol, Slurry reactor, trickle bed reactor, loop
D-xylose to xylitol, -maltose to maltitol, p-lactose to lactitol, reactor, catalytic monolith, or other
fructose to mannitol and sorbitol) structured reactor

fine chemicals, in food processing, and in biochemical processes. An overview of industrial
three-phase processes is given in Table 6.1.

Catalytic three-phase reactions are used in oil refining, in hydrodesulfurization and
hydrometallation processes, for the removal of oxygen and nitrogen from oil fractions
(hydrodeoxygenation and hydrodenitrogenation), and in the hydrogenation of aromatic
compounds (dearomatization). The production of synthetic fuels (Fisher—Tropsch synthe-
sis) is a three-phase system. In the production of inorganic chemicals, the hydrogen peroxide
process (H,O5;) is a three-phase process in which catalytic hydrogenation of anthraquinone
to anthraquinole is an important intermediate step. In food processing, three-phase reac-
tors exist, that is, in the hydrogenation of fatty acids in margarine production and in the
hydrogenation of sugars to corresponding sugar alcohols (e.g., xylose to xylitol). For some
catalytic two-phase processes, competing three-phase processes have been developed. Oxi-
dation of SO, to SO3 over an active carbon catalyst and methanol synthesis can be carried
out in three-phase slurry reactors.

Bubble column reactors are shown in Figures 6.3 and 6.4. Bubble columns are often
operated in a semibatch mode (Figure 6.3), with the gas phase as the continuous phase and
the liquid with the suspended catalyst particles in batch. This is a typical way of producing
chemicals in smaller amounts. Good mixing of the gas—solid—liquid mixture is important in
bubble columns. Mixing can be enhanced by the use of a gas lift or a circulation pump with
an ejector (Figure 6.4). The backmixing of the suspension of liquid and catalyst particles
is more intensive than that of the gas phase. Because of backmixing, bubble columns are
mostly rather isothermal.

The flow profile in a bubble column is determined by the gas flow velocity and the cross-
sectional area of the column, as in Figures 6.5 and 6.6. At low gas velocities, all gas bubbles
are assumed to have the same size. In this regime, we have a homogeneous bubble flow. If
the gas velocity is increased in a narrow column, a slug flow is developed. In a slug flow, the
bubbles fill the entire cross-section of the reactor. Small bubbles exist in the liquid between
the slugs, but the main part of the gas is in the form of large bubbles. In wider bubble
column vessels, a bubble size distribution is developed; this is called a heterogeneous flow.
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FIGURE 6.5 Flow patterns appearing in a bubble column.

The flow properties in a bubble column are of considerable importance for the performance
of three-phase reactors. The flow properties determine the gas volume fraction and the size
of the interfacial area in the column. The flow profiles have a crucial impact on the reactor
performance.

Another alternative for three-phase catalytic reactors with suspended catalyst particles is
to use mechanically agitated tank reactors (Figure 6.7). In a tank reactor, the flow profile

can approach complete backmixing.
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FIGURE 6.6 Flow map for a bubble column. (Data from Ramachandran, P.A. and
Chaudhari, R.V., Three-Phase Catalytic Reactors, Gordon and Breach Science Publishers,

New York, 1983.)
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FIGURE 6.7 A three-phase reactor. (Data from Ramachandran, P.A. and Chaudhari, R.V,,
Three-Phase Catalytic Reactors, Gordon and Breach Science Publishers, New York, 1983.)

Different packed bed reactor designs are illustrated in Figure 6.8. The flow properties are
of utmost importance for packed beds used in three-phase reactions. The most common
operation policy is to allow the liquid to flow downward in the reactor. The gas phase can
flow upwards or downwards, in a concurrent or a countercurrent flow. This reactor is called a
trickle bed reactor. The name is indicative of flow conditions in the reactor, as the liquid flows
downward in a laminar flow wetting the catalyst particles efficiently (trickling flow). It is also
possible to allow both the gas and the liquid to flow upward in the reactor (Figure 6.8). In this
case, no trickling flow can develop, and the reactor is called a packed bed or a fixed bed reactor.

The flow conditions in a trickle bed reactor are illustrated in Figure 6.9. At low gas and
liquid flows, a trickle flow dominates; if the flow rates are higher, a pulsed flow develops in
the reactor. At low gas and high liquid flows, the liquid phase is continuous and gas bubbles
flow through the liquid phase. At high gas velocities, the gas phase is continuous and the
liquid droplets are dispersed in the gas flow (spray flow). Trickle bed reactors are usually
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FIGURE 6.8 Different types of packed (fixed) beds; (a) and (c) are called trickle beds; (b) is
upflow fixed bed.

operated under trickle or pulse flow conditions. Both the gas and liquid phases approach
plug flow conditions in a trickle bed reactor.

For a packed bed, where both the gas and liquid phases flow upward, see Figure 6.10.
Different flow patterns also develop in these reactors, depending on the gas and the liquid
flow rates. A flow map is displayed in Figure 6.11. At low gas and high liquid flow rates, a
bubble flow prevails, the bubbles flowing through the continuous liquid phase. At higher
gas and low liquid velocities, the liquid is dispersed in the gas and the flow type is called a
spray flow. At higher gas and low liquid flow rates, a slug flow develops in the reactor, and
the bubble size distribution becomes very uneven. In this kind of packed bed reactor, the
gas phase is close to a plug flow, but the liquid phase is partially backmixed.

A three-phase fluidized bed is shown in Figure 6.12. In a fluidized bed, the finely crushed
catalyst particles are fluidized because of the movement of the liquid. Three-phase fluidized
beds usually operate in a concurrent mode with gas and liquid flowing upward. However,
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Chaudhari, R.V., Three-Phase Catalytic Reactors, Gordon and Breach Science Publishers,
New York, 1983.)

fluidized beds working in a countercurrent mode also exist. Because of gravity, the particles
rise only to a certain level in the reactor (Figure 6.12). The liquid and gas phases are
transported out of the reactor and can be separated by decanting.

Three different flow patterns can be observed in a fluidized bed reactor (Figure 6.13).
For a bubble flow, the solid particles are evenly distributed in the reactor. This flow pattern
resembles fluidized beds where only a liquid phase and a solid catalyst phase exist. At high gas
velocities, a flow pattern called aggregative fluidization develops. In aggregative fluidization,
the solid particles are unevenly distributed, and the conditions resemble those of a fluidized
bed with a gas phase and a solid catalyst phase. Between these extreme flow areas, there
exists a slug flow domain, which has the characteristics typical of both extreme cases. An
uneven distribution of gas bubbles is characteristic for a slug flow.

The flow pattern in a three-phase fluidized bed is usually much closer to complete
backmixing than to a plug flow. Because of the higher liquid flow velocities, larger particles
can be used than in bubble columns.

Recently, a novel technology for three-phase processes has been developed: the monolith
catalyst, sometimes also called the “frozen slurry reactor.” Similar to catalytic gas-phase
processes (Section 4.1), the active catalyst material and the catalyst carrier are fixed to
the monolith structure. The gas and liquid flow through the monolith channels. The flow
pattern in the vertical channels is illustrated in Figure 6.14. At low gas velocities, a bubble
flow dominates, and the bubble size distribution is even. At higher gas flow rates, larger
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FIGURE 6.10 A packed bed with an upflowingliquid phase. (Data from Ramachandran, P.A.
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bubbles fill the cross-section of the channels. This flow type is called a slug flow. At higher
gas flow rates, the smaller bubbles in a slug flow merge, and the resulting flow is called a
Taylor flow or a churn flow. At even higher gas flow rates, the gas phase becomes continuous,
and a gas-liquid dispersion develops. The flow is called an annular flow, and it is very
inefficient and undesirable in three-phase systems. A monolith catalyst must always work
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under bubble flow or slug flow conditions; a slug flow gives the best mass transfer rates.
Monolith catalysts are used in, for example, hydrogenation and dehydrogenation reactions.

As discussed earlier, there are several options for the selection of heterogeneously
catalyzed gas-liquid reactors. Trambouze et al. [2] compared various three-phase reactors
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FIGURE 6.14 Flow patterns in a monolith catalyst.
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TABLE 6.2 Comparison of Catalytic Three-Phase Reactors

Plug flow often favorable

This feature is essential for
fixed bed operation: a
plug flow may sometimes
be favorable due to the
establishment of a poison

Appreciation
Criteria Catalyst in Suspension Three-Phase Fluidized Bed Fixed Bed
Characteristics with the Catalyst
Activity Highly variable, but Highly variable: intra- and extragranular mass
possible in many cases to  transfers may significantly reduce the activity,
avoid the diffusion especially in a fixed bed
limitations found in a Backmixing unfavorable Plug flow favorable
fixed bed
Selectivity Selectivity generally As for activity, transfers may decrease selectivity
unaffected by transfers Backmixing often
unfavorable
Stability Catalyst replacement Possibility of continuous
between each batch catalyst renewal: the
operation helps to catalyst must nevertheless
overcome problems of have good attrition
rapid poisoning in certain resistance
cases adsorption front
Cost Consumption usually depends on the impurities Necessarily low catalyst

contained in the feed and acting as poisons

Technologies Characteristics

Heat exchange Fairly easy to achieve heat Possibility of heat exchange

exchange in the reactor itself
Design difficulties  Catalyst separation sometimes difficult: possible
problems in pumps and exchangers due to the risks of

deposit or erosion

consumption

Generally adiabatic
operation

Very simple technology for
a downward concurrent
adiabatic bed

Scaling-up No difficulty: generally System still poorly known,  Large reactors can be built
limited to batch systems should be scaled up in if liquid distribution is
and relatively small sizes steps carefully arranged

Source: Data from Trambouze, P, van Landeghem, H., and Wauquier, J.-P.,, Chemical Reactors—Design/
Engineering/Operation, Editions Technip, Paris, 1988.

(Table 6.2). The advantage of a slurry reactor with small and finely dispersed catalyst par-
ticles is that the diffusion resistance inside the catalyst particles seldom limits the reaction,
whereas the diffusion resistance can be a limiting factor in packed bed reactors. The temper-
ature in the slurry reactor is rather constant, and no hot spot phenomena occur. In slurry
reactors, it is also possible to regenerate the catalyst (fluidized bed). However, the separation
of small catalyst particles from the suspension may introduce problems. The high degree
of backmixing is usually less efficient for the reaction kinetics, which results in a lower
conversion of the reactants than under plug flow conditions. For autocatalytic reactions, we
have the opposite effect, since some degree of backmixing can enhance the reaction rate.
The main advantage with packed beds is the flow pattern. Conditions approaching a plug
flow are advantageous for most reaction kinetics. Diffusion resistance in catalyst particles
may sometimes reduce the reaction rates, but for strongly exothermic reactions, effective-
ness factors higher than unity (1) can be obtained. Hot spots appear in highly exothermic
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reactions, and these can have negative effects on the chemical stability and physical sustain-
ability of the catalyst. If the catalyst in a packed bed is poisoned, it must be replaced, which is
a cumbersome procedure. A packed bed is sometimes favorable, because the catalyst poison
is accumulated in the first part of the bed and deactivation can be predicted in advance.
In the hydrogenation of sulfur-containing aromatic compounds over nickel catalysts in a
packed bed, the sulfur is adsorbed as a multimolecular layer on the catalyst at the inlet of
the reactor. However, this layer works as a catalyst poison trap.

6.2 MASS BALANCES FOR THREE-PHASE REACTORS

Let us consider the mass balance of two kinds of three-phase reactors: bubble columns
and tube reactors with a plug flow for the gas and the liquid phases, and stirred tank reac-
tors with complete backmixing. Modeling concepts can be implemented in most existing
reactors: backmixing is typical for slurry reactors, bubble columns, and stirred tank reac-
tors, whereas plug flow models describe the conditions in a trickle bed reactor. The interface
between the gas and the liquid is supposed to be surrounded by gas and liquid films. Around
the catalyst particles, there also exists a liquid film. In gas and liquid films, physical diffu-
sion, but no chemical reactions, is assumed to take place. A volume element is illustrated in
Figure 6.15.

6.2.1 MASS TRANSFER AND CHEMICAL REACTION

The mass transfer of component i from the gas bulk to the liquid bulk is described by the
flux, Nfl., according to Equation 7.69 (Chapter 7):

b b
Ny = R (6.1)
Y (Kifku) + (1kai)
In physical absorption, the fluxes through the gas and liquid films are equal:
b _ At _ 7S _ a7b
Np; = Np; = Ng; = Ng;- (6.2)
A
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FIGURE 6.15 Schematic description of the concentration profiles in a three-phase reactor.
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The flux from the liquid bulk to the liquid film around the catalyst particle at steady state
is equal to the generation rate of the component on the catalyst surface. The steady-state
mass balance for a catalyst particle thus becomes

N{Ap + rimp = 0, (6.3)

where Ap, and my, are the particle surface and mass, respectively. If the particle density (pp)
and volume (V) are introduced, we obtain

Vp
Nisi = Py i (6.4)
p

The flux, N};, through the liquid film surrounding the catalyst particle is described by
the difference in the concentrations and the liquid-film coefficient k7

Nisi = kisi(ed; — ¢, (6.5)

where ¢} ; is the concentration on the catalyst surface. The reaction rate r; is a function of the
concentration in the catalyst particle, ¢} . After setting Equation 6.4 equal to Equation 6.5,
we obtain

v
kis; (c}fi — Cii) = —ppA—pri (ci) . (6.6)
1%

For three-phase reactors, the catalyst bulk density (pg) is usually based on the liquid
volume in the reactor:
Mcat  Meat

= = . 6.7
= T Ve (6.7)
The ratio, particle area-to-reactor volume, a, is defined as
Ava o Al
ap = liquid—solid _r (6.8)
VR VR
For n catalyst particles in the reactor volume element, Equation 6.3 becomes
(b S _ .
kisi (CLi — cLi) nAp = —pp Vpnr; (CLI-), (6.9)

where nA, = A, and nppV}, = mcyr. By introducing these into Equation 6.9 and dividing
by the reactor volume, we obtain

Al m
Li (Cltji - Cii) == Vcat i (6.10)
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When Equations 6.7 and 6.8 are introduced into Equation 6.10, the result becomes
kis; (c}ji — cfi) ap = —€LPBl;. (6.11)

This implies that the flux, N}, is related to the component generation rate accordingly:

ELPB
Nisi = —

ri. (6.12)
ap

The generation rate, r;, in Equation 6.12 is, of course, defined by Equation 2.4 or 2.6,
depending on whether a single reaction or several simultaneous reactions proceed. The
most common case is several reactions (Equation 2.6)

r = vR. (6.13)

If Equation 6.13 is inserted into Equation 6.12 and the equation is rewritten in the vector

form, we obtain
Nis = —%vR = ks (<f - CSL) , (6.14)

where the reaction rate is principally a function of all of the concentrations, R = f(c} ). The
concentrations at the catalyst surface, ¢}, are usually obtained iteratively from Equation 6.14.
It is possible to express the reaction rates, R, as a function of concentrations on the outer
surface of the reactor. For first- and second-order kinetics, Equation 6.14 can be solved
analytically (Table 6.4).

If internal diffusion resistance in the catalyst pores affects the reaction rates, the
observed reaction rate, R, is usually lower than the reaction rate obtained with the surface
concentrations, R". The ratio between these rates is called the effectiveness factor:

R;

= —. 6.15
Ri(cts) (619

Nej

If pore diffusion affects the reaction rate and R; in Equation 6.14 is replaced by nejR]/-, the
effectiveness factor, 1, can be obtained the same way as in the case of catalytic two-phase
reactions (Section 5.2.2). Equations developed for two-phase reactions in Section 5.2.2 are
also valid for three-phase cases, provided that the catalyst particles are completely wetted
by the liquid. In this case, we only have one phase: a liquid present inside the catalyst pores.
Using the formulae introduced in Section 5.22, the diffusion and mass transfer coefficients
of the gas phase are, of course, replaced by those of the liquid phase.

6.2.2 THREE-PHASE REACTORS WITH A PLUG FLOW

Here, we will discuss the mass balances for a PER with three phases. A volume element in

a gas—liquid column reactor is shown in Figure 6.16. The liquid flow direction is set in the



230 m Chemical Reaction Engineering and Reactor Technology

Gas Liquid
0
v v Z
Catalyst G| L S
bed of z+dz
cross-sectional * *
area S
________________ 1
i v

Gas + liquid

FIGURE 6.16 A volume element in a gas-liquid column reactor.

positive (+) direction. For the volume element, AVp, in the liquid phase, the mass balance
for component i can be written in the following form:

ALiin + NDAA = npiou + Npj AA,. (6.16)

After inserting Afip; = fiLiout — MLiin and AA = ay, AAVR (a, = gas-liquid surface area-
to-reactor volume) and recalling the definition of a, (particle area-to-reactor volume) as in
Equation 6.8, Equation 6.16 is transformed to

Afig; = N{iay AVR — Nisiap AVR. (6.17)
Dividing Equation 6.17 by AVR and allowing AVR — 0, the mass balance attains the form

dry;
d—VRl = Nay — Nisiap, (6.18)
where NI'fi and Nig; are defined by Equations 6.1 and 6.12, respectively.

For a volume element AV in the gas phase, analogous to Equation 6.16, we obtain the
mass balance

NGiin = NGiout + NO;AA. (6.19)

If the gas and theliquid have the same flow direction, Afig; = fiGjout — 71Gi,in (cOncurrent
flow), in the case of countercurrent flows, we can write Ang; = 71Giin — MGi,out- FOr the
flux, Ng i
AA = a, V. Now the mass balance can be rewritten accordingly as

Equation 6.2 is valid and, at the same time, for the area element A, we can write

Afigi = FNLiay A VR, (6.20)
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where the negative and positive signs, (—) and (+), denote the concurrent and the
countercurrent cases, respectively. If AVR — 0, the mass balance equation becomes

dng;

b
Ve = TNLay. (6.21)

The initial condition for the liquid phase is
f; = no;  at Vg = 0. (6.22)

Equations 6.18 and 6.21 have the initial conditions for both the concurrent and the
countercurrent cases, but the initial condition for the gas phase is

nGi = fogi at VR =0 (6.23)
in the concurrent case. The boundary condition for the countercurrent flow is
nGi = fogi at Vg = Vg. (6.24)

Mass balance Equations 6.18 and 6.21 can be expressed with the arrays as

ﬁ = NLaV — NLSQP, (625)
i

SI6 _ +Nbay, (6.26)
VR

where — and + denotes the concurrent and the countercurrent flow, respectively.
If the space time
V]
= - (6.27)
VoL

for the liquid phase is inserted into Equations 6.25 and 6.26, alternative forms of the mass
balance equations are obtained:

dng .

i (Nfav — NLsav) Vor, (6.28)
L

dng .

d_'[L = :FNEQVVOL. (629)

Equations 6.1 and 6.14 give the fluxes, NE and Nig, required in the differential equations,
Equations 6.28 and 6.29.

The plug flow model described above works well in the case of a trickle bed reactor, where
plug flow conditions often prevail. It is also quite good for packed beds, where concurrent



232 m Chemical Reaction Engineering and Reactor Technology

gas and liquid flows take place upward. For bubble columns, the plug flow model is well
suited for the gas phase, while the degree of backmixing is quite high in the liquid phase.
For the bubble column, a term describing the axial dispersion in the liquid phase has to
be included in the mass balance Equation 6.28 [3]. A possible simplification of the bubble
column is to consider the liquid phase as completely backmixed.

6.2.3 THREE-PHASE REACTOR WITH COMPLETE BACKMIXING

For a three-phase reactor with complete backmixing, balances for the entire liquid and gas
volumes can be set up. For the liquid phase, the mass balance is written as

fioLi + NDA = i + NiAp. (6.30)

After inserting the definitions for A (gas—liquid mass transfer area) and a, (particle
area-to-reactor volume), the mass balance is transformed to

nLi — NoLi

= Nay — Nisiap. (6.31)
VR

The mass balance for the gas phase is expressed similar to Equation 6.30:
noGi = nGi + N&A. (6.32)

After inserting Equation 6.2 and the definition of a, (gas-liquid surface area-to-reactor
volume), we obtain
nGi — MoGi

b

Equations 6.31 and 6.32 can be rewritten in the vector form as

fL —n

——— = NPay — Nisap, (6.34)
Vr

fG_n
606 — _NPa,. (6.35)
Vr

If the liquid space time, Ty, is inserted into Equations 6.34 and 6.35, we obtain

ng, — Nor
T = <NEHV — NLSCIP> V()L, (636)

nG — NoG
—'[L = —N]EaVVQL. (6.37)

Equations 6.34 and 6.35 and Equations 6.36 and 6.37 form an algebraic equation system
with respect to ng and ny . The flux at the gas—liquid interface, NE, is defined by Equation 6.1,
whereas the flux at the catalyst surface, Nis, is defined by Equation 6.14.
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6.2.4 SEMIBATCH AND BRs

Let us consider a semibatch reactor with a continuously flowing gas phase. The liquid phase
is assumed to remain in batch. If the gas flow rate is zero, then the reactor is converted into
a BR.

For semibatch and BRs, the mass balance for the liquid phase of the component is given by

NZA = NisiAp + ——, (6.38)

1

where the last term, dny;/d¢, describes the accumulation of component i in the reactor. If
the definitions of ay and aj, are inserted, the mass balance becomes

dny;
dt

= (Nbiay = Nisiap ) Vi (6.39)
For the gas phase, the mass balance for component i is

. . dny;
noGi = 1Gi + NgisA + TR (6.40)

Taking into account the definition of a, as well as Equation 6.2, the differential equation
is obtained:

dng;
dt

= —HgG; — N]]jiuv + 19Gi. (6.41)
The balance equations, Equations 6.39 and 6.41, have the following initial conditions:

fi; = no;  att =0, (6.42)

nGi = mpgi att = 0. (6.43)

The mass balances can be rewritten in the vector form as

¥
—;L - (N'fav _ NLsap) Vi, (6.44)
Iy

% — ~NPVR + fpg — fiG. (6.45)

For a semibatch reactor, the gas feed rates are nog > 0 and ng > 0. For a BR, they are
both equal to zero (ngg = 0 and ng = 0). In the differential equations described above, the
fluxes, N]f and Npg, are defined by Equations 6.1 and 6.14, respectively. The BR model is
mathematically analogous to the concurrent plug flow model.
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6.2.5 PARAMETERS IN MASS BALANCE EQUATIONS

The values for parameters in the mass balances have to be determined either theoretically
or experimentally. These parameters are equilibrium ratio (Kj), mass transfer coefficients
(kp; and kg;), diffusion coefficients in the gas and liquid phases (Dy; and Dg;), volume
ratios (ay and ap), and liquid holdup (er). The equilibrium ratio, Kj, can be estimated
using thermodynamic theories [4]; for gases with a low solubility, the equilibrium ratio,
K;, can sometimes be replaced by Henry’s constant [5]. In Refs. [6,7], some methods for
estimating ki ; and kg; are discussed. The correlation equations for kp; and kg; contain the
diffusion coefficients, Dy; and Dg;, in the gas and liquid phases, respectively. The mass
transfer coefficients, k1; and kg;, are formally related to the diffusion coefficients by the
film theory:

D .

ky = —=, (6.46)
3L
D .

ko = =2 (6.47)
3G

where 81, and 3¢ are the liquid and gas film thicknesses.

In practice, the mass transfer coefficients are obtained from semiempirical correlations
that predict a somewhat lower dependence of the mass transfer coefficient on the diffu-
sion coefficient, for example, kr; Dg.is...o.é_ The gas-phase diffusion coefficients can be
estimated using the Fuller-Schettler-Giddings equation [4], and the liquid-phase diffusion
coefficients can be obtained from, for example, the Wilke—Chang equation [4,5]. The esti-
mation methods are discussed in detail in the book The Properties of Gases and Liquids [4]
and in Appendices 4 and 6. Characteristic values for the volume and area fractions, a, and

ap, are given in Table 6.3 [2].

TABLE 6.3 Parameters for Three-Phase Reactors

Catalyst in Suspension Fixed Bed

Bubble Mechanically Downward Upward Three-Phase
Characteristics Column  Stirred Tank Concurrent Concurrent Countercurrent Fluidized Bed
Eia) 0.01 0.01 0.6-0.7 0.6-0.7 0.5b 0.1-0.5
& 0.8-0.9 0.8-0.9 0.05-0.25 0.2-0.3 0.05-0.1 0.2-0.8
saG 0.1-0.2 0.1-0.2 0.2-0.35 0.05-0.1 0.2-0.4 0.05-0.02
dp (mm) <0.1 <0.1 1-5 1-5 >5 0.1-5
as (m_l) 500 500 1000-2000 1000-2000 500 500-1000
agL (m_l) 100-400 100-1500 100-1000 100-1000 100-500 100-1000
1 (isothermal) 1 1 <1 <1 <1 <1

Source: Data from Trambouze, P, van Landeghem, H., and Wauquier, J.-P., Chemical Reactors—Design/
Engineering/Operation, Editions Technip, Paris, 1988.
4 The values given here only correspond to part of the reactor occupied by the catalyst and not the entire
reactor.
b Value corresponding to special shapes of particles.
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6.3 ENERGY BALANCES FOR THREE-PHASE REACTORS

6.3.1 THREE-PHASE PFR

Here, we will consider reactors operating in a concurrent mode. Provided that the gas, the
liquid, and the solid catalysts have the same temperature, the energy balance for a volume
element, A Vg, that includes the catalyst mass, Ay, can be written as

R(—AH;) Amey = cputint AT + o AT + AQ. (6.48)

The term R(—AH,)Am,; defines the amount of heat released or consumed in an
exothermic or endothermic reaction, respectively. This energy effect induces changes in
the temperatures of the gas and liquid flows. The change in temperature is described by
the terms ¢, 71 AT and cpr g AT. The heat transfer from or to the surroundings is given
by AQ.

Equation 6.48 is valid for a system with a single reaction. The definition for the catalyst
bulk density pp, Equation 6.7, implies that

Aty = ppeLAVR. (6.49)
Heat transfer from or to the surroundings is typically described by
AQ = UAS(T — Tc), (6.50)

where U is the overall heat transfer coefficient and AS is the heat transfer area in the volume
element. Inserting Equations 6.49 and 6.50 into Equation 6.48 yields

R(—AH;)pgeL,AVR = (CPLT"FIL + Cpr"HG)AT + UAS(T — T¢). (6.51)

If the ratio heat transfer area-to-volume of the reactor is constant (AS/AVr = S/VR)
and AVR —0 in Equation 6.51, the energy balance is transformed to

dT"  R(—AH;)pgeL — U(S/VR)(T — Tc)
dVgr Can'dL + CmeG ’

(6.52)

After inserting the liquid space time Ty, Equation 6.27, into Equation 6.52, the energy
balance becomes
dT R(=AHy)pgeL — U(S/Vr)(T — Tc)

— = - - (6.53)
drL epLpL + ¢pGPoG (VoG / Vor)

For systems with several chemical reactions proceeding simultaneously, the energy balance
can be written in a general form, where the heat effects from all reactions are included:

T 2;21 Rij(—AH;j)ppeL — U(S/VR)(T — Tc)

: : (6.54)
dVgr CpLML + CpGMG



236 m Chemical Reaction Engineering and Reactor Technology

If the liquid space time is used, Equation 6.54 is transformed to

dT > i—1 Ri(=AHy)pger — U(S/VRI(T — Tc)
drL epLPL + 6pGPoG (Vo / Vor)

(6.55)

The initial conditions for the energy balances, Equations 6.52 and 6.53 and Equations 6.54
and 6.55, are

T=Ty atVg=0and 1 =0. (6.56)

The energy balance equations, that is, Equations 6.52, 6.54 through 6.56, are coupled to
the mass balance equations through the reaction rates.

6.3.2 TANK REACTOR WITH COMPLETE BACKMIXING

In the modeling of a tank reactor, it is assumed that the gas, liquid, and solid phases exist at
the same temperature. The energy balance can then be set up for the entire reactor volume,
because the temperature and concentration gradients are absent. For a system with one
reaction, the balance becomes

T T

cpL dT + ritg f oG dT + Q. (6.57)

R(=AH;)moy = mLf
To

To

The physical interpretation of Equation 6.57 is the same as for the energy balance of a
PFR (Equation 6.48).

Equation 6.7 gives an expression for the catalyst mass, and the heat transfer to/from the
surroundings is expressed by

Q= US(T — Tc). (6.58)
Inserting Equations 6.7 and 6.58 into the energy balance, Equation 6.57, yields

T T

oL dT + mG/ 66 AT + US(T — Tc). (6.59)

R(—AH;)ppeL VR = ﬂ'iL/
To

To

If the heat capacities, ¢, and ¢pG, are approximated as temperature-independent,
Equation 6.59 can be simplified to

R(—=AH,;)ppeL VR = (mpcpL + mgepc)(T — To) + US(T — Tc). (6.60)

Now, Equation 6.60 can be rewritten in a form analogous to the PFR model as

T'—To _ R(=AHvpseL — U(S/VR(T — Tc)

: ; (6.61)
VR MLCpL + MGCpG
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If the liquid-phase space time, 11, is inserted, the balance becomes

T —To _ R(=AHypseL — UGS/VRI(T — Tc)

: : AS IS (6.62)
s mrcpLPoL + MGepGPoc(Vog/ VoL)

The energy balances can be generalized to a form that is valid for cases with several
chemical reactions:

T—-To _ > Rj(—AHy)pger — U(S/VR)(T — Tc)

- - (6.63)
VR mLcpL + MGCpG

and
T —To _ > Ri(—=AHy)ppeL — U(S/VRI(T — Tc)

L mLcpLpoL + 11GEpG oG (Voa/ VoL)

6.3.3 BATCH REACTOR

For a BR where just one reaction takes place, an approximate transient energy balance can
be written in the form as

(6.64)

dT dT .
R(—=AHp)mout = mLGL - + MGopG - + Q. (6.65)

In Equation 6.65, it is assumed that the molar heat capacities at constant pressure and
temperature have approximately the same values (¢, ~ ¢y, pG ~ cvG). The catalyst mass
tMea and the energy flux can be expressed by Equations 6.7 and 6.58, respectively. By
inserting these definitions, the energy balance for a BR becomes

dT _ R(—AHy)ppeLVr — US(T — Tc)

Fran mLcpL + MGG (6.66)
Division by the reactor volume (Vy) yields
dT _ R(=AH)pwer — U(S/VR)(T — Tc) 667
dt (mp/VR)epL + (mG/VR)6pG
The ratios, my,/ Vg and mg/VR, can be written as
% = pOI{/ZOL = PoLEOL (6.68)
and
g AL (6.69)

VR Vr
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where €¢1, and g9 denote the gas and the liquid holdups in the reactor at = 0. The relations,
Equations 6.68 and 6.69, are inserted and the energy balance is transformed to

dT  R(—AHy)pgeL — U(S/Vr)(T — Tc)

= = (6.70)
dt CpLPOLEOL + CpG POGENG
For several simultaneous chemical reactions, the energy balance is generalized to
dT _ Y Ri(=AHy)pger — U(S/VR)(T — Tc) (6.71)

dt CpLPOLEOL + CpG POGENG

The initial conditions for the energy balance equations, Equations 6.70 and 6.71, are

T=T, att=0. (6.72)

The energy balance, Equation 6.70 or 6.71, is coupled to the mass balance of the BR,
for example, Equations 6.39 and 6.41 or Equations 6.44 and 6.45, via the reaction rates.
The mathematical similarity of the batch and plug flow models is apparent. The same
numerical methods that are used to solve the plug flow model can thus be used to solve the
BR model.

6.3.4 ANALYTICAL AND NUMERICAL SOLUTIONS OF BALANCE

EQUATIONS FOR THREE-PHASE REACTORS

An analytical solution of the mass balance equations for three-phase reactors is possible in
the case of isothermal reactors and reactions of first-order only. Analytical solutions [1,8] are
rather cumbersome even in these cases. Some analytical solutions for effectiveness factors
are listed in Table 6.4. This is why a numerical solution is preferred. Case studies will briefly
be described below.

The balance equations for column reactors that operate in a concurrent mode as well
as for semibatch reactors are mathematically described by ordinary differential equations.
Basically, it is an initial value problem, which can be solved by, for example, Runge—Kutta,
Adams—Moulton, or BD methods (Appendix 2). Countercurrent column reactor models
result in boundary value problems, and they can be solved, for example, by orthogonal
collocation [3]. The backmixed model consists of an algebraic equation system that is
solved by the Newton—Raphson method (Appendix 1).

6.3.4.1 Sulfur Dioxide Oxidation

Sulfur dioxide can be oxidized catalytically in an aqueous environment. The sample case

introduces a catalytic oxidation process of SO; in the liquid phase over an active carbon
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TABLE 6.4 Calculation of Surface Concentrations
€LPB

- ri = ki; (Cltji - Cfi) [A]

P

where r; = v;R

S __
Np =

First-order reaction: R = kcfi, which is inserted in [A]

ELPB . S __ 18 b s
o (v ke =Ky (CLi 4
P
b b
‘Li ‘Li

¢S . becomes ¢} : = =
Li Li™ 4 (SLPB (—vj) k/kiiap) a+1

v;ked . 1
Effectiveness factor for outer mass transfer resistance, ne; = L Neij = ——
el €
vikcEi l+o
. 2
Second-order reaction: R = kci ;
Similarly, we obtain
2
eLpB (—v;) kef; . .
# = kii (CEi - CIS,i) from which ci ; is solved:
s V1+40—1) 4 eLPB (—V;) kclﬂ,-
LG=\"%g O T .
o apL;
which can be transformed to ci' = CE-
o1 +4da+1 M
For rapid mass transfer kii — 00,00 = 0,4/1 4+ 4a — 1,and Cii — CItji
ford 2 4
Effectiveness factor is e = (I];’) s Mei = ——————
i (14 V1+4a)

Higher-order reactions: iterative solution of [A] is recommended.

catalyst in a packed bed (trickle bed). The reaction consists of the following steps [3]:

SO,2(g) — SO2(),
02(g) — O2(D),
$O1(g) + 302(1) + HO — H,S04().
The concentration profiles (Figure 6.17) demonstrate the consumption of SO; and O,

in the liquid phase, followed by the production of HySO4. The calculations were performed
using orthogonal collocation.

6.3.4.2 Hydrogenation of Aromatics
Rl

R, R R,
+3Hy, —»

Ry Ry

The second example concerns catalytic hydrogenation of aromatic compounds such as
benzene, toluene, xylenes, isopropyl benzene, and mesitylene, over a supported nickel cat-
alyst [9,10]. The process is relevant for the production of aromatic-free fuels and solvents.
The aromatic ring is hydrogenated in an exothermal reaction in which R1, R2, and R3
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FIGURE 6.17 Concentration profiles in a trickle bed reactor.

denote hydrogen atoms or alkyl chains. The reactions are industrially carried out in fixed
beds, but the kinetics can be conveniently measured in laboratory-scale autoclaves. Typical
results from the kinetic experiments are displayed in Figure 6.18 and the rate follows the
expression

kiKaKucacy

(3Kaca + VRacg +1)°

where k and K denote the rate and the adsorption parameters and R and R’ denote the
formation rates of cis- and trans-isomers, respectively [10]. The rate model was coupled
to the models of catalyst particles (Chapter 5) and the BR. The textural and transport

Rot=R+R =
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FIGURE 6.18 Kinetic results from the hydrogenation of aromatics.

parameters were calculated a priori, and the complete reaction—diffusion model was used in
the estimation of kinetic parameters by nonlinear regression. For the results of parameter
fitting, see Figure 6.18, in which the continuous curves represent the model predictions.

The dynamic reaction—diffusion model provides valuable information about the diffu-
sional resistance inside the particles as well as the dynamics of the particle and bulk phases.
Figure 6.19 shows that the process is heavily influenced by the diffusional limitation of
hydrogen at the beginning, whereas the diffusional limitation of the aromatic compound is
negligible. The situation, however, changes during the course of the reaction: some diffu-
sional limitation of hydrogen always remains, but the diffusional limitation of the aromatic
compound also increases its importance, since the concentration is low at the end of the
reaction (Figure 6.19).
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FIGURE 6.19 Diffusional resistances inside the catalyst particle in the hydrogenation of
aromatics: (a) at the beginning and (b) at the end of the reaction.

The concentration profiles inside the pellet were simulated for different reaction times.
The results are shown in Figure 6.20. The figure shows that the dynamics of catalyst particles
is very rapid compared with that of bulk phases: a pseudo-steady-state is established inside
the particle within about 10 A, which implies that it is justified to approximate the catalyst
particle with a pseudo-steady-state model.

6.3.4.3 Carbonyl Group Hydrogenation

A typical example of the carbonyl group hydrogenation in three-phase systems is the cat-
alytic hydrogenation of sugars to corresponding sugar alcohols. Let us consider, for example,
the hydrogenation of p-xylose to xylitol over Raney nickel [11]. Xylitol is an alternative
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FIGURE 6.20 Dynamics of reaction and diffusion in the hydrogenation of aromatics.
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sweetening agent in alimentary products such as chewing gum and chocolate. Its health-
promoting properties (such as anticaries, anti-osteoporosis effects) have also started to
attract more attention, justifying the use of the term functional food. Besides the main
reaction, side reactions proceed in the system, producing p-xylulose, p-arabinitol, b-xylonic
acid, and even furfural as undesired byproducts. The reaction scheme is displayed below.

D-Arabinitol

D-Xylulose CH,OH
HO
-OH Hydrogenation OH
CH,OH > OH
OH CH,OH
enation
Isomerization Xylitol Isomerization

B-D-Xylopyranose 3-D-Xylofuranose

HO
§ (@)
% —OH \ Furfural
H OO OH H Temp. induced

OH D-Xylose conditions, O # —> cleavage
(aldehyde form) Cani \ / polymerization
o-D-Xylopyranose o-D-Xylofuranose OOH products
Mutarotation equilibrium H OH
OH
CH,0H
Xylonic acid

In a simplified form, the reaction scheme can be displayed as follows (xylonic acid and
furfural are not formed under standard production conditions, and mutarotation equilibria
are rapid).

Xylose » Xylulose » Arabinitol

|—> Xylitol

The reaction is carried out in batchwise operating autoclaves on an industrial scale.
Typical kinetic results are shown in Figure 6.21. The experiments were carried out with
finely dispersed Raney Ni catalyst particles, and a numerical simulation of the concentra-
tion profiles inside the particles revealed that the diffusional resistance in the particle was
negligible, since the effectiveness factor always exceeded 0.9 [11]. On the other hand, the
external mass transfer resistance on the liquid side of the gas—liquid interface can become
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FIGURE 6.21 Xylose hydrogenation to xylitol and by-products. Kinetic data and kinetic
modeling (left), simulations in the kinetic regime (center), and in the presence of external

mass transfer limitations (right).

important on an industrial scale, if the agitation of the reactor is not efficient enough.
The formation of p-xylulose is an isomerization reaction, which is favored if the access of
hydrogen is limited. Figure 6.21 illustrates the effect of an external mass transfer limitation
on the product distribution: the value of the external mass transfer coefficient of hydrogen
(kLp) has to be high in order to suppress the formation of p-xylulose. Under ideal mixing
conditions (Figure 6.21), the formation of p-xylulose is minimized and the production of

xylitol is maximized.
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CHAPTER 7

Gas—Liquid Reactors

7.1 REACTORS FOR NONCATALYTIC
AND HOMOGENEOUSLY CATALYZED REACTIONS

The presence of two phases, namely gas and liquid, is characteristic to noncatalytic or
homogeneously catalyzed reaction systems. Components in the gas phase diffuse to the gas—
liquid interface, dissolve in the liquid phase, and react with components in the bulk liquid
phase. The liquid phase may also contain a homogeneous catalyst. Some of the product
molecules desorb from the liquid phase to the gas phase, and some product molecules
remain in the liquid. The processes taking place in a gas-liquid reactor are displayed in
Figure 7.1 [1]. The figure is based on the simplest way of describing the gas-liquid contact,
namely the film model. If the catalyst is heterogeneous, the process is dramatically altered,
as the reactions take place on the surface of the heterogeneous catalyst and the reactor is
obviously a three-phase one (Chapter 6).

Gas-liquid reactions are used in several industrial processes. In the synthesis of chemical
compounds, gas-liquid reactions are used in, for example, the oxidation of hydrocarbons.
For a synthesis reaction, it is typical that one organic compound is transformed into another
organic compound in the presence of a homogeneous catalyst. Typical reactions are, for
example, chlorination of aromatic compounds in the production of chlorinated hydro-
carbons, chlorination of carboxylic acids (mainly acetic acid), and oxidation of toluene and
xylene in the production of benzoic acid and phthalic acid. In the production of hydrogen
peroxide (H,O;), an oxidation process can also be used, namely oxidation of anthraquinole
to anthraquinone.

An important area where gas—liquid reactors are used is the cleaning of industrial gases.
A low-concentration gas component is absorbed with the aid of a chemical reaction in the
liquid phase. Such an absorption can be purely physical in nature, but when aided by a

247
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FIGURE 7.1 Phases in a gas-liquid reactor according to the film model.

chemical reaction, the absorption rate may be enhanced. In this case, the absorption unit
can be much smaller than in the case of a purely physical absorption. Industrial absorption
processes include, for example, the absorption of carbon dioxide (CO,) in carbonate and
hydroxide solutions. Absorption of carbon dioxide in K;COs3 is used in the production of
syngas for ammonia synthesis. In the desulfurization processes of the petroleum industry,
large amounts of H,S are formed. The H,S thus produced is absorbed in an amine solu-
tion. Gas-liquid reactions are common in biochemical processes. Typical examples include
aerobic fermentation and ozonization of wastewater. Aromatic compounds in wastewater
can be decomposed by ozonization to carbon dioxide.

For a review of noncatalytic or homogeneously catalyzed gas-liquid reactions, see
Table 7.1 [2—4].

Several constructions are available for gas—liquid reactors because of the large number of
different application areas. Some of the main reactor types are illustrated in Figure 7.2 [5].
Spray columns, wetted wall columns, packed columns, and plate columns are mainly used for
absorption processes. The gas concentrations are low in the case of absorption processes, and
to enhance the absorption process, a large interfacial contact area between the gas and the
liquid is important. This area is obtained in the previously mentioned reactor types. These
column reactors usually operate in a countercurrent mode. The countercurrent operation
is the optimal operating mode, because at the gas outlet where the gaseous component
concentration is the lowest, the gas comes into contact with a fresh absorption solution.
The low concentration of the gaseous component can then partly be compensated by the
high concentration of the liquid component.

Two reactor types dominate in the synthesis of chemicals in the case of gas-liquid reac-
tions: the tank reactor and the bubble column. Both types can be operated in a continuous
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TABLE 7.1 Industrial Gas-Liquid Reactions

Absorption of NO; in HyO in the production of HNO3
Absorption of CO; in NaOH or KOH

Absorption of CO; in carbonate solutions

Absorption of CO; in amine solutions

Absorption of CO, in ammonia solutions

Absorption of H,S in amine solutions

Absorption of COS in NaOH or KOH

Oxidation of anthraquinole to anthraquinone in the HyO, process
Oxidation of ethene to acetaldehyde

Oxidation of cumene to cumenehydroxide in the phenol and acetone processes
Oxidation of toluene to benzoic acid

Oxidation of xylene to phthalic acid

Oxidation of wastewater

Chlorination of aromatic hydrocarbons

Chlorination of acetic acid to monochloroacetic acid

Sulfonation of aromatic hydrocarbons

Nitrification of toluene to nitrotoluene

Packed Bubble
column column

Venturi scrubber

Mechanically agitated
reactor

Ejector reactor

FIGURE 7.2 Typical gas-liquid reactors used industrially. (Data from Charpentier, J.-C.,
Advances in Chemical Engineering, Vol. 11, Academic Press, New York, 1981.)
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Liquid feed
Gas T
feed A T

Liquid out

FIGURE 7.3 Gas-liquid tank reactor.

or a semibatch mode. In a semibatch operation, the liquid phase is treated as a batch, and
the gas phase flows continuously through the liquid.

A typical tank reactor for gas-liquid reactions is shown in Figure 7.3. For this kind of
reactors, it is very important to have good gas dispersion in liquid. The gas is fed through
a sparger located under the impeller. The advantage of a tank reactor is its good mixing
capabilities that also make it useful in the treatment of highly viscous fluids. The heat transfer
capabilities are useful in the case of highly exothermic reactions: the reactor contents can
be regulated by feeding in cold reactants to a certain extent. In a semibatch operation, a
similar problem of temperature control and product quality can occur as in the case of
homogeneous liquid-phase systems. The biggest disadvantage of tank reactors operating in
a continuous mode is the low reactant concentrations at which the reactors operate. Another
disadvantage is the complex mechanical structure that results in increased investment and
operating costs.

A frequently used gas—liquid reactor is the bubble column. Different bubble column con-
structions are introduced in Figures 7.4 through 7.8. The gas is usually fed from the bottom
through a sparger, and the liquid flows either concurrently or countercurrently. A counter-
current operation is more efficient than a concurrent one, but for certain types of parallel
reactions, for example, parallel chlorination reactions yielding mono- and dichlorinated
products, concurrent operation can provide better selectivity. Bubble columns are often
operated in a semibatch mode: the gas bubbles through the liquid. This mode of operation
is attractive in the production of fine chemicals produced in small quantities—especially
in the case of slow reactions. Different kinds of bubble columns are shown in Figures 7.4
through 7.8. A larger interfacial area can be obtained with a gas injector (Figure 7.6).
The coalescence of bubbles reduces the interfacial area at higher levels in the column. In
Figures 7.7 and 7.8, two systems for reaction liquid recirculation in the bubble column are
displayed. It is often necessary to facilitate recirculation of the liquid phase for improved
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FIGURE 7.4 Various types of bubble columns for gas-liquid reactions. (Data from Tram-
bouze, P., van Landeghem, H., and Wauquier, J.P., Chemical Reactors—Design/Engineering,
Editions Technip, Paris, 1988.)

temperature control. The flow patterns can vary considerably in a bubble column: gener-
ally, as a rule of thumb, the liquid phase is more backmixed than the gas phase. The plug
flow model is suitable for the gas phase, whereas the liquid phase can be modeled with the
backmixed, dispersion, or plug flow models.

Liquid Gas

- ° ] Ya ‘ N
., 2 . i 1] . W ud

] 1 L
Liquid

Gas
as

FIGURE 7.5 Horizontal bubble column. (Data from Trambouze, P., van Landeghem, H.,
and Wauquier, J.P., Chemical Reactors—Design/Engineering, Editions Technip, Paris, 1988.)
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Liquid

FIGURE 7.6 A bubble column with a gas ejector.

Packed columns are traditionally the most frequently used absorption reactors in the
chemical industry. The columns are usually operated in a countercurrent mode; the gas
flows upwards and the liquid flows downwards over the packing material. The packing
material provides a large enough gas—liquid interfacial contact transfer area in the column.
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FIGURE 7.7 A bubble column with a recirculation loop for the liquid phase, loop reactor.
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Fresh air inlet

Ejectors
—— Vent

s‘i-—-Outlet

Coil
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|
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FIGURE 7.8 A bubble column with recirculation of the liquid. (Data from Trambouze, P.,
van Landeghem, H., and Wauquier, J.P., Chemical Reactors—Design/Engineering, Editions
Technip, Paris, 1988.)

Some common packing materials are shown in Figure 7.9. The packings are most often
manufactured from ceramics, plastics, or metals (Figure 7.10). The gas principally is well
distributed in the reactor tanks to the packing material, but channeling can easily occur in the
liquid phase. By placing distribution plates in the column, channeling can largely be avoided.
Certain types of distribution plates are introduced in Figure 7.11. If a packed column works
well, the flow conditions in the gas and liquid phases are close to the plug flow conditions.

A plate column is shown in Figure 7.12. Plate columns are used for the same purposes as
packed columns, namely for absorption of gases. The gas and the liquid flow countercur-
rently, and the plate column is very similar to a distillation column. Contrary to distillation
columns, the energy effects in plate columns are of minor importance, since the gas flow
rates and the reaction rates are low. Several types of plate columns have been developed; the
most typical construction is the bubble-cap tray (Figure 7.13).

Gas Gas
Liquid | Liquidd . ooiuiiiinaad
Packing
| (inert
material)
v f I
Liquid Gas Liquid Gas
Countercurrent Co-current
flow downward flow

FIGURE 7.9 Packed column for gas-liquid reactions.
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Intalox Intalox Tellerette Pall
ring saddle ring

FIGURE 7.10 Different kinds of column packings. (Data from Trambouze, P., van Lan-
deghem, H., and Wauquier, ].P., Chemical Reactors—Design/Engineering, Editions Technip,
Paris, 1988.)

Plate or packed columns are often competing construction alternatives in the design of
absorption processes. Trambouze et al. [2] give the following advice for the comparison of
plate and packed columns.

1. The pressure drop is usually lower in a packed column than in a plate column.

2. For column diameters <1 m, a packed column is cheaper, and for larger diameters, a
plate column is cheaper.

3. The flow conditions are easier to control in a plate column.

4. Plate columns are suitable for reactions that occur partially in the liquid bulk.

5. Short-circuiting of the gas flows may be a problem in packed columns.

fn "[\"K\-'\‘:. Ry
By Sy

(d)

FIGURE 7.11 Distribution plates for packed columns. (Data from Trambouze, P., van Lan-
deghem, H., and Wauquier, J.P., Chemical Reactors—Design/Engineering, Editions Technip,
Paris, 1988.)



Gas-Liquid Reactors m 255

(b)
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FIGURE 7.12 Plate column. (Data from Trambouze, P., van Landeghem, H., and Waugquier,
].P., Chemical Reactors—Design/Engineering, Editions Technip, Paris, 1988.)

FIGURE 7.13 Bubble-cap bottom. (Data from Trambouze, P., van Landeghem, H., and
Wauquier, J.P., Chemical Reactors—Design/Engineering, Editions Technip, Paris, 1988.)
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Gas
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: pobootkdetever’ | Liquid

Liquid
FIGURE 7.14 Spray column.

Gas scrubbers are a special type of gas—liquid reactors. Two main constructions exist:
the spray tower and the Venturi scrubber. These reactor types are shown in Figures 7.14
and 7.15. The gas phase is dispersed into the liquid phase with a Venturi tube. The gas flows
through the Venturi tube at a high velocity (Figure 7.15). In a spray tower, the liquid is
distributed with a distributor and sprayed downwards in the form of small droplets. The
gas flows countercurrently upwards. Due to high gas velocities, these kinds of reactors are
only useful for very fast reactions.

A variety of different types of gas—liquid reactors exist. The choice of the reactor type
is sometimes obvious and sometimes very difficult. A summary of the selection criteria is
listed in Table 7.2. For slow reactions, a bubble column is preferred; for fast reactions, a
column, a scrubber, or a spray tower should be used. For absorption processes in which
a high conversion of the gaseous reactant is the main goal, the self-evident reactor type
is a packed bed or a plate column.

7.2 MASS BALANCES FOR IDEAL GAS-LIQUID REACTORS

Mathematical models for different kinds of gas-liquid reactors are based on the mass
balances of components in the gas and liquid phases. The flow pattern in a tank reactor is
usually close to complete backmixing. In the case of packed and plate columns, it is often
a good approximation to assume the existence of a plug flow. In bubble columns, the gas
phase flows in a plug flow, whereas the axial dispersion model is the most realistic one for
the liquid phase. For a bubble column, the ideal flow patterns set the limit for the reactor
capacity for typical reaction kinetics.
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—>|’|<3—— Liquid

;

Gas + liquid Gas + liquid

ejector Venturi

Venturi scrubber type P— A Venturi scrubber type W—A

FIGURE 7.15 Venturi scrubbers. (Data from Trambouze, P., van Landeghem, H., and
Waugquier, J.P., Chemical Reactors—Design/Engineering, Editions Technip, Paris, 1988.)

Below we will look at three ideal gas-liquid reactor types: a column reactor with a plug
flow in the gas and liquid phases, a tank reactor with complete backmixing, and a BR. The
main volume elements in gas—liquid reactors are displayed in Figure 7.16. The bulk gas and
liquid phases are delimited by thin films where chemical reactions and molecular diffusion
occur. However, the reactions do take place in the bulk phase of the liquid as well.

The flux of component i from the gas bulk to the gas film is denoted as Ng ;» whereas
the flux from the liquid film to the liquid bulk is denoted as Ni’i. Qualitatively, the
fluxes are given with respect to the interfacial contact area (A) according to a very simple
relation:

mol )
NiA = ()E()m .
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hGi, out hLi, out
Gas Gas Liquid Liquid
bulk film film bulk
b s s b
Ngi Ng; N, Ny,
<+ —rt—>
T d¢g 0 S T
hGi, in hLi, in

FIGURE 7.16 A volume element in a gas—liquid reactor.

The flows NE. and N(b;i can have both positive and negative values, depending on the
direction of the respective flow. The positive direction is marked in Figure 7.16. The volumes
of the gas and liquid films are assumed to be negligible with respect to the bulk-phase
volumes. The formulation of the fluxes is treated in detail in Section 7.2.4.

7.2.1 PLUG FLOW COLUMN REACTOR

A column reactor is assumed to operate under steady-state conditions. A positive flow is
chosen as the liquid-phase flow direction. For a volume element AV] in the liquid phase,
the mass balance can be written as

fLiin + NYAA 4+ 1 AVL = figj our. (7.1)

By considering the relation 11 oyt — fiLiin = Afr; and by defining the volume fraction

(holdup) of the liquid
AVL

T AR

(liquid volume element-to-reactor volume element) as well as the ratio of interfacial contact

eL (7.2)

area-to-reactor volume, we obtain

AA
ay = ——. (7.3)
AVR
Equation 7.1 can now be written as
Afy; = NPy AVR + riep AVR. (7.4)

After division by the reactor volume element, A Vg, and allowing AVR — 0, we obtain

dry;
dVgr

= N{iay + eL7i. (7.5)
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For a gas-phase volume element, AV, analogous to Equation 7.1, we obtain

. b .
nGiin = Ng;AA + 1Giout-

(7.6)

If the gas and the liquid flow in the same direction, Afig; = 7iGiout — f1Gi,in> and the
flow directions are opposite, Afig; = 71Giin — NGiout> We can rewrite Equation 7.6 for both

concurrent (—) and countercurrent (4) flows, taking into account the definition of ay,

Equation 7.3:
Afigi = £NZ.ay AVy.

Balance Equation 7.7 is transformed to a differential equation

Equations 7.5 and 7.8 have the initial conditions
nLi = oL at VR =0
for both concurrent and countercurrent flows. The initial condition is
nGi = fogi at VR =0
for a concurrent flow, and the boundary condition is
nGi = fogi  at VR = VR

for a countercurrent flow.
The balance Equations 7.5 and 7.6 can now be written with arrays:

0L _ NP, + e vR
—— = Njay + e VR,
dvg — E T
—— = +Niay.
dVk Ghv
If the liquid space time
VR
T, = —
VoL

is used as an independent variable, Equations 7.12 and 7.13 are transformed to

dng

Ton = <N'fav + EL\)R) VOL
R

and

dig .
— = £Ngaa,Vor.
dVR G% VOL

(7.7)

(7.8)

(7.9)

(7.10)

(7.11)

(7.12)

(7.13)

(7.14)

(7.15)

(7.16)
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7.2.2 TANK REACTOR WITH COMPLETE BACKMIXING

The mass balance for a completely backmixed reactor can be rewritten as

fioLi + NE-A + VL = nLi,
VL

€L = .
VR

m 261

(7.17)

(7.18)

Analogous to Equations 7.1 and 7.2, the liquid holdup and the ratio of interfacial contact

area-to-reactor volume is defined as

A
ay = —.

VR
Substituting these ratios into Equation 7.17, we obtain

nL; — NoLi

N )
Va = Ny,ay + eLri.

For the gas phase, analogous to Equation 7.17, we obtain
. L b .
NoGi = NGiA + nGi.
Insertion of the ratio into Equation 7.19 yields

nGi — NoGi

_ b
VR —_ _NGiav.

(7.19)

(7.20)

(7.21)

(7.22)

Mass balance Equation 7.20 and Equations 7.22 and 7.25 can now be written in the vector

form as

np; — No; b

———— = N{jay +err;

Vr
and
ng; — NyG; b
= —Ng;av,
VR

as well as a function of the liquid space time:

nL — foL .
L (N}jav + vaR) VoL
TL
and
nG — oG

b .
= —NGaVV()L.
L

(7.23)

(7.24)

(7.25)

(7.26)
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7.2.3 BATCH REACTOR

For a BR, the liquid-phase transient mass balance is

d?’lLi
dt ’

NYA + 1,V = (7.27)
where dny;/dt accounts for the accumulation of component i in the liquid phase. For a, and
g1, the same definitions as for the tank reactor, Equations 7.18 and 7.19, are valid. Inserting
Equations 7.18 and 7.19 into the mass balance Equation 7.27 yields

d .
% = (NP, +euri) Vi (7.28)

For the gas phase, the following mass balance is valid:

dng;
0=NA+ 1 . (7.29)

Insertion of the definition for a, (interfacial contact area per reactor volume) yields

dng;

5 = —N2,ay Vk. (7.30)

Equations 7.28 and 7.29 have the initial conditions
ny; =ni(0) att=0 (7.31)

and

ng; = ngi(0) att=0. (7.32)

These can now be rewritten in the vector form as

d
% = (Nbay +e00R) Vi, (7.33)
d
% — —Nba, Vi (7.34)

The analogy with the column reactor mass balances is obvious.

7.2.4 FLUXES IN GAS AND LIQUID FILMS

Different theories and methods [6] are available for the calculation of molar fluxes, Ng ;and
NE '\» which are needed in the bulk-phase mass balances of ideal gas-liquid reactors, Equa-
tions 7.15 and 7.16, Equations 7.22, 7.25, and 7.26, and Equations 7.33 and 7.34. According
to the two-film theory, molecular diffusion and a chemical reaction occur simultaneously
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in the liquid film, and only molecular diffusion occurs in the gas film. The liquid and gas
film thicknesses are denoted as 81, and 3¢, respectively. Fick’s law describes the fluxes in gas
and liquid films. The transport processes are shown in Figure 7.17.

If Fick’s law is valid for both the gas and the liquid films, fluxes Ng ;and NEA are defined as

d .
N&, = Dg; (—CG‘) (7.35)
dz z=3g
and
d .
Np; = =D (%) , (7.36)
z z=3r,

where Dg; and Dy, are the diffusion coefficients in the gas and liquid phases, respec-
tively. Different signs in Equations 7.35 and 7.36 are due to the different coordinate system
definitions for the gas and liquid films in Figure 7.16.

Balance Equation 7.37 is valid for component i in the gas film,

dcgi dcgi
(DGi CGI) A= (DGI'%) A, (7.37)
in Z / out

where ()in — (Dout = A[DG,‘ (dCGi/dZ)].
Dividing Equation 7.37 by Az (distance element in z coordinate) yields

A[Dg; (dcgi/dz)]

=0. (7.38)
Az
Gas Gas Liquid Liquid
bulk film film bulk
P
) T
A(g)+B(l) > P())

Gas-liquid
interface

FIGURE 7.17 Diffusion and reaction in gas and liquid films (.... slow diffusion rate, — more
rapid diffusion rate).
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Assuming that the diffusion coefficient is approximately constant and allowing that Az — 0,
we obtain the balance equation

d?ci
DGZ-v =0. (7.39)

This balance equation has an analytical solution. Integrating the equation once yields

dcgi

— =C. 7.40
o 1 (7.40)

Integrating it once more yields
cgi = Ciz+ Gy, (7.41)
The following boundary conditions are valid for Equation 7.39:
Gi=cy atz=0, (7.42)

cGi = cgi at z = 8q. (7.43)

The integration constants C; and C, can be determined by inserting the boundary
conditions into Equation 7.41

b s
Co: — Ch:
C =-S5 __Gi (7.44)
dG
Cy =ci.. (7.45)
Gi

The expression for the concentration profile, c;, can now be written as
. (b s z s 6
cGi(2) = (cg; — ¢gi 5 + G- (7.46)
G

The flux, Ngi, is obtained according to the definition in Equation 7.35

Dai
Ng; = 8—1 (C'éi — CSGi> : (7.47)
G

The ratio Dg;j/ Az is often referred to as the gas film coefficient, kg;,

De:
kGi= Gi

-~ (7.48)

The flux Ngi can be expressed in the form

Ng; = ki (Cgi - CSG;') . (7.49)
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The flux in the gas film is, according to Equation 7.49, dependent on the gas film coefficient
and the concentration difference between the gas bulk and the gas film interface.
For the liquid film, the mass balance can be written as

det det
_ (DL,-E) A+rAz=— (DL,-£> A (7.50)
dz in dz out

where AAz is the volume element in the liquid film and 7; is the generation rate of
component i. The difference, ( )in — ( )out> can be written as A(Dr;(dcr;/dz)). Dividing
Equation 7.50 by the volume element AAz yields

A [Dy; (dci/dz2)]
Az

+r=0. (7.51)

If the diffusion coefficient Dy; is assumed to be independent of the concentration and
allowing Az — 0, Equation 7.51 is transformed to

d?ey;
DLi? 4+ =0. (7.52)
Equation 7.52 describes simultaneous diffusion and chemical reaction in the liquid film. The
concentration profile of component 7, c;(z), can in principle be solved by Equation 7.52
and the flux, Nllfi, is obtained from the derivative dc;/dz in Equation 7.36. Equation 7.52
has the boundary conditions

NO, =N, atz=0, (7.53)

L = CIL)i at z = Jp. (7.54)

The boundary condition, Equation 7.53, means that the component fluxes defined according
to the gas and liquid film properties, Equations 7.35 and 7.36, must be equal to each other.
At the interface, a chemical equilibrium is assumed to exist mainly; the concentrations in
the gas and liquid phases are then related to each other according to

cs..
K= CTGZ (7.55)
Li

where K; is the equilibrium state. For gases with a low solubility, K; is often called Henry’s
constant. An analytical solution of the differential Equation 7.52 with the boundary condi-
tions, Equation 7.53 and 7.54, is only possible in isothermal cases, in certain special cases.
These cases are characterized by the interdependence of reaction and diffusion velocities
and by the reaction kinetics.

The following special cases can be distinguished based on their reaction kinetics: physi-
cal absorption, very slow reactions, slow reactions, finite speed reactions, fast reactions, and
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TABLE 7.3 Classification of Gas-Liquid Processes

Physical absorption No chemical reaction in the liquid film and in the liquid bulk. Linear concentrat-
ions in the films

Very slow reaction The same reaction velocity in the liquid film and in the liquid bulk. No
concentration gradients in the liquid film

Slow reaction No reaction in the liquid film, chemical reaction in the liquid bulk. Linear
concentration gradients in the films

Finite speed reaction Chemical reaction in the liquid film and in the liquid bulk. Nonlinear concentra-

(moderate reaction) tion profiles in the liquid film
Fast reaction Chemical reaction in the liquid film. No chemical reaction in the liquid bulk.

Nonlinear concentration profiles in the liquid film. The gas-phase component
concentration is zero in the liquid phase

Instantaneous reaction Chemical reaction in the reaction zone in the liquid film. The diffusion rates of
the components determine reaction velocity

instantaneous reactions. A more detailed description of different reaction types is summa-
rized in Table 7.3. The concentration profiles of components A(2) and B(1) for a bimolecular
reaction and for different cases are illustrated in Figure 7.18. In the following pages, ana-
lytical expressions will be derived for the fluxes for different reaction types and reaction
kinetics. Component A is assumed to be in the gas phase, and it is absorbed continuously
by the liquid phase.

7.2.4.1 Very Slow Reactions

If a chemical reaction is very slow, no concentration gradients exist in the liquid film.
Two cases can be distinguished depending on whether diffusion resistance in the gas film
influences the absorption speed or not.

If diffusion resistance does not affect the reaction velocity, the flux for component A is

N2, =N>,, (7.56)

and the gas—liquid equilibrium at the gas-liquid interface is

Cb
Ky = % (7.57)
1A
Liquid Liquid Liquid Liquid Liquid Liquid Liquid Liquid Gas  Liquid Liquid
film bulk film bulk film bulk film bulk film film bulk
S
‘L b e b ’ b / b
L1 g1/ GH 1 €11 ¢ /| e /
‘L2 Clo / 3
S //\“Cs CL2 /
Clop ‘L2 5
L2 C?J N b Ceo
C12 y \
0 9§, 0 9§ 0 9 0§ 5 O S
Slow reaction Moderate reaction Fast reaction Instantaneous reaction Surface reaction

FIGURE 7.18 Influence of reaction kinetics on the concentration gradients in the liquid film
for a bimolecular reaction. (Data from Trambouze, P., van Landeghem, H., and Waugquier,
J.P., Chemical Reactors—Design/Engineering, Editions Technip, Paris, 1988.)
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Equation 7.56 states that no reactions occur in the gas and liquid films, whereas Equa-
tion 7.57 states that the bulk-phase concentrations can be used to calculate the equilibrium
at the gas-liquid interface.

If diffusion resistance is of importance in the gas film, the following equations are valid
for the fluxes and equilibrium constant, respectively,

N2, = NPy, (7.58)
CS
Ky = % (7.59)
A

The diffusion flux for component A in the gas film is obtained from Equation 7.49 as
b _ b s

Inserting the equilibrium definition, Equation 7.59, into Equation 7.60 yields the following
expression for NEA and N]C),A:

Nga = Nx = kaa (CEA — KAc‘L’A> . (7.61)

7.2.4.2 Slow Reactions

Slow reactions are characterized by the fact that diffusion resistances in the gas and liquid
films suppress the absorption velocities. No chemical reactions are assumed to occur in the
liquid film. For the diffusion flux and gas-liquid equilibrium, the following equations are
valid for component A:

N2, = NPy, (7.62)
CS
Ky =S4, (7.63)
A

Equations 7.63 and 7.23 state that concentrations at the gas-liquid interface are different
from those in the bulk phase. The flux through the gas film is given by

Because no reactions are assumed to occur in the liquid film (r; = 0), the transport equation,
Equation 7.52, for the liquid film can be solved analytically, just like the transport equation
for the gas film. The solution is analogous to the gas film reaction solution, Equation 7.46,
and the flux through the liquid film is obtained as

NP, = kia <ciA — ) (7.65)
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where the liquid film coefficient, ki, is defined in a manner analogous to the gas film

coefficient, kga,
Dra

B

Here Dy and 3y are the liquid-phase diffusion coefficient and the liquid film thickness,

kia = (7.66)

respectively.
Equations 7.64 and 7.65 can be set equal to each other, according to Equations 7.63
and 7.23, and the expression for ¢, , is inserted:

kga (CgA — KACEA) = kra (CEA — CEA) . (7.67)

The unknown interface concentration, ¢; 5, can be solved by Equation 7.67. The result is as
follows:
_ 2, + (kxa/koa) 2y

Sy = (7.68)
LA Ka + (kra/kca)

Substitution of the surface concentration, ¢ ,, Equation 7.68, into the expression for NEA,
Equation 7.65, yields

b b
NS, = cGa — Kacia
(Ka/kia) + (1/kga)
Equation 7.69 shows that the film transport resistances can be added to each other, and an
overall transport coefficient can be defined as

(7.69)

1 Ky 1

=0 - (7.70)
Ky kia  kca

If the diffusion resistance in the gas film is negligible in comparison to that in the liquid
film—which is frequently the case for slow reactions—the term 1/kga disappears (kga —
0) in Equations 7.69 and 7.70.

7.2.4.3 Reactions with a Finite Velocity

For reactions in this regime, no general expressions can be derived for the diffusion flux,
Na, through the gas and liquid films. Chemical reactions proceed in the liquid film and the
following conditions are valid for diffusion fluxes through the gas and liquid films:

N, # NPy, (7.71)

The first condition, Equation 7.71, states that the diffusion flux for component A in the liquid
phase changes because of the reaction taking place in the liquid film. For the gas-liquid
equilibrium at the interface, the following ratio is valid:

CS
Ky = A, (7.73)
A
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The transport equation for component A must be solved separately for each type of
reaction kinetics. An analytical solution for Equation 7.52 is possible in some special cases.
The liquid film must, however, be considered as isothermal, this being a quite reasonable
assumption.

Let us now consider an analytical solution for the mass balance equation of the liquid
film

d2cra

D
LA™ 32

+rA=0 (7.74)
for zero-, first-, pseudo-first-, and second-order reactions.

7.2.4.3.1 Zero-Order Reactions

For zero-order kinetics, the reaction rate ra is
ra = VAR = vak. (7.75)
Substituting rs into Equation 7.74 yields

dZCLA . vk
dz2  Dpp’

(7.76)

By integrating Equation 7.76 twice, the concentration profiles for component A in the liquid
film are obtained:

22+ Ciz+ G (7.77)

vk
ca(z) = ~3Din

Applying the boundary conditions

aad) = tu (7.78)

and

CLA(O) = CiA (7.79)

makes it possible to determine the integration constants C; and C, in Equation 7.77:

b s
P — C vk
C =14 1A St 7.80
1 o + Dt (7.80)
Cy =}, (7.81)

Substituting Equations 7.80 and 7.81 into Equation 7.77 yields the concentration profile

cra(2):
\)AkB2 V4 2 \JAk?\)2 z
ca(z) = — 2DLAL <g> + c‘fA — g+ —2DLAL 5 + ¢ s (7.82)
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To obtain the flux, N}, we calculate the derivative

de vakd z b, - vakd
LA AL (2 ) p(2a—Tta) 4 PATL (7.83)
dz Dra oL oy 2D1a

According to the definition, the flux N}, is obtained as

d Dia(cb, — ¢ vakd
NEA — —Dpa ( CLA) _ LA( LA LA) VA L’ (7.84)
dz /,_, oL 2Dra
and the term —va k31 /2 can be written as
vakd vakD
_vakor __ vakbia (7.85)
2 2kia
By defining the dimensionless quantity, M, as
vakD
- —A—LbA, (7.86)
2kaCLA
the expression for flux, N}, can be written as
s _ s b b
NLA = kLA (CLA — CLA) + kLACLAM' (7.87)

The flux is also affected by diffusion through the gas film. For the gas film diffusion, we have
S —_ b _ b S
NGA = NGA = kGA <CGA — CGA) . (7.88)

By setting Equations 7.87 and 7.88 equal to each other and using the equilibrium definition,
Equation 7.73, the unknown interface concentration ¢f , can be determined:

s kLACEA(l - M)+ kGACgA

- (7.89)
LA kra + kgaKa
Substituting this ¢f , into Equation 7.87 yields the final form of the flux, N} ,,
S, 4+ Kacd, (M — 1
N, = Coa TR ) (7.90)

(Ka/kia) + (1/kga)

where M is defined by Equation 7.86. If the gas film resistance is negligible, the term kga
disappears in Equation 7.90.
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7.2.4.3.2 Enhancement Factor

For gas-liquid reactions, an enhancement factor is often defined. The enhancement factor
is the ratio between the chemical absorption rate and the physical absorption rate. Equa-
tion 7.69 is valid for component A, when only physical absorption occurs in the liquid film.
The enhancement factor Ej, is in this case defined as

Ni o .
(c2\ — KacPy) / [(Ka/kia) + (1/kga)]

Ep = (7.91)

Applying the relation in Equation 7.90 to a zero-order reaction gives, according to
Equation 7.91, the enhancement factor

MKycp
Ex=1+ ﬁ (7.92)
cGa — Kacra
The enhancement factor, Ea, always assumes values larger than 1, thatis, Ex > 1.
7.2.4.3.3 First-Order Reactions
For first-order kinetics, the reaction rate for component A is written as
ra = \)AR = \)AkCLA. (7.93)
Applying this definition of r4 to the mass balance Equation 7.74 yields
d’c vk
LA _ _ Vikaa (7.94)
de DLA
This second-order differential equation
d CLA \)Ak
+ —0FC —_— , 7.95
a2 T DA (7.95)
with constant coefficients, yields the characteristic equation
vak
Py 22— (7.96)
Dra
with the roots
1/2
vak
", = + [—L] = :|:\/_. (7.97)
Dra

The solution, the concentration profiles of A, can be written as

ca(z) = Cre"* + Cre'”. (7.98)
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By applying the boundary conditions

aa®r) =, (7.99)
aa(0) =y, (7.100)

the integration constants C; and C, can be determined. The result is

b s —+ oL
LA — aC
— , 7.101
Cl efSL — e_\[SL ( )
cs e*fBL — b
LA LA
= ==~ 7.102
C2 efBL —_ e_\/>8L ( )

Substituting the integration constants C; and C; into Equation 7.98 yields the concentration
profile in the liquid film:

_ 1 b (. 2/ —fz/sL> s [V (-2 —f(SL—z)])
CLA(Z) = m (CLA (e — ¢ + A [e € .
(7.103)
By defining a dimensionless group, M, as
kD
M=_"A A, (7.104)
kia
we obtain (kpp = Dra/d1),
e\ 12
<_“L) 5 = M2, (7.105)
Dra
This can be inserted into Equation 7.103:
1 bo(MY2zfse _ —MYV2zp
r(@ = g (eba (M7 — M)
Y e ] ) P (7.106)
Equation 7.106 can even be written with hyperbolic functions
b o 1/2 s o 1/2¢1 _
crasinh(M*/4(z/81)) + ¢ ysinh(M*/=(1 — z/8)
calz) = =2 (MT2G/60) + ctpsinh (MI2(1 = 2/8 ). (7.107)

sinh M1/2
To calculate the flux N7 ,, the derivative of ¢y (2) is required:
1/2

oL

dera _ 1
dz  sinhM1/2

(CEACOSh[Ml/Z(Z/BL)]

1/2
+ cfacosh[M2(1 — z/81)] <—A/é )) . (7.108)
L
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N}, is now obtained according to Equation 7.36:

dCLA kLAM1/2 Cb
s — s LA
Nia = DLA( dz >z:0 tanh M1/2 \ 14 Cosh M172 |- (7.109)

If diffusion through the gas film affects the flux, the expression
Nip = Ngx = koa (CEA — cSGA> (7.110)

is combined with Equation 7.109 in order to eliminate the unknown surface concentration,
c; o-The result is

5o kGAch + (kLAM1/2/tanhM1/2) (CEA/COShMl/Z)
LA kgaKa + (kLAMl/z/tanh Ml/z)

(7.111)

Insertion of the concentration, Equation 7.111, into Equation 7.109 yields the final
expression for the flux N}, for first-order reactions

N, = CEA - (KA/coshM1/2) b,
M7 (tanh MY2/M12) (Ka fkea) + (1/kGa)”

(7.112)

where M is given by Equation 7.104. M'/? is often denoted as the Hatta number, Ha.
The enhancement factor E, is obtained by dividing Equation 7.112 with the expression
for physical absorption, Equation 7.112.

- (Ka/kia) + (1/kca) e — (Ka/cosh M'/?) b,
(Ka/kia) (tanh MY/2/MY2) + (1/kga) 2y — KacP,
(7.113)
7.2.4.3.4 Second-Order Reactions

For second-order reactions, no analytic expressions for the diffusion equation can be
derived. In some cases, it is, however, possible to derive semianalytical, approximate
solutions. Here, we will consider a bimolecular reaction

[val A(g) + |vB| B(1) — Products (7.114)

with the reaction kinetics

R = kcpacis. (7.115)

Some second-order reactions can be considered to be pseudo-first-order ones, particularly
in case one of the reactants (B) is present in large excess.
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7.2.4.3.5 Pseudo-First-Order Reactions
For a pseudo-first-order reaction, the liquid-phase bulk concentration of component B is

so high that the consumption rate of B in the liquid film is negligible, that is, ¢ g & constant
in the liquid film. The reaction rate for component A is then

ra = \)AkCLAleB = \JAk/CLA, (7.116)

where k' = kclﬁB. The reaction is of a pseudo-first-order, and the expressions derived for
first-order kinetics, for Nj', and Ea, are valid even in this case. For the molar flux of
component A,

CEA — (KA/coshMl/z) c}jA

N}, = , 7.117
M7 (tanh M12KA /M 2k 4) + (1/kGa) 7:17)
where the Hatta number Ha = M'/? is defined as
ke D
M = —ATLBTIA (7.118)
kia
The enhancement factor E, is
Ea = (Ka/kea) + (1/kca) G — (Ka/cosh M'?) o
(Ka/kia) (tanh M1/2/MV2) + (1/kga) &p — Kacpy
(7.119)
7.2.4.3.6 Real Second-Order Reactions
Approximate solutions have been developed for the reaction kinetics
ra = \)AR = VACLACLB (7.120)

for fast reactions where component A is consumed completely in the liquid film, that
is, c}f » = 0. The classical expression for the enhancement factor Ex by van Krevelen and
Hoftijzer [7] is

VM [(E; — En)/(Ei — 1)]

* 7 tanh /M (B — EA)/ B — DI (7.121)
where the Hatta number Ha = M'/? is defined as
M= iakgaDia (7.122)
ko
and E; is defined as
Ei=1+ nDiscly (7.123)

VDLACE 5 '
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The flux at the phase interface is obtained from the relation
NIS,A = kLACiAEA. (7.124)

Note that the physical absorption rate in this case is given by kpacf , since ¢, is assumed
to be zero. The enhancement factor, according to the van Krevelen—Hoftijzer expression,
is shown in Figure 7.19. The figure shows that the enhancement factor approaches a limit,
Ex = E;j, as the Hatta number, M'/2, increases.

If diffusion in the gas film is limited by the absorption rate, then Equation 7.124 is set
equal to the relation

Nga = N(b;A = kga (CEA — CE;A). (7.125)
The concentration ¢j , at the gas-liquid interface is now obtained as
b

C,
&y = GA ) 7.126
LA™ K + Enkia [kca ( )

The expression for ¢} 4 is now inserted into Equation 7.123, and E; can be written as

vaDipels (Ka + Eakia/kca)

E=1+ X (7.127)
VBDLACGA
and the flux, N}, as
b
N? GA (7.128)

LA™ (Ka/Eakia) + (1/kaa)”

The molar flux N7, is obtained from Equation 7.128, whereas the enhancement factor Ey is
iteratively calculated from Equations 7.121 and 7.127. If the gas film resistance is negligible,
1/kga is set to zero in Equations 7.127 and 7.128. In this case (kga — 00), E, is iterated
directly from Equation 7.121.

To avoid an iterative procedure for E4, several approximate explicit equations have been
developed. They are summarized in Table 7.4.

7.2.4.3.7 Fast Reactions

Fast reactions are a special class of reactions with a finite rate. The basic assumptions,
Equations 7.71 through 7.73, are thereby also valid for fast reactions. In these cases, the
gas-phase component A is completely consumed in the liquid film, and the liquid-phase
concentration of the gaseous component is zero:

Py =0. (7.129)

The expressions derived in the previous chapters for the enhancement factor E and
the flux N can be used directly for fast reactions by setting the concentration c}f A =0.
The equations for Na and E, are hereby summarized for zero-, first-, and second-order

reactions.
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FIGURE 7.19 Enhancement factor according to van Krevelen and Hoftijzer for rapid
second-order reactions. (Data from Danckwerts, P.V., Gas—Liquid Reactions, McGraw-Hill,
New York, 1970; van Krevelen, D.W. and Hoftijzer, PJ., Rec. Trav. Chim. Pays-Bas, 67,
563-599, 1948.)
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TABLE 7.4 Explicit Expressions for the Enhancement Factor Ep for Second-Order Reactions

Domain of

Authors Formula Ha = M'/2 m n Validity

Porter (1966) E=1+(E -1 (1 - e—<H“—1)/(Ei—1>) 1 1 Ha>2

— / 2_ L

Baldi and Sicardi E=1+4+(E —1) <1 —e ( 1+Ha 1>/(E’ 1)) 1 1 Ha>1
(1975)

De Santiago Fari E Ha? +/ Ha +Haz+H2 1 1 Ha >3
e Santiago Farina = - — : 5 — a a >
(1970) 2(Ei—D 4(E;—1)?*  E—1

De C (1974) E He* | Ha' | EHe’ | 1 | Ha>1
e Course =— a

4 2E-D VaE -1 E—1 =
. Ef 4(Ei— DE
Yeramian et al. E= T 1+ — - 1), 1 1 Ha >1
H;
where E; = 4
tanh(Ha)
B 1\1/135 1/1.35
Wellek etal. (1978) E=1+(1+ <E’ 1) , 1 1 Ha > 1
| —
H
where E; = T
tanh(Ha)
. . Ha —0.65Ha/a

Kishnevskii et al. E=1+— (1 — e V04 “) and 1 1 Ha > 1

(1971) ¢
Ha [(0.68/Ha)—(0.45Ha/ (E;—1))]
o= + el y 1
E; -1
—1/x
(Ha+ ) / 11

Karlsson and E= m—y and x:i—i—— 05<m<4 E; >2

Bjerle (1980) tanh(Ha_x + Ei_x> m

Source: Data from Charpentier, J.-C., Multiphase Chemical Reactors, A. Gianetto and P.L. Silveston (Eds),
Hemisphere Publishing Corporation, Washington, DC, 1986.

7.2.4.3.8 Zero-Order Reaction

Equation 7.92 is valid, and the term KACIL’ WM can be written as

—vpkD vakDraK,
KactaM = Kac, ? bLA = -2 kIZ‘A 2 (7.130)
2kiacra 2kip
By defining another dimensionless parameter, M’, as
vakDiaAK,
g _YARTLIARA (7.131)

2
ZkLACGA
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the flux Nj, can now be rewritten as follows, considering that CEA = 0 according to
Equation 7.90:

21+ M)

N7, = . (7.132)
M7 (Ka/kia) + (1/kca)
The enhancement factor, Ea, is obtained from Equation 7.92 with clLj 'y =0,as
Ex=1+M. (7.133)

7.2.4.3.9 First-Order Reactions

Equation 7.112 is valid for the molar flux N}, for first-order reactions. For fast first-order
reactions, CEA is zero and M is large (M 1/2 is the Hatta number). For large M values, we

have
tanh /M 1
am ~ (7.134)
VM VM
because limys_, o tan /M = 1. Equation 7.112 for fast reactions is therefore
Ka/k 1/k
Ex— (Ka/kia) + (1/kga) (7.135)

- (KA/kLA\/M) + (l/kGA).

7.2.4.3.10 Second-Order Reactions

For reaction kinetics defined in Equation 7.115, for a pseudo-first-order reaction, the same
expressions are obtained for the flux and the enhancement factor, Nj, and Ej,, as for
fast first-order reactions, from Equations 7.117 and 7.119. Equations 7.130 and 7.131 can,
therefore, be used for fast pseudo-first-order reactions, but the parameter M is defined as

\)AkCEBDLA

M =
Kia

(7.136)

For “real” second-order reactions, like the reaction kinetics in Equation 7.119, the expres-
sions in Equations 7.121,7.122,7.127, and 7.128 are valid for the calculation of the flux and
enhancement factor, Nj, and Ea. The van Krevelen—Hoftijzer approximation assumes that
the liquid bulk concentration of component A equals zero, CE 'y = 0.

7.2.4.3.11 Infinitely Fast Reactions

For infinitely fast reactions (instantaneous reactions), it is assumed that the components
react completely in the liquid film. The reacting components cannot coexist in the liquid
film, since the numerical value of the rate constant is very high. The components diffuse
from the phase interface and the liquid bulk to the reaction plane in the liquid film where
the reaction occurs. Let us now consider a bimolecular reaction

[val (g) + |vs| B(1) — Products (7.137)
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with the reaction kinetics defined in Equation 7.116, in case of a very high value of the rate
constant. The reaction zone coordinate is denoted as “z,” and the concentration profiles for
components A and B are illustrated in Figure 7.20.

For component A, in the interval [0, z'], the equation for diffusion

d?cra
LA
dz?

=0 (7.138)

is analogous to the gas film equation. The molar flux N}, is obtained in a similar way as in
Equation 7.65:

Niy = > (A — cra(@)). (7.139)

When the reaction plane is considered, the concentration of component A is zero,
ca(Z2) = 0, and the flux can be written as

Drac]
NS, = Li/LA. (7.140)

For component B, in the interval [Z/, 31 ], the equation for diffusion is

2
d®crp
dz?

LB =0. (7.141)

The molar flux of component B is

Dig

z’ (CEB — cLB(z/)) . (7.142)

NPy = ————
LB 5 —

Reaction
plane

Gas Gas Liquid Liquid
bulk film film bulk

P

A(g) + B)—=P()

Gas-liquid
interface

FIGURE 7.20 Concentration profiles in the gas and liquid films for an infinitely fast
bimolecular reaction: (—) gas film resistance important and (....) gas film resistance
negligible.
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If we consider that c;g(z") = 0, the flux can be written in a more simple way:

DLBCb
NS, = — LB 7.143
LB 5, — 2 ( )

The fluxes N}, and N are related to each other according to the reaction stoichiometry:

S S
Nia _ _ Nip

VA VB

(7.144)

Insertion of Equations 7.140 and 7.143 into Equation 7.144 makes it possible to determine
the reaction plane coordinate z’:

8/D
Je (vgd1/DrBcLB) (7.145)

(va/Draci,) + (vB/Dinels)

This expression can now be inserted into Equation 7.140, and a new expression for Ny, is
obtained:

Nia = Diacis <(\)A/DLACEA) il (\)B/DLBCIL)B)> . (7.146)
(vBdL/Discly)
After insertion of the liquid film coefficient kpp = Dpa/31, the flux (N}, ) becomes
s s vaDrscly
NPy = kpaci, (1 + m) : (7.147)

Note that the expression in the parenthesis, in Equation 7.147, is exactly the same as E; in
the van Krevelen—Hoftijzer approximation, Equations 7.121 and 7.123.
If the diffusion resistance is significant, the equation for the diffusion rate in the gas film

Nga = Nga = koa (CEA — cSGA) (7.148)

and the gas-liquid equilibrium at the interface
CS
Ky = % (7.149)
LA

must be accounted for. After setting Equations 7.147 and 7.148 equal to each other and
inserting Equation 7.149 for c, , , the surface concentration ¢} , can be determined explicitly:

s e, — (akip/VBkGa) g
LA Ka + (kra/kca)

(7.150)
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Here, the liquid film coefficient is defined as
= ——kga. (7.151)

The expression for ¢,, Equation 7.150, is inserted into the expression for Nj,,
Equation 7.147, and the final form of the molar flux, N}, is obtained:

Ne c24 + (vaD1B/vBDLA) KACEB. (7.152)
LA (Ka/kra) + (1/kga)

If the diffusion resistance in the gas film is negligible, 1/kga can be set equal to zero. The
enhancement factor, E,, is obtained by dividing Equation 7.152 by the equation for physical
absorption, Equation 7.91:

_ c&a + (VaDLg/VEDLA) Kachy

Ex 5 5 (7.153)
coa — Kacry
For an infinitely fast reaction CE » = 0, Equation 7.153 is reduced to
vaDiBC
Ep =14 2178 (7.154)
vDracG,

Equations 7.152 and 7.154 for the diffusion flux and the enhancement factor of component
A show that the absorption rate of A is only determined by the concentration levels of A and
B and their diffusion coefficients. For infinitely fast reactions, component A’s absorption
rate can be enhanced, if the concentration of component B is high in the liquid bulk. When
the concentration of B increases, the reaction plane moves toward the phase interface as
shown in Equation 7.145.

The equations derived here are valid for bimolecular, infinitely fast reactions. If several
infinitely fast reactions occur simultaneously, a separate derivation of Ny mustbe performed
for each and every reaction. In the case of several simultaneous, infinitely fast reactions,
several reaction planes can coexist in the liquid film.

7.2.5 FLUXES IN REACTOR MASS BALANCES

The expressions that we obtained for the molar flux of very slow, slow, normal, fast, and

infinitely fast reactions are inserted into the mass balances of the ideal reactor models. The
molar flux at the gas-liquid interface was derived for ideal reactor models: for plug flow
column reactors (Equations 7.15 and 7.16), for stirred tank reactors (Equations 7.22, 7.25,
and 7.26), and for BRs (Equations 7.33 and 7.34):

N2, = N = N;. (7.155)
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The expression for molar flux, N} ,, was derived for different kinds of reactions. The flux
from the liquid film to the liquid bulk NEA (required for the mass balances) is equal to the
flux from the liquid film to the solid surface, N} ,, for very slow reactions (no reaction in the
liquid film). For other types of reactions, the flux NEA is obtained from the concentration
profile of the liquid bulk cpa(z) by calculating the derivative dcya/dz and inserting it into
Equation 7.36.

In its most general form, the problem can be solved with N + 2 (N = number of reac-
tions) differential equations (column reactor and BRs) or algebraic equations (CSTR). If
the column reactor operates in a countercurrent mode, the mass balances pose a boundary
value problem. For concurrent column reactors and BRs, the mass balances are solved as
initial value problems.

The same numerical methods as those used to solve the homogeneous reactor mod-
els (PFR, BR, and stirred tank reactor) as well as the heterogeneous catalytic packed bed
reactor models are used for gas—liquid reactor problems. For the solution of a coun-
tercurrent column reactor, an iterative procedure must be applied in case the initial
value solvers are used (Adams—Moulton, BD, explicit, or semi-implicit Runge—Kutta).
A Dbetter alternative is to solve the problem as a true boundary value problem and to
take advantage of a suitable method such as orthogonal collocation. If it is impossi-
ble to obtain an analytical solution for the liquid film diffusion Equation 7.52, it can be
solved numerically as a boundary value problem. This increases the numerical complexity
considerably. For coupled reactions, it is known that no analytical solutions exist for Equa-
tion 7.52 and, therefore, the bulk-phase mass balances and Equation 7.52 must be solved
numerically.

For systems with only one reaction, the number of necessary balance equations can be
reduced by setting up a total balance both at the reactor inlet (i.e., liquid feed inlet) and at an
arbitrary location in the reactor. This is illustrated for the concurrent case, for components
A and B reacting according to

[va]A + |vg|B — Products. (7.156)

The extent of the reaction is defined as

LA + figa — (fora + foGa) 7L + i — (oL + 710GB)
VA VB '

£ = (7.157)

The previous expression can be used instead of the four balance equations for A(1), A(g), B(1),
and B(g). In many cases, component B’s volatility is so low that the molar flow 71pgg = 0.
In this case, the system can be solved using the balance equations for A(l) and A(g), taking
into account the stoichiometric relation.

For fast and infinitely fast reactions, the concentration of component A in the bulk phase
is zero (c.A = 0) and, consequently, the molar flow is also zero (7ipa = 0). In this case, only
the balance equation for A(g) and the stoichiometric relation in Equation 7.156 are needed.
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The relation between component fluxes can be obtained from systems with only one
chemical reaction by integrating the differential Equation 7.52:

3L dzCLi 3L dr
/ Dyi——-dz = —/ ridz = —\)i/ Rdz. (7.158)
0 dz? 0 0

By assuming that the diffusion coefficient Dy; is constant, the left-hand side yields

dCLl‘ dCLi b
DLiE (z=1291) — DLZ‘E (z=10) = —Ny; + N;j» (7.159)

and a combination with Equation 7.158 yields for all components:

Nb — N&S. 8L
i A ¥ / Rdz. (7.160)
V; 0

For components A and B, Equation 7.160 yields a stoichiometric relation in the liquid film:

b s b s
NLA — NLA — NLB — NLB

VA VB

(7.161)

If the reaction is a pseudo-first-order one with respect to A, it is necessary to apply
Equation 7.156 for the calculation of ¢ g and Equation 7.161 for the calculation of Nig.
The reason for this is that the concentration of B in the liquid bulk and liquid film changes
in the reactor, although the concentration gradient in the liquid film is approximately zero.

The liquid volume flow in a continuous gas-liquid reactor can usually be assumed to be
constant:

VL ~ VOL) (7.162)

but the gas flow rate can fluctuate because of temperature variations, stoichiometry,
differences in the reactant/product solubilities (K;), and mass transfer properties (kp;).

If the mass balances for all gas-phase components are included, the volumetric flow rate
is obtained from the molar flow rate with the aid of the ideal gas law:

ngRT
p

Vo = where fig = Y f1gi. (7.163)
For the simulation of gas-liquid reactors used in the synthesis of chemicals, a complete set of
gas- and liquid-phase mass balances is usually needed. The reason is that the concentrations
of chemical components are high in both gas and liquid phases, and chemical reactions
proceed both in the liquid film and in the liquid bulk phase.

Chemical absorption is used in gas cleaning processes (e.g., gas stripping). The con-
centration of the absorbing gas is usually low, and the total pressure and volumetric flow
of the gas can usually be assumed to be constant. A large mass transfer area is required
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and, therefore, absorption processes are usually performed in packed columns. The low gas
concentrations and high purification demand make it necessary to perform the process in
a countercurrent mode. In the following, the dimensioning of absorption columns for fast
and infinitely fast reactions is considered.

7.2.6 DESIGN OF ABSORPTION COLUMNS

Absorption columns are a special type of gas—liquid reactors for gas cleaning, for which a
simplified model treatment is possible. For an absorption column, the mass balances can
be considered in a simplified way. Let us consider an absorption column where an infinitely
fast reaction occurs as

[valA(g) + |vg|B(l) = Products. (7.164)

A volume element in an absorption column is shown in Figure 7.21. For component A,
according to Equation 7.13, the mass balance in the gas phase is

drnga
d‘EL

+ N2, a, Vor, (7.165)

where the positive (4) sign shows that the column operates in a concurrent mode. The gas
phase is assumed to consist only of component A and inert components. The total molar
mass balance is obtained as

G = NG inert + 1GA> (7.166)
Gas Liquid
fiGa - 0
oL

<
<

nGA

G L S .
* * "L z+dz
MOGA  frmmmmmmmmmmmmenn - Va
\ J Mg
v
Gas +liquid

FIGURE 7.21 A volume element in a column reactor.
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where 71 and 71 are obtained from the molar fraction x4.

GA = XANG, (7.167)

T.lG,inert = (1 — xp)ngG. (7.168)
The total gas molar flow is expressed as

i = _Giinert (7.169)
1— XA

At the bottom of the column, where the gas is fed into the column, the feed rate is

h .
oG = et (7.170)

Dividing Equation 7.169 by Equation 7.170 yields

nG 1 — x0a

6 _ (7.171)
noG 1—xp
and inserting Equation 7.171 into Equation 7.167 yields
xa (1 — xpA)1
ga = w. (7.172)
1— XA
The derivative of Equation 7.169, as a function of the molar fraction, x,, yields
dn 1 — xpa)71
ca _ ( 0A) 710G (7.173)

dXA B (1 - xA)z

By replacing the term Voo dt with dVg, in Equation 7.13, the volume of the absorption
column can be determined from

1%: 1— ; X0A d
0

Ay XA NgA (I— XA)Z'

After integrating and setting the fluxes (from the liquid film to the liquid bulk and from the
liquid film to the solid surface) equal, Ng A = Nj, the volume is obtained:

(1— xOA)”OG /
% (7.175)
° Nia <1 =

Different expressions for the flux Nj, can be inserted into Equation 7.174, depending on
whether the absorption is physical or chemical in nature. Chemical absorption kinetics is
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often expressed with the partial pressure of component A. The relation between the molar
fraction xa and partial pressure p4 is as follows:

pA = xa P, (7.176)

where P denotes the total pressure.
Insertion of Equation 7.176 into the dimensioning Equation 7.174 yields

(1 =xoa)fpg P [For dpa
ay Pa NEA(P—PA)Z.

VR (7.177)

For low gas concentrations (P — ps)? ~ P2,
The expressions for the flux, N}, contain the concentration in the gas bulk, cg - 1f the
calculations are performed with a partial pressure value, the relation

b _ DA

G = or (7.178)

is inserted into the expression for N}, . If the molar fraction x4 is used, the gas bulk-phase

concentration cg  is replaced with

N =xA% (7.179)
in the expressions for the flux N, .
For fast and infinitely fast reactions, the gas bulk-phase concentration is zero (c£J =0
in the expressions for the flux N7 ,. CE  is therefore eliminated in Equation 7.174.
In the case of equations for bimolecular reactions, the concentration of component B in
the bulk phase, clL’B, is included in the expression for the flux Nj,. The concentration CEB
can be eliminated with a molar balance around the column as shown in Figure 7.21.

ALA — 0GB _ 71,LA — 7ILB (7.180)

VA VB

This equation assumes that c'L’A =0 and clL’B =0 in the column. The molar flow g is
given by

. . VB /. .
nLg = 11,18 + o (ﬂo,GA - ﬂGA) . (7.181)
A

The molar flow 71513 can be determined from the mass balance of the column. In an
absorption process, the molar inflow of component B, 719 1 B, is known and the outflow of A,
111,GA, 1s fixed. Since a certain gas content is assumed at the top of the column, the outflow
111 1B is obtained accordingly:

. . VB /. .
n1,LB = NO,LB — ox (no,GA - n1,GA) . (7.182)
A
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The liquid-phase density and volume flow are usually quite constant, and the concentration
of B can be calculated:

g = VL ~ g VoL (7.183)
After inserting the relation, Equation 7.185, into Equations 7.181 and 7.182 as well as taking

into account Equation 7.171 and the ideal gas law, we obtain the following expressions for
the concentrations clf,LB and cPy:

b v (xoa—xa) Vog P (7.184)
LLB O.LB VA 1— x4 VOL RT’

b b VB [ X0A — XA VOG P

Cfp = C +——)——. 7.185
R RN ( 1 —xp ) Vo RT ( :

Insertion of Equations 7.179 and 7.185 instead of the concentrations cg A and CEB into the
expressions for the flux Nj, means that the flux N}, is written only as a function of the
molar fraction xa. In this case, the integral, Equation 7.175, can be solved analytically or
numerically in order to determine the column volume.

7.2.7 GAS AND LIQUID FILM COEFFICIENTS, DIFFUSION

COEFFICIENTS, AND GAS-LIQUID EQUILIBRIA

Especially in absorption processes, the gas film coefficient kgp is defined with reference to
component A’s partial pressure. The molar flux of A through the gas film is

Ngx = Nga = kaa (cEA - cSGA) , (7.186)
but the formula can also be written using partial pressures:
Na = Nea = kia (pa = p4). (7.187)
By implementing the ideal gas law
pa =2 RT, p% = ci,RT, (7.188)
the flux can then be written as
N2, = Kix (ch - cSGA) RT. (7.189)

By setting Equation 7.186 equal to Equation 7.189, we obtain the relation between the
concentration-based coefficient kga and the pressure-based coefficient k/G A

kca = kg RT. (7.190)
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The gas-liquid equilibrium for component A is defined by the ratio
CS
Ky =S4, (7.191)
‘LA
For gases with low solubility, the equilibrium is often expressed with Henry’s constant.
pS
Hep = -2 (7.192)
‘LA
Insertion of the partial pressure pj, yields
CS
Hey = —SART. (7.193)
LA

The relation between Henry’s constant, Hea, and the gas-liquid equilibrium constant,
Ky, is

. HeA

Ky=—-. 7.194
A= o (7.194)

Note that Henry’s constant is sometimes defined with the partial pressure in the gas phase
and the molar fraction in the liquid phase:

S

He, = pS—A. (7.195)
XLA
The molar fraction in the liquid phase is defined accordingly:
o, = A (7.196)
LA — > .

cL

where the concentration cp, is the total liquid-phase concentration. Insertion of Equa-
tion 7.196 into Equation 7.195 yields the relation

S
Hej, = fS—AcL = Hepcr. (7.197)

LA

For gas-liquid equilibria, it is very important to investigate how the gas-liquid equilib-
rium constant is defined. The constant for gas—liquid equilibrium (K4 ) can be estimated
from thermodynamic theories [9]. Henry’s constant often yields an acceptable accu-
racy. Estimation methods for Henry’s constant are discussed in reference [4]. There are
several correlation equations for the liquid film coefficients (kga and kr,), phase area-to-
reactor volume, and gas holdup. These correlations are discussed in reference [10] and in
Appendix 7. Usually, correlations for the mass transfer parameter kpa, are more reliable
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TABLE 7.5 Parameters for Different Kinds of Gas-Liquid Reactors

kg x 102 kp, x 10* 4y (= AgL/VL) kray x 102 €L

Reactor (m/s) (m/s) (L/m) (L/s) (%)

Stirred tank o] 0.3-4 100-2000 0.3-80 20-95
Bubble column 1-5 14 50-600 0.5-24 60-98
Packed column countercurrent 0.07-5 0.4-2 10-350 0.04-7 2-25
Packed column concurrent 0.2-7.5 0.4-6 10-1700 0.04-102 2-95

Plate Column

1. Sieve 1-15 1-20 100-200 1-40 10-95
2. Bubble-cup 1-5 1-5 100-400 1-20 10-95
Tube
1. Horizontal 1-10 1-10 50-700 0.5-70 5-95
2. Vertical 1-20 2-5 100-2000 2-100 5-95

than those for the mass transfer coefficient ki, only, because kay is determined in absorp-
tion experiments. Typical values for these entities in different types of gas-liquid reactors
are listed in Table 7.5.

The diffusion coefficients in gas and liquid phases play an important role in the cor-
relation equations, because the film thickness, film coefficient, and diffusion coefficient
are related to each other. Gas-phase diffusion coefficients can be estimated using the
Fuller-Schettler—Giddings equation [9] and the Wilke approximation [9] (Appendix 4).
Liquid-phase diffusion coefficients are more difficult to estimate. A frequently used correla-
tion equation for the liquid-phase diffusion coefficient is the Wilke—-Chang equation [4,9],
which is reliable for poorly soluble gases, in clean liquids and liquid mixtures (Appendix 6).
There are also several other methods presented in the literature. The estimation methods
are discussed in detail in the book The Properties of Gases and Liquids [9].

7.3 ENERGY BALANCES FOR GAS-LIQUID REACTORS

If the reaction enthalpies (|JAH;|) obtain large values, the energy balance for the gas—
liquid reactor must be taken into account. This is, in principle, a difficult task, since energy
balances must be set up for the gas phase, liquid phase, and gas-liquid films. Here, we will
only consider simplified cases in which the temperatures of the gas and the liquid are the
same. In these cases, the reactor can be described with only one energy balance.

7.3.1 PLUG FLOW COLUMN REACTOR

We will look at a column reactor operating in a concurrent mode. The energy balance for
a volume element A VR, resembling the liquid-phase volume element AV}, and the surface
element AA at the gas-liquid interface, can be written for a system with one chemical
reaction accordingly:

31, .
/ R(—=AH;)dzAA + R(—=AH;)AVy = AQ + tnp oL AT + gy AT. (7.198)
0
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The first term describes the heat effects caused by chemical reactions in the liquid film. By
applying the relation
AQ=UAS(T — Tc) (7.199)

and the definitions for the liquid holdup and interfacial contact area-to-reactor volume, €1,
and ay, the energy balance can be written as

3L
/ R(—AH;)dza,AVR + R(AH;)eg AVR = UAS(T — T¢) + (mchL + ﬁ’lGCpG)AT.
0

(7.200)
Considering that the ratio of heat transfer area to reactor volume is constant,
AS N
= 2 (7.201)
AVg  Vr

and allowing the volume element to approach zero, AV — 0, Equation 7.200 is transformed
to a differential equation

dT [ R(—AHy) dzay +R(~AHper — U(S/VR)(T — Tc)
dVe CLIIL + GGG :

(7.202)

If the liquid space time is included in the energy balance, Equation 7.202 is transformed to

dT . OSL R(—AH;)dzay + R(—AH;)er, — U(S/VR)(T — T¢)

iR, (7.203)
dtp cpLPoL + ¢pG PoG(Voc/VoL)

Liquids have much higher heat capacities than gases, and the term cpLrirp, > cpGritg in
the energy balance, because the heat flux supplied into the system by the liquid flow, is
much greater than that supplied by the gas flow. For fast or slow reactions, one of the terms,
R(AHy)er, or the integral fo R(—AH,) dz ay, can be excluded from the energy balance.

In systems with several reactions, the reaction term is replaced with sums of the reaction
rates and energies from all reactions:

AT 3" X5y Ri(—AHyg) dzay + 35, Ri(—AHg)er — U(S/Vi)(T — Tc)

dVr CpLMIL + CpGMG
(7.204)
and
dar OSL Y Ri(—AH;)dza, + ) Rj(=AH;)e, — U(S/VR)(T — Tc) (7.205)
dtr cpLpoL + G Poc(Vog/VoL) ' .
The above equations have the initial condition
T=Ty atVg=0 and 7t =0 (7.206)

that must be considered.
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7.3.2 TANK REACTOR WITH COMPLETE BACKMIXING

For a completely backmixed tank reactor, an energy balance can be written in a manner

similar to Equation 7.198. The energy balance now describes the whole reactor volume. For
systems with only one equation, the energy balance obtains the form

S, . T T
/ R(—AH,)dzA + R(—AH,))VL, = Q + my, / CpL dT + g / G dT. (7.207)
0 T To

0

If the definitions for liquid holdup ¢; and the ratio of interfacial contact area-to-reactor
volume ay as in Equations 7.18 and 7.19, together with the definition for the heat flux, Q,

Q= US(T — T¢) (7.208)

are taken into account, balance Equation 7.207 can be written as follows:

T T 3
my, / CpL dT + g / pG dT = / R(—AH,) dza, VR
To To 0
+ R(—AH,)e Vg — US(T — T¢). (7.209)

If the heat capacities can be considered independent of the temperature, the energy balance
can be described by

T-To L R(—AH;) dzay + R(—AH)eL — U(S/VR)(T — Tc)

(7.210)

VR CpLML + GG

If the liquid residence time and densities are inserted, the energy balance is transformed to

T-To o' R(—AH;) dzay + R(—AHp)e, — U (S/VR) (T — Tc)

(7.211)
L CpLPOL + €pGPOG

Generalizing this reasoning for an arbitrary number of reactions is easy. For systems with
several reactions, the energy balances are

T—Ty Jo" Y Ri(—AHy) dzay + Y5, Ri(—AHyer — U (S/VR) (T — Tc)

VR CpLML + CpG TG

(7.212)
and, alternatively,

d
T—T, . OL st'zl R](_AHr]) dza, + st'zl Rj(—AHrj)EL —US/VR) (T —Tc)

L cpL oL + G P0G (Voa/ Vor)
(7.213)



292 m Chemical Reaction Engineering and Reactor Technology

7.3.3 BATCH REACTOR

For a BR, an approximate energy balance for a single chemical reaction can be written as

8L . dTr
/ R(—AH,;)dzA + R(—AH,))V;, = Q + (mLcPL + mGCPG)E'
0

(7.214)

If the definitions for liquid holdup, €1, interfacial contact area-to-reactor volume, ay, and

heat flux, Q, Equations 7.18,7.19,and 7.208, are inserted, the energy balance can be expressed

in the form

dr OSL R(—AH;)dza, Vg + R(—AH;)e VR — US(T — T¢)

dr MLCpL + MGCpG
By considering that the mass of liquid per reactor volume is

my _ poL VoL
VR VR

~ POLEOL ~ POLEL

and the mass of gas per reactor volume is

mG _ oG VoG
VR VR

~ POGEOG ~ POGEG>

Equation 7.215 assumes a new form:

dT OBL R(—AH;)dzay + R(—AH,)ep — U(S/VR)(T — Tc)

dt CpLPOLEOL + CpGPLOGEG

For systems with several reactions, the energy balance can be written as

dT  Jy" Yjoi Ri(—AHy) dzay + Y55, Ri(—AHg)er — U(S/VR)(T — Tc)

dt CpLPOLEOL + CpG POGENG

The initial conditions for the BR energy balance are given accordingly

T=Ty att=0.

(7.215)

(7.216)

(7.217)

(7.218)

(7.219)

(7.220)

If the pressure varies in a BR (nonisobaric operations), the expressions for heat capacities,

cpL and ¢pG, should be replaced with the heat capacities for a constant volume, ¢yr.and ¢yG.
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7.3.4 COUPLING OF MASS AND ENERGY BALANCES

The energy balances for gas-liquid reactors presented above are coupled to the correspond-
ing mass balances using the reaction rates (R;). Analytical solutions of coupled energy and
mass balances are impossible, because the reaction rate and equilibrium constants have
exponential temperature dependencies. Including the energy balances means that the num-
ber of differential equations (batch and column reactor) or algebraic equations (CSTR) is
increased by one (1). The same numerical methods as those described in Section 7.2.5 can
be used. Examples of numerical solutions of reactor models are described in the following
section.

7.3.5 NUMERICAL SOLUTION OF GAS-LIQUID REACTOR BALANCES

For nonisothermal cases, higher-order reactions (>1), and for systems with coupled reac-
tions, the mass and energy balances for gas-liquid reactors are solved numerically. An
example can be seen in Figure 7.22, in which p-cresol is chlorinated to mono- and
dichloro-p-cresol following the reaction scheme below [11-13].

H H H H
@) 0] (@) (@)
cl Cl cl Cl
K K
@ ' C12 i> @ e O ' Clz i’ O e
CH, CHj, CHj, CHjs

Figure 7.22 illustrates the numerical solution of concentrations in the liquid phase of
a tank reactor. The simulation also gives the concentration profiles in the liquid film, as
shown in Figure 7.22b. The algebraic equation system describing the gas- and liquid-phase
mass balances is solved by the Newton—Raphson method, whereas the differential equation
system that describes the liquid film mass balances is solved using orthogonal collocation.
To guarantee a reliable solution of the mass balances, the mass balance equations have been
solved as a function of the reactor volume. The solution of the mass balances for the reactor
volume, VR, has been used as an initial estimate for the solution for the reactor volume,
VR + AVR. The simulations show an interesting phenomenon: at a certain reactor volume,
the concentration of the intermediate product, monochloro-p-cresol, passes a maximum.
When the reactor volume—or the residence time—is increased, more and more of the final
product, dichloro-p-cresol, is formed (Figure 7.22a). This shows that mixed reactions in gas—
liquid systems behave in a manner similar to mixed reactions in homogeneous reactions
(Section 3.8) [11,12].

Comparative simulations for a dynamic bubble column reactor are presented in
Figure 7.23. The time-dependent mass balances (axial dispersion model) and the partial
differential equations (PDEs) were discretized with respect to the reactor length coordi-
nate. Finite differences were used for the discretization of the reactor length coordinate,
while global collocation was used for film equations. The original system of PDEs was



294 m Chemical Reaction Engineering and Reactor Technology

12 mol/m3 0.25 mol/s
Cl-p-cresol
10 0.2 1 p-cresol
Cl, P
8t
0.15
10° 6}
Cl-p-cresol 0.1
4t
p-cresol 0.05 F Cl,-p-cresol
2t
0 HCI Cl,-p-cresol 0 ) . )
0 0.2 0.4 0.6 0.8 1 0 0.02 0.04 0.06 0.08 0.1

FIGURE 7.22 (a) Simulated concentration profiles in a gas-liquid tank reactor; chlorination
of p-cresol to monochloro- and dichloro-p-cresol. The concentration is given as a function

of the reactor volume. (b) Concentrations in the liquid film at the reactor volume Vi =
0.04 m°.

thus converted into a system of ODEs (an initial value problem), which was integrated
forward by the BD method (Appendix 2). For the simulation results, see Figure 7.23,
which shows how the concentration profiles of monochloro- and dichloro-p-cresol
develop.

A requirement for modeling gas-liquid reactors is that the gas and liquid diffusion
coefficients and mass transfer coefficients are known. For an estimation of the diffusion
coefficients in the gas and liquid phases, see Appendices 4 and 6, respectively. Estimation of
mass transfer coefficients is considered in Appendices 5 and 7, and methods for calculating
the gas solubilities are discussed in Appendix 8.

Concentration (mol/m?)
Concentration (mol/m?)

0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Location in column Location in column

FIGURE 7.23 Simulation of concentration profiles in a bubble column, monochloro-
p-cresol (left) and dichloro-p-cresol (right).
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CHAPTER 8

Reactors for Reactive Solids

8.1 REACTORS FOR PROCESSES WITH REACTIVE SOLIDS

Chemical processes in which the solid phase changes during the reaction are of considerable
industrial importance. Three types of reactions take place in these kinds of processes:
reactions between a gas and a solid component; reactions between a liquid and a solid
component; and reactions between a gas, a liquid, and a solid component. The majority
of the processes with a solid phase are two-phase reactions, but three-phase processes also
exist. For three-phase systems, the liquid phase is often used as a solvent, and a suspension
is facilitated for the reactive gas and solid phases.

In reactions between a solid and a fluid phase, it is important to note the amount of solid-
phase changes during the reaction. If all reaction products are gases, the solid phase shrinks
during the reaction. The reacting solid particle decreases in size, even when the differences in
densities between the solid reactant and the solid product are large: tensions in the product
layer around the solid particle are developed, and the product layer is continuously peeled
away from the surface of the reactant.

A few processes with reactive solids are listed in Table 8.1. Oxidation of zinc ore, that is,
zinc sulfide, is a process in which the size of the reactive solid particle remains approximately
the same: zinc sulfide is oxidated to zinc oxide. Similar reactions occur, for example, in
the oxidation process of pyrite to hematite. Reduction processes of metallic oxides with
hydrogen in the production of pure metals are also processes in which the size of the solid
phase remains unchanged. Another example of a reduction process is the reduction of
magnetite to metallic iron.

In organo-chemical processes, there are also reactions involving a solid phase: the cellu-
lose derivative, carboxymethyl cellulose (CMC), is formed from Na-cellulose suspended
in a liquid phase and monochloroacetic acid is dissolved in the liquid phase, usually

297
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TABLE 8.1 Processes Involving a Solid Reactive Phase

Oxidation of sulfur-containing ores to oxides
2ZnS(s) 4+ 302(g) — 2Zn0(s) + 2SO0 (g)
4Fe3S;(s) + 1102(g) — 8S02(g) + 2Fe203(s)

Reduction of metal oxides to metals
Fe304(s) + Hy —3Fe + 4H,0

Nitration of calcium carbide to cyanamide
CaCy(s) + Ny — CaCN; + C (amorphous)

Combustion of carbon
C(s) + O2(g) — CO2(g)
2C(s) + O2(g) —2C0(g)

C(s) + COy —2CO(g)

Water—gas reaction
C(s) + H2O(g) —CO(g) + Ha(g)

C(s) + 2H,0(g) — CO, + 2Hj(g)

Limestone combustion
CaCO3(s) —CaO(s) + CO,

Hydration

CaO(s) + H,O(l) —Ca(OH,)
Production of CS;

C(s) +2S(g) — CSa(g)
Production of sodium cyanide

NaNH;(1) + C(s) = NaCN(l) + Hz(g)
Production of sodium thiosulfate

NaSO3(aq) + S(g) — NayS,03(aq)
Production of sodium hydride

2Na(l, dispersed in oil) + H,(g) — 2NaH(s)

Production of sodium borohydride
4NaH(s) + B(OCH3)3(1) — NaBH4(s) + 3NaOCHj3(s)

Production of CMC
cell-O~-Nat(s) + CH,CICOO™Na~ — cell-O-CH,COO™Na(s)+NaCl(1)
(Na-cellulose) (CMCQ)

cell = anhydroglucose unit in cellulose

in 2-propanol. The reducing agent, Na-borohydride, is industrially produced from solid
sodium hydride and trimethyl borate dissolved in mineral oil. In the above-mentioned
processes, the solid phase remains relatively constant in size during the reaction.

The combustion of coal in different forms (wood, peat, and coal) represents an example
of a process in which the solid phase disappears almost completely during the reaction. The
main products are gases such as CO and CO;. The production of CS,, sodium cyanide,
and sodium thiosulfate is another process in which the size of the solid phase changes
remarkably (Table 8.1).

Several kinds of reactors are used in carrying out reactions involving a solid phase.
The most important kinds of fluid—solid reactors are illustrated in Figure 8.1 [1]. Coal
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FIGURE 8.1 Typical reactor types for gas—solid and liquid—solid reactions: (a) a blast fur-
nace, (b) a moving bed for coal combustion, (c) a rotary dryer for heat-sensitive materials,
(d) a fluidized bed, and (e) an ion exchanger. (Data from Levenspiel, O., Chemical Reaction
Engineering, 3rd Edition,Wiley, New York, 1999.)

combustion can be facilitated in semicontinuous packed beds where the gas flows through
a fixed bed of solid particles. Another similar liquid-phase process is an ion-exchange pro-
cess in which the liquid phase flows through a packed bed of ion-exchange resin granules
(Figure 8.1e).

Combustion processes can very well be carried out in fluidized beds (Figure 8.1d), whose
hydrodynamics considerably resemble those of catalytic fluidized beds (Section 4.3). It
is sometimes favorable to carry out the gas—solid reaction so that the solid product is
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continuously removed from the bed; this type of reactor is called a moving bed reactor
(Figure 8.1b). A blast furnace is also a moving bed reactor (Figure 8.1a). It is used for
the reduction of iron ore to metallic iron. Tank reactors, BRs, and semibatch reactors are
often used for carrying out liquid—solid reactions. For instance, the production of CMC is
carried out industrially in a BR, whereas sodium borohydride is produced in continuous
tanks-in-series reactors.

In mathematical modeling of reactors with a reactive solid phase, the description of
changes in the solid phase is of considerable importance. Several models have been proposed
for the reactive solid phase. The solid particle can be assumed to be porous, and the chemical
reaction and diffusion are assumed to occur simultaneously in the pores of the particles,
similar to porous catalyst particles (Section 4.2.2). This model is called the porous particle
model. If the particle is nonporous, the chemical reaction only takes place on the outer
surface of the particle. If the products are gases/liquids, or if the solid product is conti-
nuously peeled away from the surface, the particle shrinks continuously as the reaction
proceeds. This model is called the shrinking particle model. A reactive nonporous particle
often forms a porous product layer or an ash layer around the particle. At the same time,
the core of the particle remains unreacted. This is called the product layer model or the ash
layer model. The shrinking particle model and the product layer model are illustrated in
Figures 8.2 and 8.3 [1]. More advanced models have also been developed [2], for example,
the grain model. In the grain model, the solid particle consists of smaller nonporous solid
particles. These microparticles form macroparticles. The mass transfer processes occur by
diffusion, and the reactions take place on the surfaces of the nonporous microparticles. A
particle according to the grain model is shown in Figure 8.4 [4].

The question is, which model should be chosen for a particular case? Experiments have
demonstrated that solid particles react with gases, forming a thin reaction zone on the
surface of the particle rather than causing a simultaneous reaction in the whole particle.
This implies that the shrinking particle model and the ash layer model can often be used
for porous particles. The grain model is probably the most realistic one for solid particles,
although the mathematical treatment becomes complicated because of the large number of
parameters required than in the case of simpler models. From here on, we will concentrate
on the shrinking particle and ash layer models, as these are also the basic building blocks of
the grain model.

The strongest emphasis is on gas—solid reactions, but the theories presented can also be
directly applied to liquid—solid cases. The physical properties and mass transfer parameters
for the gas phase, such as the diffusion coefficient (Dga) and the mass transfer coefficient
(kLa), must be replaced by equivalent parameters in the liquid phase (Dya, kpa)-

8.2 MODELS FOR REACTIVE SOLID PARTICLES
8.2.1 DEFINITIONS

Here, we will mainly consider reactions between a gas-phase component A and a solid-phase
component B. The stoichiometry of the reaction is

|val A(g) + | vs| B(s) — products.
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FIGURE 8.2 (a)Areactive particle with a productlayer. (b) Reactant and product concentra-
tions for the reaction A(g) + B(s) — R(g) + S(s) in a solid particle with a productlayer. (Data
from Levenspiel, O., Chemical Reaction Engineering, 3rd Edition,Wiley, New York, 1999.)

The products can be either gaseous or solid components (or both). The kinetics of the
reaction is defined according to the available particle surface area:

mol )
RA:()@()TH >

where R denotes the reaction rate and A denotes the particle area.
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FIGURE 8.3 Reactant and product concentrations for the reaction A(g) + B(s) — R(g)
in a shrinking particle. (Data from Levenspiel, O., Chemical Reaction Engineering, 3rd
Edition,Wiley, New York, 1999.)
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FIGURE 8.4 Particle structures according to the grain model. (Data from Ranz, W.E. and
Marshall, W.R., Chem. Eng. Prog. , 48, 141-173, 1952.)

The solid reactant B is assumed to be nonporous, and the spherical particle has the
radius R at the beginning of the reaction and the radius r after a certain reaction time.
The conversion of B, np, is related to the particle radius with fundamental relations. The
concentration of B in the particle xp is expressed in molar fractions. The particle has density
pp> and the molar mass of B is Mp. The conversion of B is defined as

NoB — "B
np=—, (8.1)
NnoB

where ngp is the initial amount of B in the particle and #p is the amount of B at the reaction
time ¢. The amounts of component B at the beginning and at time ¢, nog and ng, can be
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related to molar mass Mp according to

mMoB mp
e R —— 8.2
o Mp B Mp (8.2)

which implies that Equation 8.3 can be written in the form

moB — B
np=—: (8.3)
moB
The masses mp and mp can now be related to the particle volumes:
4 4
Vop = =nR?,  V, = —mr’, (8.4)
3 3
which means that Equation 8.1 can be expressed as
VP
N = 1— V_ (8.5)
Op
This gives the relation between the conversion and the particle radius:
r\3
=1- () 8.6
nB R (8.6)
or
r 1/3
5 =0—=mnp)/". (8.7)

R

The mass balance for a solid component B in any kind of reactor with stationary
particles is

[generated B] = [accumulated BJ. (8.8)

For one particle, according to Equations 8.27 and 8.8, we obtain

——— — rpA. 8.9
3 = (8.9)

The stoichiometry [va|A + [vp|B — products gives the generation rates of components
A and B; accordingly,

A = VAR, (8.10)
B8 = VR, (8.11)

where R is the reaction rate.
The outer surface area A for spherical particles is

A = 4nr’. (8.12)
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The amount of substance B, np, in the particles can be related to the particle radius r.
The amount of substance is

ng = XgH, (8.13)

where n denotes the total amount of substance in the particle and xg is component B’s
molar fraction. The total amount of substance is

=, 8.14
n= o (8.14)

where m is the mass of the particle and M is the molar mass of the solid material. The mass,
m, is obtained from

4
m=ppVp = ppgnr3 (8.15)

for a spherical particle. The derivative, dng/dt, is

dng d prp(4/3)T[r3
—_— = —— 8.16
dt dt ( M ( )
and it can be rewritten as
dng _ xep, 2dr (8.17)

= T .
dt M dt
The relation in Equation 8.17; the definition of the outer surface area, Equation 8.12; and

the stoichiometric relation, Equation 8.11, are inserted into the balance Equation 8.9. The
time derivative is now obtained as

dr = M
dt XBPp

vR(c*), (8.18)

where R(c®) denotes the fact that the reaction rate is dependent on the concentration at the
phase interface.

Equation 8.18 relates the particle radius to the surface reaction rate in a general way. The
surface concentration, %, is highly dependent on the conditions on the reactive surface. Let
us now consider two extreme cases: a particle with a porous product layer (ash layer model)
and the shrinking particle model.

8.2.2 PRODUCT LAYER MODEL

A particle with a porous product layer is divided into three zones: the gas film around the
product layer, the porous product layer, and the unreacted solid material. The structure of
the particle is shown in Figure 8.2. The gas-phase component A diffuses through the gas film
and product layer to the interface, where chemical reactions occur. The gas-phase product,
P, has the opposite transport route. The molar flux of A is denoted as Ny, and the positive
transport direction is given in Figure 8.2.
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For the gas film, the molar flux of component A is
Na = kga (CR — CK) , (8.19)

where CR and ¢ denote the concentrations in the bulk phase and on the particle surface,
respectively. In the porous product layer, the components are transported due to diffusion
effects. At steady state, the mass balance for component A in an infinitesimally thin layer,
the product layer, can be written as

(NAA)in = (NAA) out> (8.20)

where A is the size of the interface. For a spherical particle, the interface area A is defined
by Equation 8.12.
The diffusion flux N is expressed using Fick’s law:

dc
Na = +Dea— (821)

dr
where Dey is the effective diffusion coefficient in a porous layer (Appendix 4); the positive
(4) sign in Equation 8.21 depends on the choice of the positive direction of the molar flux
(Figure 8.2). If the relations in Equations 8.12 and 8.21 are inserted into Equation 8.20, we

obtain

d d

(DeA&Mrz) = <DeA&4TEI‘2) ) (8.22)
dr in dr out

The difference (-)in — (+)out above is denoted as A(-), and the equation is divided by the
radius increment Ar:
A(Dea(dca/dryramr?)

=0. 8.23
r2Ar ( )

By allowing the increment to approach zero (Ar — 0), we obtain the differential equation

d(Dea(dca/dr)r?)

_ o, 8.24
r2dr ( )

which is the basic form of the mass balance of component A in a porous, spherical layer. The
diffusion coefficient D, can usually be taken as constant and independent of the radius r.
With these assumptions, and by derivation, we obtain the equation

d2CA 2 dCA
D 5 + T — 0) 825
eA ( dr2  r dr ) (8.25)

which implies that
d2 CA 2dc A

— 4+ —-——=0. 8.26
dr? r dr ( )
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If we use the notation dcs /dr = y, the differential equation is transformed to

d 2
F__z, (8.27)
dr r

and a differential equation with separable variables can be written as follows:

d d
Y__ L, (8.28)
y r
Finally, the solution is obtained:
Iny=—-2Inr+InC, (8.29)

where C is the integration constant. The solution of Equation 8.29 yields y = dca/dr:

C
y= (8.30)

Taking into account that y = dcp/dr and integrating Equation 8.30 once more, the
concentration profile of A is obtained accordingly:

C
cA=——+0C, (8.31)
r

where C is a new integration constant. At the surface of the particle (r = R), the
concentration of component A, c;’{, is

G=-—-+C. (8.32)

According to Equation 8.30, the concentration gradient is obtained from

dey C
—_— = —. 8.33
dr R? (8:33)
At the particle surface, the flux Ny is defined by Equation 8.21:
dcy C
NA - DCAE - DeAﬁ' (834)
This flux is equal to the flux through the gas film according to Equation 8.19:
_ b *\ C
NA == kGA CA_CA —DeAE. (8.35)

Inserting the concentration onto the particle surface ¢}, Equation 8.32, yields

C C
kca (CR + R C/> = DeAﬁ. (8.36)
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On the other hand, Equation 8.31 is valid at the interfaces between the porous layer and
the unreacted particle:

C
A = - c, (8.37)

where cj is the concentration at the interface. Based on Equations 8.36 and 8.37, the
integration constants C and C’ can be determined. An elegant solution is obtained:

CR -}
C= (8.38)
(1/r) = (1/R) (1 — (Dea/Rkga))
and
’_ b l . DCA
C=q+ (1 RkGA) C. (8.39)

The dimensionless ratio, Rkga/Dea, is called the Biot number for mass transfer
(Equation 4.72):

Biy = . (8.40)

The Biot number defines the relation between the gas film and porous layer diffusion
resistances. Usually, Biyt 3> 1. The concentration gradient at the interface is now given by

dc C
d—:‘ = (8.41)

Inserting the constant C into Equation 8.42 yields the concentration gradient as follows:

dea _ X~ . (8.42)
dr r[1— (/R (1 — (1/Bim))]
The flux, Ny, at the interface, according to Equation 8.21, is obtained as
dca Dea (CR —c)
N, = 4+Dep— = . 8.43
A =P, = TSR (= (1/Bi) (849
At the outer surface of the particle (r = R), the flux is obtained in a similar way:
NA(R) = +DeA % = kGA<CR — CZ) . (8.44)
dr r=R

At steady state, for the interface, the following mass balance for component A is valid:

[incoming A due to diffusion] + [generated A] = 0. (8.45)
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This can be expressed in the form
NpaA 4+ 1paA =0, (8.46)

where the interfacial area is A = 4mr? for a spherical particle.
By considering the reaction stoichiometry, Equation 8.11, the mass balance is trans-
formed to

NA +vaR =0, (8.47)
where R is the reaction rate according to Equation 8.11. The reaction rates are calculated with

the interfacial concentration ¢*. Taking into account the equation for flux, Equation 8.43,
we obtain the final result:

DeA (CR - Clix) s
= —VaAR . 8.48
= o/R (= (/B — R (E) (8.48)

A similar expression can be derived for each component in the gas phase. For compo-
nent i in the gas phase, the mass balance is

N;+VvR=0 (8.49)

and the molar flux at the interface is, consequently,

dc; Dej (c® — ¢
N; = Dej— = ald =G) —iR(c). (8.50)
dr  r[1—(r/R)(1— (1/Bim))]
A general expression can now be written as
Dei (P — ¢
i (7 =) —viR(c?). (8.51)

r[1— (r/R) (1— (1/Bip))]

For different kinds of reaction kinetics, the unknown surface concentrations ¢ must
be solved as a function of concentrations in the bulk phase c® in the equation system
(Equation 8.51). For component B in the solid phase, the time dependence is defined by
Equation 8.18.

It is often interesting to couple balance Equation 8.18 to the balance equation of compo-
nent A, Equation 8.48, which gives an expression for the reaction rate, R(c®). The solution
of R(c*) from Equation 8.48 and substituting the expression for R(c®),

o\ Dea (CR_CJS%)
R(c) = —var[1 = (r/R) (1 — (1/Biam))]’

(8.52)
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into Equation 8.18 yield

dr vEMDea (e} — ¢3)

== . . (8.53)
dr xgpp (—va) r [1 — (r/R) (1 — (1/Biam))]

With this expression, it is possible to calculate the time dependence of a particle radius
for different reactions. The surface concentration cj is thus dependent on the position
of the interface, the coordinate of r, as defined in Equation 8.52. In general, ¢* must be
solved iteratively by Equation 8.52, for each position in the radial direction. In the case of
a special kind of reaction kinetics, that is, a first-order reaction, an analytical solution of
Equation 8.52 is possible. These special cases are considered below.

8.2.2.1 First-Order Reactions

For a first-order reaction, the reaction kinetics is defined as

R = ke, (8.54)

where k is the first-order rate constant. Inserting Equation 8.54 into Equation 8.51, the
solution of the surface concentration cj yields

b

S CA
= . 8.55
AT T = (“oakr/Dea)1 — (r/R)(1 — Biag)] (8:55)

Let us define the dimensionless quantity, ¢’, as

, —\)AkR
= , (8.56)
d) DeA

which is analogous to the Thiele modulus (¢) (defined in Chapter 5, Section 5.1).
Equation 8.55 can now be rewritten as follows:

b
s CA
¢ = : : . (8.57)
1+ ¢'(r/R) [1 = (r/R) (1 = (1/Biam))]
The expression (Equation 8.56) for cj is substituted into the kinetic Equation 8.54 and
into the balance Equation 8.53. The time dependence of the particle radius is now obtained
as

ﬂ _ M\JBkCR 1
dt — xppp {1+ (/R [1—(r/R) (1 — (1/Biam)]}’

(8.58)

If the rate constant k is independent of time, that is, the temperature in the system is
constant, a differential equation can be integrated as

r r r 1 Mvgk [*
1+ /-[1--(1— : )“drz /det. (8.59)
/R { ¢R R Biam xsPp Jo A
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The right-hand side of the integral is denoted by

—Mvgk (!
4= B / et dr. (8.60)
XBPp 0

Integrating the left-hand side of Equations 8.59 and 8.60 and inserting the integration limits
yield

r—R+—/(r2—R2)—L/(r3—R3)<1— .1 )=—a. (8.61)

Biam

Since all of the solid material has reacted at time t; (the total reaction time, r = 0), we
have

Mvgk [*
4y = —2 / & dt. (8.62)
XBPp Jo

This is inserted into Equation 8.62, together with the limit » = 0, and the result is

'R 'R 1
—R — ¢ — ¢ 1— — = —ay. (8.63)
2 3 Biam

Equations 8.62 and 8.63 can be rewritten as
'R 2 'R 3 1
R<1—1>+¢— 1—(1> _ R 1—(1) - —)=a (8.64)
R 2 R 3 R Biam

- (1) e (5.65)

As the next step, the division a/ag yields

and

a _ 80— G/R)+3¢" (1= (/R7) = 20" (1 = (/R (O = (/Biaw) o o
a 6 + ¢ (1 + (2/Biam)) ' '

This ratio, a/ay, is the relationship between the integrated time dependencies of the bulk-

phase concentrations CRZ

r b
a_ had (8.67)
a [P cbdr .
0 ‘A
Some limiting cases of Equation 8.66 are of considerable interest. Let us consider four of
these cases:

a. The chemical reaction is rate-determining.
b. Diffusion through the product layer and the gas film is rate-determining.
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c. Diffusion through the product layer is rate-determining.
d. Diffusion through the gas film is rate-determining.

If the chemical reaction alone determines the rate, the Thiele modulus, ¢, assumes very
low values (¢" ~ 0) and Equation 8.66 is simplified to

—=1--. 8.68
a0 R (8.68)

If diffusion through both the product layer and the gas film is the rate-determining step,
the Thiele modulus (¢') becomes very large (k is large compared to Dea/R). In this case, the
boundary value for the ratio a/ag is

a 3 (1= (r/R)?*) —2(1— (r/R)?) 1 — (1/Biam))
a 1+ (2/Biam) '

(8.69)

When diffusion through the product layer is much slower than the diffusion through the
gas film—which is quite probable—the Biot number for the mass transfer of component A
approaches infinity, that is, Bisnyy = 00, and Equation 8.69 can be simplified to

aioz | _3(1%)2 +2<1%)3. (8.70)

In the relatively rare cases in which diffusion through the gas film could be the rate-
determining step, the Biot number for the mass transfer of component A is zero, that is,
Bipam = 0, and Equation 8.69 can be written as

2 _q1- (%)3, (8.71)

ao

denoting the relationship between the integrated time dependencies of the bulk-phase
concentrations CR, that is, the ratio between the current and the initial concentration profiles
throughout the “ash layer.” In other words, it relates the reduction of the particle radius
from the initial value R to the new value r, and the concentration profiles in a certain time
domain (Table 8.2).

TABLE 8.2 Summary: The Equation of Choice in Case of Diffusion as
the Rate-Determining Step

Rate-Determining Step a/ag
Diffusion through the fluid film and the product layer Equation 8.69
Diffusion through the product layer Equation 8.70

Diffusion through the fluid film Equation 8.71
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8.2.2.2 General Reaction Kinetics: Diffusion Resistance
as the Rate-Determining Step

Deriving an explicit expression for a/ag in a general case of reaction kinetics is very difficult
and often impossible. The reason for this is that the surface concentrations must be solved
in Equation 8.51. When the rate-determining step is diffusion-resistant both in the product
layer and in the gas film, a generally applicable derivation is possible.

If the diffusion steps are slow compared with the chemical reaction, reactant A is instan-
taneously consumed after it has diffused to the interface. At the same time, the surface
concentration cj is very small in comparison to the bulk-phase concentration CR. The dif-

ference c§ — c$, in Equation 8.53 can be approximated with sufficient accuracy accordingly,

CR -~ CR , and Equation 8.53 can be directly integrated.

It is easy to show that the result obtained actually is Equation 8.69, which was obtained
for first-order reactions. In cases in which diffusion resistances in the gas film and/or in
the product layer are rate-determining, we can use the general expressions for a/ag as given
in Table 8.2 (the relationship between the integrated time dependencies of the bulk-phase

concentrations CR).

8.2.3 SHRINKING PARTICLE MODEL

In the case of a shrinking particle, we will consider two areas (or sections): the interface
and the gas film around the particle. The solid- or gas-phase products are immediately
transported away from the particle surface, and they have no direct influence on the reaction
rate. The structure of such a particle is shown in Figure 8.3. Component A diffuses through
the gas film to the particle surface and reacts with the solid phase of product P. The flux
of A through the gas film is denoted as N. The positive (4) direction for Ny is shown in
Figure 8.3.
For the gas film around the particle, the flux Ny is expressed as

Na = koa (ch - cg) , (8.72)

where cg A and ¢} denote component A’s concentrations in the gas bulk phase and on the
particle surface, respectively.
The following mass balance at steady state is valid for component A:

[incoming A by diffusion through the gas film] + [generated A] = 0. (8.73)

This means that the flux through the interface equals the reaction in the interface, expressed
in terms of mathematics accordingly (mass balance):

NpA 4+ 1A =0, (8.74)
where A is the size of the interface. For a spherical particle, interface A is

A = 47r? (8.75)
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and the reaction rate ra is expressed with the stoichiometric relation (Equation 8.11). The
mass balance can now be written as

Np +vaR =0, (8.76)

where R is the reaction rate.

The reaction rate R is defined as a function of the surface concentrations in the sys-
tem, R = R(c®). For an arbitrary component reacting in the gas phase, Equation 8.76 is
generalized to

N; + viR(c*) = 0. (8.77)

For general reaction kinetics, the unknown surface concentrations must be solved using
a balance equation of a nature similar to Equation 8.77; the flux Nj is always dependent on
the surface concentration c;:

Ni=kai (). (8.78)

For a solid component B, Equation 8.18 can be used as such. A requirement for solving
Equation 8.18 is that the reaction rates are expressed through bulk-phase concentrations, c’.
The unknown surface concentrations, c?, can be solved analytically in the balance equation

in certain special cases, that is, first-order reactions.

8.2.3.1 First-Order Reactions

For a first-order reaction, the rate equation

R = ke (8.79)

and the flux Ny as in Equation 8.72 are inserted into the mass balance Equation 8.76, and
the result is

Koa (cR = ci) + vake =0. (8.80)
The surface concentration c} is solved as

s = 7t (8.81)
ATT- (vak/kga) '

Substituting this expression into the rate equation yields the time dependence of the particle
radius for a first-order reaction:

dr M vgke} (8.52)
dt — xgpp I — (vak/kga)’ '
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For a shrinking particle, the dependence of the gas film coefficient and particle size must
be considered. According to the film theory, the gas film coefficient is related to the gas film
thickness:

D
kea = —=, (8.83)
e

where Dgy is component A’s diffusion coefficient in the gas phase and 3¢ is the gas film
thickness. During the course of the reaction, the size of the particle decreases and the gas
film becomes thinner, which means that the numerical value of the gas film coefficient kga
increases. The following correlation equation has been proposed by Ranz and Marshall [3]:

= 2+ 0.65c'/3Re'/?, (8.84)
Dga

where d,, is the particle diameter, and Schmidt (Sc) and Reynolds (Re) numbers are defined
by well-known expressions:

WG

Sc = , (8.85)
pGDca
dpw
Re = 21GPG. (8.86)
LG

In these well-known formulas, jLg and pg are the gas viscosity and the density, respec-
tively, whereas wg denotes the flow velocity. For low gas flow velocities (Stokes regime), the
relation in Equation 8.76 is simplified to (note that the diameter, d = 2r, and the velocity,
wg, are small)

D
koa = % (8.87)

Inserting Equation 8.87 into Equation 8.82 yields

d Mvgkct

& BEA . (8.88)

dr  xgpp (1 — (vakr/Dga))
By inserting the dimensionless Thiele modulus ¢” into Equation 8.88,

kR

o = — A (8.89)
Dga

a new form is obtained:

d Mvgkc?

C = BEA (8.90)

dt — xppp (1 + ¢"(r/R))’
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If the rate constant is time-independent, the differential equation, Equation 8.90, can be
easily integrated:

r r Mvgkc t
/ (1 +¢”—) dr = B—Ab/ et dt. (8.91)
R R xgps  Jo
Let us define a parameter a that, once again, denotes the right-hand side of Equa-
tion 8.91:
Mvgk [*
g=_——2 / & dt. (8.92)
XBPB Jo

Consequently, integrating the left-hand side of Equation 8.91 and applying the integration

limits yield
//R 2
. ((L) _ 1) __a. (8.93)

2 R

At the total reaction time (t = to, r = 0), parameter a has the value

Mvgk [0
ay = ——2 / & dt. (8.94)
XBPB Jo

At the end of the reaction (r = 0), Equation 8.93 attains the new form

d)//R
5 =

—R—

—ap. (8.95)

Let us now divide Equation 8.93 by Equation 8.95:

_ "(1 _ 2
a _20-(@/R)+9¢ (1— (/R )’ (8.96)
a0 24+ ¢”

where, in a manner similar to the treatment in Section 8.2.2 (Product Layer Model), a/a is
given by

a fotckdt

= . (8.97)
ag foto CR dr

Equation 8.96 has two interesting limiting cases: the surface reaction alone determines
the reaction rate, or diffusion through the gas film is the rate-determining step.

If the surface reaction determines the reaction rate (¢” ~ 0), then Equation 8.96 is
simplified to

a__ (8.98)
ao

On the other hand, if film diffusion is the rate-determining step (¢" = 00), then Equation 8.96

is simplified to
a r\2
—=1—-({=) . .
v () (89)
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8.2.3.2 Arbitrary Reaction Kinetics: Diffusion Resistance in the
Gas Film as the Rate-Determining Step

For a shrinking particle, a general expression a/ap can be derived for the case in which
diffusion through the gas film is the rate-determining step. The concentration on the particle
surface, cj, is in this case much lower than the concentration in the bulk phase, that is,
< CR . Thisis applied to the flux N in Equation 8.78, and the reaction rate, R, is expressed
through the flux Ny as in Equation 8.77. The expression thus obtained is inserted into the
equation for the time derivative of the particle radius, Equation 8.18. The integration is
easy, and the following simple expression is obtained:

L (%)2, (8.100)

This ratio, a/ay, is again the relationship between the integrated time dependencies of the

bulk-phase concentrations c? .

8.3 MASS BALANCES FOR REACTORS CONTAINING
A SOLID REACTIVE PHASE

In this section, we consider mass balances for three common reactors that can be used
in processing a solid reactive phase: a BR, a semibatch reactor, and a packed bed reactor.
BRs are commonly used in reactions where the reactive solid reacts with a liquid, that is,
leaching reactions. The semibatch reactor considered here is assumed to have a high gas
throughput, and the gas content in the reactor can therefore be assumed as constant. These
kinds of reactors are often used in the study of the kinetics of gas—solid reactions. Packed
beds, where the gas or the liquid flows through stagnant solid catalyst particles, are used,
for instance, in combustion processes and ion-exchange reactions. At the beginning of the
reaction, the solid particles are assumed to be of the same size, although cases with particle
size distributions could be considered. It is further assumed that BRs and semibatch reactors
are completely backmixed, and the gas phase in packed beds is characterized by plug flow
conditions. Radial and axial dispersion effects are assumed to be negligible.

8.3.1 BATCH REACTOR

For a BR with a constant volume, balance Equation 8.9 for a single particle can be genera-
lized, being valid throughout all of the reactor contents. For 1, equally sized particles in the
reactor, we obtain

d(npns)

= n,Arg, 8.101
dt p4i'B ( )

where ng denotes the molar amount of component B in a particle. The previous equation

can now be rewritten as
dr M

i — S
TR VRR(c®) . (8.102)
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As can be seen, Equation 8.102 is similar to Equation 8.18. The total molar amount of
component B, n%, in the reactor at the time ¢ is given by

pp(4/3)7r?

o (8.103)

[

For a gas-phase component 7 reacting with a solid-phase component B, a mass balance
can be written as

[outflux i from the particle] 4+ [accumulated 7 in the gas phase] = 0. (8.104)

As a mathematical equation, this can be expressed in the following way:

dn;
NZ'YIPA + E =0, (8.105)

where n; is the molar amount of i in the gas phase. The molar amount #; can be expressed
as the concentration of i in the gas bulk, c}’, and the gas-phase volume, Vg:

n; = c2Va. (8.106)

The volume of the gas phase (V) can be written as a function of the gas holdup (eg)
and the reactor volume (VR):

Vg = egVr. (8.107)
Inserting Equations 8.106 and 8.107 into the derivative, Equation 8.105, yields

dTl,’ d(CbSG VR)
—_— =t 7 8.108
dt dt ( )

The quantity npA gives the size of the interfacial area. The ratio between the interfacial area
and the reactor volume is denoted as
npA
ap = - (8.109)
VR
After inserting these expressions into the mass balance, Equation 8.105, and assuming a
constant reactor volume, the mass balance can be reformulated as follows:

d(SGC}J)

I~ Niap. (8.110)

Further development of the mass balance depends on whether the particle is shrinking
or whether it has a porous product layer.
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8.3.1.1 Particles with a Porous Product Layer

For particles with a porous product layer, the interfacial area, 1A, is constant during the
reaction:

ap, = = aop, (8.111)

where Ay is the interfacial area at the beginning of the reaction; Ay = %TER3 for a spherical
particle. The gas holdup also remains constant during the reaction, eg = gggG.

The expressions for the ratio between the interfacial area and reactor volume (ap) and
the gas holdup (gg) are inserted into the balance Equation 8.110, and we obtain

b
do N, (8.112)
dt €0G

The flux N; and the surface concentration ¢* are given in Equations 8.50 and 8.51,
respectively.

For a general system containing N components in the gas phase, the coupled system of
N + 1 differential equations, Equations 8.110 and 8.18, is solved. The flux N; and the surface
concentration ¢; are given in Equations 8.50 and 8.51, respectively. The coupled differential
equations must be solved numerically using the tools and methods introduced, for instance,
in Appendix 2. For first-order reactions, however, a simplified procedure is possible.

For a first-order reaction, with the reaction kinetics

R = ke, (8.113)

the expression for the surface concentration ¢} (Equation 8.51) finally transforms to Equa-
tion 8.56. Inserting Equation 8.56 into the first-order reaction kinetics formula and taking
into account Equation 8.51 gives the flux

i —\)AkCR
14+ ¢/ (r/R[1— (r/R) (1 — (1/Biam))]’

Na (8.114)

Inserting the expression for the flux Ny into the balance equation, Equation 8.112, yields

dCR . \)Akclop CR

dt — ec 1+ (/R [1 = (/R) (1 = (1/Biam))]

If this expression is divided by the time derivative of the particle radius (dr/dt),
Equation 8.58, we obtain

. (8.115)

dCR _ XBPBVAQop

(8.116)
dr VBEOG

After integrating, we obtain the concentration in the bulk phase:

XBPoVAdor R r
b _ b —M(l ) (8.117)

Car = —_ —
A 0A Mvgeog R
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The expression for the bulk-phase concentration, %, is inserted into the radius time
derivative, Equation 8.58, and we obtain

dr  Mvgk [chy — (xBppvaaopR/Mvpeoc) (1 — (r/R))]

-— = - . (8.118)
dt  xppp [1+¢'(r/R) [1 = (r/R) (1 — (1/Biam))]]

Integration of this expression gives the reaction time that is required by a certain particle
radius:

L %oy M1+ /R (A= (r/R) (1 = (1/Bian)]
Mk Jr ey — (xpppvaaopR/Mvagoc) (1 — (r/R))

(8.119)

8.3.1.2 Shrinking Particles

In shrinking particles, the interfacial area changes during the reaction due to particle

shrinkage. The interfacial area-to-reactor volume is given by

npA
ap = ——, (8.120)
Vr

where the interfacial area is A = 47r? for spherical particles. At the beginning of the reac-
tion, the interfacial area is Ay = 47R? and the ratio of the interfacial area-to-reactor volume
can be written as

aop = = . (8.121)

At time t, the interfacial area-to-reactor volume relation is

npAg A r\2
ap =202 _ g (—) . (8.122)
VR Ag R

The gas holdup ¢ also changes due to the reaction. This change is not self-evident: if a
product layer is peeled off the surface of the solid particle, a certain part of the solid material
remains in the reactor. However, if only gas-phase products are being formed, then the value
of the gas holdup €y approaches unity (1) as the reaction proceeds. Here we will assume
that it approaches unity (eg = I). The gas holdup &g is defined by

Ve VR—Vq

= , (8.123)
VR VR

£G
where Vs is the volume of particles in the reactor. The volume of spherical particles is
given by

4 5 4 5 /1\3
Vsznpgnr =np§nR <§> . (8.124)
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At time t = 0, the particle volume is Vo = n;,(4/ 3)mR? and the gas holdup &g is

Vs Vso (T)3
R

SGzl——zl__

(8.125)
Vr Vr

On the other hand, the holdup at the beginning of the reaction is instead described
accordingly:

Vi — V. V.
gog = — 0 _ %0 (8.126)
Vr Vr
or
VsO
— =1 —gyG. 8.127
A 0G ( )

After inserting this expression into Equation 8.125, we obtain a new formula for the
holdup:

3
eo=1—(1—e00) (%) . (8.128)

Inserting Equations 8.122 and 8.128 into the mass balance Equation 8.110 yields

d[(1 = (1 = eog) (r/R))]
dt

r\2
= —Nidgp (E) . (8.129)

Now, let us return to the flux Nj, which is given by Equations 8.77 and 8.78:
Nj = kai (ci — ¢f) = —viR (¢°). (8.130)

For an arbitrary kinetic model, the surface concentrations c; are solved by Equation 8.130
and the flux thus obtained, Nj, is inserted into the differential Equation 8.129. This equation
is then solved numerically as an initial value problem (Appendix 2). A simplified solution
procedure is possible for a first-order reaction.

The kinetics for a first-order reaction is

R = kc}. (8.131)

Combining Equations 8.131 and 8.130 gives the surface concentration ¢y as in
Equation 8.81.

Substituting Equation 8.81 into Equation 8.131 and inserting the expression thus
obtained for the reaction rate, in Equation 8.130, yield the flux

—\)Ach

Np= — A%A
ATa- (vak/kga)

(8.132)
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The mass balance Equation 8.129 can now be written as

d{[l — (1 —¢g) (r/R)3] CR} B \)Akckaop r\2
dt 11— (\)Ak/kGA) (E) ' (8.133)

Division by the radius time derivative, Equation 8.82, yields

d{[1 — (1 —e00) /R’ R} _ vaxsppacp (ﬁ)z (8.134)

dr vgM R

and integration yields the following result:

\? VAXBPpdop . 3 3
T= (U =e00) (5) [ R = 11— (1 —eo)] chy = = 222(P — R, (8135
[ ( OG) R i| A [ ( OG)] 0A 3\)BM ( ) ( )
from which we are able to extract the following expression for EGCR :
b b VAXBPpaopR ( r )3
€GCA = €0Gegp — —————— |1 — | = . 8.136
GCeA 0GCoA 3\’BM |: R ( )

Inserting the concentration CR obtained from Equation 8.136 into the differential
equation describing the change in the particle radius, Equation 8.90, yields

dr _ vgMk [(e06/86)c0s — (VaxBppaopR/3veM) (1 — (r/R)%)]
dt — xppp 14 ¢"(r/R) '

(8.137)

The reaction time required to reach the particle radius, r (shrinking particle), is
determined by the integral

_ *BPp /r (1+9¢"(r/R)) e dr (8.138)
Mvgk Jr eogedy — (vaxpppaopR(1 — (r/R)3)/3vgM)’ '
where the gas holdup ¢g is given by
eg=1—(1—¢ )(1)3 (8.139)
G = 0G R .

The result is valid for a shrinking particle. Integration of Equation 8.138 is performed
numerically.

8.3.2 SEMIBATCH REACTOR

Let us consider a special case of a semibatch reactor: a reactor in which the gas flows in

large excess passing the solid particles. In this case, the composition of the gas phase can be
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assumed to be constant in all parts of the reactor. This kind of semibatch reactor is often
used in thermogravimetric analysis studies of, for instance, gas—solid reaction kinetics.

To this kind of a semibatch reactor, balance Equation 8.18 can be applied for the solid-
phase component B:

dr M
— = ——vgR(cY). 8.140
TR () (8.140)

For first-order reaction kinetics, Equation 8.54, the balance Equation 8.140 assumes
different forms depending on whether the particle has a product layer and whether it
shrinks.

8.3.2.1 Particle with a Porous Product Layer

For a particle with a porous layer, Equation 8.66 was derived for a first-order reaction. The

ratio a/ag once again, in Equation 8.66, is given by Equation 8.67. If the gas concentration

(CR) is constant, the ratio a/ay is equal to the time ratio t/#; in Equation 8.67 (a/ay = t/ty).
The reaction time ¢ can now be written as

t_ 60— (/R) +3¢'(1 = (r/R)?) = 2¢'(1 — (r/R)’) (1 — (1/Biam)) (8.141)
0 6 + ¢'(1 + (2/Biam)) ' '

Depending on whether diffusion through the product layer or diffusion through the gas
film is the rate-determining step, different limiting cases for Equation 8.141 are obtained.
These limiting cases were already mentioned in Section 8.2.2.

The dependence, that is, particle radius as a function of reaction time, for the different
cases, is illustrated in Figure 8.5 [1].

8.3.2.2 Shrinking Particle

Earlier, Equation 8.96 was derived for a first-order reaction, assuming the ratio a/ay. For a
constant gas concentration (CR), the ratio a/ay = t/ty and the reaction time are obtained as

_ (1 _ 2
t_20-@/R)+¢"(1- (/R )_ (8.142)
0 2+ ¢

Depending on the rate-determining step, either diffusion through the gas film or chemical
reaction as the rate-determining step, Equation 8.142 is transformed to various different
forms. Some limiting cases were considered in Section 8.2.3.

8.3.3 PACKED BED

Let us now consider a stagnant packed bed with a continuous gas flow. The reactor operates,
in this case, in a semibatch mode: solid particles form the continuous phase, whereas gas is
the discontinuous phase. The mass balances must be derived for the transient state for the
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FIGURE 8.5 Particle radius (r) versus the reaction time (¢) for a particle containing a
product layer. Case: shrinking particle. (Data from Levenspiel, O., Chemical Reaction
Engineering, 3rd Edition,Wiley, New York, 1999.)

volume element A V. If we assume that there are An,, solid particles in the volume element
AVR, the mass balance is

d(AnPnB)

i = AnpArp, (8.143)

where np is the molar amount of component B in the particle. With the same considerations
as in Section 8.2.1, the mass balance can be written as

dr M
dt XBPp

vBR(c*). (8.144)

The analogy to Equation 8.18 is obvious.
For a gas component i reacting with the solid component B, the mass balance is given by

[inflow of i] = [outflow of i] 4 [flux of 7 into the particle]

+ [accumulated 7 in the gas phase]. (8.145)

The balance can be written in a mathematical form accordingly:

. . dn;
flijin = Miout + NiAA + d—tl. (8.146)
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Let us now combine it with the definition
AA = a,AVR (8.147)

and with the difference 7; oyt — #iin = A#;. The molar amount of component 7 in the
volume element #; is expressed in terms of concentration as:

n; = ¢iAVg = ciegAVR. (8.148)

Inserting the definitions for AA and n;, followed by division by the volume element A Vg,
yields

d(egei) An;
e LN —
dt + zaV + A VR

0. (8.149)

Allowing the value of the volume element to approach zero, AVR — 0, the balance can
be written in the following form:

d(ege) dn;
= —Niay — —-.
dt iy dVr

(8.150)

Equations 8.149 and 8.150 describe a semibatch packed bed. Changes in the gas phase
are much more rapid than those in the liquid phase. Therefore, we can assume that the
gas phase is in a pseudo-steady-state and that the time derivative in Equation 8.150 can
sometimes be ignored:

dn;

= —Niay. (8.151)

dVgr
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A

FIGURE 8.6 Conversion of a solid reactant in a packed bed at different reaction times.



Reactors for Reactive Solids m 325

A suitable expression for the flux N; must, of course, be used.

Examples of the development of concentration profiles in packed beds are shown in
Figure 8.6 [4]. This figure is valid for particles with a porous product layer. The development
of a reaction zone moving from the inlet toward the outlet is a typical behavior of packed
beds. At the reactor inlet, the particles have reacted completely, whereas the particles close
to the outlet are totally unreacted.
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CHAPTER 9

Toward New Reactor and
Reaction Engineering

9.1 HOW TO APPROACH THE MODELING OF NOVEL
REACTOR CONCEPTS?

The reactors considered in the previous chapters form the core of chemical reaction
engineering, that is, classical, well-established structures, for which a number of practi-
cal industrial applications exist. For existing reactor configurations, even the mathematical
modeling, simulation, and optimization are in a mature stage. Plug flow, laminar flow, axial
dispersion, and complete backmixing models are the dominant ones for conventional reac-
tor technology. Considerable deviations from these flow models are treated by detailed flow
modeling, computational fluid dynamics (CFD). Particularly, the modeling of fluidized
beds requires a very advanced approach, combining kinetics, mass transfer, and detailed
fluid description.

Conventional reactor technologies such as fixed beds and slurry reactors suffer from
serious drawbacks. Mass transfer resistance is the crucial factor in the scaleup of processes.
Laboratory experiments are often carried out with catalyst particles with diameters clearly
less than 1 mm, whereas industrial reactors typically operate with larger catalyst particles
ranging from 1 mm to 1cm. The scale dimensions are illustrated in Figure 9.1. Intrinsic
kinetics is thus inevitably coupled to the modeling of mass transfer, as has been illustrated
in previous chapters. Internal mass transfer limitations can be suppressed by decreasing the
particle size, but the particle sizes in industrial processes cannot be diminished limitlessly,
because this would lead to a tremendous increase in the pressure drop. To overcome this
problem, new innovations and structured reactors have been developed, such as catalytic
packing element reactors, monoliths, and fiber structures. The aim of these innovations has

327
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FIGURE 9.1 Scales in the modeling of chemical processes involving solid catalysts.

been to decouple the catalyst layer thickness and pressure drop effects. At the laboratory
scale, it is possible to minimize the external mass transfer resistance using high stirring
rates, but in industrial reactors, this is not always feasible. The stirring effect per reactor
volume at the laboratory scale is typically less prominent than that in industrial operations.
Consequently, external and internal mass and heat transfer often play a significant role in
large-scale reactors. Fixed bed reactors typically suffer from heavy internal mass transfer due
to large catalyst particles, and slurry reactors suffer from external mass transfer resistance
due to insufficient stirring. These problems can, at least partially, be resolved by utilizing
structured reactors that take advantage of thin catalyst layers.

Conventional industrial processes operate continuously and at steady state. Steady-state
operation, however, is sometimes less economical, particularly in cases where considerable
energy effects are encountered. For example, classical sulfur dioxide oxidation processes
involve a large reactor—heat exchanger system to force conversion of the reactant to an
acceptable level. By non-steady-state operation, the reactor volume can be considerably
diminished. Unconventional operation modes are much more sensitive than conventional
steady-state modeling. Very advanced dynamic modeling concepts are thus needed.

Unconventional, often sophisticated reactor technologies, such as the use of various
structural catalysts (monoliths, coated static mixer elements, woven catalytic fiber cloths,
Sulzer Katapaks®, etc.) or various loop configurations, can essentially be treated and mod-
eled with classical concepts. The reactor models presented in the previous chapters can even
be applied in the case of novel reactor concepts: We just divide the system into logical units
that can be described with existing theories. Nowadays, advanced tools such as CFD are
available, which enable the more precise prediction and description of the reactor system
performance. The use of novel tools is necessary in some cases. Improved catalyst synthesis
based on high throughput (parallel) catalyst screening and multifunctional reactor design
is the current trend. As catalysts achieve higher intrinsic activities and selectivities and pro-
cesses are pushed to a higher conversion, integration of new catalyst synthesis and reactor
concepts can also improve existing technologies to a significant extent.

Basic concepts can easily be adopted: a reactor operates in a batch, a semibatch, or a
continuous mode; the catalyst is either in suspension or immobilized (fixed or structured
beds, monoliths); the flow of gas and liquid is counter or concurrent, following plug flow,
stirred tank (backmixing or no backmixing), or fluidized bed behavior; and mass transfer
limitations (at the phase boundaries or within a phase) can prevail (Chapters 5 through
8). The biggest challenge might arise from recognizing a potentially unique unit operation
(equipment-specific feature) that might emerge in a system and that the combination of
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classical modeling principles cannot handle adequately: in these cases, a nontraditional
approach might lead to a better description of the reality. For instance, in the case of
monoliths, the flow distribution anomalies are best dealt with by CFD. However, when
analyzing the system as a whole, the established principles can always be applied to describing
the vast majority of cases.

A product-oriented approach is the slogan of the twenty-first century. Reaction engi-
neering of the future is to focus more on fine and speciality chemicals, bioengineering
applications, and treatment of natural products, such as pulp and paper making, health-
promoting compounds, and pharmaceuticals. In parallel, the reaction engineering of bulk
chemicals will be refined, for instance, by introducing improved kinetics and chemometric
concepts as well as detailed fluid dynamics. Typically, hydrogenation and oxidation reac-
tions of complex organic molecules tend to give rise to complex reaction networks involving
multiple consecutive, consecutive-competitive, and mixed reactions. Nontraditional reactor
concepts are more likely to be used for two reasons. First, it is easier for more expensive
concepts that are typically applied on a somewhat smaller scale to surpass the investment
threshold in fine chemicals processes than in bulk processes. Secondly, the complexity of
many reaction systems (multiple side reactions producing undesired waste compounds)
requires more innovative reactor technologies that suppress side reactions and favor the
formation of desired compounds.

The goal of the novel reactor technology is a more efficient, more selective, and less
energy-consuming process. The introduction of new reactor technologies should lead to a
reduction in the physical size of the existing processes. This methodology, called process
intensification or, more specifically, reaction intensification, comprises new reactor struc-
tures, unconventional operation modes, utilization of unconventional forms of energy (such
as ultrasound and microwave), and novel reaction media [e.g., supercritical fluids (SCFs)
and ionic liquids (ILs)]. In this chapter, we will describe some of the new avenues of reactor
technology and reaction engineering. Our treatment is essentially qualitative and holistic.
The concepts of kinetics, mass, and heat transfer as well as fluid dynamics introduced earlier
are also applicable to the new reaction engineering concepts. We will leave it to the readers to
develop models of their own in the forthcoming research and development efforts; the cases
treated below should be regarded as approaches to novel technologies, not final solutions.

9.2 REACTOR STRUCTURES AND OPERATION MODES

A multitude of reactor structures have been developed for special applications. This is why
we are not aiming at an exhaustive listing and analysis of each and every kind of reactor
here. Instead, the reader is given a short introduction to some of the most prominent new
reactor technologies.

9.2.1 REACTORS WITH CATALYST PACKINGS

Column reactors with static packing elements provide an attractive alternative for conven-
tional packed bed reactors, since they essentially combine the benefits of classical fixed beds
and slurry reactors: static mixing elements give rise to local turbulence, catalyst separation



330 m Chemical Reaction Engineering and Reactor Technology

Network

|

Gas bubbles

Catalyst

FIGURE 9.2 A packing element in a column reactor.

(filtration) is avoided, and small catalyst particles can be utilized. An illustration is provided
in Figure 9.2. The modeling of column reactors is based on verified hypotheses on prevailing
hydrodynamic and mass transfer conditions. In essence, a dynamic model accounting for
the accumulation of substance in gas and liquid phases as well as in the pores of the catalyst
can be compiled [1]. Previous experience has convincingly shown that dynamic and pseu-
dodynamic models are preferred not only to predict transient operations, but also to obtain
improved robustness in the numerical solution, particularly in the case of a countercurrent
operation. The gas and liquid flow patterns were described using the axial dispersion concept
(Section 4.5), coupled to the plug flow model. CED calculations were applied to study the
distribution of local liquid and gas velocities inside and outside the catalyst network [2,3].
The velocity profiles in Katapak elements calculated by CFD are illustrated in Figure 9.3.
Mass transfer and convection take place through the network via molecular diffusion and
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FIGURE 9.3 Velocity profiles in Katapak elements (CFD calculations, water at 20°C).
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turbulence. In fact, mass transfer in the catalyst pores was described by a classical reaction—
diffusion model, whereas the flow and mass transfer between the fluid phases inside and
outside the packing network were treated as a system with an effective transport coefficient.
In the special case studied in the above-mentioned publications [2,3] (oxidation of ferric
sulfate to ferrous sulfate by molecular oxygen), both catalytic and noncatalytic reactions
proceed simultaneously.

The modeling of column reactors is based on verified hypotheses concerning the hydro-
dynamics and mass transfer conditions. The following fundamental assumptions can be
applied to the modeling of column reactors:

— The model is completely dynamic, accounting for the accumulation of mass in the bulk
phases of gas and liquid as well as in the pores of the catalyst particles. Our previous
experience [3] has demonstrated that dynamic (or pseudodynamic) models should be
preferred not only because of the prediction of transient operation periods, but also
to ensure an improved robustness in the numerical solution of the model equations,
particularly for countercurrent operations.

— The liquid phase is distributed in the pores of the catalyst as well as inside and outside
the packing network. Gas bubbles exist exclusively outside the packing network, since
they are not able to penetrate through the network, the size of which is only 0.5 mm.

— The gas and liquid flow patterns are described by a reaction—diffusion model, whereas
an approach based on the effective transport coefficient is applied to the flow and the
mass transfer between the liquid phases existing inside and outside the catalyst packing
network.

— Both catalytic and noncatalytic reactions proceed simultaneously inside the wetted
catalyst pores.

— Isothermal cases are modeled; energy balances are thus omitted.

A schematic illustration of the modeling principles is illustrated in Figure 9.4.

Ti,cat & Tinoncat D
7; i,noncat
Nj l|
N, pLi
WI: Tinoncat
Dy
Liquid Liquid

FIGURE 9.4 Schematic illustration of the modeling principles.
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9.2.1.1 Mass Balances for the Gas and Liquid Bulk Phases

Based on the hypotheses presented above, the mass balances can be written as follows.

The liquid phase outside the packing network is described by

dey; 1 der; dZCLZ'
dt - €,

_WLF +eby 4 + Nllfiav — Nj;a, + SLTnoncat,i> ) (9.1)

where NP.a, denotes the diffusion flux from the gas bubbles to the liquid bulk and N7 ,a/,
denotes the transport from the liquid bulk into the network, principally consisting of two
contributions: molecular diffusion and turbulent exchange between the material inside and
outside the network.

For the gas phase outside the packing network:

dt _SG

wG + o1 ——cgi | — drcgi— + egDg

degi 1 n dcgi dwg deg d2cgi
dl dl dt dr?

- N'L’iavi| , (9.2)

where oy =0 or 1and ap =0 or 1; 07 = oy = 1 for cases when it is necessary to account
for changes in the volumetric flow rate and holdup of the gas, for instance, in cases in which
the gas phase is consumed due to the reaction. Typically, the dispersion coefficient in the
gas phase (Dg) is rather low, and the system approaches a plug flow. In Equation 9.2, the —
and + signs denote the concurrent and countercurrent operation, respectively.

Inside the packing network, only liquid is present, and the balance becomes

de; 1 del. d2c .
d_il - ¢ |:_W/ S THR S/LDi dZZLl — NpLap + Nﬁiaiz + 8/rnoncat,i . (9.3)
L

The model consists of a set of parabolic PDEs 9.1 through 9.3. For the reactor inlet and out-
let, the classical boundary conditions of Danckwerts are applied. The boundary conditions
for the inlet are (Chapter 4)

dep; wL def, w .,

- cLi = €L0i) 3 = o= Cloi) 9.4
dl eLDL (eri = coi) di e[ D] (cti — cLoi) (9.4)

dCGi wG

o €Gi — Goi)» 9.5
di ecDG (cGi Goi) (9.5)

and for the outlet we have

dey; def; dcg;
dl dl dl (96)

The initial conditions valid at t = 0 are evident: i ;, C/L ;»and cg; are assigned known profiles
throughout the column, that is, constant values inside the column.
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9.2.1.2 Interfacial Transport

The fluxes at the gas-liquid interfaces (NI'fZ-) are obtained by equating the fluxes in the
gas and liquid films. Moreover, a thermodynamic equilibrium is assumed to prevail at the
interface. According to Fick’s law, the flux is obtained from a simple two-film expression
(Chapters 6 and 7):

(Cgi/ Ki) - Clﬁi

Nb-av = .
L (1/Kiay) + (1/kgiayK;)

(9.7)

The exchange of substance between the liquid bulk and the network (N7 ;) is described by
the phenomenological equation

Nﬁia:, = knpetay (Cii — CLi) . (9.8)

It should be noted that the transfer coefficient (kpet) is not a pure mass transfer coefficient,
but it is also dependent on the exchange flow rate through the network. Principles similar
to those of Kunii and Levenspiel for fluidized beds are thus applied (Chapter 5).

9.2.1.3 Mass Balances for the Catalyst Particles

For the description of molecular and Knudsen diffusion inside the catalyst particles, the
concept of the effective diffusion coefficient (De;) combined with Fick’s law is applied.
Different catalyst geometries are accounted for by the shape factor (a = 1 for slabs, a = 2
for infinite cylinders, and a = 3 for spheres; see Chapter 5). Catalytic and noncatalytic
reactions are assumed to proceed simultaneously in completely wetted catalyst pores.

Consequently, for the concentration profiles inside the catalyst particles, the component
mass balance equation is written using dimensionless coordinates:

Epr) dg d’¢  (a—1)dg Rf,
_ Al T & Ticat + EpTi . 9.9
De; dt  dx? x dx D (Ppicat + EpTimnoncar) (99

The boundary conditions are listed below:

dc; de; .
— =0 atx=0; — =Bi(ci—¢) atx=1, (9.10)
dx dx

where the Biot number for mass transfer is

_ kLsiRp
Dei .

Bi (9.11)

At the beginning of the reaction, the concentration profiles inside the catalyst particles
were known, that is, they were set equal to the bulk-phase concentrations.
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The flux into the particles (N} ) is, in principle, obtained from the concentration gradients
at the outer surface of the catalyst particle, but numerically a more robust way is to utilize
the whole concentration profile, that is, the integrated generation rates:

1 1
Npi(x = 1) = ppRp / ri,catx“_l dx + SPRP/ ri,noncatx“_l dx. (9.12)
0 0

The approach presented above in Equation 9.12 suppresses the effect of numerical errors
originating from the solution of the differential equation, Equation 9.9. The effectiveness
factors are obtained by dividing the flux in Equation 9.12 with the rate calculated with
bulk-phase concentrations.

For cases in which diffusion resistance inside the catalyst particles can be neglected, the
generation rates (r;) are constant in the particle, the integration of Equation 9.12 becomes
trivial, and we obtain

Ry

Npi(x =1)= 7 (ppri,cat + 8pri,noncat) . (9.13)

9.2.1.4 Numerical Solution of the Column Reactor Model

Mathematically, the system consists of parabolic PDEs, which were solved numerically by
discretization of the spatial derivatives with finite differences and by solving the ODEs thus
created with respect to time (Appendix 2). Typically, 3—5-point difference formulae were
used in the spatial discretization. The first derivatives of the concentrations originating from
a plug flow (Equations 9.1 through 9.3) were approximated with BD formulae, whereas the
firstand second derivatives originating from axial dispersion in the bulk phases and diffusion
inside the catalyst particles were approximated by central difference formulae. Some simple
backward (Equation 9.14) and central difference (Equation 9.15) formulae are shown here
as examples:

d 1
(—y) = —— (147y9 — 360y_; + 450y_» — 400y_3 + 225y _4 — 72y_5 + 10y_¢),
X=X0

dx 60h
(9.14)
d?y 1
— = — (2y_3 — 27y—2 + 270y_; — 490y + 270y41 — 27y42 + 2y43) .
dx? ).~ 180
(9.15)

The system of ODEs thus created is sparse and stiff. This is why the ODE solution
methodology was based on the program package of Hindmarsh (Appendix 2), which utilizes
the BD method of Henrici, often called Gear’s method. The results of the modeling effort
are shown in Figures 9.5 and 9.6. The strong diffusion limitation inside the catalyst pellets
is illustrated in Figure 9.6. A model neglecting the internal mass transfer resistance inside
the catalyst pellet would be completely wrong.
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FIGURE 9.5 Contour plot of concentration (Fe?") in the column reactor (4.7 bar oxy-
gen, 120°C).
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FIGURE 9.6 Concentration of oxygen (left) and FeSO4 (right) inside a catalyst particle at
different reaction times (60°C, 6 bar).
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FIGURE 9.7 Model verification experiment (120°C, 4.7 bar oxygen).
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Some results from model verification experiments are shown in Figure 9.7. The liquid
flow rates were so high that ferrous sulfate conversion was low during one cycle through the
catalyst bed. This is why the liquid phase was recirculated several times through the column
in order to obtain measurable conversions. The kinetic, thermodynamic, and diffusion
parameters were implemented in the simulation model, and the value of the gas-liquid
mass transfer parameter was adjusted for the best possible fit to the experimental data. The
results are illustrated in Figure 9.7, which shows a fairly good agreement between the model
and the experimental data.

9.2.1.5 Concluding Summary

A dynamic mathematical model of the three-phase reactor system with catalyst particles
in static elements was derived, which consists of the following ingredients: simultaneous
reaction and diffusion in porous catalyst particles; plug flow and axial dispersion in the bulk
gas and liquid phases; effective mass transport and turbulence at the boundary domain of
the metal network; and a mass transfer model for the gas-liquid interface.

The model parameters were estimated from pulse experiments and CFD calculations. The
liquid velocities at different locations of the reactor system were studied off-line with the aid
of CFDs, which were used to obtain realistic values for superficial velocities inside the catalyst
packing network.

The governing parabolic PDEs describing the model were discretized with respect to the
spatial coordinates of the catalyst particles and the column length coordinate. The resulting
ODEs were solved numerically with the sparse version of the stiff ODE solver, LSODES
(Appendix 2).

The model solution procedure turned out to be robust and reliable, as illustrated by
the reactor simulations (Figure 9.7). The model was verified with a realistic test system,
oxidation of ferrous sulfate to ferric sulfate (Figure 9.6). The sample chemical system is
relevant in the production of ferric sulfate, an efficient coagulation agent used in water
purification. The model was able to describe the progress of the reaction in a Katapak
column reactor, where the gas phase was continuous and the liquid phase was recycled. A
good agreement was obtained between the experimental data and the model simulations.
This modeling concept is a general one: it can be applied to any chemical system in a column
reactor containing structural packing elements.

9.2.2 MONOLITH REACTORS

Traditionally, monolith reactors have demonstrated their performance in gas-phase reac-
tions, particularly in the treatment of automotive exhaust gases. Today, virtually all vehicles
are equipped with catalytic converters. Here we will consider three-phase applications.
These have been studied by a few authors and research groups such as Moulijn and
coworkers [4,5] and Irandoust and Andersson [6]. Certain industrial processes such as
hydrogenation of anthraquinone in the production of hydrogen peroxide are also exam-
ples of the monolith reactor technology being established on an industrial scale. Monolith
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|

FIGURE 9.8 Laboratory-scale monolith test reactor (a) schematically and (b) in reality.

reactors combine the benefits of slurry reactors (thin catalyst layer) and fixed beds (low
pressure drop).

Kinetics can be screened in a screw impeller-stirred reactor (SISR) [7] (Figure 9.8). The
reactor system comprises a screw impeller that pumps the liquid upwards, and the high exit
velocity of the liquid results in an effective foam formation in the top section of the reactor.
A slug flow (Chapter 6) is thus established in the monolith channels. Consequently, the
liquid and gas are pumped from the lower section to the upper section of the reactor, over
and over again. In fact, the concept resembles that of a loop reactor. Cylindrical monoliths
are placed in the stator of an SISR (Figure 9.8), and a foam of gas and liquid is forced
through the monolith channels by a screw.

We will next look at a three-phase hydrogenation reaction in the production of fine
chemicals. The monolith catalyst was prepared by a commercial cordierite skeleton. On the
walls of the parallel channels, a solid catalyst phase was synthesized. The basic treatment
of the reactor system is very straightforward, since the system can be characterized as a
“frozen” slurry reactor, that is, a traditional batch or a semibatch approach can be utilized.

Traditional modeling concepts can be complemented by new elements: if we consider the
RTD in the channels, CFD becomes useful. The information from the CFD model can be
transferred to a simplified simulation model, in which the monolith and the mixing system
are described by parallel tubular reactors coupled to a mixing space.

RTD is a classical tool in predicting the comportment of a chemical reactor: provided
that the reaction kinetics and mass transfer characteristics of the system are known, reactor
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performance can be calculated by combining kinetic and mass transfer models with an
appropriate RTD model. RTDs can be determined from pulse or step response experiments
(Chapter 4). This technique is elegant in principle, but it requires access to a real reactor
system. In large-scale production, experimental RTD studies are not always possible or
allowed.

The current progress of CED enables computational “experiments” in a reactor apparatus
to reveal the RTD. Typically, CFD is used for nonreactive fluid systems, but nowa-
days reactive systems can also be computed as discussed in Ref. [8]. The difficulties of
CFD, however, increase considerably as multiphase systems with chemical reactions are
examined. For this reason, a logical approach is to utilize CFD to catch the essential fea-
tures of the flow pattern and to use this information in classical reactor models based
on RTDs.

9.2.2.1 Flow Distribution from CFD Calculations

In monolith reactors, the distribution of fluid into the channels is typically at least somewhat
uneven [9]; this is why it is very important to predict the flow distribution and include it

in the quantitative modeling. Experimental techniques can also be used to study the flow
distribution in monolith channels; this method is introduced in Figure 9.9 [10]. CFD
calculations make it possible to obtain the flow characteristics of the experimental system.
In this case, the calculations were performed using the software CFX.4.4 [7]. The flow
profiles in the gas and liquid phases were described by the turbulent k—¢ method (320,000
calculation elements), and to evaluate the distribution of gas bubbles, the multiple size group
method was applied. The results from the CFD calculations gave the flow velocities for gas
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FIGURE 9.9 Experimental setup to study the gas and liquid flow distributions in monolith
channels.
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FIGURE 9.10 (a) Flow distribution calculated in the monolith channels by CFD and (b) a
simplified flow sheet of the monolith system described as parallel tube reactors and stirred

mixing volume.

and liquid, the bubble sizes, and the gas and liquid holdups in the channels (Figure 9.10).
This information can be utilized in the conventional reactor model. The predicted slug
flow (Taylor flow) conditions in the monolith channels were also confirmed by a visual
investigation of the flow by replacing the autoclave with a glass vessel of an equal size
(Figure 9.8). Schematically, the reactor can be regarded as a system of parallel tubes with
varying residence times. The screw acts as a mixer, which implies that the outlet flows
from the channels are merged together and the inlet flows to the monolith channels have
a uniform chemical composition. The principal flow sheet is displayed in Figure 9.10. The
simplified mass balance equations are derived on the basis of this flow sheet.
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9.2.2.2 Simplified Model for Reactive Flow

The surroundings of the monolith can be regarded as a perfectly backmixed system, in which
no reactions take place [7]. The monolith channels can be described using the plug flow
concept. The gas-liquid and the liquid—solid mass transfer resistances are easily included
in the model. Since the catalyst layer is very thin (few micrometers) and the reactions
considered in the present case were slow, the internal mass transfer resistance in the catalyst

layer was neglected. The gas-phase pressure in the reactor was maintained constant by the
controlled addition of hydrogen. Temperature fluctuations during the experiments were
negligible; the energy balances were thus not needed. Conversions of the reactants were
minimal during one cycle through the monolith, which implies that a constant gas holdup
was assumed for each channel. The reactions were carried out in inert solvents, and the
liquid density did not change during the reaction. Based on this background information,
the dynamic mass balance for the liquid phase in each channel can be written as follows:

di’lL)ij
dt

fiLij,in + NLiiAAL = NLjj + 1L jj,out + , (9.16)
where i and j denote the component and the channel, respectively. Due to the assumption of
constant density, the volumetric flow rate does not change, and the model can be expressed
by concentrations. The basic volume element is allowed to shrink, and the hyperbolic PDE
is obtained:

depji 1 depg
Jij Jij
Frale Nyjjar — Ng jjas — —_

. (9.17)
TLjEL, dz

This complete model is valid for all of the components but, actually, the gas—liquid mass
transfer (N1 j;) term is nonzero for hydrogen only. The PDE model can be further simplified
by taking into account the fact that conversion is minimal during one cycle through the
channel, and the concentration profile in the channel can be assumed to be almost linear, that
is, the differential reactor concept can be applied. The entire model can now be expressed
by the average (¢*) and the outlet concentration (cp):

dcf i . . 2 .
>~ = Ny .ap — Ny .ag — ——— (c . — COL ) . (9.18)
dt L,j L,j TL,jSL,ij L,jj N

The exact formulations of the fluxes (N*) depend on the particular model being used for
mass transfer; principally, the whole scope is feasible, from Fick’s law to the complete set of
Stefan—Maxwell equations. Since the only component of importance for the gas—liquid mass
transfer is hydrogen, which has limited solubility in the liquid phase, the simple two-film
model along with Fick’s law was used, yielding the flux expression

ck ..
G,

Nik,ij = k/L,ij ( K_IJ‘ - C>Lk,ij> . (9.19)
1
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For the liquid-solid interface, a local quasi-steady-state mass balance takes the form

Nf,i]-as + r;; pg = 0. (9.20)
In case the liquid—solid mass transfer is rapid, the bulk and surface concentrations

coincide, and the rate expression is directly inserted into the balance equation, which
becomes

dc .. 2
L.ij * < * )
=r:pp— —— ¢ : —coLii ) - 9.21
dt ifPB wjen; N Y OL1 6.21)

The surroundings of the monolith are described by the concept of complete backmixing,
which leads to the following overall mass balance for the components in the surrounding
liquid phase:

dCoL,ij 1 *
4 = E (Z <2CL,ij — COL,ij) aL; — C()L,j> . (9.22)

The treatment of the gas phase is analogous to that of the liquid phase. The flux describ-
ing the gas—liquid mass transfer is given by Equation 9.19. Consequently, the dynamic mass
balance for the monolith channels can be written as

*
dCG,ij B i}

= — SA], — CG,ij — €0G,i) - (9'23)
dr P e, (g = i)

For the monolith surroundings, the concept of complete backmixing leads to the formula

deog,i 1
3 = E (Z (26’&1-]- — COG,ij) aG,j — C()Qj) . (9.24)

The model for the schematic system (Figure 9.10) consists of the simple ODEs, Equa-
tions 9.21 through 9.24, which form an initial value problem (IVP). In case pure hydrogen
is used, its pressure is kept constant and the liquid-phase components are nonvolatile, the
gas-phase balance Equations 9.23 and 9.24 are discarded, and the gas-phase concentration
is obtained, for example, from the ideal gas law. The initial conditions, that is, the con-
centrations at time ¢ = 0, are equal everywhere in the system, and the IVP can be solved
numerically by any stiff ODE solver (Appendices 2 and 3).

9.2.2.3 Application: Catalytic Three-Phase Hydrogenation of Citral
in the Monolith Reactor

Hydrogenation of citral was selected as an example, because it nicely illustrates a case

with complex stoichiometry and kinetics, which is characteristic for fine chemicals.
The stoichiometric scheme is shown in Figure 9.11. The reaction system is relevant for
the manufacture of fragrances, since some of the intermediates, citronellal and citronellol,
have a pleasant smell, while the final product 3,7-dimethyloctanol is useless. This is why the



342 m Chemical Reaction Engineering and Reactor Technology

NN N o | OH
— Citronellol (C)
H, (1) , (4)\4 H\z (5)/1 H
Citral (A) Citronellal (B) ©

3,7-dimethylocatanol (D)

3,7-dimethylocatanol (E)

FIGURE 9.11 Stoichiometric scheme for citral hydrogenation.

optimization of product yield is of crucial importance. Isothermal and isobaric experiments
were carried out under hydrogen pressure in a monolith reactor system at various pressures
and temperatures (293-373 K, Figure 9.11).

The product distribution depends considerably on the reaction conditions: at low tem-
peratures and hydrogen pressures, the system operates under kinetic control, and the desired
intermediate products were obtained in high yields. As the temperature and hydrogen pres-
sure were increased, the final product was favored. The individual mass transfer coefficients
were estimated using the molecular diffusion coefficient of hydrogen in the liquid phase
along with the hydrodynamic film thickness [11]. Different modeling concepts, that is, a
quasi-homogeneous batch model versus the parallel tube model, in combination with flow
data for the channels obtained from CFD calculations, were compared in Figure 9.12 [7].
Since the film thickness depends on the local velocity, the mass transfer coefficient was dif-
ferent in different channels. The rate equations describing the reaction scheme (Figure 9.11)
can be found in Ref. [7]. The kinetic parameters were determined by nonlinear regression
(Appendix 10).

The weighted sum of squares between measured and estimated concentrations
(Appendix 10) was minimized by a hybrid Simplex—Levenberg—Marquardt algorithm.
The model equations were solved in situ in the parameter estimation by the BD method
(Appendix 2). The estimated parameters were the kinetic and adsorption equilibrium con-
stants of the system. The simulation results revealed that the model was able to describe
the behavior of the system. The parameter values were reasonable and comparable with the
values obtained from citral hydrogenation in a slurry reactor [12].

9.2.3 FIBER REACTOR

Another new class of structured reactors consists of different kinds of fiber or matt struc-
tures, coated with catalytically active materials. Typically, the fiber structures can be made
from different polymeric materials, for example, polyethylene. These fibers can be free-
standing (such as Smoptech Smopex”, [13]) or knitted structures [14,15] with catalytically
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FIGURE 9.12 Comparison of two modeling approaches in the hydrogenation of citral on a
Ni catalyst. Simulation with a BR model (—) and CSTR connected to parallel tubes with a
plug flow model (------ ).

active materials attached to the structure. These structures can be utilized as such in slurry
reactors, freely floating or attached to special, tailor-made agitator devices. A very natural
solution is, however, to use them, especially in the case of knitted carpet structures, in fixed
bed reactors. The structures of knitted fiber catalysts, of silica and polymer-active carbon
types, are introduced in Figures 9.13 and 9.14.

The application was studied as an example, namely, the continuous enantioselective
hydrogenation of 1-phenyl-1,2-propanedione with Pt on a silica fiber modified with chiral
(=)-cinchonidine (natural alkaloid) [14]. The main goal is to produce one of the opti-
cal isomers, namely (R)-1-hydroxy-1-phenylpropanone, in high yields. This isomer is an
important intermediate in the synthesis of pharmaceuticals. The complete reaction scheme
is introduced in Figure 9.15.

For this system, the existence of mass transfer limitations was investigated by changing
the amount of the catalyst and, at the same time, keeping the space time constant but vary-
ing the liquid flow rate. Interesting new results were obtained by transient experiments, in
which the modifier flow was stopped and started, resulting in variations in the enantios-
electivity (Figure 9.16) and regioselectivity. The behavior of the system was described by
a dynamic axial dispersion model. The value of the dispersion coefficient was determined
with pulse experiments, using an inert tracer (Figure 9.17). An example of the model’s fit
to experimental data is provided by Figure 9.17, which shows that the model description
is adequate.
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Reactant
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solvent

FIGURE 9.13 (a) Three-phase continuous hydrogenation of an organic compound over a
metal supported on silica fibers. (b) A scanning electron microscopy (SEM) image of a
knitted silica fiber catalyst.

9.2.4 MEMBRANE REACTOR

Equilibrium-limited processes are a huge challenge for reaction engineering and reactor
technology. For instance, if dehydrogenation of a reactant (A) molecule on a solid catalyst
is to be carried out, the products (P and hydrogen) retard the reaction rate as soon as

10pm  EHT =20.00KV WD =9mm  Signal A = InLens

FIGURE 9.14 An SEM image of Pt on Kynol®-activated carbon fiber catalyst.
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FIGURE 9.15 Reaction scheme of 1-phenyl-1,2-propanedione hydrogenation on supported
Pt. Catalyst modifier: cinchonidine.

they appear:
A + cat 2 P + H,.

One way of forcing the reaction toward high conversion is to combine the catalyst and
membrane technologies. The reaction is carried out in a porous membrane tube covered
with the catalyst material. The principal concept is shown in Figure 9.18. The reaction
proceeds on metal spots deposited on the membrane material. Simultaneously, the smallest
product molecules (in this case H,) diffuse out of the system through the membrane. In
this way, the equilibrium limitation is removed, and the process proceeds almost as an
irreversible reaction in the ideal case. The additional benefit is that the components of
the product gas are directly separated, and the construction of a specific separation unit
is avoided. For the reactor construction, see Figure 9.19. From the reaction engineering
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FIGURE 9.16 Enantiomeric excess (ee = (cg — ¢c)/(c + ¢c)) as a function of space time
(o225, 430s,m44s) in a fiber reactor. For the reaction scheme, see Figure 9.15.
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FIGURE 9.17 (a) Tracer experiments in a three-phase tubular reactor with knitted silica
catalyst layers. (b) A fit of the kinetic model based on transient data (Figure 9.15).

viewpoint, it is not a problem to model the simultaneous reaction and separation in the
porous membrane layer. The real challenge lies in the development of selective and durable
membrane materials.

9.2.5 MICROREACTOR

In recent years, research activities have paid increasing attention to reactions on a very
small scale. The development of manufacturing technology has also enabled the pro-
duction of miniature components for chemical reactor technology. Microstructured or
microchannel reactors are called microreactors. They can also be defined as miniatur-
ized reaction systems. The channel dimensions in microreactors are typically ~50 um
to 2 mm. Microreactor manufacturers provide microstructured mixers, heat exchangers,
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FIGURE 9.18 General function principle of a catalytic membrane reactor, reversible reaction
A+B=C+D.

and reaction modules for gas- and liquid-phase reactions. Generally, these components
consist of microstructured plates including flow channels for fluids. Even microstruc-
tured separation units and gas—liquid reactor devices are available. The reactor modules
for liquid-phase and gas-liquid-phase reactions usually consist of combined reaction
channel heat exchanger units. For a few examples of microstructured reactor systems,
see Figures 9.20 and 9.21.

Microreactor technology (MRT) satisfies three basic requirements for a chemical reac-
tion: it can easily provide for an optimal reaction time (contact time), introduction or
removal of heat into the reaction zone, and sufficient mass transfer. The reduced dimensions
of MRT systems make them applicable to reactions that require good transport proper-
ties. An important feature is their high surface area-to-volume ratio. This is particularly
important for reactions that require efficient heat transfer, that is, highly exothermic or
endothermic reactions. In a traditional stirred tank reactor, the reaction rate can be com-
promised because of the limited heat transfer capacity and, in the case of hazardous reactions
such as nitrations, a run-away might be induced by inefficient heat transfer. In the case of

Seep gas
Compression fitting ‘l‘ Stainless-steel casing
Feed gas —» —» Product gas
‘i‘ Graphitized string
Alumina tube (membrane Product gas
+support)

FIGURE 9.19 Membrane reactor in practice. The application: dehydrogenation of ethane,
CH3CHj3; <= CH; = CH; + H;. The ceramic tube consists of a multilayered composite: Pt
crystallites. (Data from Moulijn, J.A., Makkee, M., and van Diepen, A., Chemical Process
Technology, Wiley, 2001.)
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FIGURE 9.20 Microstructured reactor setup for gas-phase studies (parts manufactured by
Institut fiir Mikrotechnik Mainz Gmbh).

microreactors, the overall reaction rate can be controlled by intrinsic kinetics. Moreover,
precise temperature control is facilitated. Isothermal reaction conditions and short contact
times give rise to improved yields and selectivities in comparison with conventional reaction
technology. Small dimensions facilitate short diffusion distances for the chemical species,
also providing efficient mixing in the case of laminar flow conditions. Uniform concentra-
tion distributions countereffect the by-product formation. The small volumes and small
reagent amounts, together with efficient heat transfer and easy process control properties,
improve plant safety.

(@) (b)

Contactor area: }\\
reaction channels |

Heat exchanger
area: cooling
channels

Collecting area

(©

FIGURE 9.21 Specialized reactor components for liquid-phase reactions: (a) reaction plate,
(b) individual reactor parts, (c) assembly of the microreactor, by Institut fiir Mikrotechnik
Mainz Gmbh (IMM), and (d) microreactor by Mikroglas Chemtech.
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In laboratory-scale kinetic studies, microreactors show especially promising features.
Typical tasks, such as the determination of reaction kinetics and catalyst screening in com-
bination with the small amounts of reactants needed, enhance the work. A large number
of experiments can be carried out on a shorter time scale. The small dimensions of the
flow channels enable kinetic measurements in the absence of mass and heat transfer lim-
itations, mixing is efficient, and, consequently, the disturbances introduced into kinetic
data are eliminated. The thickness of the liquid layer in micromixers is in the range of
a few tens of micrometers, resulting in mixing times measured in milliseconds, in some
cases even nanoseconds. This kind of mixing times cannot be achieved in any conven-
tional equipment. Since the flow channel diameters can be in the range of 50-500 pm, the
heat transfer area-to-volume ratios achieved are 10,000-50,000 m? /m3 . In conventional
laboratory- and industrial-scale equipment, we can maximally attain values ranging from
100 to 1000 m? /m3 . Moreover, the heat transfer coefficient in microreactors can achieve
values up to 25,000 W/ m? K, which is a much higher value than that achieved in traditional
equipment. In multiphase applications, the characteristic surface ratios between the phases
can reach values up to 5000-30,000 m? / m?3, whereas in traditional bubble columns, values
around 100m?/m? are attainable (in best laboratory-scale experiments with traditional
equipment some 2000 m?/m?) [17,18].

When using MRT, the step from the laboratory to the industrial scale, that is, scaleup, is
easy: in the best case, the industrial unit is constructed by multiplication of parallel small
units, similar to those used in laboratory experiments. This procedure is sometimes called
number-up. On the other hand, MRT offers the possibility of decentralized production, so
that multiple relatively small on-site units are used instead of one, large production facility
in line with conventional strategy. According to the Institut fiir Mikrotechnik Mainz Gmbh,
the upper capacity limit for MRT is around 1000 t/a. It has been calculated that 20% of the
chemicals produced within the European Union (EU) have a production volume smaller
than 10 t/a. Most of these processes are carried out in stirred tank reactors to produce fine
chemicals. This is why, especially in the production of high value-added chemicals, the
higher cost of MRT can be overcome by the benefits of this exciting new technology.

9.3 TRANSIENT OPERATION MODES
AND DYNAMIC MODELING

The nonstationary (transient) operation of chemical reactors is traditionally applied in
kinetic research in order to reveal reaction mechanisms. Pulses and step changes can be
introduced in continuous reactors, and concentration changes at the reactor outlet are
monitored by on-line or off-line analysis. The method is applicable to both gas- and liquid-
phase systems. Isotope exchange can be commenced wherein H, /D, (hydrogen/deuterium)
experiments can reveal the role of hydrogen in a catalytic process. Some examples of cat-
alytic isomerizations are displayed in Figure 9.22. A reaction network for hydrocarbon
isomerization is shown in Figure 9.22.

Mathematical modeling can be applied to transient data. The crucial issue is to include
the accumulation term (dn;/d¢) in all mass balances and to take into account the changes



350 m Chemical Reaction Engineering and Reactor Technology

R

1-pentene <
/ > 3-methyl-1-butene
e NN N > q/ ©
Trans-2-pentene 2-methyl-2-butene 2-methyl-1-butene

FIGURE 9.22 (a) Reactor volume element and (b) the chemical system for skeletal
isomerization.

in surface coverages of adsorbed species. In addition, a model for catalyst deactivation
is included.

Let us look at a reactor volume element as illustrated in Figure 9.22. The mass balance of
a component in the volume element is

dn;

. 9.25
i (9.25)

fiLin + i AVpR = i out +
where #; is the molar flow, AV is the volume element, pgp is the catalyst bulk density, and 7;
is the reaction rate. We will introduce the notations ; oyt — #1;in = 871; and, recalling that
ni = ¢;AVL = cie, AV, a rearrangement yields

dc; .
ESAV = AVripg — An;, (9.26)

where ¢; is the component concentration and ¢ is the liquid holdup. By assuming a constant
flow, we rewrite AV = AAl, Ann = wAc;Al and divide by eAV. We introduce the dimen-
sionless quantities z = 1/L and Az — 0, which finally yield the dynamic model for a fixed

bed reactor

dg 1 dc;

de 1 (_Ki 4 r,.pB) _ (9.27)
dt £

For the adsorbed surface components, the mass balance is written as

dc]T“
EAA/ = rjAmcat, (928)
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where AA’ denotes the accessible catalyst surface area in the volume element. We denote
Ayt /(AA'c) = a, which yields
do;
dr

= arj, (9.29)

where the surface coverage of the component (j) is ®; = cj* /ct and o~! represents the
sorption capacity of the catalyst.
The component generation rates are obtained from the stoichiometry

1 = Z\)ikrk (9.30)

for gas-phase components and
rj = Z VikTks (9.31)

for surface species, where ry denotes the rate of surface step k. The initial conditions arise
from the actual experiment reality. Typically, the concentration profile in the reactor is
known at the beginning of the experiment:

¢ =ci(z) att=0. (9.32)

The initial condition for the system is that the inlet concentrations are known during the
experiment:

coi = coi(t) att > 0. (9.33)

As Figure 9.23 shows, it is possible to describe the transient behavior quantitatively.

9.3.1 PERIODIC SWITCHING OF FEED COMPOSITION

Over the years, researchers have investigated the possibility of applying periodic operation to
chemical reactors for production purposes. For instance, it has been shown that alternating
the concentrations of two reactants might be beneficial. Two components (A and B) react
on the catalyst surface. One of them (A) has a high adsorption affinity, while the other
(B) adsorbs only weakly. By alternating the A and B concentrations in the inlet flow, it is

possible to increase the surface coverage of B (6g). Thus the surface reaction rate expressed
by surface coverages (64, 6p) and concentrations (¢) is maximized:

k/CACB
(1 4+ Kaca + KBCB)2 '

R = kA0 = (9.34)

A typical example of surface coverage optimization is the reaction between CO and O,. A
periodic change in the inlet composition has a particularly important application, namely
the catalytic automotive exhaust cleaning. The feed to the catalytic monolith changes peri-
odically, both in composition and in temperature. In this way, the highest possible reaction
rate according to Equation 9.34 is achieved.
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FIGURE 9.23 Transient experiments in the gas phase. Case study: pentene isomerization on
a ferrierite catalyst (Figure 9.22).

9.3.2 REVERSE FLOW REACTORS

The most prominent practical success of transient operation has been attained in cases
in which the temperature profile inside the reactor is optimized. This approach is based
on making use of the solid catalyst material for heat storage. In some catalytic processes,
the temperature profile that develops spontaneously in the reactor is unfavorable. Typical
examples are highly exothermic reactions in adiabatic fixed beds, where the temperature
has a tendency to increase considerably as a function of the bed length. For reversible reac-
tions, however, the optimal temperature profile would be the opposite. A high temperature
is advantageous at the inlet to guarantee a high forward reaction rate, but a decreasing
temperature profile in the bed is desirable to minimize the rate of the backward reaction.
As an example, the reversible and exothermic catalytic reaction

AZP

is considered. The rate is given by the expression

. CA — Cp
R=k (—K ) , (9.35)

where the rate constant is given by the Arrhenius law

k = Ak~ Ea/RT (9.36)
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FIGURE 9.24 Optimal (a) and real (b) temperature profiles for an exothermic, reversible
reaction (b: an adiabatic bed).

and the temperature dependence of the equilibrium constant is given by the van’t Hoff law
K = Koe AH/RT (9.37)

where R denotes the general gas constant. As — AH; is positive for exothermic reactions, K
decreases with increasing temperatures. The term ¢p/K in the rate expression thus increases
with increasing temperature and conversion and has a deteriorating effect on the overall
reaction rate. By introducing the conversion of A

ca=(1—ma)coa and cp =mnacoa, cop =0 (9.38)

into the rate equation along with the Arrhenius and van’t Hoff expressions, it is possible
to show that the optimal temperature for a fixed value of conversion is obtained from the
condition dR/dT = 0. The result is

E; —Ef

_ _ - ) (9.39)
RIn[A=E; na/ATE (1 — )l

Topt

The profile is illustrated in Figure 9.24. In conventional fixed bed technology, this problem
is resolved by coupling adiabatic fixed beds and heat exchangers in series, as illustrated in
Figure 9.25.

With this arrangement, a zigzag around the optimal temperature curve (Figure 9.26) is
obtained.

Heatex. 1 Heat ex. 2

—>» Reactor1 [—p I\/\/\/I » Reactor2 [—» I\/\/\/I —»
| | | o

FIGURE 9.25 Conventional technology for reversible exothermic processes.
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FIGURE 9.26 The zigzag temperature profile obtained with conventional technology.

The concept is, for instance, used in conventional sulfuric acid plants to carry out the
catalytic oxidation of SO, to SO3 on V, 05 catalysts. Non-steady-state operations can, how-
ever, provide an elegant solution to the problem. Let us imagine the following experiment:
We start a reversible, exothermic reaction by blowing the reaction gas through a cold cat-
alyst bed. The bed is heated up, and we obtain an increasing temperature profile. Then,
the flow direction is switched and consequently a good, decreasing temperature profile is
obtained [19]. The heat released by the reaction of course destroys this profile, but then the
flow direction is switched again. A temperature wave is built up that travels inside the bed
as illustrated in Figure 9.27.

The technical arrangement in which the reverse flow can be materialized is called a reverse
flow reactor and is displayed schematically in Figure 9.28.

As valves A are open and valves B are closed, we obtain the flow direction 1. With the
opposite arrangement (A closed, B open), the flow direction 2 is obtained. Optimization of
the flow switching is the crucial factor for success. A fully dynamic reactor model including
the solid catalyst phase is needed to simulate the system behavior and to discover the
optimized operating conditions.

The application of reverse flow reactors is not limited to reversible, exothermic reactions
only, but extends to all systems for which it is beneficial or necessary to heat up the feed.

4 TFlow direction 1 Flow direction 2
4’ <7

v

1

FIGURE 9.27 Temperature waves inside a reverse flow reactor.
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FIGURE 9.28 Schematic of a reverse flow reactor.

The combustion of volatile organic compounds (VOCs) is a typical example; commercial
units are in operation. An example of the reverse flow technology in combustion is shown
in Figure 9.29 [20].

9.4 NOVEL FORMS OF ENERGY AND REACTION MEDIA

New, exciting means of delivering energy and new reaction media to the reaction envi-
ronment have emerged in recent years. The general aim is to obtain smaller, cleaner, and
more energy-efficient processes. This approach is called process intensification, or more
specifically reaction intensification. Examples of the first category are acoustic irradia-
tion (ultrasound) and microwave dielectric heating, whereas the use of SCFs (e.g., carbon
dioxide) and (“room temperature”) ILs belongs to the latter one. SCFs are mixtures of com-
pounds with properties between typical gases and typical liquids. ILs, on the other hand,
are salt melts typically composed of bulky, organic cations and inorganic anions. For more
detailed information on the utilization of new forms of energy in connection with chemical
reactions, the reader is referred to a review article [21].

(@)

FIGURE 9.29 Reactor with a periodic flow reversal (autothermal fixed bed reactor for cat-
alytic combustion of VOCs). (a) Reactor configuration, (b) temperature profiles at the time
of flow reversal, and (c) exit temperature versus time.
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9.4.1 ULTRASOUND

Ultrasound is sound pitched above the frequency bond of human hearing. It is a part of
sonic spectrum ranging from 20 kHz to 10 MHz (wavelengths from 10 to 1073 cm). The

application of ultrasound in association with chemical reactions is called sonochemistry.
The range from 20 kHz to around 1 MHz is used in sonochemistry, since acoustic cavitation
in liquids can be efficiently generated within this frequency range. However, common
laboratory and industrial equipment typically utilize a range between 20 and 40 kHz.

Chemical application of ultrasound has become an exciting field of research rather
recently, although the interest in ultrasound and the cavitational effect dates back to over
100 years. The first report on cavitation was published in 1895 by Thornycroft and Barn-
aby, as they noticed that the propeller of their submarine, the H.M.S. Daring, was pitted
and eroded. The first commercial application appeared in 1917, as the French physician
Paul Langevin invented and developed an “echo-sounder.” The original “echo-sounder”
later on became an underwater sonar for submarine detection during World War II. In the
same year, Lord Rayleigh published the first mathematical model for cavitational collapse,
predicting enormous local temperatures and pressures. In 1927, Richards and Loomis pub-
lished the first paper on the chemical effects of ultrasound. In 1980, Neppiras used the term
“sonochemistry” for the first time in a review of acoustic cavitation. The First International
Meeting on Sonochemistry took place at Warwick University in 1986, which accelerated the
renaissance of sonochemistry research.

The origin of sonochemical effects in liquids is acoustic cavitation. Ultrasound is trans-
mitted through a medium via pressure waves by inducing vibrational motions of molecules,
which alternately compress and stretch the molecular structure of the medium due to a time-
varying pressure. Molecules start to oscillate around their mean position, and provided that
the strength of the acoustic field is sufficiently intense, cavities are created in liquids. This
will happen if the negative pressure exceeds the local tensile strength of the liquid.

The beneficial impact of acoustic irradiation on chemical synthesis (heterogeneous or
homogeneous) can be utilized in connection with free radical formation under ultrasound,
as it promotes additional reaction pathways. In the case of organic systems, the enhancing
effect of ultrasound is not necessarily directly related to thermal effects as in aqueous
systems, but is rather a result of single-electron-transfer (SET) process acceleration. The
SET step is required as the initial stage in some reactions, for example, cycloadditions
involving carbodienes and heterodienes. In systems in which the reaction mechanism does
not require a SET step, ultrasound has a minor or no direct effect on the overall reaction
rate—although the mass transfer characteristics of a system can significantly alter and thus
result in an upgraded performance.

As a cavitation bubble collapses violently in the vicinity of a solid surface, liquid jets are
produced, and high-speed jets of liquid are driven into the particle surface (Figure 9.30).
These jets and shock waves cause surface coating removal, produce localized high temper-
atures and pressures, and improve the liquid—solid mass transfer. Moreover, surface pitting
may result. With increasing external pressure (Py,), the cavitation threshold and the intensity
of bubble collapse are increased. There will no longer be a resultant negative pressure phase
of the sound wave (since P, — Py > 0), and cavitation bubbles cannot be created. However,
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FIGURE 9.30 Cavitation in practice and collapse of a cavitation bubble near a solid surface.
(Data from Suslick, K.S., Sonocatalysis Handbook of Heterogeneous Catalysis, pp. 1350-1357,
VCH Verlagsgesellschaft mbH,Weinheim, Germany, 1997.)

a sufficiently large increase in the intensity (I) of the applied ultrasonic field can produce
cavitation, even at higher overpressures, since it will generate larger values of Pa, making
Py, — Pp < 0. Since Py, (the pressure of a collapsing bubble) is approximately P}, + Pa,
increasing the value of Py, will lead to a more rapid collapse: Py = Poa sin(27ft), where Py
is the applied acoustic pressure, ¢ the time, f the frequency, and Pya the pressure amplitude.
For the collapse time (), the following equation is valid:

0 1/2 p
t = 0.915R,, (—) (1 + ﬁ) (9.40)
Pm Py

where t is the collapse time, R, is the radius of the cavity at the start of collapse, p is the
density of the medium, and Py, is the pressure in the liquid:

Pm(K — 1) }K/(K‘“ (0.41)

PmaX:P{ P

where Py, is the maximum pressure developed in the bubble, Py, is the pressure in the liquid
at the time of transient collapse, P is the pressure in the bubble at its maximum size, and K
is the polytropic index of the gas mixture. The figure illustrates the collapse of a cavitation
bubble near a solid surface. Moulton et al. investigated the hydrogenation of soybean oil at
a high hydrogen pressure (14 bar) and observed a negligible enhancement of the catalyst
activity. At a lower hydrogen pressure (8.5bar), on the other hand, the ultrasonic effect
was more profound. Torok et al. observed a similar trend when studying cinamaldehyde
hydrogenation on a Pt/SiO; catalyst. At 30 bar of hydrogen pressure, the enhancement of
the catalyst activity under ultrasound was almost negligible. As the pressure was decreased
to 1 bar, the catalyst activity was significantly enhanced by ultrasound [22].
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FIGURE 9.31 (a) A sonication loop reactor configuration on an industrial-scale and (b) a
laboratory-scale equipment.

To generate an ultrasonic field, two basic philosophies of applying acoustic power to
liquid loads are used: acoustic fields generated by probe/horn systems and piezoelectric
vibrators or hydrodynamic cavitation. For laboratory experiments, low-intensity systems of
1-2W/cm? (an ultrasonic bath) and high-intensity systems yielding hundreds of W/cm?
(a horn/vibrator system) are available. An industrial loop reactor configuration for sonica-
tion is introduced in Figure 9.31. As regards the application of ultrasound, we will discuss
an industrial application, namely the production of sweeteners.

Hydrogenation of xylose to xylitol is an important process in the production of sweeten-
ers, and the sponge nickel catalyst (often called Raney-Ni) deactivates in the slurry reactor.
In successive batches, the catalyst activity declines, and it has to be removed after a few
batches and replaced by a new one. However, by applying in situ ultrasound treatment, the
catalyst deactivation was considerably suppressed as illustrated in Figure 9.32. In this way,
the catalyst life time can be considerably prolonged [23].
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FIGURE 9.32 Suppression of catalyst deactivation using ultrasound: hydrogenation of
xylose to xylitol (left: silent conditions, right: ultrasound treatment).

9.4.2 MICROWAVES

Microwaves have recently received attention as an alternative energy source for chemical
processes. Microwave irradiation is a form of electromagnetic energy. Microwaves consist
of an electric component as well as a magnetic one. The microwave region of the electro-
magnetic spectrum is situated between infrared radiation and radio frequencies. Microwave
irradiation ranges from 30 GHz to 300 MHz, corresponding to wavelengths of 1 cm to 1 m.
Microwave heaters use specific, fixed frequencies 2.45 GHz (wavelength 12.2 cm) or 0.9 GHz
(wavelength 33.3 cm), in an effort to avoid interferences with RADAR (wavelength from 1
to 25 cm) and telecommunication applications. All domestic microwave ovens operate at
the frequency of 2.45 GHz. In comparison with conventional heating, energy transfer does
not primarily occur by convention and conduction but by dielectric loss in the case of
microwave heating [21,24].

During World War II, Randall and Booth, working at the University of Birmingham,
designed a magnetron to generate microwaves in connection with the development of radar.
As with many other great inventions, the microwave oven was a by-product of research
efforts. In 1946, Percy Spencer realized that a candy bar in his pocket melted during the
tests of a vacuum tube called magnetron. Gedye et al. published the first pioneering report
on utilizing microwave irradiation in chemical synthesis in 1986. During the last decade,
microwave heating has been increasingly applied in carrying out organic synthesis.

Most of the industrial applications of electromagnetic heating are found as a change of
state where nonconductive matter is involved (e.g., defrosting, dehydration with the change
of state of water) [21]. Another important use of microwave is the sintering and fusion
of solids. Microwave heating is also used in the food industry for drying fruit, berries,
and corn.

Microwave dielectric heating depends on the ability of an electric field to polarize charges
in materials and their inability to follow rapid changes in an electric field space. Total
polarization is a sum of several components:

o] = Qe + 0y + 0g + a4, (9.42)
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where o is the electronic polarization, o, is the atomic polarization, ag is the dipolar polar-
ization, and o is the interfacial polarization (the Maxwell-Wagner effect). The time scale of
the electronic and atomic polarization/depolarization is much smaller than microwave fre-
quencies, which is why they do not contribute to microwave dielectric heating. Microwave
energy can affect molecules in two principal ways: (a) by dipolar polarization and (b)
by ionic conduction. A third mechanism, (c) interfacial polarization, can also take place,
although it is often of limited importance. The dielectric loss tangent defines the ability of
a material to convert electromagnetic energy into heat energy at a certain frequency and
temperature:

/!

tand = 7 (9.43)

where ¢’ is the dielectric constant describing the ability of a molecule to be polarized by the
electric field and &” is the dielectric loss describing the efficiency at which the energy of the
electromagnetic irradiation can be converted into heat. Both parameters, the dielectric loss
and dielectric constant, are measurable properties.

Materials interact with microwaves in three ways (Figure 9.33). Metals are good con-
ductors, because they tend to reflect microwave energy and do not warm up particularly
well. Transparent materials are good insulators, because they are transparent to microwave
energy and do not warm up. Absorbing materials receive microwave energy and are heated.
These different material interactions with microwaves enable selective heating.

The advantage of microwave irradiation as an energy source for heterogeneously cat-
alyzed systems is that microwaves, in many cases, do not substantially heat up the adsorbed
organic layers, but interact directly with the metal sites on the catalyst surface, and hot spots
might be created. The temperature of the reactive sites was calculated to reside 9—18 K above
the bulk temperature.

The rate of the temperature increase in a batch system due to the dielectric field of
microwave radiation in a BR is determined by the following equation:

dT _ kg//fEf.m.s

— = (9.44)
dt pCp
Transparent Absorbing Reflecting
material material material

FIGURE 9.33 Interaction of transparent (insulator), absorbing (dielectric), and reflecting
(conductor) materials with microwave energy.
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where EZ | is the r.m.s. field intensity, p is the density, ¢, is the specific heat capacity,

k is a proportionality coefficient constant, €” is the dielectric loss, and f is the frequency.
Depending on the parameters in Equation 9.44, the temperature increase may become
substantial. The main advantage of microwave heating is that it is instantaneous unlike
conventional heating.

Microwave equipment can be divided into two categories: (a) multimode and (b) single-
mode cavities. If we consider an empty metallic volume, the electric field repartition into that
volume is very heterogeneous, if the dimensions of that volume are too large compared with
the wavelength. This is the case for multimode applicators (such as the domestic microwave
oven). The repartition is well mastered and stable, if the applicator dimensions are close to
the single-mode structure. The use of wave guides emitting the fundamental mode at a fixed
frequency allows us to master and, above all, control the power transmission, as the aim
is to study the influence of a microwave electromagnetic field on the behavior of chemical
reactions. This approach enables us to scaleup the results as well as the equipment to an
industrial scale. For a single-mode microwave loop reactor configuration on a laboratory

scale, see Figure 9.34.
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FIGURE 9.34 A single-mode microwave loop reactor.
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A very important advantage of microwave irradiation is the possibility of carrying out
many chemical syntheses rapidly and with good yields in solutions as well as in the absence
of a solvent. This leads to the enhancement of selectivity and gives rise to an inherently
greener chemical production.

9.4.3 SUPERCRITICAL FLUIDS

SCFs are gaseous compounds, or mixtures thereof, having properties between typical gases
and liquids. These properties can be fine-tuned by varying the pressure. Over one hundred
industrial plants using SCFs are in operation around the world in process and production
technology [25]. High-pressure sc-CO; is probably the process best known to the large
public, although supercritical conditions are by no means restricted to the use of carbon
dioxide. Extraction of valuable cmponents from solid material with supercritical CO; is
applied in many processes. Other substances, such as water or hydrocarbons including
ethene, are commonly applied in their supercritical states. Highly compressed ethylene is
known as a good solvent for organic compounds and, consequently, industrial processes
exist, for example, for high-pressure polymerization of ethene [26].

9.4.3.1 Case: Hydrogenation of Triglycerides

For some 100 years, hydrogenation of fats and fat derivatives has been an important high-
pressure reaction. Tens of millions of tons of biological oils are hydrogenated annually. The
goal is to increase the melting point by reducing the number of C=C double bonds in the
fatty acid chains of unsaturated triglycerides. These hardened fats are used, for example, in
margarine production and in further processed products [27].

Typically, conversion rates in these processes are slow, the reason being the low solubility
of hydrogen inliquid oils. High temperatures and rather long residence times in the presence
of a catalyst may promote unwanted by-product formation. In the case of triglycerides,
trans-fatty acids might form, which are physiologically unfavorable. In the 1990s, a few
authors investigated the hydrogenation of fats in the presence of SCFs [28—31]. Considerable
rate enhancement was observed compared with conventional technology. Reaction rates
obtained on the lab scale were hundreds of times higher than in the absence of SCFs. It
is very important to understand why a solvent not directly taking part in the chemical
reaction itself so dramatically influences the overall rate. The thermodynamic behavior
of the mixture is considered as the key for understanding this. In Figure 9.35, the phases
present in classical hydrogenation are displayed.

The substrate to be hydrogenated is liquid, and hydrogen forms a separate gas phase. The
two compounds must be brought to contact on the surface of the solid catalyst. This is why
hydrogen is dissolved into the liquid phase and its maximum solubility is determined by
the thermodynamic equilibrium, which is temperature- and pressure-dependent. During
the hydrogenation of triglycerides, double bonds of the fatty acid side chains are saturated.
If triglycerides are considered as pure substances, the reaction mixture comprises four
components. The miscibility of the oils/fats with SCFs does not depend strongly on the
degree of saturation. The reactant(s) and product(s) thus possess miscibilities similar to
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FIGURE 9.35 Hydrogenation of triglycerides by heterogeneous catalysis phases and con-
centration profiles of hydrogen.

an SCE Therefore, the quaternary system is reduced to a pseudoternary system containing
triglycerides, hydrogen, and an SCE.

For the phase behavior of triglycerides and hydrogen with CO;, a typical ternary diagram
can be constructed. In Figure 9.36, the rectangles on the sides of the triangle represent

for T> T (CO,):
CO, and H, are
completely miscible

Soybean0il20 40 60 86! CO,

0

4 S

8
10 ) Binodal curve
12 \ — T=373K

! --- T=403K
16 ——{ Soybean 0il/CO, | \

20 |

p [MPa]

24

FIGURE 9.36 Phase behavior of soybean oil, hydrogen, and carbon dioxide. (Data from
Weidner, E., Brake, C., and Richter, D., in Supercritical Fluids as Solvents and Reaction Media,
G. Brunner (Ed.), Elsevier B. V., Amsterdam, The Netherlands, 2004.)
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the phase equilibria of binary mixtures in pressure—composition plots at two different
temperatures. The lower triangle illustrates the phase behavior of soybean oil and carbon
dioxide. Carbon dioxide dissolves almost no oil at all, whereas it has a rather good solubility
in the oil phase. The solubility of the gas in the oil increases with increasing pressure
and/or decreasing temperature. The binary hydrogen—soybean oil system shows a different
behavior: with increasing temperature, the solubility of hydrogen in oil increases. The
solubility of hydrogen in oil is also much lower than that of carbon dioxide. The binary
mixing gaps on the lower and the left-hand side of the triangle are connected with the
binodal curve, this being determined experimentally. Due to the different temperature
dependencies of the gas solubilities (carbon dioxide and hydrogen) in soybean oil, the
binodal isotherms of the ternary system must have an intersection. The shaded area in
Figure 9.36 represents a region where a gas-saturated liquid phase coexists with a gas phase,
mainly containing hydrogen and carbon dioxide. Due to the low solubility of soybean oil
in the gases, the gas-phase composition is almost identical to the right side of the triangle.
The area below the curve corresponds to the single-phase region, where the gas mixture is
homogeneously miscible with soybean oil [32].

The example presented here illustrates the fact that supercritical technologies may have
huge potential for a variety of chemical processes, although the supercritical solvent as
such would not be needed. In light of this example, another current “hot topic,” biodiesel
processing from renewable resources, could presumably also benefit from this technology.

9.4.4 IONIC LIQUIDS

Room-temperature IL (RTILs) are a novel class of materials that can be utilized, for instance,
as bulk solvents in biphasic operations, separations, and electrochemistry. The key features

of these neoteric solvents are as follows: generally, RTILs have a negligible or at least a very
low vapor pressure; in most cases, they are considered nonflammable; RTILs are recyclable
and possess unique solvation properties (high concentrations of solute, up to 2:1; some of
them can dissolve cellulose and mineral rock); they have a wide liquidus range (from around
—100°C to +400°C) and selective stabilization properties (immobilization of catalytically
active species and nanoparticles); they are tunable in terms of polarity and co-miscibility
with molecular solvents; many have high solubility of various industrially important gases
such as Hy, O,, and COy; and supercritical CO; is often infinitely soluble in ILs, whereas
ILs do not dissolve in sc-CO, (separation aspect).

The first IL was discovered in the early twentieth century, soon to be followed by the
chloroaluminates, which were primarily targeted for improved battery technology. The
problem with chloroaluminates is that they are both moisture and oxygen sensitive, and
they are only stable in an inert atmosphere. Much later, at the beginning of the 1990s,
Wilkes et al. discovered the first moisture- and air-stabile ILs. Until today, the scope of
possible cation—anion combinations and as a new trend, zwitterionic compounds, has
expanded tremendously: for example, various alkyl-imidazolium, alkyl-pyridium, quater-
nary phosphonium, quaternary ammonium, and thiazolinium cations can be coupled with
a multitude of anions such as [PF¢] ™, [BF4]7, [C1]7, [Br]~, and [A1C1]~. Moreover, deep
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eutectic melts such as choline chloride coupled to a multitude of other substrates (such as
zinc chloride) have emerged as alternative “ionic-liquid-like” solutions.

ILs have shown promise in upgrading existing chemical processes such as the IFP Dimer-
sol to Difasol (oligomerization). Butene dimerization can be carried out through a Difasol
liquid-liquid biphasic reaction (IL is the other liquid), resulting in an increased yield, selec-
tivity, and cost savings compared with the original Dimersol monophasic reaction. The
process is widely used industrially for the dimerization of alkenes, typically propene and
butene, to the more valuable branched hexenes and octenes [33]. Numerous reports have
also been published on the utilization of ILs in electrochemical applications, liquid-liquid
extractions, hydrogenations, oxidations, catalysis, and even enzymatic processes.

9.4.4.1 Case: Heterogenized ILs as Catalysts

Traditionally, catalytically active transition metal particles are introduced into heteroge-
neous catalysts by various impregnation and precipitation, and so on, methods—or by
direct mixing of the metal precursors during the synthesis of the solid material—followed
by (thermal) decomposition, restructuring, and redistribution of the resulting active metal
sites during calcination and reduction steps. The catalytic properties of the resulting material
are largely determined by the conditions prevailing under these post-treatment operations,
such as the final temperature during calcination and reduction, temperature gradients dur-
ing these processes, reduction method (chemical or molecular hydrogen), oxygen effects,
nature of the precursors, and so on. Additionally, the counterdeactivation characteristics
of a particular catalyst depend not only on the process conditions applied but also on
the details of the synthesis process and the precursors used. This is why the development
of a well-performing heterogeneous catalyst involves a tedious process in which a huge
amount of experimental work and characterization is required. An alternative strategy for
the preparation of heterogeneous catalysts by means of an immobilized IL layer, into which
the metallic transition metal species have been dissolved, is illustrated in Figure 9.37.

This approach allows a general strategy for the preparation of supported IL and transition
metal complex/nanoparticles [34]. There are a few feasible means of immobilization of ILs,
which in turn immobilize the active metal species. In case the IL is insoluble in the bulk
solvent, no special covalent anchoring is required to retain the IL on the support structure.
However, if this is not the case, covalent anchoring of the cation or the anion is required.
This can be facilitated, for example, by introducing a side branch containing a silyl group
that is bound to the surface hydroxide moieties of the support, or a vinyl group that enables
polymerization of the IL. Naturally, the metal species can also be directly incorporated into
the IL cation or anion. In Figure 9.38, hydrogenation of citral is introduced by means of a
supported IL catalyst (Pd in IL) containing transition metal moieties. As the figure shows,
the catalyst works.

The engineering modeling of IL environments is yet to emerge, and measurements of
physico-chemical properties (such as viscosities, densities, gas solubilities, diffusion coef-
ficients, toxicology, etc.) are only available for a very limited number of compounds.
Moreover, new correlations need to be developed to account for, for example, the complex
equilibrium behavior of ILs and traditional solvents.
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FIGURE 9.37 The concept of IL and transition metal supported on an active carbon cloth
(ACC) support.
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FIGURE 9.38 Mole fractions of components as a function of time upon hydrogenation of
citral with a Pd/IL/ACC catalyst at 120°C, 20 bar.

9.5 EXPLORING REACTION ENGINEERING FOR NEW
APPLICATIONS

The utilization of classical reaction engineering and reactor technology has established
itself long ago as a standard policy in the bulk industries. However, many other fields of
chemical industries, such as pharmaceutical, alimentary, or paper and pulping industries,
are only slowly beginning to discover the benefits of it. The reasons for this are several, such
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as differences in corporate cultures, education of engineers and chemists for these special
areas, and, perhaps most importantly, the complexity of many organic systems for which the
recent development of computational capacity and chemical analysis has opened a realistic
window to enter the world of modeling. Moreover, the lack of ready-made, tailored models
accounting for a complex interaction of simultaneous, different phenomena (e.g., the huge
number of parallel, consecutive, and mixed reactions, large number of unknown species,
complex mass, and heat transfer effects) has slowed down the development. In this section,
we will introduce an attempt to penetrate such a complex system, namely delignification of
wood chips, in line with classical chemical engineering concepts. In the processing of wood
to cellulose and paper, the approach has traditionally been very empirical.

9.5.1 CASE STUDY: DELIGNIFICATION OF WOOD

The alkaline delignification of wood in the pulp industry is an example of a particularly

complex system involving hundreds of reactions. This process is the key step in the pro-
duction of cellulose via chemical pulping. The lignin material in the wood (L) is partially
decomposed and dissolved in the cooking liquor, whereas cellulose fibers remain in a solid
state. A part of hemicelluloses is also dissolved. The process can be roughly described as
(without exact stoichiometry) [35]

L(s), HS(s) + OH™ /HS™ — L(1), HS(1).

Very little attention has been paid to modeling of these kinds of systems. The rea-
son for this is that the research and development involving paper and pulp processes has
the tradition of remaining isolated from the mainstream of chemical engineering research.
The chemical complexity and large variations in the raw material composition have led to
the notion that modeling these systems is too challenging a task. The pulp and paper indus-
try does not represent a very significant portion of the chemical industry in the countries
that are leading in chemical engineering. The key concept is to identify the most important
reactions and to merge certain classes of compounds, much in line with the modeling of
petrochemical or refining processes, where we are dealing with similar kinds of challenges,
that is, varying feed compositions and complex reactions. The apparatus used in the paper
and pulp industry is somewhat different from that used in classical chemical industry, but
in any case it can be divided into logical units in accordance with the concepts described in
the previous chapters.

A model for a porous, reactive particle is considered in Figure 9.39. A two-dimensional
time-dependent model is required, describing the wood material in the radial and longi-
tudinal directions. In the particle, simultaneous reaction and diffusion take place, and the
porosity changes with time as lignin is dissolved. Furthermore, the porosity variations in
time are different in the x and y directions.

The lignin content of the wood material typically decreases as an S-shaped curve in a
nonisothermal batch process as shown in Figure 9.40.
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FIGURE 9.39 The fate of a porous, reactive particle (wood chip).

The mass balance for a reacting component in the wood chip can be expressed as follows:

d(epci) d3¢; d?¢
ar = Dei (8;@ + S;d—yz) + Tl{, (945)

where Dq; is the diffusion coefficient (Appendices 4 and 6), and ¢/, and 8;, denote modified
porosity-to-tortuosity ratios.

The following boundary conditions need to be taken into account: ¢; = cr; at x = Ly
and y = L, and d¢;/dx = d¢j/dy = 0 at x = y = 0. In the mass balance of the bulk liquid,
the classical concepts can be applied, for example, BR model and the fluxes of dissolved

components diffusing into the liquid main bulk; for the liquid bulk, the following mass
balance is obtained:

dCL'
d—tl = Nixax + Njya,. (9.46)

Lignin on wood w%

0 50 100 150 200 250

Time (min)

FIGURE 9.40 Lignin on wood (wt%) as a function of the reaction time.



Toward New Reactor and Reaction Engineering m 369

As lignin is dissolved from the wood chip, the porosity (e, € 8;,) increases with time. The
overall porosity increase over time is described by the formula

gp = €0,p + (600 — €0,p) [1 — (1 — n%l>] , (9.47)

where €9, and £ denote the initial and the final porosities, respectively, 0 is the conversion
of lignin, and o is an empirical, adjustable exponent (Figure 9.41).

In the mathematical description of the model, the parabolic PDEs were converted into
ODEs by the method of lines and, consequently, a large number of ODEs were solved.
The conversion of PDEs to ODE:s is carried out using central difference formulae for the
derivatives d?c;/dx?. The kinetic model for the components can be described as follows:

r; =k; <C(a)HCIb{s + k2> Wi, (9.48)

where w; denotes the wt% of lignin, cellulose, carbohydrates, and xylanes, respectively, and
con and cys denote the concentrations of the cooking chemicals (NaOH and NaHS). We
should keep in mind that the concentrations of the species in the liquid bulk as well as in
line with the two coordinate axes (x, y) vary differently in time, partially since the porosity
changes evolve differently in the x and y directions. After performing the calculations, the
relevant concentration profiles and the porosity can be obtained by means of simulations
(Figures 9.42).

The model can be used for process intensification, since it provides information about the
effect of temperature, concentrations, and wood chip sizes on the cooking time required. A
more comprehensive treatment can be found, for example, in Refs. [35,36]. As can be seen,
classical chemical engineering concepts are applicable and can be successfully adapted in
cases of very complex natural materials. The main challenge of the model development is the
description of the chemical system. However, it is expected that the delignification reactors
of future, the digesters, will be designed on the basis of rational chemical engineering
principles.

Porosity

v

Time

FIGURE 9.41 The porosity evolvement in a wood chip over time.
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(a) w% Lignin in chip

FIGURE 9.42 Simulated concentration profile of (a) lignin (w%), (b) the Kappa number,
and (c) porosity inside a wood chip during the cook. The Kappa number is a measure of
the lignin content.

9.6 SUMMARY

As was demonstrated in this chapter, we could state that even in the case of nontraditional
reactor concepts, classical modeling is the basis of the approach: we only need to divide
the system into logical parts to which the established concepts are applicable. The basic
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concepts and mathematics required for the modeling of most peculiar reactors have been
introduced in this volume. We therefore leave it to the well-educated readers of this book
to complete the picture as novel technologies emerge.

As processes move through their various developmental phases, for example, conception,
development, commercialization, and evolutionary optimization, additional improvements
eventually often require major innovations and breakthroughs. In this volume, several
approaches have been indicated to demonstrate that we can squeeze a higher performance
out of existing processes by revisiting the fundamentals of reaction engineering and science.
To achieve an optimum success, multidisciplinary teams should address the current and
future needs of the process industry. Good engineering teams bring together experts from
many areas of special expertise as well as knowledgeable reaction engineers. Furthermore,
industry—university collaboration is encouraged. This provides highly synergistic effects,
since the participants can extend and reinforce their efforts, taking full advantage of the
complementary capabilities of engineering sciences of the twenty-first century.

REFERENCES

1. Salmi, T., Widrn4, J., Ronnholm, M., Turunen, 1., Luoma, M., Keikko, K., Lewering, W., von Scala,
C., and Haario, H., Dynamic modelling of catalytic column reactors with packing elements, in
Rénnholm, M., Doctoral thesis, Abo Akademi, Turku/Abo, Finland, 2001.

2. Ronnholm, M., Wirn4, J., and Salmi, T., Comparison of three-phase reactor performances with
and without packing elements, Catal. Today, 79-80, 285-291, 2003.

3. Wirna, J. and Salmi, T., Dynamic modelling of catalytic three phase reactors, Comput. Chem.
Eng., 20, 39-47, 1996.

4. Kapteijn, E, Nijhuis, T.A., Heiszwolf, J.J., and Moulijn, J.A., New non-traditional multiphase
catalytic reactors based on monolithic structures, Catal. Today, 66, 133—144, 2001.

5. Nijhuis, T.A., Kreutzer, M. T., Romijn, A.C.]., Kapteijn, E, and Moulijn, J.A., Monolithic catalysts
as more efficient three-phase reactors, Catal. Today, 66, 157-165, 2001.

6. Irandoust, S. and Andersson, B., Monolithic catalysts for nonautomobile applications, Catal.
Rev. Sci. Eng., 30,341-392, 1988.

7. Salmi, T., Wirn4, J., Mikkola, J.-P,, Aumo, J., Ronnholm, M., and Kuusisto, J., Residence
time distributions from CFD in monolith reactors—combination of avant-garde and classical
modelling, Comput. Aided Chem. Eng., 14, 905-910, 2003.

8. Baldyga, J. and Bourne, J.R., Turbulent Mixing and Chemical Reactions, Wiley, New York, 1999.

9. CFX 4.4, User’s guide, CFX International, UK, 2000.

10. Haakana, T., Kolehmainen, E., Turunen, L., Mikkola, J.-P., and Salmi, T., The development
of monolith reactors: General strategies with a case study, Chem. Eng. Sci., 59, 5629-5635,
2004.

11. Irandoust, S. and Andersson, B., Liquid film in Taylor flow through a capillary, Ind. Eng. Chem.
Res., 28, 1685-1688, 1989.

12. Aumo, J., Wirn4, J., Salmi, T., and Murzin, D., Interaction of kinetics and internal diffusion in
complex catalytic three-phase reactions: Activity and selectivity in citral hydrogenation, Chem.
Eng. Sci., 61, 814-822, 2006.

13. Lilja, J., Murzin, D., Salmi, T., Aumo, J., Miki-Arvela, P, and Sundell, M., Esterification of
different acids over heterogeneous and homogeneous catalysts and correlation with the Taft
equation, J. Mol. Catal., 182-183, 555-563, 2002.



372 m Chemical Reaction Engineering and Reactor Technology

14.

15.

16.
17.

18.
19.

20.

21.

22.

23.

24,

25.

26.

27.
28.

29.

30.

31.

32.

33.

34.

35.

36.

Toukoniitty, E., Wirna, J., Salmi, T., Miki-Arvela, P, and Murzin, D.Yu., Application of transient
methods in three-phase catalysis: Hydrogenation of a dione in a catalytic plate column, Catal.
Today, 79-80, 383, 2003.

Mikkola, J.-P., Aumo, J., Murzin, D., and Salmi, T., Structured, but not overstructured: Woven
active carbon fibre matt catalyst, Catal. Today, 105, 323-330, 2005.

Moulijn, J.A., Makkee, M., and van Diepen, A., Chemical Process Technology, Wiley, 2001.

The Process Technology of Tomorrow-catalogue, Institut fiir Microtechnik Mainz GmbH,
2007.

Hessel, V., Hardt, S., and Lowe, H., Chemical Micro Processing Engineering, Wiley-VCH, 2004.
Matros, Yu.Sh. and Burimovich, G.A., Reverse-flow operation in fixed bed catalytic reactors,
Catal. Rev. Sci. Eng., 38, 1-68, 1996.

Niecken, U., Kolios, G., and Eigenberger, G., Limiting cases and approximate solutions for
fixed-bed reactors with periodic flow reversal, AICKE ]., 41, 1915-1925, 1995.

Toukoniitty, B., Mikkola, J.-P., Murzin, D.Yu., and Salmi, T., Utilization of electromagnetic and
acoustic irradiation in enhancing heterogeneous catalytic reactions, a review, Appl. Catal. A:
General, 279, 1-22, 2005.

Suslick, K.S., Sonocatalysis Handbook of Heterogeneous Catalysis, pp. 13501357, VCH Verlags-
gesellschaft mbH, Weinheim, Germany, 1997.

Mikkola, J.-P. and Salmi, T., In-situ ultrasonic catalyst rejuvenation in three-phase hydrogena-
tion of xylose, Chem. Eng. Sci., 54, 1583—1588, 1999.

Moyes, R.B. and Bond, G., Microwave heating in catalysis, in Handbook of Heterogeneous
Catalysis, VCH Verlagsgesellschft, Weinheim, Germany, 1997.

Brunner, G. (Ed.), Supercritical Fluids as Solvents and Reaction Media, Elsevier B.V., Amsterdam,
The Netherlands, 2004.

Luft, G., in A. Bertucco and G. Vetter (Eds), High Pressure Process Technology, Elsevier,
Amsterdam.

Bockisch, M., Fats and Oils Handbook, AOCS Press, 1998.

Pickel, K.H. and Steiner, R., Supercritical fluid solvents for reactions, Proc. of the 3rd Int. Symp.
on Supercritical Fluids, Strasbourg, 1994.

Tacke, T., Wieland, S., and Panster, P., Hardening of fats and oils in supercritical CO;, Proc. of
the 3rd Int. Symp. on High Pressure Chemical Engineering, Ziirich, 1996.

Hirréd, M. and Moller, P., Hydrogenation of fats and oils at supercritical conditions, in P. Rudolf
von Rohr and C. Trepp (Eds), High Pressure Chemical Engineering, Elsevier Science, Amsterdam,
1996.

Degussa A.G., WO 95/22591, Hydrogenation of Unsaturated Fats, Fatty Acids or Fatty Acid Esters,
1995.

Weidner, E., Brake, C., and Richter, D., in G. Brunner (Ed.), Supercritical Fluids as Solvents and
Reaction Media, Elsevier B. V., Amsterdam, The Netherlands, 2004.

Chauvin, Y., Olivier, H., Wyrwalski, C.N., Simon, L.C., de Souza, R., and Dupont, J.,
Oligomerization of n-butenes catalyzed by nickel complexes dissolved in organochloroalu-
minate ionic liquids, J. Catal., 165, 275-278, 1997.

Mikkola, J.-P,, Virtanen, P., Karhu, H., Murzin, D.Yu., and Salmi, T., Supported ionic liquid
catalysts for fine chemicals: Citral hydrogenation, Green. Chem., 8, 197-205, 2006.

Salmi, T., Wirn4, J., Mikkola, J.-P., and Ronnholm, M., Modelling and simulation of porous,
reactive particles in liquids: Delignification of wood, Comput. Aided Chem. Eng., 20B, 325-330,
2005.

Sandelin, E, Salmi, T., and Murzin, D., An integrated dynamic model for reaction kinetics and
catalyst deactivation in fixed bed reactors: Skeletal isomerization of 1-pentene over ferrierite,
Chem. Eng. Sci., 61, 1157-1166, 2006.



CHAPTER 10

Chemical Reaction
Engineering: Historical
Remarks and Future
Challenges

10.1 CHEMICAL REACTION ENGINEERING AS A PART
OF CHEMICAL ENGINEERING

The well-known researcher and teacher in chemical reaction engineering, professor Jacques
Villermaux from Nancy, defines chemical reaction engineering in the following manner:

Génie de la réaction chimique est un branche du génie des precédés qui traite
des méthodes de mise en oevre rationelle des transformations de la matieére et des
appareils dans lesques sont conduites les réactions: les réacteurs.

A free translation can be given as follows: Chemical reaction engineering is the field of
process engineering, which, in a rational way, treats the transformation of the components
as well as the apparatus where the transformations take place, namely chemical reactors.
The French word génie refers to not only engineering but also genius and spirit. The history
of chemical reaction engineering covers all these aspects and meanings. We will try and
provide a brief insight into the roots of chemical reaction engineering and its development
as a vital part of chemical engineering.

373
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10.2 EARLY ACHIEVEMENTS OF CHEMICAL ENGINEERING

From a historical viewpoint, chemical reaction engineering is one of the youngest branches
of chemical engineering. The development of chemical engineering started with the
industrial revolution during the second half of the nineteenth century. The first applications
of chemical engineering were in relation to distillation processes: mainly the distillation of
oil products in America and that of alcohol in Europe. Caustic soda, sulfuric acid, and
bleaching chemicals were the key products during the pioneering era of industrial revo-
lution. One of the great inventors of the application of systematic scientific methods to
the design of chemical processes was Eugen Solvay from Belgium, who scaled up the pro-
duction process for the manufacture of soda (sodium carbonate) from sodium chloride,
ammonia, and carbon dioxide. This happened 50 years before the well-known Haber-Bosch
process for industrial production of ammonia from atmospheric nitrogen was developed.
In the synthesis of organic chemicals, the success of the application of chemical engineering
principles was much more modest, since these chemicals were manufactured according to
traditional recipes in small amounts in inexpensive, batchwise operated vessels.

The pioneering age of chemical engineering was characterized by the innovations of self-
made men, who made marvelous contributions to the empirical development of chemical
processes on a large scale. Organized education in chemical technology started in the golden
city of Prague, at the prestigious Charles University. The education was focused on brewery
technology, which represented one of the core competences of the Czech part of the Austro-
Hungarian double monarchy.

The United States was the pioneering country of chemical engineering. A curriculum
in chemical engineering was started at the Massachusetts Institute of Technology (MIT)
in 1880. The old Europe followed the trend, starting from Denmark, Great Britain, and
Imperial Russia.

In 1895, the Danish Technical University in Copenhagen started to send its undergrad-
uates to the chemical industry to produce their master’s theses, related to the design of
chemical processes in practice. In 1909, a chair devoted to processes and apparatuses in
chemical technology was established at the Institute of Chemical Technology in Saint Peters-
burg. The Imperial College in London initiated a curriculum in chemical engineering in
1911. In Germany, the viewpoint was slightly different: Chemistry (Chermie) and technology
(Verfahrenstechnik) were regarded as rather separate disciplines, and their integration was
not considered an issue. As a historical paradox, it can be noticed that many of the pio-
neers in chemical engineering at MIT, such as Norton, Thorp, Noyes, Walker, and Lewis, had
obtained their academic education in physical or organic chemistry at a prestigious German
university such as Gottingen, Heidelberg, Leipzig, or Breslau. The German researcher Eugen
Hausbrand wrote in the 1890s a book about various separation apparatuses. Hausbrand is
one of the fathers of the concept of “unit operations,” which is still one of the cornerstones
for understanding chemical processes on an industrial scale.

The education of chemical engineers advanced dramatically in the 1920s. In 1920-1925,
new chairs in chemical engineering were established at 14 American universities. Politecnico
di Milano formed a chair in chemical engineering in 1927 and, in 1928, the Technical
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University of Karlsruhe established an institute of chemical engineering, the first one on
German soil. In the 1920s, chemical engineering education was established in Scandinavia.

As the description indicates, chemical engineering focused heavily on separation pro-
cesses such as distillation, absorption, and crystallization. The core of a chemical process
is, however, the chemical reaction itself, which implies transformation of raw materials to
products. Chemical engineering essentially includes mathematical modeling, simulation,
and optimization of processes. As chemical reactions are always involved in chemical reac-
tion engineering, the mathematical treatment is usually rather complicated. This might
be the reason why chemical reaction engineering emerged much later than many other
branches of chemical engineering.

10.3 THE ROOTS OF CHEMICAL REACTION ENGINEERING

It might be impossible to pinpoint a precise time of birth for chemical reaction engineering,
but some milestones are worth noting. The central issue in chemical reaction engineer-
ing is to determine the residence time, which is needed to obtain the desired product
with specified quality requirements. This idea has existed in the human mind since time
immemorial, starting from food preparation over an open flame. An excellent example of
an early developed chemical reactor is the empirical construction of a blast furnace for
the treatment of iron ores: a semibatch reactor with an optimized shape. The equipment
was developed empirically throughout centuries, whereas today advanced mathematical
modeling is applied to predict the behavior of iron production units.

A characteristic feature of industrially applied chemical processes is the prominent role
of reaction kinetics. The vast majority of industrially applied chemical reactors are slow,
and chemical equilibria do not prevail in the system. This is why the classical branch
of physical chemistry, namely chemical kinetics, plays a central role in chemical reaction
engineering. Kinetics provides us with a method to predict the residence times needed for
product formation.

The first quantitative experimental data on chemical kinetics were recorded by the well-
known French chemist, Louis Jacques Thénard, who, in 1818, studied the decomposition
rate of hydrogen peroxide, a component he himself had discovered. Nowadays, the impor-
tance of hydrogen peroxide is growing, because it is an environmentally friendly bleaching
agent. As regards quantitative kinetic modeling—and even reactor modeling—an early work
could be said to be one of the important milestones of chemical reaction engineering. The
British chemist Augustin Harcourt carried out kinetic experiments in a BR and registered
the appearance and disappearance of chemical compounds as a function of the reaction
time. Because Harcourt was a pure chemist, he did not have extensive knowledge of inte-
gral calculus. He thus turned to a mathematician, William Esson, who solved the coupled
differential equations for the consecutive reaction system A — R — S. This was de facto
the solution of the mass balances of components in a complex reaction system. The work
was published in 1865-1867. Nowadays, this model system is the standard material in every
basic course in chemical reaction engineering.
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Two pioneers of chemical kinetics who made great contributions should not be forgot-
ten, namely, the Dutch and Swedish Nobel Prize winners Jacobus Henricus van’t Hoff and
Svante Arrhenius. In his monograph Etudes dynamique chimique, van’t Hoff described the
temperature dependences of rate and equilibrium constants with exponential functions
(exp(—E/(RT))), which have a sound physical background and are sufficiently accurate for
most industrial applications. Svante Arrhenius demonstrated the usefulness of this expres-
sion in many practical cases. The Arrhenius equation is still the most common expression
used for the temperature dependence of rate constants.

The majority of industrially applied chemical processes involve the use of solid, hetero-
geneous catalysts, which make the processes feasible by enhancing the rates of chemical
reactions. This is why the quantitative development of catalytic kinetics has been of crucial
importance for successful chemical reaction engineering. The Nobel Prize winners Irving
Langmuir from New York and Cyril Hinshelwood from Oxford made breakthroughs in the
development of theories for catalytic processes on ideal, uniform solid surfaces. The theory
of adsorption, desorption, and surface reaction on ideal surfaces was extended to nonideal
(nonuniform) surfaces by Mikhail Temkin, who worked at the Karpov Institute of Physical
Chemistry, Moscow. These concepts of catalytic kinetics are nowadays used everywhere,
and always, when kinetics is needed to predict the behavior of a catalytic reactor. In the field
of polymerization kinetics, the Nobel Prize winner Paul Flory carried out pioneering work
on stagewise polymerization kinetics.

10.4 UNDERSTANDING CONTINUOUS REACTORS
AND TRANSPORT PHENOMENA

An important breakthrough in the development of chemical reaction engineering was the
quantitative treatment of continuous reactors. For many experts, real engineering implies a
continuous operation. This is where the flow pattern of the reactor along with heat and mass
transfer effects enters the arena. The pioneering effort on continuous reactors was made
by the German scientist Gerhard Damkohler. After obtaining his doctoral degree at the
University of Munich and spending some years in the industry, at the age of 26 he was
invited to the Institute of Physical Chemistry in Gottingen. The chief of the institute,
professor Arnold Eucken, proposed that the young doctor should study reaction rates in
continuous flow reactors. This research resulted in a series of papers devoted to the topic Ein-
fliisse der Stromung, Diffusion und das Wirmeiiberganges auf die Leistung von Reaktionsofen,
that is, the influence of flow, diffusion, and heat transfer on the performance of reaction
furnaces. Damkohler applied mass, energy, and momentum balances to the description
of chemical reactors and discovered four dimensionless numbers, nowadays known as the
Dambkohler numbers.

At the end of the 1930s, some research work was published on the coupling between
chemical reaction rates and mass transfer. The Russian physicist D.A. Frank-Kamenetskii
developed a theory for coupled chemical reactions and mass transfer on nonporous solid
surfaces in connection with combustion processes. This work remained ignored for a long
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time in the Western world, until it was translated into English in 1955 under the title
Diffusion and Heat Exchange in Chemical Kinetics. G. Damkohler in Germany, E.W. Thiele
in United States, and B. Zeldovich in Russia developed the theory of simultaneous reaction
and diffusion in porous catalyst particles toward the end of the 1930s. A new dimensionless
number was introduced by Thiele to relate the intrinsic rate of a chemical reaction to
the diffusion rate inside catalyst pores. This dimensionless number is nowadays called the
Thiele modulus.

10.5 POSTWAR TIME: NEW THEORIES EMERGE

The period after World War II marked a great breakthrough in the development of theories
in chemical engineering. In a classical paper appearing in the Chemical Engineering Science
in 1953, a war veteran, professor Peter Danckwerts from Cambridge, developed the language
of treatment for a nonideal flow, the functions that are nowadays known as E(t) and F(¢)
functions, used to characterize residence times in chemical reactors. The theories of a non-
ideal flow, including the principles of segregation and maximum mixedness (micromixing
and macromixing), were developed further by Bourne, Zwietering, and many others.

The problem of adequately describing the gas—liquid contact is still a difficult one. The
early two-film theory for gas-liquid interfaces is still the dominant one in reaction engi-
neering practice, but researchers have for long recognized its artificial nature and aimed at
physically more meaningful descriptions. Here the penetration theory of Higbie and par-
ticularly the surface renewal theory of P.V. Danckwerts are important milestones. Again,
professor Danckwerts made a classical contribution to chemical reaction engineering by
writing the book Gas—Liquid Reactions, which made his idea of mosaic-like structures at
fluid—fluid interfaces understandable for a wide audience of chemical engineers.

A new erabrought about the discovery of new reactors. The fluidized beds technology was
developed in the 1940s, originally to make catalytic cracking more efficient and economical.
A fluidized bed is a challenging topic from both the operational and the modeling view-
points. Conventional mathematical models for fluidized beds based on the use of residence
time functions or dispersion coefficients are not adequate, because a fluidized bed consists
of segregated regions, in which the catalyst bulk density varies. A sound understanding of
this dilemma was provided by D. Kunii and O. Levenspiel, who developed a hydrodynamic
model for fluidized beds, and distinguished between ““bubble,” “cloud,” “wake,” and “emul-
sion” phases. These phases are visible in real beds. A reliable description of the fluidized bed
is based on local reaction rates combined to mass transfer between the different regions—
today, this approach is called the Kunii-Levenspiel model, and numerous extensions of it
have been developed.

The very mathematical orientation of chemical reaction engineering led to avant-garde
research on American soil. Professor Neil Amundson from Minnesota published a pioneer-
ing work on the stability of chemical reactors, and professor Rutherford Aris from the same
university published a monumental treatise on reaction and diffusion in porous catalysts.
In parallel, the optimization aspects of chemical reactors were developed further by many
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researchers, such as Levenspiel, Aris, and many members of the Dutch school in chemical
reaction engineering (Westerterp, Beenackers, and van Swaaij).

The exciting issue of steady-state multiplicity has attracted the attention of many
researchers. First the focus was on exothermic reactions in continuous stirred tanks, and
later on catalyst pellets and dispersed flow reactors as well as on multiplicity originating
from complex isothermal kinetics. Nonisothermal catalyst pellets can exhibit steady-state
multiplicity for exothermic reactions, as was demonstrated by P.B. Weitz and J.S. Hicks in
a classical paper in the Chemical Engineering Science in 1962. The topic of multiplicity
and oscillations has been put forward by many researchers such as D. Luss, V. Balakotaiah,
V. Hlavacek, M. Marek, M. Kubicek, and R. Schmitz. Bifurcation theory has proved to be
very useful in the search for parametric domains where multiple steady states might appear.
Moreover, steady-state multiplicity has been confirmed experimentally, one of the classical
papers being that of A. Vejtassa and R.A. Schmitz in the AIChE Journal in 1970, where the
multiple steady states of a CSTR with an exothermic reaction were elegantly illustrated.

The description of fluid—solid reactions is particularly challenging, since the structure of
solid material changes during the reaction. We can have topochemical reactions on essen-
tially nonporous materials, reactions coupled to diffusion throughout a porous particle, or
diffusion through a porous product layer to a reaction plane or a reaction zone. Yagi and
Kunii made a breakthrough (1955, 1961) by providing a quantitative description of product
layer behavior. Later, Szekely and Evans developed a new model for solid particles to achieve
a more realistic description of solid materials: the particle consists of nonporous grains,
which are coupled together as a porous structure—the grain model. The development of
new microscopic techniques might provide an inspiration for new model development in
the future.

10.6 NUMERICAL MATHEMATICS
AND COMPUTING DEVELOP

A field that has considerably contributed toward the development of chemical reaction
engineering, particularly in the 1970s and 1980s, is numerical mathematics, along with
the development of computing capacity. Most problems in chemical reaction engineering
are highly nonlinear, and they include several coupled algebraic or differential equations.
The nonlinearity has two basic reasons: nonlinear kinetics and highly nonlinear temperature
dependence of rate and equilibrium constants. This is why the coupling between mass and
energy balances is very nonlinear. In addition, the problems concerning complex reaction
networks are often of a stiff nature, since rapid and slow reactions coexist. Many researchers
have contributed toward the successful numerical solution of stiff differential equations,
such as Henrici, Gear, Hindmarsh, Buzzi Ferraris, Rosenbrock, Michelsen, Kaps, and Wan-
ner (Appendix 2). Itis interesting to note that these researchers represent both mathematical
and chemical engineering communities. BD and semi-implicit Runge—Kutta methods have
turned out to be the best ones for IVPs in chemical reaction engineering. The well-known
computer code for stiff IVPs developed by Alan Hindmarsh at Lawrence Livermore Lab-
oratory has become a standard tool for engineers. Very stiff problems are best treated by
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semi-implicit Runge—Kutta methods, for example, the method of Kaps and Wanner. The
BD treatment has been extended to differential-algebraic systems by Linda Petzold.

Several central models in chemical reaction engineering, such as reaction—diffusion in
porous media and in fluid layers, are boundary value problems. In the distant past, the
numerical solution of boundary value problems was cumbersome and uncertain, since the
approach was mostly based on a trial-and-error approach (shooting method). A break-
through was made in the late 1960s and early 1970s by Warren Stewart in Wisconsin and
John Villadsen and Michael Michelsen in Copenhagen, who developed a polynomial approx-
imation method, orthogonal collocation, to such a mature stage that it works in practice for
chemical engineering problems. The first development of collocation was based on global
approximation, that is, the use of one single polynomial for the entire domain, but later on,
the collocation approach was extended to cope with very steep concentration and tempera-
ture profiles by introducing a piecewise approximation (collocation on fine elements). The
books by Villadsen and Michelsen as well as those by Bruce Finlayson became standard texts
for researchers and engineers throughout the chemical engineering community. The collo-
cation method has been combined with the BD method for the solution of PDEs appearing
in many engineering problems—the adaptive grid concept has been successfully applied to
reactor models—a typical example is the work by Alirio Rodrigues and his coworkers.

Today, the above-mentioned numerical methods are inbuilt in standard, public-domain
software or incorporated into high-level programming languages (e.g., MATLAB® and
Mathematica)—undergraduates can perform advanced simulations without knowing any-
thing about the underlying numerical algorithms! However, many challenges still remain.
Parameter estimation from experimental data is a demanding task and a risky business. The
most common algorithms used today, for instance, the simplex and Levenberg—Marquardt
algorithms for optimum search, are of a local nature, and a trial-and-error approach is
frequently used to avoid the termination of the calculations in a suboptimum. Genetic
algorithms may in the future show whether this dilemma can be surmounted.

10.7 TEACHING THE NEXT GENERATION

Writing excellent textbooks has always been a good tradition among the researchers in
chemical reaction engineering. We still remember the thin, clear, and concise book from
the Cambridge School of Chemical Engineering: Chemical Reactor Theory by Denbigh
and Turner. It convinced many generations that chemical reaction engineering is a real
science. If we asked people working in chemical reaction engineering to mention just one
textbook, the majority would cite Chemical Reaction Engineering by Octave Levenspiel,
Oregon State University. The title was perfect and so was the pedagogic approach. As the
book appeared in 1962, it directly led to a revolution in chemical reaction engineering
education. Logical, bright, and rich with graphical illustrations and clarifying pictures, it
made chemical reaction engineering attractive for a wide audience, even for students not
very keen on mathematics. It is admirable that after more than 30 years, professor Levenspiel
came out with a third, updated edition of the book.
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One other textbook deserves a special mention. The book by G. Froment and K. Bischoff,
Chemical Reactor Analysis and Design, aims not to be easy but elegant, introducing the
reader directly to the advanced theories of reaction engineering and to the frontiers of
research by including complex reaction networks, advanced models for catalytic systems,
multicomponent diffusion, and the surface renewal theory for gas—liquid contact. The book
is excellent for students who wish to become scientists in chemical reaction engineering.

It has been delightful to see that textbook writing has not been limited to the English
language only. Advanced textbooks and pedagogical texts have been written by J. Villermaux
in French, by H. Hofmann, A. Renken, and M. Baerns in German, and by people in Italy,
Spain, Portugal, Russia, and Scandinavia. Besides the current lingua franca in science, we
need terminology in the students’ mother tongue to develop their deep understanding of
the subject and to give them communication skills with their closest surroundings. New
forms of pedagogics, such as virtuality, are entering the universities. However, learning by
reading and problem-solving still remain at the core.

10.8 EXPANSION OF CHEMICAL REACTION ENGINEERING:
TOWARD NEW PARADIGMS

The last decades of the twentieth century have brought about a tremendous expansion
and diversification of chemical reaction engineering, from the treatment of very complex
reaction networks to transient operation of chemical reactors and oscillating systems. In
parallel to this, the systems engineering approach has emerged for the optimization of
chemical processes, as well as integration of reaction and separation, reactive distillation
being an example of a huge commercial success. CFD has entered the world of chemical
reaction engineering. Simultaneously, we have gone back to the basics again. It is not enough
to improve on the description of conventional reactors, but we wish to discover new reactor
structures such as monoliths, catalyst packings, and fiber reactors; to introduce nonconven-
tional forms of energy such as microwave and ultrasound; and to introduce new reaction
media such as ILs and supercritical media. Some of the milestones are listed in Table 10.1.

Since the reaction engineering community is large, Table 10.1 can never be exhaustive; we
apologize to those who are not mentioned—Table 10.1 should only be used as an orientation
in the subject. By running a computer search of the persons mentioned in Table 10.1, it will
be easy to come across new names through the references.

In recent decades, the application of chemical reaction engineering has made a real
breakthrough; elegant academic exercises have been turned into industrial practice. Chem-
ical reaction engineering is no longer only applied to the production of bulk chemicals
but also to fine and speciality chemicals. New application areas have emerged, such as
bioreactors, processes in the electronics industry, conversion of molecules from nature, and
production of pulp and paper.

Topics of chemical reaction engineering are discussed by a multitude of scientific con-
gresses and colloquia devoted to chemical engineering and catalysis. The flagship of these
events in reaction engineering is the International Symposium in Chemical Reaction Engi-
neering (ISCRE), which started in the late 1950s as a European—North American effort.
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TABLE 10.1 Fields of Chemical Reaction Engineering with Well-Known Research Teams

Transient (dynamic) models for catalytic M. Kobayashi, J. Koubek, C.O. Bennett, M. Baerns,
reactors J. Hanika, H. Hofmann, G. Eigenberger, R. Lange,
A. Renken, G. Marin, A. Seidel-Morgenstern, and

P. Silveston

B. McCoy, G. Baldi, J. Hanika, R. Lange, and
R. Chaudhari

Three-phase reactor technology

Combination of reaction and diffusion in G. Froment, H. Delmas, C. Julcour, S. Toppinen, and
catalyst pellets to real reactor models P. Schneider
New approach to modeling of porous solids L.K. Doraiswamy, K. Jensen, M. Marek, and F. Stepanek

Novel gas-liquid technologies

High-temperature reactor technology

CFD in chemical reactors

Nonlinear dynamics

Reactive distillation

Bioreaction engineering

Polymer reaction engineering

Simulating moving beds and
chromatographic reactors

M.M. Sharma, N. Midoux, J.-C. Charpentier, G. Wild,
and G. Astarita

L.D. Schmidt

J. Baldyga, J.R. Bourne, G. Eigenberger, M. Dudukovic,
R. Krishna, and many others

M. Marek, M. Kubicek, and A. Varma

Many companies and research groups such as
U. Hoffman, K. Sundmacher, and R. Krishna

J. Villadsen, Nielsen, J. Bailey, and D. Ollis

P. Flory, B. Nauman, D.H. Solomon, M. Tirreu,
A. Kumar, R.K. Gupta, and A. Renken

A. Rodrigues, M. Morbidelli, and A. Seidel-Morgenstern

Monolith technology B. Andersson, S. Irandoust, J. Moulijn, E. Kapteijn,
M. Kreutzer, and A. Stankiewitz

Catalyst packings A.G. Sulzer

Fiber reactors M. Sheintuch, A. Renken, L. Kiwi-Minsker, and
A. Kalantar

Membrane reactors van Swaaij and A. Seidel-Morgenstern

Reverse flow reactors G. Boreskov, Yu Matros, and G. Eigenberger

Microreactors Mikrotechnik (Mainz) along with several companies and
K. Jensen

Today, it is a global forum alternating among America, Asia, and Europe. Chemical reaction
engineering has a strong position in national and international chemical engineering orga-
nizations. We should not forget that the first three presidents of the European Federation of
Chemical Reaction Engineering come from the field of reaction engineering: H. Hofmann
(Erlangen—Niirnberg), K. Westerterp (Twente—Enschede), and J.-C. Charpentier (Nancy
and Lyon).

New paradigms of chemical reaction engineering will appear; the processes of the future
should be more intensive, more selective, and more product-oriented, because of global
competition and environmental aspects. A broad-minded view is needed to meet the



382 m Chemical Reaction Engineering and Reactor Technology

challenges of the future; as one of the presidents of European Federation of Chemical Engi-
neering, professor Charpentier, has stated the link between molecular-level phenomena,
processes, and products, processus—procedés—produits is crucial. Chemists, material scien-
tists, physicians, mathematicians, and chemical engineers have to work together to meet
the future challenges. Chemical reaction engineering is a hard science promoting the green
values of a globalizing society.
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CHAPTER 11

Exercises™®

CONTENTS

Section I. Kinetics, Equilibria, and Homogeneous Reactors (Chapters 2, 3, and 4)
Section II. Catalytic Reactors (Chapters 5 and 6)

Section III. Gas-Liquid Reactors (Chapter 7)

Section IV. Reactors Containing a Reactive Solid Phase (Chapter 8)

SECTION 1. KINETICS, EQUILIBRIA, AND
HOMOGENEOUS REACTORS

1. Tertiary amyl-ether (TAME) is a gasoline additive. The degradation products of TAME
are 2-methyl-1-butene (M1B), 2-methyl-2-butene (M2B), and methanol (M). The MIB is
further isomerized to M2B during the reaction. The reaction scheme can thus be written as
follows:

MI1B + M

s
TAME - Ay

M2B + M

Here, the reactions can be regarded as elementary and reversible, taking place on the surface
of a catalytic ion-exchange resin.

*Some of the exercises are based on the literature data. A list of literature references is provided at the end of this
chapter.

383
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a. Define the stoichiometric matrix for the system.

b. How many stoichiometrically independent reactions does the above scheme contain?

c. Give generation rates for the components TAME, M1B, M2B, and M. (Use the
previously defined symbols for the compounds.)

d. Select suitable key components and define the mass balances for all components in a
tube reactor based on the concentrations of these key components. In this case, the
reactions can be considered as homogeneous liquid-phase reactions.

2. In a catalytic exhaust gas converter (monolith catalyst), the following reactions take place
on a Pt catalyst:

2CO 4+ 0, = 2CO», (1)
2C3Hg 4+ 90, = 6CO;, 4+ 6H,0. (2)

Propene (C3Hg) and carbon monoxide (CO) were used as model compounds to study
the activity of a freshly prepared Pt catalyst. The experiments were carried out in a test
reactor operating at atmospheric conditions in the absence of diffusion effects. The conver-
sions of CO and propene (HC), nco and nyc, were measured at the reactor outlet. Initial
concentrations at the reactor inlet were known (x0,co, Xo,HC> X0,0,5 - - - » X0,H,0)-

a. Give the stoichiometric matrix for the system.

b. How is the composition of the product gas, at the reactor outlet, calculated from
the conversions nco and nyc and the initial concentrations? Give the result in mole
fractions.

3. Originally, 0.054 mol/ dm? of methanol reacted with 0.106 mol/dm? triphenylmethyl
chloride in a solution of dry benzene:

CH3;0H + (C¢H5)3CCl — (C¢Hs)3COCHj3 + HCI.
The reaction follows the second-order kinetics as regard to CH3OH and the first-order

kinetics as regard to (C¢Hs)3CCl. Determine the rate constant from the data given in the
table below:

t (min) 426 1150 1660 3120
CCH,OH (moljdm?) 0-0351  0.0222 0.0186  0.0124

4. Acetylation of benzoyl chloride is carried out in an aqueous medium at 102°C:

C¢H5CH,Cl + NaAc — CgHsCHAc + NaCl.
(A) (B) (©) (D)
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a. The following data were obtained from an experiment carried out in a BR with
equimolar initial concentrations of A and B (coa = 0.757 kmol/m?):

t(ks) 10.8 24.48 46.08 54.72 69.48 88.56 109.4 126.7 133.7
calcon 0945 0.912 0.846 0.809 0.779 0.730 0.678 0.638 0.619

Determine the reaction order and rate constant for this reaction.

b. Calculate the production capacity of C that can be obtained in a PFR with the volume
500 dm?, if the reactor is fed with a volumetric flow rate of 0.3 dm> / min, containing
10kmol/m? of A and 12 kmol/m? of B.

¢. What production capacity of C could be obtained in a reactor cascade consisting of
three identical CSTRs in series, with a total volume of 500 dm>? The volumetric flow
rate and initial concentrations are the same as in case b.

5. The reaction between ethylene chlorohydrine and sodium hydrogen carbonate can be
used in the synthesis of ethylene glycol:

CH,OH CH,OH

NaHCO, ! | —_— | —  NaCl+CO,
CH,Cl  CH,0OH

(@) (b) (© (d) (e)

a. Thekinetics of this reaction was studied at 82°C in a BR with a volume of 200 mL. The
laboratory experiment was conducted with equimolar amounts of ethylene chloro-
hydrine and sodium carbonate. The experiment’s results are listed in the table below.
Determine the reaction order and the rate constant k.

A pilot reactor is used to determine the economic feasibility of ethylene glycol
production from two available process streams containing 1.79 mol/ dm® sodium
bicarbonate and 3.73 mol/dm? ethylene chlorohydrine in water.

b. What is the required volume of a PFR necessary for the production of 20 kg/h of
ethylene glycol with a conversion of 95% of the equimolar mixture that has been
developed by suitable proportional mixing of the two process streams?

c. What is the required volume of a CSTR operating under similar conditions as the PFR
in case b?

d. How much could the total reactor volume be diminished, if the CSTR in case c was
replaced by three equally sized CSTRs in series, comprising the same total volume as
in case c?
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Laboratory experiment

t (h) ca (mol/ dm?)

0 2.0

0.05 1.316
0.1 0.980
0.2 0.649
0.3 0.485
0.4 0.388
0.5 0.323
1.0 0.175
2.0 0.092
5.0 0.038

6. Determine the reaction order and rate constant for the gas-phase degradation of ditertiary
butyl peroxide:

(CH3)COOC(CH3); — CyHg + 2CH3; COCHs.
(A) (B) (©)

The reaction proceeded on a laboratory scale in an isothermal BR, where the total pressure
(P) was logged. The experimental data are denoted in the table below. Pure ditertiary butyl
peroxide was used as a reactant.

Calculate the ratio Vi/V; for a tube reactor to ensure that exactly the same conversion
of A is obtained as with the BR in 20 min.

t (min) P (kPa)

0.0 1.00
2.5 1.40
5.0 1.67
10.0 2.11
15.0 2.39
20.0 2.59

7. Dinitrogen oxide degrades at elevated temperatures to nitrogen and oxygen following the
reaction

N,O — Ny + %02.

The reaction was studied at 967 K by registering the total pressure (assuming pure N,O at
200 torr):

t(s) 0 86 234 440 1080 1900
P (torr) 200 212 227 241 263 275
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a. What is the required size of a tube reactor to ensure that 90% of dinitrogen oxide
would react at 967 K and 2 bar, assuming a volumetric flow rate of 1000 L/h which
contains 20 vol% N,O and the rest being an inert gas?

b. During maintenance work on a tube reactor, it is necessary to use a tank reactor
(2.00 m®) instead. How much is the production capacity affected, provided that a
similar degradation efficiency is desired and the gas composition remains unchanged?

8. Diarsine trioxide that emerges as a by-product in the oxidation of arsine-containing
sulfide ores is the most important raw material in the manufacture of various arsinic
compounds.

Ammonium metavanadite dissolved in a strong acid reacts with diarsine trioxide during
the formation of diarsine pentoxide following the overall reaction:

As;O3(aq) + 4V(V)(aq) + 2H,0 — As;Os(aq) + 4V(IV)(aq) + 4H™.
(A) (B) (R) (S)

To determine the reaction kinetics, an experiment was conducted at 318 K in a BR. The
initial concentration was cys = 1.056 10~2 mol/dm?>. The concentration of B was recorded
during the reaction, and the following results were obtained:

t (min) 10~ %cg (mol/dm?)

0 2.00
14.9 1.68
49.5 1.17
68.2 0.98
98.3 0.75

123.1 0.61

a. Determine the reaction order and rate constant.

b. Calculate the production capacity that is obtainable in an isothermal tank reactor with
a volume of 100 dm® and a volumetric flow rate of 0.5 m> /h. The reactor was fed with
a stoichiometric mixture of A and B, copa = 0.025 mol/ dm?.

c. Give the production capacity of a tube reactor operated under similar conditions as
in case b.

9. Thermal decomposition of dimethyl ether was studied at 504°C in a BR operating at a
constant volume:

(CH3)2O — CH4 + H2 + CO.

Determine the rate expression and the rate constant for the reaction using the table below.
The experiment was initiated with pure dimethyl ether.
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Data:
t(s) P (torr)
0 312
390 408
777 488
1195 562
3155 779

o0 931

Here t denotes the time and P denotes the total pressure in the reactor.

The reaction was carried out at 504°C in a tube reactor with an inner diameter of 2.5 cm
and a length of 5 m. The pressure at the inlet was 1 atm and the inflow contained 50 mol%
dimethyl ether. The volumetric flow rate was 100 mL/min at the reactor inlet. Calculate
and illustrate graphically the conversion as a function of the reactor length. What is the
residence time of the gas in the tube reactor?

10. Acetaldehyde can be produced from ethanol in the following reaction:

CH3CH,OH + 10, — CH3CHO + H,O0.

1
) ®) W
Unfortunately, acetaldehyde is oxidized further to carbon dioxide:
CH3CHO + 30, — 2CO; + 2H,0. )

(R) )

The oxygen excess is large, and this is why reactions (1) and (2) can be considered to follow
the first-order kinetics in terms of ethanol and acetaldehyde, respectively. Since the ethanol
concentration in the process is low (0.1% A at the reactor inlet), the volumetric flow rate
can be assumed to be constant.

To study the reaction kinetics, an experiment was carried out in a tube reactor with four
different volumetric flow rates at 518 K. The ethanol and acetaldehyde concentrations were
determined by chemical analysis. On the basis of the analytical data, the yield of acetaldehyde
(cr/coa) and the conversion of ethanol were calculated.

a. Estimate k;/k; based on the data listed in the table below.

Experiment in a Tube Reactor

Experiment Number Na cr/CoA
1 0.175 0.152
2 0.351 0.255
3 0.614 0.300
4 0.956 0.074

b. Calculate and sketch cgr/cos as a function of na at 518 K. Furthermore, add the
experimental points in the graph.
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c. At which degree of ethanol conversion should the reactor operate to achieve the
maximal yield of acetaldehyde (cgr /coa)?

11. Nobel Prize winner Paul Flory studied the kinetics of several poly esterification reactions
in a BR, on a laboratory scale. The experimental data of esterification of adipic acid with
lauryl alcohol are given in the table below. Initial concentrations of the reactants were
1.0 mol/L. The reaction kinetics can be described with the rate expression

r = kctoon CoHs

where ccoon and coy denote the concentrations of adipic acid and lauryl alcohol, respec-
tively, and k is the rate constant. The exponent, #, is a number varying between 1 and 2
according to a semi-empirical relation:
n=2%
ifg=1and
n=(1-(1-2"9x)/1-2

if ¢ # 1; X is the conversion of adipic acid and g an empirical exponent.
a) Derive the balance equations that are required for the simulation of the concentrations

in a batch reactor.
b) Determine the rate constant on the basis of the data listed in Table 1:

t (min) Xa
0 0

6 0.1379
12 0.2470
23 0.3675
37 0.4975
59 0.6080
88 0.6865
129 0.7513
170 0.7894
203 0.8161
235 0.8349
270 0.8500
321 0.8672
397 0.8837
488 0.8974
596 0.9084
690 0.9163
900 0.9273
1008 0.9303
1147 0.9354
1370 0.9405
1606 0.9447

Xa = the conversion of adipic acid.
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12. The reaction kinetics of the homogeneous liquid-phase reaction
28,037 4 4H,0; — S3027 + SO~ + 4H,0 (1)

was studied in an adiabatic stirred tank reactor (CSTR) under transient conditions, mea-
suring the temperature rise caused by the exothermic reaction (1) as a function of time.
The inlet concentrations of thiosulfate and hydrogen peroxide were determined by chemi-
cal analysis before the experiment, but no chemical analyses were performed in the course
of the experiment. Reaction (1) follows second-order kinetics in thiosulfate and hydrogen
peroxide. The density of the reaction mixture as well as the heat capacity remained more or
less constant during the reaction.

a. How can the mass and energy balances be coupled in order to have the reaction
temperature as the only independent variable in the system?

b. Explain how the parameters incorporated into the rate constant can be determined
on the basis of the temperature—time curve, using regression analysis as a tool. Which
principal difficulties are incorporated into this methodology?

c. Determine the kinetic parameters by regression analysis.

Data: R = 8.3143]/Kmol, cp = 4.186 - 10° J/kg K, p = 1000 kg/m°,
AH = —1004.3 - 10° J/mol, Ty = 25.2°C, coa = 316.8 mol/m3,
A =8,05,c0 =2 coa,B=Hy0p, Vg =110 x 10 °m?,

V =130 x 107° m’/s.

The temperature profile in the reactor:

t(min) O 05 10 15 20 25 30 40 45
T((°C) 254 279 329 39.6 46.1 504 53.1 555 56.0
f(min) 50 55 60 65 70 75
T (°C) 562 565 563 56.5 56.5 564

13. The reaction between ammonia and formaldehyde can be used for the production of
hexamine:

4NH3; + 6HCHO — (CH3)¢Ny4 + 6H,O.
(A) (B) © (D)

The reaction kinetics is given by the expression

r= kcAcé,
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where k = 0.01611 dm® /mol?® s at 309 K. The reactor was fed at a volumetric flow rate of
1.503 /s, containing 4.00 mol/ dm® of ammonia and 6.00 mol/dm?® of formaldehyde. The
temperature was set at 309 K. Determine cy, ¢g, and cc as well as 14 in a stirred tank reactor
in a PFR with a volume of 490 cm®.

14. Acetic acid anhydride needs to be hydrolyzed in a continuously operating cascade
reactor consisting of four identical stirred tank reactors. The first reactor operates at 10°C,
the second one at 15°C, the third at 25°C, and the fourth at 40°C. The hydrolysis reaction
can be assumed to follow first-order kinetics in diluted aqueous solutions, and the rate
constant has the following values at the given temperatures:

T (°C) k(mm™!)

10 0.0567
15 0.0806
25 0.1580
40 0.3800

a. How large should the stirred tank reactors be to achieve a conversion of 0.95 at the
outlet of the cascade, assuming a volumetric flow rate of 90 L/min?

b. How many reactors in series of the size calculated in A are required in case all of the
reactors operate at 15°C?

15. It is desirable to figure out the dependence on the conversion of different reactor sizes
and types in adiabatic operations, for example, for the strongly exothermic reaction:

28,03 + 4H,0; — S30% +SO2™ + 4H,0.
This second-order reaction has the following rate constant
ks,0, = 3135 e_EaRT(l/mol/min)

and the activation energy
E, = 76.59kJ/mol.

a. Derive an expression for the generation velocity, rs,0,, provided that cos,0, =
0.5¢0,1,0,-

b. Calculate the ratio, pcp/(—AHs,0,), which is presumed to remain constant and
independent of the temperature. Further, an aqueous solution with the initial con-
centration of 0.33 S,03/L and 0.668 mol H,O, /L under adiabatic conditions in a BR
attained the conversion of 1.0 at 64°C, as the initial temperature was 20°C.

c. At what temperature (in an adiabatic BR) is the conversion of 0.5 obtained for the
reaction in question, taking into account the data given and calculated in b? What is
the value of velocity, rs,0,, at this temperature?
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16. For the reversible liquid-phase reaction,

k
CH;COOH + C,H50H <:’+ CH3;COOC;,Hs + H,O
k

(A) (B) (R) (S

the rate expression rp = kycacg — k—cres is valid. As 4500 L/h of the solution with the
initial composition

Data: coa = 3.9 mol/L
cop = 10.2 mol/L
cor = 0mol/L

cos = 17.6 mol/L

at 100°C and under vigorous agitation flows through a tank reactor of 16,000 L, a conversion
level of 0.35 is obtained for acetic acid. Experiments on a smaller scale have demon-
strated that with more moderate flow rates, the conversion level of 0.54 is asymptotically
approached. Calculate the numerical values of k; and k_ at 100°C. Which value obtains
the equilibrium constant? The density of the solution can be assumed to be independent of
the conversion level.

17. Butadiene and acrolein react in a BR with a constant temperature and volume.

CH—CH CH=CH
7 N\ 4 / \ C
CH, CH, Ky CH, CH,
+ — /
CH,=CH B CH;~ CH
CH=CH, CHO

However, a side reaction takes place simultaneously:

CH— CH CH=CH
7 \ A / \
CH, CH, kyu CH, CH,
+ — \ /
CH,=CH M CH, ™ CH
CH=CH, CH= CH,

Reactions (1) and (2) can be assumed to be elementary.

a. Derive an expression that yields ca as a function of cg in a BR.
b. How large a fraction of butadiene has reacted at the reaction time ¢ (see the table
below)?



Exercises m 393

c. Give the total yields of C and D at time t.

Data: cop = cop = 0.01 mol/dm3
kia = 5.86 dm3/mol min

kop = 1.44 dms/mol min

The rate constants are given at 330°C.
The reaction times (¢, min) are 20, 40, and 60 min.

18. Pyrolysis of acetoxy propionate yields acetic acid and methyl acrylate following the
reaction scheme

CH3COOCH(CH;)COOCH; — CH3COOH + CH,; = CHCOOCHs3.
Below 565°C, the pyrolysis reaction is of first order and has the rate constant
k=78 107 . e 19220(T/K) (-1)

a. A pilot reactor operating isothermally at 500°C is used. How long a reactor is required
to achieve a conversion of 90%? The reactor consists of a tube with an inner cross-
sectional area of 36 cm?. The total pressure is 5 atm and the incoming flow of acetoxy
propionate is 226.8 kg/h.

b. Calculate the residence time for the gas mixture in the pilot unit. Compare the

residence time with V / V.
1%
_ / dv
t = .
\%
0

Remember that
c. How long should the reactor take, if it operates batchwise as an autoclave, to reach
the same conversion and production capacity as specified in case a, provided that the
conditions otherwise are similar to those defined in case a?

19. At temperatures exceeding 200°C, 5-methyl-2-oxazolidinone (A) reacts with N-(2-
hydroxypropyl)-imdazolidinon (B) and carbon dioxide (C):

CH; CH, CH,
| | /
e A
CH, C CH, Cy OH
/ N
NH NH + CO,

The generation velocity of B can be described by the expression

2
g = kch + kycacg.
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A conversion of na (see the table below) should be obtained. Calculate the required residence
time when the reaction is carried out in

A CSTR

A PFR without recirculation

A PFR with recirculation

In an optimal cascade consisting of suitable reactor units

What kind of reactor would you recommend for the final design?

o0 T

Data: k; = 1.02 m>/(kmol Ms),
k, =75 ms/(kmol Ms),

coa = 30 mol/dm3

Use the conversion of n4: 0.80, 0.90, 0.95, and 0.99.

20. Saponification of diethyl adipate takes place in two steps:

A+B— R+E, (1)
R+B— S+E, (2)

where A =(CH,)4(COOC,;Hs),;, B =NaOH, R = (CH;)4(COONa)(COOC;,H5), S =
(CH2)4(COONa)2, and E = CszOH.

The rate constants have the following values: k; = 0.3346 dm’ /mols and k; =
0.1989 dm’ /mol s. An isothermal reactor should be designed in such a way that the maxi-
mum concentration of Ris obtained at the outlet. The reactor is fed with two separate inflows
as in the data listed below. Subscripts 1 and 2 denote the flows 1 and 2, respectively.

a. Calculate the maximum concentrations of R that can be obtained in CSTRs and PFRs.

b. How large a volumetric flow rate is required in a CSTR to attain the maximal
concentration of R?

c. How can we determine the residence time of a PFR that yields the maximal

concentration of R?

V (dm3/min) V, (dm3/min) CoA,1 (mol/dm?) C0B,2 (mol/dm?)
0.5 0.5 0.10 0.20
0.5 0.5 0.10 0.16

coA,2 = 0,c0B,1 = 0, cor = cos = 0.




Exercises m 395

21. Saponification of diethyl adipate is a mixed reaction, which, under alkaline conditions,
follows the reaction scheme

A+B— R+E, (1)
R+B— S+E, (2)

where A = (CH;)4(COOC,H5);, B =NaOH, R = (CH3)4(COONa)(COOC;,Hs), S =
(CH2)4(COONa)2, and E = C2H5OH.

By investigating the reaction kinetics, the rate constants k; and k; for reactions (1) and
(2) were determined:

ki = 4.87 x 10° exp(—5080 K/T) dm>/mol/s,

ky = 3.49 x 10% exp(—3010K/T) dm>/mol/s.
A tube reactor is fed with a solution containing 2mol/dm’ diethyl adipate (A) and
3 mol/dm? sodium hydroxide (B). The reactor is assumed to operate adiabatically. Deter-

mine the residence time (space time) by numerical simulations, which gives the maximum
yield of the intermediate product, R.

Data: Reaction enthalpies, AH;; = —45.2k]J/mol, AH;; = —68.0k]J/mol,
Heat capacity of the mixture, ¢, = 4.20kJ/K/ dm’,
Concentrations and temperatures at the reactor inlet, coa = 2.0 mol/dm?>,

cop = 3.0mol/ dm?, the remaining concentrations, ¢p; = 0 mol/ dm?,

To = 300 K.

22. Many industrially interesting organic syntheses follow the reaction scheme

R

@/NHR' > ©/
SO3Na \ i NHR"’ SO3Na : : 2
ONa

As an example, the production of substituted alkylamine phenols takes place as follows:
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For the model system, some first-order rate constants, kj, k», k3, and k4, have been
determined. The numerical values are listed in the table below.

Rate Constants

ky (h™1) 0.010
ky (h™1) 0.020
ks (h™1) 0.018
ks (h™1) 0.012

a. Derive the expressions of ca, g, and cc as a function of the reaction time in a BR.

b. Determine the optimal residence time leading to the maximum concentrations of
B and C in a PFR. Which values are thus obtained for the concentrations of B and C,
if the initial concentration is con = 1.00 mol/dm3?

c. What will be the numerical value of the optimal mean residence time that yields
the maximum concentrations of B and C in a CSTR? Also, calculate the maximum
concentrations of B and C.

23. Oxidation of SO; to SO3 is carried out in a contact process at atmospheric pressure,
using oxygen in air as one of the reactants. The catalyst is V,05 and the temperature at the
outlet is around 420°C. For the reaction

250, + O, = 2803,

the thermodynamic equilibrium constant, Ky, is given by the equation

K 9910
lg( P ) = —9.36.

atm™!

a. Investigate which equilibrium conversion could be achieved if the oxidation takes
place at 550°C and 30 MPa. Assume a stoichiometric mixture of sulfur dioxide and
pure oxygen gas.

b. Which equilibrium conversion can be attained by assuming the same initial
composition of the reaction mixture and temperature, but a total pressure of 100 kPa?

24. The methanol synthesis reaction
CO(g) + 2Hy(g) = CH;0H(g)

is carried out at 350°C and 213 atm. By means of a new type of catalyst, some companies
have managed to carry out the synthesis at 230°.

Start with a stoichiometric mixture of CO and H; and calculate the total pressure required
to reach the same equilibrium composition at 230°C as at 350°C and 213 atm. Give the
equilibrium mole fractions for all the components.
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The equilibrium constant is given by

lg(Kp/atm™2) = 5304/(T/K) — 12.89.

25. Many industrially important reactions follow the scheme

k
A+B— R
ky
R+B—S
ks
S+B—T
as illustrated below.
Industrially Important Complex Reactions
Reactants Products
A B R S T
Water, ammonia  Ethylene oxide?  Ethylene glycol Diethylene glycol Triethylene glycol
Ethylene oxide? ~ Monoethanolamine Diethanolamine Triethanolamine
Methyl, ethyl, or  Ethylene oxide? ~ Monoglycol ether Diglycol ether Triglycol ether
butyl alcohol
Benzene Chlorine Monochlorobenzene  Dichlorobenzene Trichlorobenzene
Methane Chlorine Methyl chloride Dichloromethane Trichloromethane

a

The same sets of reactions are also carried out using propylene oxide.

. Derive equations that make it possible to calculate the product distribution (cg, cs,

cr) as a function of the concentration of reactant A (copr = ¢ps, cor = 0) in a CSTR.
Assume that the reactions can be regarded as elementary.

. Apply the derived equations on the production of glycols by calculating and sketching

cr/(cr + ¢s + cr),cs/(cr + ¢s + c1),and c7/(cr + ¢s + cr) as a function of reacted A.
The reaction is carried out at 25°C and the rate constants have the following values:

ki = 7.37 x 1077 dm’ /mol min, ky/ki = k3/ki = 2.0.

. The commercial demand for glycols follows the approximate relation, R:S:T=90:8:2

(in wt%). At which conversion level of water should a CSTR operate to reach the
desired product distribution at 25°C?

. Calculate the residence time in a CSTR that produces glycols according to the distri-

bution mentioned in case ¢; a 95% conversion level of ethene oxide is required, and the
inflow contains 55 mol/dm? water. Can 25°C be considered as a realistic operation
temperature for an industrial process?
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26. Ketene is an important intermediate for the organic-chemical industry. It can be
produced by cracking of acetone:

CH3COCH3; — CH,CO + CHy4 (1)
@) (B) ©

The reaction (11) is of first order in acetone. The rate constant is given by the expression
Ink = (34.34 — 34222 /(T /K))s ™" (2)

20% of the acetone (pure) in the inflow should be converted into ketene in a reactor system
that consists of 25 mm tubes in parallel.

a. How large a total volume is required, if the isothermal reactor system is fed with
8000 kg/h acetone at 1025 K and 162 kPa?

b. What kind of reactor configuration would you recommend (the length and the
number of tubes)?

27. Formic acid decomposes according to irreversible reactions (11) and (2):

HCOOH — H,0 + CO, (1)
HCOOH — H, + CO,. (2)

Lat

The activation energy for the reaction (11) is 52.0kJ/mol and k; = 2.79 x 107> min~
236°C. At 396°C, the product flow from the reactor contained equal volume fractions of
HzO, CO, Hz, and COz.
a. What is the value of the activation energy for reaction (2) if k;, = 1.52 x 10~* min™!
at 237°C?
b. A plug flow regime can be assumed in a laboratory-scale reactor with a volume of
0.500 dm?, operating at 396°C and 1.00 bar. Which level of conversion can be obtained,

if the reactor is fed with an inflow of 0.03 mol/h of pure formic acid?

28. Butadiene is dimerized at 638°C, following a reversible and an elementary gas-phase
reaction path:

2A = B.

The forward and backward rate constants k4 and k_ have the values 87 dm?/mols and
0.915s71, respectively.

The reaction ought to be carried out at 638°C and 1 bar in a PFR with an inner diameter
of 10 cm. Butadiene and steam (an inert dilutant) are fed into the reactor in a molar ratio
of 3:1.
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a. Give the maximally attainable conversion level of butadiene, if the reactor is fed with
a flow of 9.0 kmol/h butadiene and water.
b. How long should the reactor tube be if 45% of the butadiene should be dimerized?

29. For the homogeneous gas-phase reaction,
C2H4 + Brz = C2H4Br2

the rate constants, k; = 156 L/mol and k, = 0.218 min~!, are valid at 427°C. The planis to
carry out the reaction continuously in a PFR operating at 427°C and 1.5 bar. The ideal gas
law is assumed to be valid for the feed gas mixture, at the given temperature and pressure,
containing 40 vol% C,Hy and 60 vol% Br;.

a. Calculate the maximally attainable conversion of C;Hj.

b. Introduce an expression that makes the reactor design possible. Explain the
nomenclature of the expression carefully.

c. How large a reactor volume is required to reach 60% of the maximum conversion of
CyHy, in case the value of the incoming volumetric flow rate is 600 m?>/h (measured
at 427°C and 1.5 bar)?

30. A mixture of oxygen gas and ozone (10 vol% ozone in oxygen) is fed into a PFR operating
at 100°C and 1 atm. What is the required tube length to reduce 50%? The gas velocity at the
inlet is 1.52 cm/s at 100°C. The ozone decomposition reaction

203 — 302

is irreversible and is of second order. The numerical value of k is 0.086 L/mol s at 100°C
and 1 atm.

31. Oxidation of nitric oxide

2NO + O; — 2NO;

is an important step in the production of nitric acid from ammonium. The reaction is
carried out in an isothermal tube. The incoming gas has the composition 8.8% O,, 8.2%
NO, and the balance N,. The generation rate of NO is given by

2
™o = —kNoCtNOCO,-

Mr. X (MSc), a recently employed process engineer, claims that an additional inflow of air
into the reactor would decrease the required reactor volume or increase the production
capacity of the existing one. The shorter residence time would be compensated by the
increased reaction rate, claims Mr. X. The Chief Engineer of the plant, Mr. Y (Dr. Sc.), is
skeptic. At the very end, he bitterly agrees to investigate the matter.
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a. How large a reactor is required, if no add-on air flow is used?

b. Figure out whether a reduction in the reactor volume can be obtained by the add-on
air flow. To what percentage can the volume reduction maximally amount? Comment
on this.

Data: T = 303K, P =1atm,

kno = 8.0 x 10°> m®/kmol? s, Vo = 30 dm?/min.

Composition of air: 79% N, 21% O,.
Conversion level of NO: 0.80, 0.90, and 0.95.

32. A CSTR is to be used for the polymerization of styrene (A). The reactor is fed with a
monomer flow at 300 K. The mean residence time is 2 h. The reaction can be assumed to be
approximately of first order. The rate constant is expressed by

k = 10" exp(—10,000K/T)h L.

Laboratory-scale experiments were carried out in an adiabatic BR. The monomer reacted
completely and a temperature rise of 400°C was registered.

a. Calculate the steady state in adiabatic operation. Can the reactor be operated
adiabatically if the highest allowed temperature is 450 K because of safety precautions?

b. Polymerization will be carried out at 413 K to reach the desired distribution of molec-
ular weight. What conversion level of the monomer can thus be achieved? At what
temperature should the cooling jacket of the reactor be, if the heat transfer parameter,
o= UA/chP, assumes the following values: o = 50, 20, or 10?

c. Which is the limiting value of o to enable a stable operation at 413 K? Calculate
the limiting temperature of the cooling jacket. Define the conditions for multiple
steady states.

33. A reactor is planned for the production of chemical compound B. The reaction needs
to be carried out in an isothermally and continuously operating liquid-phase reactor. The
situation is complicated by the fact that B can undergo consecutive decomposition to C,
and reactant A is able to react bimolecularly to D:

A BB ¢
N

A

1 ks

D

k; = 0.20 min™!, k, = 0.10 min~}, k3 = 0.20 dm3/mol/ min.
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The reactions are assumed to be elementary.

Mr. P (MSc) suggests that a CSTR should be selected, since backmixing in parallel
reactions always favors the reaction of the lowest order, that is, A — B. Mr. Q (MSc),
however, claims that when dealing with reactions of the type A — B — C, one should
always select a PFR, because a PFR favors the formation of the intermediate product, B. Mr.
Q backs up his argument with the tables below, which illustrate cg/cpp as a function of the
conversion level of A. The tables (calculated by Mr. Q) are, however, valid for PFRs only. To
resolve the conflict, the boss Mr. H (PhD) delegated to Miss S (a student) the task of finding
out the possibilities for utilizing a CSTR. Let us assume that you are Miss S!

a. Compare cg/coa for different ns and a CSTR and a PFR. Can a higher concentration
of B be obtained in a CSTR? Can the conclusion be generalized?

b. What residence time is required in a CSTR and PFR, respectively, if both operate at a
conversion level of A that maximizes the concentration of B?

The table of Mr. Q for PFRs is as follows:

coa (mol/dm3)  0.25 2.5 5.0

Na cg/coa  cB/coa  cB/coa
0.0 0.000 0.000 0.000
0.1 0.067 0.0173 0.0095
0.2 0.133 0.0361 0.01995
0.3 0.197 0.0565 0.03152
0.4 0.259 0.0788 0.0445
0.5 0.317 0.1033 0.0592
0.6 0.367 0.1301 0.0760
0.7 0.405 0.1589 0.0955
0.8 0.419 0.1875 0.1179
0.9 0.382 0.2046 0.1395
0.92 0.361 0.203 0.1421
0.95 0.313 0.190 0.1397
1.0 0.000 0.0000 0.0000

34. Saponification of the ethyl ester of formic acid is carried out in a column reactor
equipped with a static mixer:

CH3COOCH;CH3 + NaOH — Na+CH3COO_ + CH3;CH,OH.
(A+B— C+D)

The reaction takes place isothermally in an aqueous solution at 25°C, and it can be
considered as being approximately of second order. The reaction kinetics is thus given by

r = kcacg.
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The rate constant, k, has the value 6.5 dm> /mol/ min at 25°C. An experiment was carried
out in the column reactor with the inlet concentrations copa = cog = 0.04 mol/ dm? and the
average residence time of T = 5.84 min. The conversion level of A at the reactor outlet was
0.483. On the basis of this experiment, we wish to set up a tanks-in-series model for the
column and describe the column with equally large CSTRs coupled in series. The density
of the reaction mixture can be considered as constant during the reaction.

a. Describe (in detail, utilizing balance equations and numerical methods) how this
problem can be solved.

b. Write a computer program to calculate the number of CSTRs on the basis of the outlet
concentration of A that was determined experimentally.

35. Maleic acid hexylmonoester (C) is formed as maleic acid (A) and hexanol (B) react
following the reaction below:

(@) O
1l 1l
/C—OH /C—O—R
C C
1] + ROH —> 1l
C C
NC-OH “C-OH
1 Il
(0] O

No solvent is present, and pure reactants are thus mixed together in a reaction vessel. The
reaction mixture is heated until all A has melted at 53°C. After this, the concentrations of
A and B are as follows: coa = 4.55mol/dm> and ¢yp = 5.34 mol/dm?>. The reaction is of
second order, and the rate constant is given by

k = 1.37 x 10'? exp(—12,628 KT)dm>/molss.

The reaction enthalpy, AH, = —33.5k]J/mol, and the heat capacity of the mixture,
pcp = 19807/ dm? K, are known. The temperature limit of 100°C must not be exceeded,
because the reaction is in principle reversible, and diesterification can take place. A stirred
BR with a volume of 5.0 m? is available. Heat conductivity between the reactor and the
surroundings can be approximated to U = 250 W/m? K.

Suggest a suitable BR design (inlet and outlet temperatures, heat exchange, etc.) that gives
a high conversion level of maleic acid (min. 95%). How long a reaction time is required?
What will be the production capacity? Could the BR be operated adiabatically?

The time required for refilling and recharging the reactor contents can be neglected.
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36. Maleic acid hexylmonoester (C) is formed as maleic acid (A) and hexanol (B) react
following the reaction below:

O (@)

1 Il
/C—OH /C—O—R
C C
1] + ROH —> 1l
C C
NC-OH NC-OH

1 1l

O (@)

The reaction should be carried out adiabatically in a semibatch reactor, feeding hexanol into
the liquid maleic acid. The reactor volume is 500 dms, and no solvent is used. Maleic acid
melts at 53°C. A maximum temperature of 100°C may not be exceeded due to the formation
of by-products. The reaction is of second order, and the rate constant is expressed as

k = 1.37 x 10'? exp(—12,628 KT)dm® /mols.

The reaction enthalpy, AH, = —33.5k]J/mol, and the heat capacity of the mixture, pcp =
19807/ dm?® K, are known. The volumetric flow rate of hexanol should follow the equation

V=a0+ﬂ1t,

where ag and a; are adjustable parameters. The parameters can obtain values in such a
range that the maximum temperature of 100°C is not exceeded. The total molar amounts
of both reactants are 2.5 kmol. The density of hexanol is 820 kg/m> and the molar mass is
102 kg/mol.

a. Introduce the molar and energy balances.

b. Write a computer program for the simulation of the molar amounts and temperatures
in the semibatch reactor. The program should be used to determine the volumetric
flow rate parameters (ag and a;) in such a way that the reaction time is minimized.
However, no global optimization of the procedure is required.

37. A batch of 180kg of pure ethyl alcohol (density = 0.789kg/dm?) was stored in a
container. Pumping of an aqueous solution of acetic acid (42.6 wt% acetic acid; density
0.958 kg/dm®) into the container was initiated. A continuous, constant inflow of 1.8 kg/min
was maintained for 120 min. The reaction temperature was 100°C. The reaction

CH3COOH + C;H50H = CH3COOC,;Hs + H,O
has rate constants that obtain the following values at 100°C:

ky = 4.76 x 10~* dm> /mol min,
k_ = 1.63 x 10~*dm>/mol min.
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The density of the reaction mixture can be assumed to be approximately constant in the
course of the reaction.

a. Which reactor type was utilized to carry out the reaction?

b. Give the molar balances of the components.

c. Simulate the concentrations and the conversion level of acetic acid as functions of the
reaction time.

38. Several industrially important reactions follow a consecutive—parallel reaction scheme
of the following type:

A5 RS

3
S

The rate constants ki, ky, and k3 for the isothermal liquid-phase reaction are given in the
table below. A continuous reactor is fed with a solution containing only 1.0 mol/dm? of A.
Determine the required residence time for a PFR and a CSTR to maximize the con-

centration of R. What will be the maximum concentration of R in a PFR and CSTR,
respectively?

Rate Constants

ki = 0.05 min~!

k, = 0.03 min~!

ks = 0.02 min~!

39. Determine the reaction order and the rate constant for the catalytic decomposition of
di-tert-butylperoxide:

(CH3)3 COO0C (CH3)3 —> C2H6 + 2CH3CCH3.

The reaction was carried out in a laboratory autoclave by registering the total pressure as a
function of reaction time. The experiment was started with pure di-fert-butylperoxide.
The experimental data are listed below:

t (min) P (torr)

0 7.5
2.5 10.5
5 12.5
10 15.8
15 17.9

20 19.4




Exercises m 405

What will the final pressure in the autoclave be?
How long a space time is required for a continuous tube reactor to achieve the same
conversion as was obtained in the autoclave at 20 min?

40. The reactions

ky ks k ks
—> > > >
A< R < S (1) A+B <= R <« § )
ky ky ko ky
ks k3
—> —>
A fk S A+B ¢k 28
4 3) 4 (4)
kA, kv,
R 2R
k kl k3
A+B SOy R 2A —>» R—>» §
k.
R+B :» s (5 Ky (6)
S+B > T S
ky
A ? R
2 k
ky © "5 7)
kg\ S /I/(ﬁ

are carried out in a PFR and CSTR. The reaction steps are elementary, and the density of
the reaction mixture can be assumed to be constant.

a. Give the rate expressions, 75, B, . . ., ', for reactions (11) through (7).

b. Design computer subroutines for a suitable simulation software to calculate numeri-
cally the reactant and product concentrations as functions of the mean residence time
for reactions (11) through (7).

c. Illustrate graphically the concentrations of A, R, S, and T as functions of the mean
residence time.

d. Compile the results into a report. The report should contain

— Derivation of the mass balances

— Program listings

— Program execution listings with results

— Graphical illustration of the concentrations as functions of the (average)
residence time.
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Case
1

5

Try the cases
C0B = C0A
CoB = 2¢0A
CoB = 3CoA

k1 k; ks ky ks ke
0.1 0 0.1 0 0 0
0.1 0 0.02 0
0.02 0 0.1 0
0.1 0.05 0.1 0.05
0.1 0.1 0.01 0.01
Same as case (11) above, but
try coa = cop = 1 mol/dm?
and ¢ppa = 1.0 mol/dm? and
co = 2.0 mol/dm’
Same as case (11) above
Same as case (11) above, but
try cop = coa, cop = 2 and
cop = 0.5¢0p
0.1 0 0.1 0 0.1
0.1 0.02 0.02
0.1 0.1 0.02
0.02 0.1 0.02
0.02 0.02 0.1
0.02 0.1 0.1
As case 5
0.1 0.05 0.1 0.05 0.1 0.05
0.1 0.01 0.1 0.01 0.1 0.01
0.1 0.1 0.01 0.01 0.1 0.1

41. A tube reactor is characterized using a step change experiment taking advantage of an

inert tracer compound. The concentration evolvement of the tracer is given in the table

below.

a. Which flow model is the best fit with the experimental data?

b. Determine the mean residence time on the basis of the data listed below.

c. Derive functions F(t), E(t), and A ().

Results of the Experiment

t (min)

0
5
7.0
8.0
9.0

¢ (mol/L)

0

0.611
0.979
1.219
1.383

continued
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continued

t (min) ¢ (mol/L)
10.0 1.500
12.0 1.653
20.0 1.875
30.0 1.944
60.0 1.986
fole) 2.000

42. A well-known researcher in the field of chemical reaction engineering, Mr. Axel Eklundh,
studied liquid-phase decomposition reactions and obtained certain products in the gas
phase. His reactor system is displayed in figure below. Some of the reaction products migrate
into the gas phase, which was analyzed quantitatively by a quadruple mass spectrometer.

Arin Ar out

Vi
Mass
spectrometer

The reactor system

The question remains, however, which flow model should be applied to the description
of the gas phase. To solve this dilemma, pulse experiments with argon as an inert tracer
were conducted. For the resulting response curve, see figure below.

[

¢/mol m-3
=)
n

t/min

Experimental data obtained from a pulse experiment.

Can the backmixing model be applied to these data? Determine the average residence
time of the gas phase.

43. A reactor system consists of two equally sized tanks-in-series reactors with recycle, as
illustrated in the below figure. The recycle ratio has a value R. A pulse of an inert tracer is
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introduced at the inlet of the first reactor.

»

»
v
\4
v

The reactor system with recirculation.

a. Derive the theoretical expression for the concentration of the inert tracer at the outlets
of the reactor vessels.

b. At what time (in dimensionless time units) has the pulse response reached 50%, 90%,
and 99% of its maximal value?

Use the recycle ratios (R): 0.1, 1.0, and 10.

44. A tracer (A) that reacts following the elementary reaction
A—P

was introduced into a tank reactor in two separate experiments: in the first one, a step change
was introduced, and in the second one, a pulse was introduced. The average residence time
in the reactor was t. The reactor vessel was carefully flushed with an inert solvent between
the experiments. When introducing the step change, the concentration of A at the inlet
was instantaneously raised from 0 to cpp and maintained at this level. Before starting this
experiment, the reactor was filled with an inert solvent. In the pulse experiment, a certain
amount of the tracer (A) was introduced into the reactor, so that the concentration of A
obtained the value cys. The inflow into the reactor remained free of the tracer.

a. Derive a mathematical expression for the concentration of A in the reactor as a
function of time for the step change.

b. Derive a mathematical expression for the concentration of A in the reactor as a
function of time for the pulse experiment.

c. Calculate and plot the normalized concentration ca/coa for cases a and b. The rate
constant and the average residence time obtain the following values: k = 0.015 min™!
and ¢ = 20 min.

d. Give the conversion of A at steady state in the step-change experiment.

45.Your task is to analyze the results of the experiment carried out at the marvelous piece of
urban art, “The Flow of Time,” by the famous Finnish sculptor and academician Kain Tapper
(see figure above), located at the Old City Hall Square, Turku. The experiment involved the
addition of a pulse of NaCl as the tracer into the flowing water. The experimental results
are presented in the figure below and the measured data are given in the table below.
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The Experimental Data

Time (s) Conductivity
0 0.152
20 0.151
45 0.152
85 0.151
100 0.151
118 0.151
135 0.152
150 0.151
165 0.151
180 0.15
205 0.48
216 6.63
230 13.76
245 9.08
259 4.89
268 2.66
278 1.66
288 1.03
300 0.75
313 0.51
323 0.41
337 0.33
348 0.29
356 0.25
370 0.22
391 0.2
415 0.19
430 0.18

The sculpturer Kain Tapper

14

12+ B
10+ B

g 8- 1

3]

)

E 6 i
4+ i
2+ _
0 o B | | | S >n D)

0 50 100 150 200 250 300 350 400 450

Time (s)

Experimental data obtained from tracer experiments.
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a. Determine the functions E(¢) and F(t).

b. Which flow model can describe the experimental data (complete backmixing, tanks
in series, plug flow, or laminar flow)?

c. Determine the parameter(s) of the model that best describes the reality on the basis

of the experimental data available.

46. A reversible first-order reaction
A—P

is to be carried out in a cascade reactor consisting of two equally sized backmixed reactors

(CSTR).

a. Which value is obtained for the conversion of component A?
b. Calculate the production capacity of component B.

Data: k = 0.015min "
K =3.0
Volume of first reactor: 10 L

Volume of second reactor: 8 L

Volumetric flow rate: 0.5 L/min

Initial concentration of component A at the inlet of the first reactor: 2.0 mol/L.

47.Loop reactors, that is, reactors with recycle, are used industrially, for example, for catalytic
hydrogenation. A schematic sketch of the reactor equipment is introduced below:

To map the prevailing flow conditions, a tracer experiment was carried out by introducing
a pulse of an inert tracer in the loop and continuously monitoring the concentration of the
tracer by an analysis instrument located in the loop.

Ejector

Pump
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a. Assume that the reactor itself can be described as two equally large CSTRs coupled in
series, and the loop characterized using the plug flow model. Derive the mass balance
for tracer concentrations in the loop and the reactor.

b. Describe qualitatively how the concentration of the tracer component varies in the
loop as a function of time.

48. A first-order irreversible reaction A — B is described by a tanks-in-series model. The
total volume (and total residence time) of the system is fixed, but the number of tanks can
be changed. Which limit approaches ca o, /coa as the number of tanks approaches infinity?
Prove this mathematically.

49. A second-order, irreversible, and elementary reaction
A+B—-C+D

was carried out with equimolar reactant amounts in a reactor system consisting of two
CSTRs in parallel.

a. Calculate and plot the step changes of concentrations of A and C.

b. Calculate the conversion of A at steady state.

c. Determine the point in time when the steady state has been attained. As a criterion
for steady state can be used for the conversion of A reaching 99% of the steady-state
value.

Data

Rate constant k = 0.015L/mol min
Concentration of A at the inlet 3.5 mol/L

Total reactor volume 20 L

Volume ratio of the reactors in parallel ~ 1:2

Total volumetric flow rate 0.5 L/min

50. A second-order irreversible reaction
A+B—C

was carried out in a tank reactor, which was completely backmixed. The reaction was started
by filling the reactor vessel with an inert solvent and instantaneously switching on the flow
containing both components A and B.

a. Calculate and plot the step responses of A and C at the reactor outlet.

b. How long does it take before the steady state has been attained? As a practical criterion
for having reached the steady state, the concentration of A for obtaining a value that
is 99% of the steady-state value can be used.
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Data: Reactor volume: 10L
Volumetric flow rate: 0.2 L/min
Reactant concentrations at the inlet: 2.0 mol/L (equimolar)

Rate constant: 0.015 L/mol min

51. The hydrolysis of an ester (A) with sodium hydroxide (B) can be described with second-
order kinetics

A+B—- C+D,

where C and D denote the reaction products. The reaction should be carried out in a tube
reactor, in which the flow is laminar. Relevant data are listed in the table below.

a. Derive the design equation for a laminar reactor with radial diffusion.

b. Which form does the design equation assume in case the radial diffusion can be
considered negligible?

c. Calculate the degree of conversion for component A according to the model in case b.

Data

Rate constant 0.025 L/mol min
Average residence time 10 min
Concentration of A at the inlet 5.0 mol/L
Concentration of B at the inlet 4.0 mol/L
Molecular diffusion coefficient of A 5 x 1078 m?/s
Dynamic viscosity 1.1cP

Density 1.05kg/L
Reactor length 3m

Reactor diameter 5cm

52. A tube reactor is used to carry out a first-order reaction, in which reactant A decomposes
to B and C. Which value is obtained for the degree of conversion of A in case the prevailing
flow conditions are

a. Turbulent?

b. Laminar?

c. Explain philosophically the underlying reason for the difference of the results obtained
for cases a and b.

Data: k = 0.10 min !
V =0.5L

Volumetric flow rate: 0.025 L/min
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53. A first-order, irreversible, and elementary liquid-phase reaction
A—P

was carried out in a column reactor, where a certain degree of backmixing prevails. An
experiment with an inert tracer indicated that the reactor column can schematically be
described by two tanks in series with recycle as in the figure below:

CoA c €24
- 1A a 'Y
‘./ 2 > |4 Cia > \%4 Con ‘V'/
R
V=RV

The quantity R in the figure denotes the recycle ratio. At the beginning of the process,
the whole system is filled with an inert solvent. The reaction was started by switching on a
pump that supplies a liquid with the concentration level of cpa into the reactor.

a. Determine the dynamic mass balance of component A in both tank units. The reactor
volume and the volumetric flow rate are assumed to be constant.

b. Solve the balances in time plane and denote the point in time at which the step
response of A has reached 90% of its steady-state value.

c. Determine the conversion of A and the yield of P at steady state.

Data: Rate constant: 0.05 L/min
Average residence time in a tank: 20 min

Recycle ratio: 3.0

54. Several enzymatic processes in which a reactant (a substrate) S is transformed to product
P can be described by Michaelis—Menten kinetics

k Kcg cs
r=——.
(1 + Kcs)

What value can the substrate (S) obtain in case the reactor is described by the segregated
tanks-in-series model with j = 2,and the tanks in series as an entity is completely segregated?
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Data: k = 0.01 min ™"
cg = 1.0 mol/L (enzyme concentration, constant)
K =2.0L/mol
cos = 3.0mol/L

t = 10 min

55. A third-order reaction
3A — B

is utilized in order to synthesize the trimer B. The reaction medium is highly viscous and
therefore segregation prevails in the liquid phase.

a. Determine the conversion of A and the yield of B according to the segregated tanks-
in-series model (j = 3). The tanks in series as an entity is assumed to be segregated.

b. For the sake of comparison, calculate the degree of conversion that the “conventional”
tanks-in-series model and the plug flow model might predict.

c. Determine the relaxation time as well as the time required for the formation of a
micromixture.

Data: k = 0.01 (L/mol)/ min
coa = 15mol/L
Average residence time: 5 min
Molecular diffusion coefficient of A: 2 x 1071 m?/s
Length of the microturbulent eddies: 100 wm
56. A second-order irreversible reaction

A+B—-C+D

was carried out in a reactor that can be described by the axial dispersion model. The reactor
was supplied with equimolar amounts of reactants A and B. Calculate the conversion (in %)
of A in case the average residence time is 30 min.

Data : ¢cgp = 5.0 mol/L
k = 0.012 L/(mol min)
Pe = 6.7

57. A zero-order chemical reaction
A—P

following the kinetics r = k (k denotes the reaction rate constant) is carried out in a tube
reactor in which axial dispersion prevails.
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a. Derive a theoretical expression for the concentration profile of A in the reactor. At
the inlet as well as the outlet, the classical boundary condition of P.V. Danckwerts is
assumed to be valid (Chapter 4). Calculate the conversion of A according to the axial
dispersion model and the plug flow model.

Data: A = 0.01 mol /(L min)
coA = 2.0mol/L

Average residence time: 20 min

Pe =20

58. A second-order, irreversible, and bimolecular liquid-phase reaction
A+B—C

is carried out in a tube reactor. The tube diameter is 5.0 cm and the length is 120 cm. The
average residence time is 36 s. At the reactor inlet, the concentrations of both A and B are
10.0 mol/L. The reaction rate constant obtains the value k = 1.2 L/(mol min). The physical
properties of the reaction medium are listed in the table below.

a. Is the flow laminar or turbulent?

b. Estimate the value of the Peclet number.

c. Calculate the conversion of A according to the axial dispersion model as well as the
segregated and maximum-mixed axial dispersion models.

Physical Properties
Dynamic viscosity p=15cP
Density p = 1.25kg/L

Molecular diffusion coefficients Dy = Dp = 0.8 x 1078 m?/s

59. The hydrolysis of an ester (A) with sodium hydroxide (B) can be described by means of
second-order kinetics

A+B—> C+D,

where C and D are the reaction products. The reaction should be carried out in a tube
reactor, to which both the axial dispersion and the tanks-in-series models can, in principle,
be applied. Relevant data are listed in the table below.

a. Give the molecular reaction formula in case that propionic acid methyl ester is
hydrolyzed by sodium hydroxide.

b. Calculate the axial dispersion coefficient and the Peclet number.

c. Calculate the degree of conversion of A according to the following models:
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— Axial dispersion model

— Tanks-in-series model

— Segregated axial dispersion model

— Segregated tanks-in-series model (the tanks in series as a whole segregated)

Data

Rate constant: 0.025 L/(mol min)

Average residence time: 10 min

Concentration of A at the inlet: 5.0 mol/L
Concentration of B at the inlet: 5.0 mol/L
Molecular diffusion coefficient of A: 5 x 1078 m?/s
Dynamic viscosity: 1.1 cP

Density: 1.05 kg/L

Reactor length: 3 m

Reactor diameter: 5 cm

60. A third-order elementary reaction
2A+B=C+D

is carried out in a tube reactor. A computer simulates the concentrations of components at
the reactor outlet by using

The axial dispersion model

The segregated tanks-in-series model

The segregated axial dispersion model

The maximum-mixedness axial dispersion model

Give the degree of conversion of A in all of the above cases.

oo TP

Data:

Inlet concentrations: ¢g4 = 5.0 mol /L, cop = 3.0 mol/L
Reaction rate constant: k = 0.012(L/mol)?/min
Equilibrium constant: Keq = 5.0 L/mol

Average residence time: T = 10 min

Peclet number: Pe = 20

61. Ceramic and metallic monoliths are extensively used for exhaust cleaning. In the chan-
nels of monoliths, laminar flow conditions often prevail. A typical reaction in exhaust
cleaning is the catalytic oxidation of carbon monoxide:

CO + 10, — CO,.
A rate expression is written as

keco cgz

r= .
2
(1 + Kcocco + Kozcgz)
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a. Derive a mathematical model for the monolith channel. Use the following assump-
tions: laminar flow without radial diffusion, isothermal conditions, and change in the
volumetric flow rate due to the chemical reaction.

b. Simulate numerically the monolith performance (search for suitable kinetic data in
contemporary literature).

SECTION II. CATALYTIC REACTORS

1. Catalytic dehydrogenation of ethylbenzene to styrene takes place following the reaction
scheme below:

Ethyl benzene = Styrene + H; (1)

The reaction velocity is given by the expression

R = k(pg — pspu/K), (2)

in which the rate constant k and the equilibrium constant K are given by Equations (3) and
(4), respectively:

k = 0.0345 exp(—10,980 K/T)mol/(s Pa), (3)
K = 4.656 x 10! x exp(—14,651 K/T)Pa. (4)
The reaction will be carried out in an adiabatic packed bed. The reaction is endothermic,
and cofeeding of hot water vapor into the bed is therefore applied. The conversion level

ng = 0.45 is required. Determine the necessary bed length and the temperature of the
outlet gas.

Data

Total pressure Py = 121kPa

Reactor inlet temperature T=2898K

Catalyst bulk density pp = 1440 kg/m’>

Reaction enthalpy AH, = 139kJ/mol

Specific heat capacity for the mixture ¢, = 2.18k]J/(kgK)

Molar flows at the reactor inlet nog = 1.80mol/s, 19,0 = 34mol/s

2. Methyl-tertiary-butylether (MTBE) is used as an additive in engine gasoline. In the
presence of a catalyst, an ion-exchange resin, MTBE, decomposes to isobutene and methanol
following the scheme below:

g
(CH3)3C — O — CH3; — CH; = C — CH3 + CH30H.
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The reaction is of first order and follows the reaction kinetics as in the equation

r = k cMTRE.

Your task is to calculate the temperature profile and conversion of MTBE in a nonadiabatic
tube reactor. How large a volume is required to obtain the conversions 1 as in the table
below? The real reactor system will comprise a number of parallel tubes with a length of
5m and an inner diameter of 0.025 m. How many tubes are required to achieve the desired
production capacity?

What would be the outlet temperature, if the reactor were operated adiabatically? Is it
possible to run the reactor adiabatically, taking into account the boundary condition set by
the outlet temperature?

Rate constant K = Ae E/RT
A = 22,800 mol/kg/s/(mol/m?)
Ea = 79)620 I/mol

Reaction enthalpy AH, = 73,900 ]/mol (endothermic reaction)
Heat capacity cp = 2100]J/kg/K
Catalyst bulk density pp = 700 kg/m?
Temperature at the reactor inlet Ty = 503-523 K (see below)
Pressure at the reactor inlet P = 506,500 Pa
Reaction mixture composition  xomTBE = 0.9
(inlet) xoN = 0.1
Inflow of MTBE at the inlet tig,MTBE = 140,000 mol/h
Heat transfer parameter U = 15J/m?/s/K

Temperature of the heating oil ~ T¢ = 513-533 K (see below)

" To/(K) Tc/(K)

0.85 503 513
503 523
503 533
0.85 513 523
513 533
523 533
0.95 523 533

3. Decomposition of (MTBE A) into isobutene (B) and methanol (C) follows the reaction
scheme below:

o
(CH3)3C — O — CH3s —» CH; = C — CHs + CH3OH. (1)
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The reaction takes place on the surface of a solid catalyst and it can be considered as
elementary. Since the reaction is endothermic, it is carried out in parallel tubes heated with
oil (a multitubular reactor). The tubes are packed with catalyst particles.

a. Give the reaction kinetics for reaction (1).

b. Determine the mass and energy balances for a single reactor tube, if the radial concen-

tration and temperature gradients are negligible as well as the mass and heat transfer
of the catalyst particles.

c. To consider the reactor design, a computer program for the simulation of concentra-
tion and temperature profiles inside the tubes is needed. Compile a suitable code to
calculate the concentration and temperature profiles in the reactor tubes and simulate

the molar flows and temperatures as a function of the reactor volume.

Data

Rate constant

Reaction enthalpy at 298 K
Molar heat capacities

Catalyst bulk density
Temperature at the reactor inlet

Pressure at the reactor inlet
Gas composition (inlet)
Total molar inflow at the inlet

Overall heat transfer parameter

K = Ae—Ea/RT

A = 22,800 mol/kg/s/(mol/m?)

E, = 79,620 J/mol

AH, = 75,000 J/mol

cpmi = aoi + a1 (T/K) + ay; (T/K)2
+a3; (T/K)?J/kg/K (see below)

pg = 700 kg/m3

Ty = 503K

P = 506.5kPa

x0,A = 0.9, xoN, = 0.1

1y = 43.21 mol/s

U = 15.0 W/m?/s/K

Temperature of the heating oil ~ T¢ = 523K
M/kg/mol ap; ai; a; as;
0.08815 0.2534E+1 0.5136 —0.2596E—3  0.4303E—7 MTBE
0.05611 0.1605E+2 0.2804 —0.1091E—3  0.9098E—8 ISOBUTENE
0.03204 0.2115E+2  0.7092E—1  0.2587E—4 —0.2852E—7 METHANOL
0.02801 0.3115E+2 —0.1357E—1  0.2680E—4 —0.1168E—7 N,

4. A catalytic reaction of isobutene to tert-butanol takes place on an ion-exchange resin

following the reaction

CH; — C —CH3; + H,O — (CH3)3COH.

A)

B ©
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Water is available in a large excess, which implies that the reaction can be assumed to
follow the first-order kinetics. A packed bed is fed with a liquid mixture containing 2 mol/L
isobutene. A 50% conversion level of isobutene is required.

a. Calculate the space time of the liquid (= V/V') and the catalyst mass in the reactor.
What will the effectiveness factor be?
b. How large will the error be (in %), if the internal mass transfer resistance is ignored?

Data: k = 0.0016 m3/(kg s)
o = 500kg/m?’
Dei =2.01072 m?/s
R = 0.0213 102 m (the radius of a spherical catalyst particle)
pp = 1000 kg/m>

5. Hydrogenation of nitrobenzene to aniline takes place in a nonadiabatic fixed bed reactor
following the scheme below:

NO, NH,
—>
(NB) H) (A) (W)

Calculate and graphically illustrate the conversion level of nitrobenzene and temperature
in the reactor as a function of the reactor length.

Reaction enthalpy AH; = —660k]J/mol

R=k-pg° - piy’

ko = 21.9368 - e(=8240/T/K) mo] /(m? s Pa)
’;lO,NB =40 mol/s

cp = 1540 J/kg K

Reaction kinetics

Molar flow of nitrobenzene at the inlet
Specific heat capacity

Composition of the feed mixture xoNB = 0.1

xo,H = 0.5

xoN, = 0.4
Reactor diameter dr = 0.025m
Heat transfer parameter U = 150 W/m? sK
Temperature of the cooling media Tc =Ty

Temperature of the inflow
Catalyst bulk density

Ty = 575,600, or 625 K
pg = 200 kg/m3

6. Acetaldehyde is industrially manufactured via oxidation of ethanol on a suitable metallic
catalyst (e.g., Ag). Filho and Dominiques (Chem. Eng. Sci., 47, 2571-2576) studied the
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oxidation of ethanol on a commercial Fe—Mo catalyst and concluded that the kinetics of
the oxidation process

CH3CH,OH + 10, = CH3;CHO + H,0

is given by the expression

_ 2kik2po, pEtoH
B D

R

b

where
D = kiprion + 2kapo, + kskapapn,o + kskipeonpa + 1.
EtOH and A denote ethanol and acetaldehyde, respectively. The temperature dependence

of constants k; — k4, is given by the expression k; = a; exp(b;/(RT)), where a; and b; are
given in the table below:

a; b;
ki Nm3/(s kgcat Pa) 2.7988560 —7260.7632
ky Nm3/(s kgcat Pa) 174.483331 —96,787.2852
ks Pa! 6.01961E—10 42,233.2832

ky Nm?/(s kgea Pa) 295,435.68 —104,486.9283

The reaction is carried out in an isothermal packed bed at atmospheric pressure. Select
a suitable reactor model and calculate how long a space time t is required to achieve a 98%
conversion of ethanol to acetaldehyde.
Data: Total pressure, Py = 101.3 kPa
Temperature, T = 210°C
Catalyst bulk density, pg = 500 kg/m?>

Gas composition at the reactor inlet: xgiop = 0.05, xo, = 0.20, xn, = 0.75

7. The industrial production of sulfuric acid is based on the absorption of sulfur trioxide in
water following the reaction

SO3 + H,O = H,SOq4. (1)

Sulfur trioxide is formed in the catalytic oxidation of sulfur dioxide over a vanadium
pentoxide (V,0s) catalyst:

SO, + 30, = SOs. (2)

Reaction (2) is exothermic and reversible. It takes place in cascades of adiabatic packed
beds at atmospheric pressure. The catalyst is rather inactive at low temperatures, and the
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minimum temperature for the reactors thus is 703 K. Determine the space time, T = V/V,
for an adiabatic packed bed taking into account the fact that the degree of conversion of
SO; should be at least 0.7. What will the temperature at the reactor outlet be?

Reaction kinetics R=k pégz pPo, — kzpégz pé)/zzpso3
ki = 5.412 exp(—129,791J/mol/RT) mol/s kg Pa’
ky = 7.490 x 107 exp(—224,412]/RT) mol/skg Pa
Catalyst bulk density pp = 600 kg/m>

Thermodynamics AH; = (—102.99 x 10% + 8.33(T/K)) J/mol
cp = 1046.7J/kg K
Composition of the To =703K

incoming gas mixture Py = 101.3 x 10° Pa
X0,50, = 0.085,X(),()2 = 0.090, X0,N, = 0.825

8. Carbon monoxide can be catalytically converted into methane in a high-pressure reactor.
The reaction kinetics is given by the expression

R kipco, i,
= ——=,

where
D =1+ Kipn, + Kzpco,.

The constants obtain the following values at 314°C and 30 atm:
k = 7.0 kmol/kgh atm’, K; = 1.73atm ™}, K, = 0.30 atm ™.

The reactor is fed with an inflow of 100 kmol/h of CO; and a stoichiometric feed of Hj.
A conversion level of 20% for CO; is desired. Calculate the catalyst mass required in the
catalytic bed so that the required conversion is obtained. Assume that the bed can be
described with a pseudohomogeneous, one-dimensional model.

9. The water—gas shift reaction is carried out in an isothermal packed bed:
CO + H,O = CO;, + H,.

The bed is filled with iron—chromium oxide catalyst particles. The catalyst particles are
cylindrical and have a diameter and a height of 3.2 mm. The temperature in the reactor is
683 K and the total pressure is 1 atm. The reaction rate (R’) can be described by the equation

R =kcco(l —B),

where B = cco,cn,/(K cco cH,0) K denotes the equilibrium constant of the reaction, and
k is the first-order rate constant. The effectiveness factor ne co is given by the expression

(3 1 1
ne,CO - (p tanh (p (p >
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where ¢ = R%(k Pp/De,co). The effective diffusion coefficient D co is given by

co=|— ,
¢ /) \Pmco  Dxco

where Dy, co and Dk co denote the molecular and Knudsen diffusion coefficients, respec-
tively. The diffusion coefficients and the rate constant k were determined by Keiski et al.
(1992). A few values are given in the table below:

T (K) D, (cm?/s) Dg (cm?/s) k (cms/g/s)

723 1.40 0.107 14.4
703 1.33 0.105 9.36
683 1.27 0.104 5.81
663 1.20 0.102 3.5

What value should the space time (t = Vy/ V) obtain so that the equilibrium conversion
of CO could be approximately reached? Use as the criterion nco = 0.999 n¢, where ng
denotes the equilibrium conversion level.

Composition of the incoming gas:

x0,co = 0.07, x0,co, = 0.03, x9,H, = 0.20, xo,N, = 0.20, xp,1,0 = 0.50.

Catalyst bulk density pp = 0.95 g/cm®
Catalyst porosity and tortuosity ep/tp = 0.25
Density of the catalyst particle pp = 1.55 g/cm?

Equilibrium constant of the reaction K = e#377:8 K/T—4.33)

10. Oxidation of sulfur dioxide, SO, + 1/20; & SOs, is industrially carried out in fixed
beds filled with V,Os5 catalyst particles. Kinetic studies have indicated that the reaction rate
can be described by an expression of the following kind:

kipso,po, — k2P503pé)/22
—750, = 1/2 )
Pso,

The reaction is carried out in two nonisothermal reactors coupled in series.

a. Calculate and illustrate graphically the temperature and conversion level of SO, as
functions of the reactor length in the first reactor. The conversion level (nSO;) after
the first reactor should remain at 0.75-0.80 (see the table). The temperature at the
inlet to the second reactor must not exceed 673 K. How large a temperature difference
needs to be realized with a heat exchanger?

b. Calculate the value of the equilibrium constant of the reaction as well as the
equilibrium conversion for nsp, at the outlet of the first reactor.
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Data

The rate constants ki = 5.412/ exp(—129,791 J/IRT mol)/mol/s/l<g/Pa13/2
ky = 7.490107 exp(—224,412 J/RTmol)/mol/s/kg/Pa

Reaction enthalpy AH, = (—102.99 + 8.33 - 1073(T/K)) - 10° J/mol

Specific heat capacity cp = 1046.7 J/kgK

Catalyst bulk density pp = 600 kg/m?>

Temperature of the incoming gas Ty = 643 — 663 K (see the table below)
Composition of the incoming gas xso0, = 0.08, xo, = 0.13, xn, = 0.79

Conversion level at the outlet Nso, = 0.99 Table
Total pressure P =1.01325-10°/Pa nso, To/K
Production capacity 50 ton/H,SO4/d 0.80 643
Diameter of the reactors d=18m 0.80 663
Temperature of the surroundings Tc =294 K 0.75 643
Heat transfer coefficient U = 6.81 J/m?sK 0.75 663

11. In the industrial production of phthalic anhydride, the oxidation of either naphthalene
or o-xylene can be utilized. The reaction mechanism in the oxidation of o-xylene over V,0s5
catalyst particles can be described in a simplified manner by a parallel-consecutive reaction,
which leads to the following rate expressions:

rn = klPAPOZ PB> (1)
rn = kzpoOZ PB> (2)
r3 = k3papo, PB- (3)

The reaction scheme is

v
CO,, H,0
(A) (B)

Q
CHy L o,
—> /0 —>C0,, H,0
CH, C
0

Oxidation is carried out in the presence of a large excess of air in fixed bed reactors compris-
ing several tubes surrounded by a salt solution [NaNO,/KNO3 (11)]. The salt solution acts
as the cooling medium. Because of the prevailing explosion hazard, the o-xylene content in
the inlet flow must be kept below 1 vol%. The temperature may not exceed 660K, as the
catalyst will be deactivated in elevated temperatures.

a. Calculate and illustrate graphically the temperature and phthalic anhydride concen-
trations as a function of the reactor length in a pilot plant reactor containing a single
tube and operating in the given conditions (see the table).

b. What will be the maximum temperature in the reactor? Which way should the
conditions be changed, if the limiting temperature value of 660 K is exceeded?

c. Which conversion level of A and which yield of B can be reached in the reactor?

d. How would an increase in the temperature of the inflow affect the yield of B?
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Data

Activation energies E.1 = 1.133 x 10° J/mol
E.» = 1.301 x 10°J/mol
E.; = 1.200 x 10° J/mol
Frequency factors Ay = 1.145 x 108 atm =2 mol /kg/s
A; = 3.185 x 108 atm=2 mol/kg/s
A3 = 4.577 x 107 atm ™2 mol/kg/s

Reaction enthalpies AHp = —1.2845 x 10°J/mol
AHpyy = —3.276 x 10 J/mol

Specific heat capacity cp = 1.046 x 10°J/kg/K

Catalyst bulk density o = 1300 kg/m’

Total pressure P = 1.0 atm

Inlet conditions x0A = 0.0093, xp0, = 0.208, xon, = 0.783

Molar mass of the inflow M = 29.48 x 1073 kg/mol

Reactor diameter and length d =0.025m,z = 3.00m

Heat transfer parameter U =96.116]/m?/s/K

Temperature of the cooling agent T,y = To

Temperature of the inflow To/K: 625, 630, 633, 635

12. A reversible and elementary gas-phase reaction
A — 2P

is to be carried out in an adiabatic packed bed. The catalyst particles are spherical and the
diffusion limitation regime prevails inside the particles. The temperature gradients inside
the particles are, however, negligible. Additionally, the mass and heat exchange resistances
in the gas film around the particles are discarded. The radial concentration and temperature
gradients in the reactor tube are assumed to be negligible; so a one-dimensional model can
be applied. For more data, see the table below.

a. Develop an expression to calculate the conversion level of A (na) as a function of
space time (T) in the reactor.
b. Calculate the value of space time that is required to convert 95% of A.

Catalyst k=1.0 x 1072 m?/(kgs) at 700K,
E, = 80,000 J/mol, kye Fa/RT
pp = 1300 kg/m® (particle density)
R = 1.5 x 107 m (particle radius)
Dep = 0.1(T/298 K)!7° x 1074 m?/s
pp = 1500kg/m" (catalyst bulk density)

continued
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continued

Reaction enthalpy and heat capacity AH, = —150x10° J/mol
¢ = 1.25 x 10° J/(kg K)

Composition and conditions of Xoa = 0.5
the incoming gas mixture Py = 5.0 atm
To = 473 K (the temperature of the inflow)
po = 3.5 kg/m’

13. A first-order, irreversible catalytic gas-phase reaction
A—P

should be carried out in an isothermal fluidized bed. The conversion level ng = 0.95 is
required. Calculate the bed height based on the Kunii—Levenspiel model.

Data: pgp, = 7.5 kg/m3
ogb = Ve/Vp = 290kg/m’
e = Ve/ Vi, = 1020kg/m’

Kpe = 1.4571

Kee =0.9s7!
k=15m’/(kgh)
w = 1800m/h

Wmf = 20.5m/h
dp, =0.1m

14. A continuous and completely backmixed slurry reactor is used for the polymerization
of ethene. The catalyst is suspended in cyclohexane, which is fed into the reactor by an
inflow of 10° cm?/ min. The liquid volume of the reactor is 10* cm®. Pure ethene gas is
supplied into the reactor by the inflow of 10° cm?/ min, at T = 373 K and P = 10 bar. The
gas bubbles have a diameter of 3 mm, and the gas-liquid volume ratio in the reactor is
VG/ VL = 0.09. The catalyst amount (mass of catalyst/liquid volume) is 0.10 g/cm? and the
particle density is pp = 1.0 g/cm?>.

The mass transfer coefficients of ethene obtain the following values: ki, = 0.07 cm/s
(gas—liquid) and krs = 0.03 cm/s (liquid—solid).

The reaction can be assumed to be approximately of first order in ethene. The reaction
rate is given by the expression

Tethene = _kapCLS,ethenw



Exercises m 427

where k = 0.01 cm/s. The gas-liquid equilibrium constant for ethene in cyclohexane is
K = 5.0. How many moles of ethene per hour react in this system?

15. Catalytic hydrogenation of alkylbenzene to cyclic compounds proceeds in the liquid
phase on the surface of a suspended (Ni/Al,O3) catalyst according to the stoichiometry

CHy gy

—>

R3
v

CO, H,O (A)

The reaction rate is defined as

kKAKH CACH
(3Kaca + (Kuem) /¥ + 1

R =

)V-H ’

where y = 2.
Numerical values for the kinetic parameters are listed in the table below.

Kinetic Parameters and Catalyst Properties

k(Tp) mol/kgs 2.1 Efficient radius (mm) 0.25

Ka (dm®/mol) 025  Porosity 0.4
Ky (dm’® /mol) 37.0  Tortuosity 4
To (K) 373.2  Density (kg/m?) 1300

The solubility of hydrogen in toluene and methylcyclohexane is xj;, = 0.014 at Py, =
20barand T = 373 K.

The hydrogenation of toluene takes place in a BR at 373 K and at a hydrogen pressure of
20 bar. Suspended Ni/Al,Os3 is used as the catalyst. The reaction starts with pure toluene in
the reactor. The reactor volume is 1.1 dm> and the liquid volume in the reactor is 1.0 dm”.
The initial concentration of toluene is 9.5 mol/dm?, and toluene and methylcyclohexane
are assumed to stay in the liquid phase at the prevailing conditions.

a. How much catalyst is needed to obtain a 99% conversion of toluene in the reactor,
provided that the stirring of the reactor is very vigorous?

b. What is the required reaction time, if the stirring is less vigorous and the gas-liquid
mass transfer coefficient for hydrogen is ki j,a@ = 0.1 s71? The mass transfer resistance
at the catalyst particle surface can be ignored.

16. An organic component (A) is hydrogenated catalytically in a fixed bed reactor

cat

A+ H, — AH,.
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The reaction kinetics is of first order with respect to hydrogen and almost of zero order
with respect to A. The reactor itself can be described by the plug flow model, but both
internal and external (at the gas—liquid interphase) mass transfers limit the hydrogenation
rate. The gas phase consists of pure hydrogen, which flows in a large excess. The density of
the liquid phase is assumed to be constant. Give the balance equations of the components.

a. In gas and liquid phases.

b. Solve the balance equations of the liquid phase for hydrogen and AH,. Give the result
in the form of dimensionless quantities and discuss the impacts of various parameters.

c. Sketch the concentration profiles as a function of the liquid residence time (tr). Use
relevant values for the parameters.

17. Derive an expression for the effectiveness factor for a first-order three-phase catalytic
system, for which

a. Gas-liquid mass transfer resistance is a limiting factor and other mass transfer
resistances are negligible.

b. Liquid-solid mass transfer resistance limits the overall rate. Other mass transfer
resistances are ignored.

c. Internal mass transfer resistance in the porous catalyst particle (spherical) is
determining the rate.

d. All possible mass transfer resistances control the process.

18. A catalytic gas-liquid reaction is carried out in a slurry reactor with small catalyst
particles, for which the internal mass transfer resistance is negligible. Mixing in the reactor
is inefficient, and thus some external mass transfer resistance remains at the outer surfaces
of the catalyst particles. The overall stoichiometry is given by

2A(D) + B(g) — C()
and the reaction kinetics is given by
R = kcicB.

The gas-liquid mass transfer rate is high, and the concentration of B in the liquid phase
is thus close to the saturation concentration.

a. Derive an expression for the effectiveness factor of A.
b. Simulate the concentration of A in a semibatch reactor, where the pressure of B is kept
constant.
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19. A catalytic oxidation process is going to be carried out in a fluidized bed with spherical
catalyst particles. Calculate all the parameters of oxygen needed for the Kunii-Levenspiel
model, starting from the physical data given below:

Data

Gas composition 20 vol% O, 80 vol% N,
Temperature 200°C

Pressure 1 bar

Catalyst particle diameter 10 pm

Density of particle 1.2 kg/dm’®

V!V 0.005

o 0.3

Bubble diameter 10cm

20. Derive steady-state and nonsteady-state mass and energy balances for a catalyst mono-
lith channel in which several chemical reactions take place simultaneously. External and
internal mass transfer limitations are assumed to prevail. The flow in the channel is laminar,
but radial diffusion might play a role. Axial heat conduction in the solid material must
be accounted for. For the sake of simplicity, use cylindrical geometry. Which numerical
methods do you recommend for the solution of the model?

Ceramic monolith

[

Porous catalyst layer
(washcoat, thickness = )

SECTION 1ll. GAS-LIQUID REACTORS

1. Chlorination of benzene takes place in a liquid phase following the stoichiometry below:

CeHg + Cl, — CgH5Cl + HCl, (1)
Ce¢Hs5Cl + Cl, — CgH4Cl, + HCI, (2)
CeH4Cl, + Cl, — C¢H3Cl3 + HCI, (3)

where CgHg = A, C¢H5Cl = R, CcH4Cl, = S, and CgH3Cl3 = T. The reaction is carried
out in an isothermal BR at 55°C. A continuous flow of chlorine gas is fed into the reactor,
so that the concentration of chlorine in the liquid phase is maintained at a constant (sat-
urated) level during the chlorination. The volume of the reaction mixture is assumed to
remain unaltered. At 55°C, the ratio between the rate constants is as follows: k; /k, = 8 and
ki /ks = 240.
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a. Formulate the rate expressions and mass balances for all components.

b. Calculate and illustrate graphically cg /coa and cs/coa as a function of reacted benzene.

c. Which is the maximum concentration of monochlorobenzene in relation to the initial
benzene concentration, and at which conversion level of benzene is this concentration
obtained?

d. How large a fraction of benzene is in the unreacted form as the maximum
concentration of monochlorobenzene is reached?

e. How large a fraction of benzene has been transformed to dichlorobenzene at the
maximum concentration of monochlorobenzene?

f. Calculate the maximum concentration of dichlorobenzene in relation to the ini-
tial benzene concentration and give the conversion level of benzene for which this
concentration is obtained.

2. 0-Methyl-benzoic acid can be produced by the oxidation of o-xylene in a gas-liquid
reactor. The reaction should be carried out batchwise in an autoclave, at an initial pressure
of 20 bar and at 160°C. The reaction is of pseudo-first-order following the kinetics

R = kco,,

where k = 2.4 x 10% (r is given in mol/ dm?, h and ¢ in mol/dm?). For additional data, see
the table below. The reaction scheme is written as

CH, CH,
@ +1.50, —>» @:{ + H,0.
CH, COOH
(B) (A)
The gas phase contains pure oxygen at the beginning of the reaction. Assume that the

reaction belongs to the group of “rapid reactions” (c'L’O2 = 0) and calculate the required
reaction time for the pressure to drop to 2 bar in the gas phase.

Dio, = 5.2 x 107° m?/h Hep, = 126.6 dm? bar/mol eg = 0.5
ay, =20m™! kio, = 1.5m/h kco, = large

3. Pure toluene should be chlorinated to monochlorotoluene in the presence of a
homogeneous catalyst, SnCly, at atmospheric pressure and 20°C following the reaction

Toluene + Cl, — Monochlorotoluene + HCI. (1)
The reaction kinetics can be described as

R = kcracipceats (2)



Exercises m 431

where cpa, cLB, and cc,t denote chlorine, toluene, and catalyst concentrations, respectively.
The catalyst concentration remains constant during the reaction. Since the product gas,
HCl, is desorbed approximately at the same velocity as Cl, is absorbed, the volumetric gas
flow can be assumed to be constant. The reaction should be carried out in a bubble column,
operating according to the concurrent operations principle.

a. Which expression(s) is feasible for the calculation of the absorption flux of chlorine?
b. Calculate the enhancement factor, Ea, at the reactor inlet.

Data

T = 293K k=134 x 1077 m°mol*/s Dy =3.5x 10" m?/s K, = 0.0185
kia = 4.0 X 107°m/s kga = 1.29 x 104 m/s ay = 500 m?/m?> e, = 0.6

poa = 101.3 x 10>Pa  corg = 9360 mol/m? Ceat = 0.5mol/m?> Cl, excess at the

reactor inlet = 2

4. p-Cresol is chlorinated to monochloro-p-cresol following the reaction
A+B—-C+D,

where A, B, C,and D denote chlorine, p-cresol, monochloro-p-cresol, and hydrogen chloride,
respectively. The reaction takes place at 1 atm total pressure and 0°C. The molar fraction
of chlorine in the gas phase is 0.5. Carbon tetrachloride (CCly) is used as the solvent. The
reaction can be considered as an elementary and irreversible one. Relevant data are listed
in the table below.

What value is obtained for the enhancement factor? Give your comments on this. In
which category does this reaction belong?

Data

T =273K Ky = 0.02 K =5.626 dm™> (mols) kga = large
8.=15x107m 3 = 10mol/dm?

The diffusion coefficients can be estimated from the Wilke—-Chang equation

7.410712(dM)V/2T
D; = (06 ) mz/
mV;™®)

>

where M is the molar mass (g/mol) of the solvent, ® is the association factor of the sol-
vent, 1) is the solvent viscosity (cP), T is the temperature (K), and V; denotes the molar
volume of the solute at its boiling point. For chlorine and p-cresol, V4 = 49.2 cm® mol and
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Vg = 125.6 cm® mol. The association factor (®) is 1 for CCly. The viscosity of the solvent
(in cP) can be calculated from the equation below:

In (n/cP) = A+ B/T + CT + DT>
The temperature is in K and the parameters A . .. D are given as follows:

CCly, carbon tetrachloride: —20°C to 283°C
A=—-—1303E4+01 B=2290E+03 C=2339E—02 D= -2.011E — 05

5. In the chlorination of carboxylic acids, it is important to know the diffusion coefficient of
chlorine gas in the liquid phase. It is thus possible to determine how the reaction is affected
by the diffusion of chlorine in the liquid film. Here, we will estimate the diffusion coefficient
of chlorine in acetic acid. The association factor of acetic acid can be assumed to be equal
to two.

a. Which equations can be used in the calculation of Dcj,?
b. Calculate the diffusion coefficient of chlorine in acetic acid at 70°C.

6. Monochloroacetic acid is, for instance, used in the synthesis of cellulose derivatives
(such as CMC). Monochloroacetic acid is produced by the chlorination of acetic acid
in the presence of a homogeneous catalyst dissolved in the liquid phase, such as acetyl
chloride:

CH3COOH + Cl, Gy CICH,COOH + HCl

(A) (B) Cat. = catalyst (C)

If the solution is kept saturated with Cl,, an experimentally determined rate expression is
valid:

r=(k; + széﬂ)Cc.

A stirred tank reactor is supplied with a mixture of acetic acid and acetyl chloride (60 kg/h,
see the table below).

a. Which conversion of acetic acid is obtained as the reactor is operated continuously at
85°C?

b. Is the performance of the reactor improving/impairing in the case of batchwise oper-
ation? How much? Assume that the time consumed on charging and discharging the
reactor is negligible in comparison to the reaction time.

c. Would it be possible to obtain a higher conversion level in a PFR supplied with recycle?
Why?
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Data

Reactor volume V =200 dm’(= liquid volume)
Density of the liquid mixture p ~ 1 kg/dm?

Rate constants at 85°C k; = 0.0133 min~!

kycy/> = 0.0512 min ™!

Catalyst amount (mole fraction acetyl chloride) x. = 0.05 or 0.07

co = cA + ¢B + cc = constant, ¢y = total concentration of the liquid.

7. a-Monochloropropanoic acid (MCA) can be synthesized through the catalytic chlorina-
tion of propanoic acid:

Cat.
CH;3;CH,COOH + Cl, - CH3CHCICOOH + HCL. (1)

As the homogeneous catalyst, propionyl chloride or chlorosulfonic acid (among others) can
be used, a,a-dichloro propanoic acid (DCA) is formed as a by-product:

Cat.
CH3CH2COOIEII +2Cl, — CH3Cl,COOH + 2HCL. (2)

The reaction kinetics for the chlorination of propanoic acid was studied by Maiki-
Arvela et al. (1995) (Chem. Eng. Sci. 50, 2275-2288). Chlorosulfonic acid (CISO3H) was
used as the catalyst. For a sample illustration (concentration versus time) of the reaction
progress, see figure above. The reaction mechanism is introduced in the figure below.

The process (11) is autocatalytic at low and intermediate conversion levels of propionic
acid. At constant chlorine and catalyst concentrations, the generation velocity of MCA can
be expressed by

MCA =fCO(P1)’11/{éA + P — copiymca, f=1— e tUIMED), (3)
where ¢y denotes the total concentration of the liquid and ynmca denotes the mole frac-
tion of MCA. The parameters p1, p}, p{, and b have been determined on the basis of the
experimental data (Figure 1). The parameter values are listed in the table below.

Kinetic Parameters

p1/min~! = 0.0103 p}/min~! = 0.3 - 1078 p{/min~! = 0.00013 b = 3.4

a. At which mole fraction of MCA, yMca, does the generation velocity of MCA attain its
maximum?

b. The mole fraction ypca = 0.95 is desired. Calculate the reaction time (or residence
time) needed to reach this mole fraction. Compare the following reactors: a BR, CSTR,
PFR, and a PFR equipped with a recirculation loop.
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FIGURE 1 Chlorination of propanoic acid at 110°C. Catalyst amount: ycjso,i = 0.082.
Symbols: (¢) propionic acid, (O) a-monochloropropanoic acid, (A ) a,a-dichloropropanoic
acid, and (00 ) a, B-dichloropropanoic acid.

8. Chlorination of butanoic acid to a-monochloro- and a,a-dichlorobutanoic acid was
studied on the laboratory scale in a semibatch reactor:

CH3CH,CH,;COOH + Cl, — CH3CH,;CHCICOOH + H(l, (1)
CH3CH,CH,;COOH + 2Cl, — CH3CH,CCl,COOH + 2HCI. (2)

Chlorine and oxygen were bubbled continuously through the liquid phase in the reactor.
An inorganic acid catalyst (chlorosulfonic acid) was continuously supplied into the reaction
mixture, maintaining the relative amount of acid catalyst in the liquid phase constant during
the experiment. The experiment results (Figures 1 and 2) suggest that a-monochloro- and
a,a-dichlorobutanoic acids are formed through parallel reaction routes. It also seems that
the generation rates are enhanced as the reaction time increases (autocatalytic reactions).
A researcher suggests that an acid-catalyzed enolization of the original carboxylic acid or
the acid chloride (formed from the carboxylic acid and the inorganic acid catalyst) might be
the rate-determining reaction step. The double bond of the enolic species is, consequently,
chlorinated parallel to the monochloro- and dichlorocarboxylic acids. According to the
reaction mechanism, the researcher suggests that the following rate equations could be used
to describe the kinetics of the chlorination mechanisms (11) and (2):
mic = 1/(L+ ) (ke + ke +kayd” + Kyadyetd (n0/ Vo), 3)

o = /(1 + ) K yie + kype + kayd? + Ky vl (no/ Vo), (4)
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FIGURE 2 Reaction scheme for the chlorination of propanoic acid.

where r\vic and rpc give the generation rates for monochloro- and dichlorocarboxylic acids,
respectively. The symbols yc, ymc, ¥pc, and yea denote the mole fractions of the original
carboxylic acid, monochlorocarboxylic acid, dichlorocarboxylic acid, and the inorganic acid
catalyst, respectively. The kinetic parameters are o, k}, k{, k», and k’. The parameter o is
given by

o= foc, (5)
kmc
where kpc and kpyc denote the rate constants for mono- and dichlorination of the
intermediate enol. The chlorine concentration [Cl;] in the liquid phase can be presumed
constant during the experiments. The mole fractions yc, ymc, and ypc are related by
Equation (6) as follows:

yc +ymc +ypc = 1. (6)

The catalyst amount (yc,¢) in the system is so low that its contribution to balance (6) can be
ignored.

a. Set up the mass balances for the carboxylic acids in the liquid phase.

b. List the fundamental kinetic parameters that can be determined from the experimental
data (Figures 1 and 2, Table 1).

c. Determine the values of kinetic parameters using suitable regression software.
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TABLE 1 Experimental Data

T (°C) t (min) YMCA YDCA
90 0 0 0
200 0 0
400 0.0119 0.0002
600 0.0246 0.0006
800 0.0567 0.0041
1000 0.1113 0.0046
1200 0.1556 0.0072
110 0 0 0
200 0.013 0.0003
400 0.0386 0.0013
600 0.0929 0.0053
800 0.178 0.0092
1000 0.2769 0.0147
1200 0.3876 0.0374
120 0 0 0
200 0.0153 0.0009
400 0.0543 0.00322
600 0.1934 0.0115
800 0.3099 0.0184
1000 0.4594 0.0273
1200 0.5901 0.035
130 0 0 0
200 0.0493 0.0026
400 0.1199 0.0058
600 0.2648 0.0151
800 0.4235 0.0232
1000 0.5875 0.0347
1200 0.7442 0.0442

d. Compare the experimental results with those obtained from the model. Is it possible
to state that kinetic equations (3) and (4) describe the experimental data satisfactorily?

9. Dodecanoic acid can, in the presence of a homogeneous catalyst, be chlorinated to
a-monochlorodecanoic acid according to the stoichiometry

RCH,COOH + Cl, - RCHCICOOH + HClI,

where R = C;oHj;;. The reaction can be considered as a zero-order reaction at the end.
The gas phase is primarily pure chlorine, and the diffusion resistance in the gas film is thus
negligible. Estimate the enhancement factor Ecy,. Assume here that the concentration of
chlorine in the liquid phase is close to zero. Where does the reaction primarily take place—in
the liquid film or in the bulk of the liquid?
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Data

Temperature T =130°C

Pressure P = 101.3kPa

Zero-order rate constant k = 0.0838 mol/dm> min
Chlorine solubility Heg,, = 212.4 bar
Diffusion coefficient of chlorine in liquid Dgj, = 0.284 x 1078 m?/s
Liquid film thickness S =10"*m

Total concentration of the liquid L = 4.63 mol/dm?

10. Component A in the gas phase reacts irreversibly and instantaneously with component
B in the liquid phase according to the stoichiometry below:

A(g) + B() — COD).

The reaction is carried out in an isothermal BR with a constant volume (an autoclave).
Equimolar amounts of A and B are consumed. How long a reaction time is required to
obtain a 90% conversion of A?

Data
Total pressure at the beginning Py =1atm
Initial mole fraction of A in the gas phase xoa = 0.5
Temperature T =320K
Reactor volume Vg = 0.1 dm?
Volume fraction gas in the reactor eg = 0.5
Volume fraction liquid in the reactor gL = 0.5
Equilibrium constants Ky =0.5,Kg = 0.0
Ratio between the diffusion coefficients,in ~ Dyg/Dpa = 2.0

the liquid phase
Mass transfer parameters kiaay = 1.0 x 1072571

kcaay = 5.0 x 1072571

11. Let us consider an irreversible and infinitely rapid gas-liquid reaction

A(g) + B() — CD).

The reaction should be carried out at atmospheric pressure in a column reactor. Give the
absorption flow of A and the enhancement factor at the reactor inlet. The liquid contains
5.0 mol/dm? of B, and the partial pressure of A in the gas phase is 0.075 atm.
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Data:

T =293K
Dia = 5.5 x 1072 m?/s
Dig = 8.3 x 1077 m?/s
Ky =0.0185
kip = 6.0 x 107°m/s
kga = 1.5 x 1074 m/s
ay = 500 m?/m’
12. Absorption of dihydrogen sulfide (H,S) in amine solutions is, for instance, applied in

the desulfurization stages of oil refining processes. H,S and monoethanol amine (MEA)
react in an aqueous solution following the formula below:

H,S + HOCH,CH,NH, — HS™ + HOCH,CH,NH{ .

The reaction is irreversible and instantaneous.

From an air flow containing 5 vol% H;S, the aim is to absorb at least 95% of H,S. A
column filled with 1” ceramic Raschig rings operating at 25°C and a total pressure of 20 bar
is used. The absorbing medium is an aqueous solution containing 0.5 mol/dm? of MEA;
90% of MEA should react in the column. The volumetric flow rate of gas at 25°C and 20 bar
is 5000 m>/h. The diameter of the absorption column is assumed to be 1.2 m. Determine
the column height.

Data:

Dg 1,5 = 0.0090 cm? /s

ké})stav = 1.2 x 107> mol/(cm’ bars)
Dp,s = 2.06 x 107> cm?/s

kpH,say = 1.4 x 107257
Dru,s/D1LMmEA = 1.62

Hep,s = 9.8 dm” bar/mol

SECTION IV. REACTORS WITH A REACTIVE SOLID PHASE

1. Combustion of graphite takes place as follows:

C(s) + 02(g) = COx(g). (1)
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Graphite particles of various sizes were burnt at 900°C in an air flow containing 10 vol%
oxygen. The following data were recorded during the combustion:

R(mm) 0.1 1.0 R = initial radius
to/(min) 1.6 22.7 ty = the total combustion time

Is it correct to assume that the chemical reaction is the rate-determining step in the
combustion process? What might be plausible reasons to disagree?
Data:

ko,s =20.0cm/satT =900°C and P = 101.3kPa, pc =2.26 g/cm3.

2. Sulfur dioxide can be adsorbed from flue gases on sodium aluminate, Na,O - xAl,Os.
The dominating reaction in the system is

SO,(g) 4+ NayO3(s) — NaySO3(s).

In the testing of an adsorbent (spherical sodium aluminate particles), the following data were
recorded (see the table below). The particle volume can be assumed to remain unaffected
by the conversion level.

Sorbent weight = 227 mg, saturation weight gain = 111 mg

Time (min) Weight Gain
0 0
0.5 3.3
1 6.8
1.5 9.8
2 12.8
2.5 15

3 17.3
4 21.5
5 25.4
6 28.6
7 32.6
8 35.3
10 42

continued
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continued

Time (min) Weight Gain
12 46.8
14 52.0
16 56.0
18 60.1
20 63.9
22 67.6
24 70.6
26 73.0
29 76.6
32 80.0
35 83.0
38 85.5

Is it possible that the chemical reaction or the product layer diffusion at any point in time
might be the rate-determining step in the process? Justify your answer.

3. Carboxyalkylation of cellulose (for instance, the production of CMC) takes placeina BR at
a constant temperature under atmospheric pressure. The Na cellulose particles suspended
in the solvent (a branched alcohol) react with dissolved a-halogenated carboxylic acid
anions leading to the formation of carboxyalkyl cellulose. In each and every glucose unit
in a cellulose molecule, there are three (3) hydroxyl groups, HO-2, HO-3, and HO-6, with
different reactivities at carbon atoms 2, 3, and 6. In the scheme below, the substitution of
HO-6 in Na cellulose with monochloro acetate is illustrated:

- - CH,O"
CH,0™ | CH)CICOO™\ o

O
o~ O— O~ —O—
o- CH,COO~
Na cellulose  Monochloro acetate CMC

The most important factor for product quality is the degree of substitution (DS) that is
defined as
Ds = P2 +cp3 + CP6’
co

where ¢p, cp3, and cpg denote the concentrations of the substituted HO groups in carbon
atoms 2, 3, and 6, respectively, and ¢y denotes the initial concentration of cellulose at time
t = 0. The amount of carboxylic acid at t = 0 is assumed to be cya p.

The reaction between the hydroxyl group in the cellulose molecule and the carboxylic
acid molecule is assumed to be elementary and takes place as in the case of a homogeneous
liquid-phase reaction. The rate constants for the reaction between the hydroxyl groups
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HO-2, HO-3, and HO-6 obtain values k, k3, and kg, respectively. The constants are given
in the table below.

Kinetic Data

T/OC ko ag
30 0.004 3.62
40 0.005 0.763
50 0.0263 1.433
60 0.0135 1.002

A company called MS Ltd. desires to obtain a better control over the carboxylation process
in future, which takes place in an isothermal BR. In this context, Mr. Y—the pragmatist—
turns to the university and requests that a technology student develop a mathematical model
for the process and design of a computer program for the simulation of the DS as a function
of time in the carboxymethylation of cellulose in a BR. Miss S, a technology student, accepts
the challenge. Imagine that you are Miss S!

a. Describe the reaction kinetics for the formation of P2, P3, and P6.

b. Formulate the molar balances for P2, P3, and P6 as well as for the carboxylic acid HA,
in a BR.

c. Design a simulation software for the calculation of cpy, cp3, cps, cHa, and DS as a
function of time. Simulate these concentrations as a function of time.

The DS is obtained from the sum of the substituted groups:
DS=Y_C.
i

The decline of the reactivities of the hydroxyl groups is probably attributed to a decrease
in the chemical reactivity and to diffusional limitations. The decrease in reactivity during
the substitution is described by a simple phenomenological approach. The rate constants
for the substitution of sites HO-2, HO-3, and HO-6 (kl/- ) can be written as

Ki=ak/, i=2,36,...

where «; is a proportionality coefficient. The parameter k" is supposed to decline as the
substitution proceeds.
We obtain the following exponential relationship between k" and DS

k' = koe "%,



442 wm Chemical Reaction Engineering and Reactor Technology

ks

O

ky / ) ; ke k3

4. A gas—solid reaction

A(g) + B(s) — C(s)

was studied experimentally. This was accomplished by measuring the total reaction time
(tp) for a number of particles with varying radii (R). The gas was supplied in a large excess.
Thus cs was, in practice, constant during the reaction. On the basis of the below-mentioned
data, determine which step—the surface reaction or diffusion through the product layer—is
the rate-determining step.

R (mm) ¢ty (min)

0.063 5.0
0.125 10.0
0.250 20.0

5. A liquid-phase component (A) reacts with a solid component (B) in a BR to form a
dissolved component (P):

A() + B(s) = P().

The reaction kinetics is of first order with respect to A. The solid particles are spherical
and equal sized. The shrinking particle model can be applied on the particles consisting
exclusively of B.

Simulate the dimensionless concentration of A (y = ca/cpa) and dimensionless radius
of B (z = r/R) as a function of the reaction time in an isothermal BR. The necessary data
are given below.

Molar mass of B (Mp) = 60 g/mol

Initial amount of B to liquid volume (n9g/V1) = 2 mol/L

Density of particles (pp) = 1500 kg/m?

Initial particle radius (R) = 0.5 mm

Rate constant (k) = 4.17 x 10> m/min
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CHAPTER 12

Solutions of Selected
Exercises

SECTION 1/2

The reactions are

2CO + 02 = ZCOZ)
2Cs3Hg + 90, = 6CO;, + 6H,0.

Let us introduce the notation
a' = [CO0,CO,C3HgH,0] = [CODPW].
The key component vector is
a; = [COC3Hg] = [CP].

The stoichiometric matrix is written as

—2 0
~1 -9
v=|+2 +6].
0 —2
0 6

445
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Equation 3.86, Section 3.5.2, gives the relationship

/

o+ v (—v )}

T i (—v ) ;

>

where n;< = Xok Nk, in which 1 denotes the relative conversion. The stoichiometric matrix

of the key components is

-2
Vi = 0

Inversion of v, gives yk_l, which becomes

)

1
|73 0
Ve = 1
0 —=
2
The product g(—ykfl)n; is calculated:
_ _y -
—2 0 -2 0 1 ¢ 9
1 1 ’ ’
—1 -9 _ 0 ’ —1 -9 —‘n/ __nc - _np
2 6|2 1 [nf] =\ 2 6|2 = 2/ 2,
0 —|[L L, Ne +37,
0 —2 0 —2|]|=m )
2 2P -1,
0 6 0 6 ;
L 3n,
Theterma = i’ (gk_l) ﬂ;( implies the sum of all relative conversions:
0(__/_1/_2/_'_/_’_3/_/_’_3/
- nC an znp nC nP np np’
1 / 1 /
o= Enc - Enp’
_ - -
Xc XoC 1 ‘9
X0 ~1| | %00 —-Me — SN
(-t Ly 2 2P
XD | = - Enc + Enp Xop | + n/c + 37]{9
Xp Xop —T];
XW XoW 3np/

The above equation can more conveniently be written as follows:

xc =1+ (xoc —n¢),

-1 1, 9,
Xo=(l+a) " |x0~3Mc~3Mp)
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xp=(1+a)" (xOD — e+ 371;) )
xp=1+a)" (xOP - n%) ;
sw = (L4 0™ (xow +3n)
Now all mole fractions can be calculated from the relative conversions of P and C.

SECTION 1/4

a. The reaction scheme is

A+B— C+D.
Since the reaction is bimolecular and irreversible, the second-order kinetics is assumed:
r = kcacg, tA =var, and rg = vpr.

Stoichiometry gives a relation between component concentrations. For the constant
volume system, we obtain

¢ = (ca —coa) _ (cB — coB)
VA VB
Since cpp = cop = 0.757 mol/L and vg = v4 = —1, we obtain ¢y = ca. Thus, r becomes
r = kei.
The mass balance is
deca
—= =1y = —kei,

dt

CA dCA t
—f — = / dt
con €A 0

1/ca — 1/con = kt = coa/ca — 1 = kcoat.

which on integration becomes

yielding

The equation has the form

y = k'x, wherey = coa/ca — 1, x=1t, and k' = keoa.
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The transformed data are presented in the table below:

t(ks)
0
10.8
24.48
46.08
54.72
69.48
88.56
109.4
126.7
133.7

coafea—1=y

0
0.0582
0.09649
0.1820
0.2361
0.2837
0.36986
0.47493
0.5674
0.6155

The linear plot is shown below. The slope is kcyp =0.00429 ks™! (ks=kilosecond =103 s)
yielding k (cppo = 0.757 mol/L). We obtain k = 0.00566 L/(mol/ks).

0.7

0.6

0.5

0.4

0.3

0.2

0.1

(@)

O Slope = 0.00429

60

80 100 120 140

Time (ks)

b. The inlet flow is nonequimolar, which is why we use the form

dea

—— =rp = —kcacp

dt

and the relation between cs and cg is obtained from

g

__CA—CoA _ CB — CoB

VA

VB

> \)A:\)B:_l)
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in which ¢g = ¢op — coa + cA = a + ca, where a = cog — coa. Thus we obtain

d
gea = —kca (a+cp),
dt

which is solved by the separation of variables

cA T
f L f d.
con €A (@+ca) 0

The term 1/(ca(a + ca)) is developed into partial fractions

1 A B

— = + )
ca (a4 ca) A  a-+teca

that is, A(a + ca) + Bca = 1, which in turn yields Aa+ (A+B)x=1= Aa=1 and
A + B = 0. Finally, we obtain A = 1/a and B = —1/a. The integral is now easily solved:

Ad Bd
f CA—i—/ A =Alnca +Bln(a+cp).
CcA a—+ca

The limits are inserted and we obtain
1 c 1 /a+c¢c
()3 (25) o
a CoA a \ a-+ cA

(CA (a+ COA))
n| ——= ) = —kart.

coa (a+ca)

which is rewritten as

Recalling that a = cpp — cpa, the equation is transformed to

In (COA (coB — coa + ca)
COBCA

) = k(coB — coA) T,

from which c is solved:

coa (coB — coa +¢A) ekeon—con)T
- b

COBCA

and we obtain
_ COB — COA
(coB/coa) ek(coB—con)T — 1°

CA
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The numerical values are

coB — oA = 12mol/L — 10 mol/L = 2 mol/L,

C 12 6
‘o = =-=12,
COA 10 5

|4 1
T= v = SOOE L/min = 1666.667 min = 27.778 h,

k(cop — coa)T = 0.02038 (L/(mol/h)) 2 mol/L27.778 h = 1.13222,
ca = 2mol/L/(1.2e"13%22 — 1) = 0.73447 mol/L.

Since no C was present in the feed, cc = cpa — ca = 9.2655 mol/L. Consequently, the
production capacity of C is

fic = ccV = 9.2655mol/L - 0.3 L/min = 2.7796 mol/min = 166.78 mol/h.
c. For a CSTR, the following balance equation is valid:

cA — CoA .V
———— =7rpA = —kcacg, where T= —.
T 3V

Again, we have for cg = cop — coa + ca = a + ca. The balance equation becomes
ca — cop = —kTea (a+cp), thatis, kfc,z\ + (1 + kra) cx — cop = 0,

which has the solution

— (1 + k3a) &£ (1 + kTa)® + 4kTcon
‘A= 2%T '

This equation is valid for the first reactor, that is, cy = ¢1a.
To obtain ¢4, c14 is solved and inserted instead of cpa, and ¢4 is solved. An analogous

treatment is applied to the third reactor, giving c35. The production capacity of C is once
again, obtained from

cc=copn —c3p and fic —ccV.

SECTION 1/10

The reaction can be written as
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For a tube reactor (PFR) with a constant volumetric flow rate, we have the mass balances
dci/dt = ri,wheret = V/V.Inthe current case,ry = —r1,rrR = +r] — 13, and the reaction
rates are given by r; = kjca and r, = kpcgr. The balances of A and R become

dca

— = —k ,

dt 1CA

d

ﬂ = +kica — kycr.
dt

Division of the balances yields

der/dea = =1+ (k2 /k1)(cr/ca).

The substitution cg /cy = z is introduced, yielding

deg  d(caz) dz

don ~ dar da T
The differential equation becomes
dz " 14 ky that i dz k> 1 1 1
—aantz=-14—z atis, —a=—-1)z—1=o0z—1.
dCA A k1 dCA A kl

The variables are easily separated, cp /dca = (az — 1) /dz. The integration is carried out
(z = 0 at the beginning as cx = cpa)

‘A dca Z dz CA 1 oz — 1
— = Slhn—=—-In )
C 0 CoA a —1

oa CA az — 1

which is solved as follows:
A _ (1 —az)"/%  where z= R

COA CA
We obtain from the above

63 o
CR CA CR CA
1—oc—=<—> @a—:l—(—).

CA CoA CA CoA

Finally, we obtain

o
k
C—R=0L(C—A> <1—(C—A) ), where 0L=—2—1 and C—Azl—nA.
coA coA CoA ki CoA
The mathematical model to be used for the data displayed in the table thus becomes

C_R — a(l — Y]A)(l — (1 - nA)a))
C0A
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from which a = (k,/k;) — 1 is obtained. The problem is nonlinear with respect to o, and,

therefore, nonlinear regression analysis is principally the best method. Further, a can be
obtained by a trial-and-error search of the best fit to the data. A shortcut is to utilize the

maximum of function f, where (1 — na) = ca/coa:

c ca \*
5 0-3))
CoA C0A
We denote cp /coa = x and obtain

fx) =x—x*tL,

Differentiation yields f'(x) = 1 — (a + 1)x*. At the maximum, f’(x) = 0. Consequently,
(a0 + 1)x* = 1, and x becomes

= ()
X=—mm = | — .
(o + 1)1/0( C0A / max

The figure below indicates that the maximum is at around na = 0.55, that is,
(ca/coa)max = 0.45. The value, o = 0.6, approximately satisfies the above equation. Con-
sequently, ky/k; = 1 + a = 1.6. We conclude that k, /k; ~ 1.6, and the maximum yield of
R (cr/con) is obtained with the conversion level of A having the value 0.55.

0.12 T T T T T T T T T

0.08 -

0.06 -

cr/Con

0.04 -

0.02 -

o
Sl
G
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SECTION 1/12

The reaction is given by
ZSOZO§_ + 4H,0, — products,

that is, 2A + 4B — products.
The transient mass balance of A in a CSTR is given by
. . dna
AV + 1AV =cAV + —.
dt
Since the volume is constant, we can write dny /dt = V(dca/dt).
Further, the generation rate of A is r, = var. The mean residence time is introduced,
t=V/V.
We obtain ¢yp + vart = ca + t(dca/dt), which is rewritten as
dea  coa—ca

= — . A
dt T + VAT (Al

The transient energy balance obtains the form (U = 0, for an adiabatic reactor)
r(—AH,) Vdt = e, (T — Tp) dt + cymdT.

Here we assumed that ¢, ~ constant and ¢, ~ ¢y for the system. The time derivative of
the temperature thus becomes

ar_ 1 [r(=AHN)V — the, (T — To) |
dt_cpm r r mcp 0)|-

The liquid mass is m = pyVy = poV and the mass flow is 1 = pg Vo. The balance is
rewritten as

dr 1 PoCp
— =—|(r(-AH;)) — —(T —Typ) ),
T "o (r-aH) - =2 - 17))
that is,
dT To—T —AH,
=2 + Br, wheref = . (B]
dt T cpPo

Equations [A] and [B] have similar structures, and the reaction rate can thus be
eliminated:

dea COA — CA
g = ()
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Addition of the above equations yields

dc dT v v
—B—A+UA— = ECA— EC()A——AT-f——AT().
dr T T T T

We define new variables y = Bca — voT and y9 = Pcoa — vaTo. The equation becomes

Y _r »
dt T v’

which is easily solved by separation of variables

/y dy  [fdt ¢
y©) Yo — Y o T T

The solution becomes

y t yo—y ) t
| mp—y)=-=1In (— -
fy(O) bo =) T yo — y(0) T

yielding y accordingly:
Y=Y — ()’0 -y (0)) e_t/t.

After this, ca is obtained from
A = 671 (y + \JAT) .

The variable y att = 01is ¥(0),y(0) = 0 — voT(0) = —vaAT(0), where T'(0) is the initial
temperature (cA(0) = 0).

We return to the energy balance dT'/dt = (To — T)/t + Pr and insert the rate equation,
which is r = kcacg.

The stoichiometry yields the relation

€A —CoA  CB — COB VB
= = , B =coB+ —(ca — con)-
VA VB VA

The rate equation receives the form (remember that k = e~F/RT)

r= A_Ea/RTCA (COB + B (ca — CQA)) .
VA
The algorithm is thus summarized as follows:

1. y=y0— (o —y(O))e_t/T, where y(0) = —vaAT(0) and yo = Pcoa — vaTos
2. ca =B 1(y +vaT), wherep = —AH;/cpp0;
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v
3. r = Aefa/RT ¢y (COB + —B(CA - COA)) ;
VA
dT _ Ty—T
Cdr

+ Br.

The differential equation in step 4 is solved numerically using various values of A and
E,, until the best fit to the experimental data is obtained. In practice, the calculations are

carried out by nonlinear regression analysis. The best fit to the data was obtained for the
following values:

A =274 x10®m?/molmin and E, = 127KkJ/mol

The fit is displayed in the figure below.

60 T T T

~ 0 0 0 0 0 0 o0

Temp/C

| | | |
0 1 2 3 4 5 6 7 8

Time/min

Fit of the model to the experimental data.

SECTION 1/18

The reaction is given by

A— B+ C.

The design equation for the tube reactor is dip /dV = ra, where ro = kca = k(1a/ V).

We insert the definition of conversion ma = (figa — 714)/7i0a, which yields 714 =
(1 —na)nga.

The derivative thus becomes drip /dV = —spa(dna/dV).
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The balance becomes

dna ki k(1 —ma)

AV agaV. vV

The updating formula for the volumetric flow rate is V = Vo(1 + x0a8am4), and we
obtain

dna kA —ma)
dV Vo(1 4+ x0a8amA)

A new variable, the space time, is introduced: T = V/Vj, giving dV = Vydt. A simple
equation
iy k(1—ny)
dt 1 4+ x0A8AMA

is obtained.
The notation xpa84 = o is introduced and the variables are separated:

A /1 T NA 1
/ ( +Om)dnA=k/ dr:>/ < ta —oc) dn, = k1,
0 I —na 0 0 I —ma

NA NA
—(1+u)éln(1—nA)—aénA=kr,

(I + @@ =)~ —amy = kv,
which yields the required space time:
t=k'[0+0)Ind—na)"" —any],

for which the rate constant (k) and the conversion (n,) are given, whereas a is calculated.
The inflow consists of A(= acetoxy propionate), thus Xop = 1.The factor 8,4 gets the value

v; —1+1+1
6 = = = 1,
r=2 (—va)  —(=1)

1+ x0a04 = 2.

19,220
At 500°C (=773 K), the rate constant becomes k = 7.8 x 109e_( 773 ) sl =0.124571.

The required conversion is N = 0.9. We obtain
1= (0.124)"" s[2In(1 — 0.9) 7" — 0.9] = 29.88s.
The space time is defined as t = V/V;. The inlet volumetric flow rate is calculated as

follows. The ideal gas law tells us that Py Vo = 719RTy, where the molar flow (719) consists of
pure A.
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Consequently,

oA . 226.8 kg mol
My 3600s x 146 x 103 kg

fy = = 0.4315mol/s.

The volumetric flow becomes

~0.4315 x 8.3143 x 773

3 -3 3
= m’/s =5.4754 x 107" m” /s (= 5.4754L/s).
0 5% 101.3 x 103 / /s( /9)

The reactor volume is V = Vot = 5.4754 x 107> m>/s x 29.88's = 0.1636 m°.
The reactor consists of the tube, that is, V = 7td> /4 L, from where we obtain L = 4V / md?
and the required reactor length is obtained:

4 x 0.1636 m?>
L= = 1.61m.

7 (36 x 1072)° m?

b. The mean residence time is defined as

_ /V dv
t= — .
o V

This equation is solved using the conversion of A. The design equation is

dng _ kQ-my AV Vo(l+any)
dVv. Vol +ana)’ ©dna k(1 —na)

y y . dv 1 d
and we have V = Vj(1 + ana). Consequently,dV /V becomes — = (1 + ang)dna
Vo k(1 —=ma)(1 4 any)

dna

= ———— and the very simple integral is obtained:
k0 — 1) yHImPIE e

B /nA dna
t = P ——
o k(1—ma)

The integral becomes = k~! In(1 — n4)~! and we obtain the numerical value
f=(0.124)"'sIn(1 —0.9 ! =186s.

Observe that f < © (= V/Vj) because V increases continuously inside the reactor tube.

c. For a batchwise operating autoclave, we have dcs/dt = rpo = —kca, which has the
solution ca /coa = e ¥.

For a constant volume BR, na = (coa — ca)/coa = 1 — (ca/con), and we insert na:

1— NnaA = e_kt)

giving t = k~! In(1 — na)~!. This expression is calculated in case b and it gave t = 18.65s.
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The production capacity for a BR is given by Psr = nanoa/(t + to), where t; is the time
for refilling and cleaning. Provided that ) < t we can neglect it.

For the continuous tube reactor, the production capacity is Pppr = nafipa. In this case,
Pprr = Ppr and we get formally nanoa/t = Matia, that is, nopa = 7ipat, where the initial
amount is

noa = coa VBR = X0ACo VBR-

The total concentration (cp) is obtained from the ideal gas law, Py = ¢oRTj. In the present
case xoo = 1 (pure reactant), and finally we obtain

foatRTy

coVBrR = figat, thatis, Vgr = P
0

The BR volume becomes

0.4315mol x 18.569s x 8.3143] x 773 Km?

=0.10167 m°,
smolK5 x 101.3 x 103N

VBr =

which gives the length L = 1.0 m.
A remark: de facto the volume ratio could be obtained in a straightforward manner from
the space time and batch time ratio (t = Vgr/Vp)

. v L ¢ 18.569 s
SRR _ PR thatis, Lpr = —= Lppg =

= = x 1.61m = 1.0m.
T Vper  Lprr T 29.88s

SECTION 1/22

The reaction scheme is
1

A — B
12 )’
c 5% b

For a BR, a general component balance is written as

dc;
=r.

e
The generation rates are obtained from r; = ) v;;R;:
A= =11 — 12
B =11—T14
rc=r—rs,

p = r3 + 4.
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A first-order irreversible kinetics is assumed for each reaction

r1 = kica,
ry = kaca,
r3 = kscc,
Ty = k4CB.

The component balance equations become

% = —(k1 + k2)ca,
ilif = kica — kacs,
(%C = kaca — kscc,
CLL? = kscc + kycg.

The first differential equation is easily solved by separation of variables

CA d t
/ SA — (h+ kz)/ dt = In <C—A> = —(ki + k)t,
C 0

oA CA C0A

giving the reactant concentration cy = cone” K175 Thisisinserted into the second balance
equation, which after a rearrangement obtains the form

dc
d_f + kacp = kycope™ BT,

We denote cg = y and t = x. The differential equation is of the type
—(kitka)x

Y +f(x)y =g(x), wheref(x) =ks; and g(x) = kjcoae

The general solution of a first-order differential equation is

y=e /I (C+/g(x)efde),

where C is the integration constant.
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The integrals become

/f(x) dx = / kg dx = kyx,
/g(x)effdx dx = /klcOAe_(k1+k2)xek4x dx = kicoa / etk —ka)x g

k COAe_(kl +ka—ky)x

C — (ki ko —ky)

Thus we have

—kyx e—(k1+k2—k4)x e—(k1+k2)x

kicoa
ki+ky— ks

X klc()A
— (k1 + k2 — kq)

(S

y = Ce kx4 =y = Ce k¥ _

From the initial condition, (= x) = 0, y(= ¢g) = 0, the integration constant (C) can be
determined:

kicoae® kicoa

0=Ce® — ——— | hichyields C = ———.
¢ ki +ky — kg WHETIEE ki +ky — kg

The solution for the concentration of B becomes (y = ¢g)

B kicoa —kst _ —(ky+ko)t
CB_<k1+kz—k4)<e ’ )

For component C, a separate derivation is not needed, since the balances of B and C are
analogous, as shown in the table below.

The Balance of B The Balance of C

k 1 k2
ky ki
ka ks

Thus we directly obtain

_ kacoa kst _ — (ki ko)t
CC_<k1+k2—k3)<e ¢ )

The maximum concentrations of cg and c¢ are obtained from the condition
f(t) — e—(xt _ e—ﬁt

(e.g., for cg, o = kg and B = ky + k).
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The maximum is obtained at ' (¢) = 0:
/(1) = —a~% 4 BeP* = 0, thatis, a=% = pe™P, which yields In o — at = In p — Bt.

We finally obtain fy,x,

In (a/B)

max — .

a—p

For B, we obtain a = ks and p = k1 + k», @ = 0.012h~ ' and p = 0.03h~!:

t In(0.012/0.03)
= — IMIn = . min.
masB = 75012 — 0.03

Analogously, the time of maximum C is

In(0.018/0.03)
0.018 — 0.03

tmax,C = min = 42.569 min.

The maximum concentrations of B and C are obtained by inserting the tax values into
the corresponding expressions for B and C.

The problem can be solved numerically using, for example, MATLAB®. The mass balances
for each component are typed into an m file as shown below:

function ex_1 22

[ X, y] =ode23( @I kyl ami ne, [0 100],[1 0 0 0])

pl ot (Xx,Yy)
return

function dcdt=al kyl am ne(t, c)
%rate constant 1/h

k1=0. 01;

k2=0. 02;

k3=0. 018;

k4=0. 012;

cA=c(1);
cB=c(2);
cC=c(3);
cD=c(4);

% first order kinetics
r1=k1*cA;
r 2=k2*cA;
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r 3=k3*cC,
r 4=k4* cB,;

%rass bal ances
dedt(1,1)=-r1-r2;
dedt(2,1)= rl-r4;
dedt (3,1)= r2-r3;
dcdt (4, 1) = r 3+r4;
return

The numerical solution obtained is

Time (min) cs (mol/dm?) ¢g (mol/dm?) c¢c (mol/ dm?) ¢p (mol/dm?)

0 1.0000 0 0 0
0.0040 0.9999 0.0000 0.0001 0.0000
0.0240 0.9993 0.0002 0.0005 0.0000
0.1240 0.9963 0.0012 0.0025 0.0000
0.6240 0.9815 0.0062 0.0123 0.0001
1.6644 0.9513 0.0161 0.0320 0.0006
2.7182 0.9217 0.0257 0.0509 0.0017
3.9920 0.8871 0.0367 0.0726 0.0036
5.6527 0.8440 0.0502 0.0987 0.0070
7.7722 0.7920 0.0661 0.1290 0.0129
10.4342 0.7312 0.0839 0.1626 0.0223
13.7396 0.6622 0.1032 0.1978 0.0367
17.8143 0.5860 0.1231 0.2328 0.0581
22.8226 0.5042 0.1423 0.2648 0.0886
28.9900 0.4190 0.1595 0.2907 0.1308
36.6485 0.3330 0.1729 0.3067 0.1874
45.8897 0.2523 0.1802 0.3091 0.2584
55.8897 0.1868 0.1803 0.2980 0.3349
65.8897 0.1383 0.1751 0.2784 0.4081
75.8897 0.1024 0.1666 0.2544 0.4766
85.8897 0.0759 0.1561 0.2286 0.5395
95.8897 0.0562 0.1446 0.2029 0.5963
100.0000 0.0497 0.1397 0.1927 0.6180

The simulation result is displayed graphically in the figure below. The concentration
maxima are very flat, which is beneficial for process operation: the reactor performance is
not very sensitive to small fluctuations of the residence time.
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SECTION 1/23

a. Casea
The oxidation of sulfur dioxide to sulfur trioxide follows the stoichiometry

2SO0, + O, 2803,  thatis, 2A + B < 2C.

The equilibrium constant is defined as K, = p/p4ps, provided that the ideal gas law
can be applied—if this is not the case, fugacity coefficients would be included in the above
expression.

For an ideal gas, the mole fraction and partial pressure are related by p; = x;P, where P
is the total pressure. Thus, we obtain

2

X -

K, =S%Pl.
XA X
A*B

The initial mixture is stoichiometric, that is, xopo = 2x¢p (and ngs = 2nog) and we obtain

nA — NoA 1B — NoB .
C= = , thatis,
VA VB 2 1

2ngg — nA Mo — NB na
- =M=
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which implies that ny = 2np throughout the reaction and, of course, also that xo = 2xp. In
addition, for the mole fractions the general rule is valid

XA +xg+xc =1

We obtain 2xg + xg + xc = 1, yielding xc = 1 — 3x5.
The equilibrium expression becomes

1 — 3xp)?
Kp = LB
4xB

Below, we denote 4K,P =Kandxg = x. A third-degree equation is obtained:
Kx®—(1-3x)?%=0,

from which the mole fraction (x) is solved. The value of K, is calculated from

Kp 9910
log —9.36 = 2.68131,

atm~1 ) ~ 550 + 273
K,P = 142,175.2715 = 0.142175 X 10°.
Equation Kx* — (1 — 3x)? = 0is solved iteratively, for example, by the Newton-Raphson
method:
f(x) = Kx* — (1 —3x)2,
f(x) = 3Kx* — 2(1 — 3x)(—3), thatis, f'(x) =3Kx*>+ 6(1 — 3x).

The algorithm is
fio (%)
fio @)’

X(k+1) = X(k) —

where k is the iteration index.
After a few iterations, the solution becomes
x = xg = 0.0184,
xp = 2x = 0.0368,
xc = 0.9448.

The conversion of A is calculated from the definition

NnoaA — NA na XAN
m=——=1-——"—=1- .
oA oA X0AMN0




Solutions of Selected Exercises m 465

The ratio between the total amounts is calculated from

D Vi

n
— = 14+ x0a0aMnA, Where 84 =
Mo —VA

We denote xp484 by o and obtain n/ny = 1 4 an,, which is inserted into the definition
of na:

XA
na=1——(~1+ana).
X0A
The equation has the solution

A = x0A /XA — 1
a —I—x()A/xA'

The numerical values are

2 1
X = - Xp = — ,
0A 3 B 3

xp = 0.0368,
X
DA 18.11594,
XA
5 2(-2—-142) 1
o = X = - = ——,
0AOA 3 (<2 3
Thus we obtain
18.11594 — 1
NA 0.963.

T (1/3) + 18.11594

The equilibrium conversion is high since the pressure is high. To compare the result, a
comparative calculation is recommended, in which the nonideality of the gas mixture is
taken into account.

b. Case b is solved exactly in the same manner as case a, but the value of the total pressure
(P) is 100 kPa.

SECTION 1/28
The dimerization reaction is given by
2A S B.
The reaction rate is defined by

r= k+ci — k_cg.
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With the aid of the molar flows, we obtain

ki 7
r= A—k,n.—B.
V2 v

The extent of reaction yields the relation between the molar amounts

E_hA_hOA_hB_hOB

VA VB
The feed contains no B, thus 71p5 = 0, and we obtain

VB .
NpANA.

. VB . .
ng = — (na — figa) =
VA

Furthermore, we obtain 715 = (1 — na)#1pa.
The update of the volumetric flow rate is V = Vo(1 + x0a8ana), where 84 =

Y Vi/Va.

The final form of the rate equation is

k(- NA)211 _ k—(vB/— va)nafoa
VE(1 4 x0a8am4)%  Vo(l + x048aM4)

To simplify the notation, we introduce 14 / Vo = coa and xop84 = a. Thus we obtain

_ krcga(=ma)*  k_(vB/— va)coana
(1 + ama)? l+ona

The mass balance of A is written as

dna

——— = TA = VAT
dv ’

where 14 = (1 — na)fga and AV = Vydt (1 = V/Vy, the space time).
We obtain
dna oa 1

dna
————— = var, thatis, —— = —vacy, 7.
dt v, A dt 0A

The rate expression is inserted giving the expression

[A]

dna - [k+COA(1 —1a)? _ k_(v/— \)A)T]A]

dt (14 ana)? 1+ana

This differential equation can be conveniently solved by numerical simulation from t = 0
toward higher t values. The asymptotic value of na represents the equilibrium conversion.
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The classical approach is possible, but cumbersome. We denote —vakycpA = f and
k_vp = y. The balance equation becomes

dna Bl —ma)*  ymy

dv — (I+any?  1+am,’

dna B —1a)* — yna(l 4 ana)
dv (1 +any)?

b

The separation of variables gives

m Qdemidne =
o BA—ouma)?—yna(l+ana) Jo '

The integral on the left-hand side can be solved analytically or numerically.
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Numerical solution of Equation [A].

The results of the numerical solution of Equation [A] are displayed in the figure above,
which shows that the equilibrium conversion is 1} = 0.49 and that the conversion N =
0.45 is obtained for T = 0.7 s.

The numerical values needed for the simulation are explained below.

The inlet concentration of A:coa = Xpa X co, where co = Py/RT).

x0A = 0.75(x0,water = 0.25; the molar ratio was 3 : 1),

100 x 10 Pa
8.3143J/(K mol) (638 + 273) K

coa = 0.75 = 9.90187 mol/m>.
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The inlet volumetric flow rate is calculated as follows:

PyVo = 1gRTy,

RTy 9.0 x 10° mol x 8.3143J(638 + 273) K

Vo = =
0= 7p, 3600 s Kmol x 100 x 103 Pa

= 0.189358 m°/s.

The reactor volume thus becomes V = Vpt.

Time (s) "

0 0
0.0000 0.0001
0.0003 0.0005
0.0014 0.0025
0.0072 0.0123
0.0302 0.0492
0.0678 0.1034
0.1187 0.1658
0.1828 0.2297
0.2610 0.2906
0.3554 0.3450
0.4691 0.3909
0.6074 0.4276
0.7793 0.4548
0.9793 0.4720
1.1793 0.4807
1.3793 0.4852
1.5793 0.4875
1.7793 0.4887
1.9793 0.4893
2.0000 0.4893

SECTION 1/32

Styrene polymerization is carried out in a CSTR:
A — Polymer.

The reaction rate is given by r = kca. The mass balance of A is

CA — COA
T

=71, wherery = var.
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The energy balance is given by

T—Ty 1 UA
=—(r(=AH) — — (T = Tc) ) .
T pPo \%

For adiabatic operation, we have U = 0.
Division of the mass and energy balances yields

CA—C VATC
AT A DATGRO , thatis,
T —Ty r(—AH,)

T—Ty —AH,
= > C0A — CA = COAMA>
COA — CA —VACp o
—AH,)c¢
T—Ty= ( r)C0ANA
—VACp PO

which de facto gives the adiabatic temperature change AT,q = T — To.
From the experimental data, AT,q is obtained and the parameter § becomes

_ (—AHr) COA N T — T() i 400K
—VACp 0 Na

=400 K.

We thus have in general T = T + Bna.
The reactor performance is calculated from the mass balance

CA — COA k
fer=\)Ar=— CA.

We insert na = (coa — ca)/coa and obtain

COANA

= k(1 —na)coa, thatis, na = kt(l —na).
The temperature dependence of the rate constant k is inserted:
k= Ae”B/RD  where T = T, + BNa-

Finally, we have

na — A.[e—(Ea/R(T0+BTlA))(1 —1na) =0,
which is solved iteratively by using the following numerical values:

At=10""h"' x 2h =2 x 10'°,
E,/R = 10,000 K,

m 469
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Ty = 573K,
B = 400 K.

The iterative solution gives Ny = 0.999 and consequently T'= Ty + fn, = 973 K.

The temperature exceeds the allowable maximum (450 K). Hence a cooling device is
required.

b. If the polymerization is carried out at T = 413K, the conversion can be calculated
from the balance equation (cy — cpa)/T = ra, which in this case becomes

C0ANA

= k(1 —na)coa, thatis, ng = kt(1 —na)

yielding

kt
1+kt

(1+kvna =kt =ma =
The rate constant attains the value

k = 1010e10,000/413 =1 _ 3095 ~1
kt=10.305 x 2 = 0.6101

and we obtain

0.6101

= ——— = 0.3789.
1+ 0.6101

Na

The cooling jacket temperature is obtained from the energy balance

UA C T — T .
r(—AH;) — 7(T —Tc) = M, thatis, V = Vjr,
T

UA C
2T = Te) = r(—AH,) — 2%

T —Ty).
Vot 'E( 0)

The balance is manipulated further to get the parameter, a = UA/pocp Vo, involved:

b

UA (T—Tc> B kC()A (—AHr) (l—nA) T—To
pochO T pon T
UA —AHrCOA

— =0, and ——— = f; in this case (—vy = 1).
Pocp Vo P0Cp




Solutions of Selected Exercises m 471

Thus we have

T—T T-T
uT—To) _ kB(1 —Ma) — T=T0)  hich yields T — T¢:
T T

e krB(la— ) (T;Tw_

The numerical values are inserted:
0.6101 - 400 - (1 — 0.3789) K (413 — 300)
T—Tc = —

50 50
Tc =T —0.77146 K = 412 K.

= 0.77146 K,

For a lower value of a, namely a = 10, we obtain T — T¢ = 3.8573 K, which gives the
coolant temperature T¢ = 409.14 K.

SECTION 1/39

The reaction
A — B+ 2C

proceeds in a pressurized vessel with a constant volume. The balance of A is

deca
— =TA.
dt A
We assume first-order kinetics, ra = —kca, yielding
dCA
— = —kea,
dt A
which has the solution
c
A e, [A]
CoA

The concentration of A is related to the total pressure via the relation

— =14 xpA8 R
Py + X0A0AMA

where 84 = ) v;/(—va), and 4 is the conversion, defined here as (V = constant)
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The mole fraction xgp = 1 in this case since a pure reactant was used.

—-1+1+42
8A = —=
—(=D
p
We obtain for — =1+ 2ns =1 +2—26—A,
Py CoA
p c
=3 2_A’
Py CoA
C 3—P/P
which yields - M, which is inserted into the exponential expression [A]
C0A
3—P/Py okt
— .

After taking the logarithm, we have

— P/P,
_IH(ST/O> = kt,

which has the form y = kx, where y = —In((3 — P/Py)/2) and x = .
The transformed data are listed in the table below:

t/min=x — ln(%ﬂ)") =y

0 0

2.5 0.2231
5 0.40797
10 0.8097
15 1.1874
20 1.5847

A plot of y versus x is linear and gives the slope ~0.08 min~!. The slope is equal to the rate
constant k.

For the tube reactor, isothermal plug flow conditions are assumed. The mass balance of
Ais

dn n
— =717 = —kcp = —k—.
e
. . . . . . dn . dnA
The balance is written with the conversion of A; 714 = (1 — na)#0A = v = _HOAW'

. . AVA
For the volumetric flow rate we have V.= V(1 4+ x0a0aMA), 84 = 2 L.
—Va
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The balance becomes
dna . k(1 —na)moa
NoA = —= .
dv Vo(1 4 x0a8aMmA)

The relation V/ VO is denoted by T,
dVv = Vod‘t,
and the balance is simplified to

dna k(1 —ma)
dt 1+ xpA8AMA

We denote xg584 = o and separate the variables

ﬂA1 T

/ﬂdnlxzk/dt:kt.
—TNaA

0 0

The integration of the left-hand side is carried out as follows:

= = o+ =
1 —ma 1 —ma I —ma 1 —mna I—ma 1—ma

l+an, 1 _l_oc(nA—l—I—l)_ 1 o a+1

The integral becomes

" (o +1) NA NA NA
/ dnA—OLf dnpy=(@+1) / —In(1—ma) —a / na
0o 1—ma 0 0 0
= (a+ 1) In(1 —na)~" —any =k,
from which © = Vi/Vj is solved:

=k [(1 +x0a84) In(1 — ma) ™" — (1 + x0a84)MaAl.
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The conversion (n4) would be equal to that obtained from the BR after 20 min reaction:

CA —kt CA
— =€ > na = 11— )
C0A C0A

na =1 — e 008x20 — ¢ 7981,
1+ x0a84 =1+2=3,
1 —na = 0.2019,

7= 0.08"! min[3 In (0.2019) ! — 3 x 0.7981] = 30.07 min.

Vi/ Vo = 30 min is required to achieve the conversion in the tube reactor. The space time is
longer than that in an autoclave, because the volumetric rate increases the reactor. Neglecting
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the change in the volumetric flow rate, V(8 = 0) would give the very erroneous result
Terror = Vk/Vo = 20 min.

SECTION 1/42

Except for the small time delay at the beginning, the data resemble pulse experiments from
a CSTR. This is why the model of complete backmixing is tried. The function E(t) is defined
for a CSTR:
e—t/Z
E(t) = —
() ;

The actual data are proportional to E(t); the signal is S = oE(t), where o is a calibration
constant. Thus we obtain

ae—t/t

which yields

that is,

t a
n®) ==-—In(=
By plotting — In(S) versus ¢, a straight line is obtained, if the data follow the backmixing
model. The inverse of the slope gives the mean residence time (the slope = 1/t). The
value of In (S) is directly available from the figure. From the figure, the following table is
compiled:

t(s) S (mm) In(S) = In[oE(t)]
600 35 3.555

1200 26 3.258

1800 17.4 2.856

2400 12.2 2.5014

3000 8.5 2.14

3600 6.2 1.8245

4200 4.5 1.504

The plot —In(S) versus ¢ is provided by the figure below. As shown in the figure,
it provides a fairly good straight line. The slope is 1/f = 0.005933s~!, which gives
f = 1685s = 28.1 min.
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_4 | 1 |
500 1000 1500 2000 2500 3000 3500 4000 4500
t/s
SECTION 1/43

The notations displayed in the figure below are introduced for the reaction system.

C
CoA - C1A »| v 2A
-4 7|V C1a > c ~
\% 2A v
R
V=RV

The balance for the first reactor is (an inert tracer is introduced, thus ro = 0)

AV + ARV = cja(1 + R)V + Vd—ltA.

Analogously, for the second reactor, we have
dCz A

aaAVA+ RV =cn(1+ RV +V 3
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Since the inert was added pulsewise, not stepwise, the concentration ¢y4 = 0. In addition,
we denote V/V = 1. The balance equations become

dC]A CZAR B C]A(l +R)

dt T T
doa _ aal+BR) oA +BR)
dr 1 T '

By introducing a dimensionless time 6 = ¢ /1, we obtain

98 _ (14 Ry + R
do - Cl1A CA>
deoa
— = (1 — .
30 (I +R)(c1a — c2n)

The Laplace transformation is applied:

dc
L (d—leA) = sC; — aa(0),

deoa
L{— | = — ,
( 0 ) sCy — c24(0)

where C; and C, are the Laplace transforms of cjp and ca, respectively. Furthermore,
A (0) = 0 and we denote ¢;5(0) = Cp. The transforms become

sC1 — Cop = —(1 + R)Cy + R(Cy,
sC = (1 +R)(C; — &),

and Cj and G, are solved:

G (4R
C; s+1+4R
C s+1+R

Co  (+D2+RQ2s+1)

yielding C,/Cy:
(@) . 14+R

Co (+124+R@s+1)

which is rewritten as
G _ 1+R
Co *+2s(R+1D+R+1
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We introduce R + 1 = o and obtain

&) 1+R

Co (s+a+a@—D)(s+a—Joal@—1)

An inverse Laplace transformation yields

GO) _ «a (e(—a+¢)e _ e(—a—¢)9)
Co ZJ ’

wherea =R+ 1land /= Ja—1) = +/RR+1).
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The pulse has a maximum, which is obtained by the differentiation of the function

C2(8)/Cy. In this case, it is sufficient to consider the function
f(e) — e(—(x-l-\/)(% _ e(—a—J)e.
Differentiation of f(8) with 6 and setting f'(6) = 0 finally yield

o _ In(R+1++/RR+1)/(R+1—+/RR+1)))
e 2JR(R+1) '

For instance, for R = 1 we obtain

n((+v2)/(~v2))

emx:
a 2ﬁ

= 0.623,

which can be substituted in Equation [A] to yield the maximum value of C,(6)/Co.

For R = 1 we obtain & = 2 and vVR(R ¥ 1) = +/2. Equation [A] becomes

Czc(oe) _ % (e(—2+ﬁ)e B e(—z—ﬁ)e) '
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A simulated plot C,(0)/Cy versus 6 is shown below.

05 T T T T T

0.45

0.4

0.35

0.3

0.25

C,(0)/C,

0.2

0.15

0.1

0.05

SECTION 1/49

The reaction is A + B — C. For a CSTR, a dynamic balance equation can be written as
(V = constant)

. . deca
AV + 1AV =cAV + VE.

We denote V/V = 1, which after rearrangement gives

deca
—T = CoA — CA + 7AT.

dt

By introducing a dimensionless term 6 = t/t, we yield

dCA

— =(A—C rAT.
1 0A A+ TA

The reaction rate is obtained from
R = kcacp.

Since equimolar amounts were used, cA = cg. Thus ra = VAR = —kcacg = —kcf\ in this
case. The rate expression is inserted into the balance equation, which becomes

d
% = oA — CA + krci.
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The differential equation is solved by separation of variables and integration:

cA
f / do =
cA(0)=0 kTCA +ca— COA

The integral on the left-hand side is of the type

— wherex=cs,a=kt, b=1, and c = —ga,
_/ax2+bx+c A oA

which is a standard case having the solution

1 x=ca |:\/b2—4ac—b—2axi|_ o

_— In
Vb2 — 4dac xio Vb% — 4ac + b+ 2ax

The physical quantities are inserted:

{(m_ 1 — 2ktea) (v/1+ dkcoat + 1)} — 1+ dkaoat®

(V1 + dkcoat — 1 + 2ktea) (V1 + dkcoat — 1)

We denote JTl=a and J—1=5 and obtain

a(p — 2ktcy) )

|:0L(B — 2ktcy)
! B(a + 2ktcy)

= —,/0, thatis,
B(a+2ktcA)i| % aw
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From the above equation, c4 is solved after some straightforward algebraic manipulations:

b(1-)

= , h =
Pym (1 " (B/oc)e*«/e) where /=+/1 + 4kcoat

a=.+1 and B=.-1

In the Damkohler space, Da = kcoaT, the result can be presented in an elegant way:

a (vV-1) <1 - e—¢9>
aon  Da[l+ ((v=1)/(J+1))e V]

It should be noted that the solution is compressed to

a _ vl

COA Da

where v =+v1+Da.

at steady state, that is, to a solution that can be obtained directly from the steady-state model

COA—CA+71AT=0, 7rA= —kci.
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SECTION 1/51

The reaction is A — B + C. The first-order Damkohler number is Da = kf, where t =
V/V, and we obtain

kf = 0.1min~! x 0.5dm?/0.025 dm> /min = 2.

For turbulent conditions, the plug flow model is used, yielding

c ]
A ek — o722 — (135,
COA
C
na=1- -2 —0.865.
COA

For laminar conditions, the laminar flow model should be applied. The simplest one,
laminar flow without radial diffusion, gives for first-order reactions

1
oA _ 4/ e(_kz/z(l_xz))(l — xH)x dx.
C0A 0

The result is readily calculated. See Figure 4.38 Section 4.6, which gives for ki = 2,
ca/coa = 0.206, for the laminar flow model. The conversion becomes Ny = 1 — ca/coa =
0.794. The laminar flow model gives a lower conversion than the plug flow model.

SECTION 1/53

The stoichiometry is
S—P

and the kinetics is determined by
kKcgcs
r= .
14+ Kcg

The product kKcg is constant and denoted by oo = kKcg below. Thus, for the substrate,

we obtain
ocs

_1+KCS'

re =

The segregation model gives the average concentration cs:

Es=/ cs,B(HE(r) dt, [A]
0

where cs p is obtained from the BR model

dCS)B
=T13.
dt
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For simplicity, we denote ¢s g = c¢s. The BR model becomes

dCs olcs

dr 1+ Kes

Separation of the variables gives

%1+ Ke t
—/ S deg = cx/ dt,
oS (& 0

which is equivalent to

that is,

cs
—In (—) + K (cos — ¢s) = at,

cos

c c
Kcos (1 — —S) —1In (—S) = aft,
oS coS

m 481

[B]

from which cs/cos(= ¢s,8/cos) can be solved iteratively for each reaction time (¢). The E(6)

function for the tanks-in-series model (j = 2) is

i
E) = — ¢ 1e® = 4902,
(—D!

Also, we have the relation (Table 4.1)

E(®
@ =9,
t
At ~20/m)
E(t) = Z—ze ’

which is inserted into Equation [A]

4 [ -
Cs = 2—2/ Cs(t)te_z(t/t) dt
0

and transformed to a dimensionless form

I3 4 [ [(co(t -
B[ (50 g,
s t“ Jo oS
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We introduce the dimensionless quantities y = cs(¢)/cos and y = ¢/cps. The final
equations become ( = Kcpg)

B(1 —y) —In(y) —at =0, (D]

4 [ :
=5 [ e [E]
= Jo
The parameter values are

o = kKcg = 0.01 min~'2.0 dm>/mol - 1.0 mol/dm® = 0.02 min~,
B = Kcos = 2dm°> /mol - 3.0 mol/dm? = 6,

4/t* = 4/100 min? = 0.04 min 2.

The value of y(= csp/cos) versus t is displayed in the figure below (Equation [D]).

1 T T T T T T

09 - —
0.8 - —
0.7 - —
0.6 - —
0.5 —
0.4 — -
03— —
02— —

01 -

0 | | | | L
0 100 200 300 400 500 600 700

t/min

Numerical integration of Equation [E] yields y(= ¢s/cos) = 0.9519.

SECTION 1/57

The second-order reaction is

A+B— C.

The flow type is obtained by calculating the Reynolds number, Re = wd/v. The average
velocity (w) is

= = 0.0333 m/s.
36s

L 120 cm
w = ?
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The kinematic viscosity is v = p/p:

1.5¢P 1.5 x 1072 x 0.1 Nsm™2 x 107> m?
VvV = =
1.25kg/dm’ 1.25kg

=12x10"° m?/s.

The Reynolds number becomes (d =5 - 1072 m)

~0.0333m/s X 5 x 107> m

Re
1.2 x 1079 m?2/s

= 1389.16.

The conclusion is that Re < 2000 indicating a laminar flow.
The axial dispersion coefficient is thus calculated from

b—D N W2d2
M 192D,
where Dy, = 0.8 x 1078 m?/s for both A and B. We obtain

0.03332(5 x 1072)?
192 x 0.8 x 10~8

D= (0.8 x 1078 + ) m?/s = 1.808 m?/s.

The axial Peclet number becomes

wL 0.0333m/s x 1.2m
Pe=—, Pe=

e = 0.022,
D 1.808 m? /s

which is very low.
The dimensionless Damkohler number is

_ \Y]
R = ktcoa <—B> ,
VA

1.2dm* 36 . mol /-1
R=———mml0— | — | =72.
mol min 60 dm

Parameter M = vacop/vBcoa = 1 in this case.
The reactor performance can now conveniently be calculated from Figure 4.34
(Section 4.5.2). We obtain (y = ca/coa)

yp = 0.3,
ysp — yp = —0.064,

yMmD — yp = +0 (very close to 0 but positive).
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Thus we have

¥D = cap/coa = 0.3 (axial dispersion model),
¥sp = casp/coa = 0.236 (segregated axial dispersion model),

¥MD = caMD/¢oa > 0.3 (maximum mixed axial dispersion model).
In general, for reaction orders > 1,ysp < yp < ymp and consequently, nmp < Mp <

nsp M =1-y).
The segregated model predicts the highest conversion for reaction orders > 1.

SECTION 11/1

Catalytic dehydrogenation of ethylbenzene
E—- S+H,

where E = ethylbenzene, S = styrene, and H = hydrogen (H,).

k(o)
K

The generation rate of ethylbenzene is

The reaction rate is given by

T'E = VEI = —T71,
and the mass balance for the key component (E) in the fixed bed is written as

dng

—— = I'EPB.
v EPB

The ideal gas law is applied (Pp = 121 kPa, which is a low value) and the partial pressures
in the rate equation can thus be replaced by concentrations. The relation p; = ¢;RT is valid
and we obtain

RT)?
r=k<CERT_M>,

K

In addition, the concentrations are replaced by molar flows and volumetric flow rates

n;
G = —.
\%4

The update of the flow rate is V = Vo1 + xoedene) (T/ T).
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Thus the rate equation becomes

ng sy )
r (V 72 RD7/ )

The calculations are carried out with the conversion of E (ng)
ng = (1 — ME) 71gE.
For the reaction products, we have

Z_ﬁs—ﬁos_ﬁH—ﬁOH_

Vs VH VE

nE — foE

The inlet flows of S and H; are zero (7195 = oy = 0). We obtain 7ig = iy = #figg — 71
in this case. The difference rgr — 715 is equal to fpgng. Finally, we obtain 71 = fppng and
fiH = MENE.

The rate equation becomes

_— ( fop(1 —Mp)RT AggNg (RT)? )
Vo(1 4+ xoASEe) (T/To) V(1 + x0a8emE)2(T/To)2K )’

where

=y

_\)E '

To make the equation more aesthetic, some relations are included. The factor 195/ Vo =
cor = XpECo- The total concentration at the inlet is denoted by cp.

) = RT().
The rate equation is thus simplified to
r= k(XOEPo(l —Me)  xgpPong )
(1+x0a8emE) (14 x0A8EME)?K )

The molar flow in the mass balance is replaced by the conversion 71 = (1 — ng)#gE,
which implies
drg dng .
av = v

Furthermore, V/Vy = tand figg = cor VoG, which yields

dig  dng _@xOEPO
dt RTO '

v T Tar e
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We now have

dng xoePo k<x0EPo(1 —ME) xgpPang ) o8
dt RTy 1+xEdeme (14 xedeme)?K /)

yielding the design equation

[A]

d 1— Pon?
= Rk SEE ),
dt 1+ xoedene (1 + xordEME)“K

However, the temperature changes inside the reactor, and therefore the energy balance is
also needed. The energy balance for an adiabatic packed bed (U = 0) is written as

d7 ! (—AH,)
_— = r({— N
av = g, '

which is combined with the mass balance
dng
—— = pBIE = VEPRT.
av PBTE EPB

A division of the above equations yields

dT  —AH,

dfiE ﬂicp\)E ’

that is, easily integrated (AH; and ¢, are assumed to be constant here):

T AH, [
/ dr = =22 [ g,
To MCpVE Jigp

_AHr . .
T—Ty= — (710 — 1E),
—VECy

where figg — fig = IENE = XoEHQNE.
The mass flow is 71 = f10M (where My is the molar mass of the feed). We obtain

— AH;Xog7
T— Ty = r.xOEnOY]E,
—\)EnoM()Cp
from which the temperature is updated:
—AHx
T =T, + r OEnE. (B]
—\)EM()CP

The model of the system consists of Equations [A] and [B] (remember that k and K are
dependent on temperature).
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The numerical values are calculated below:

R = 8.3143J/K mol,

To = 898 K,

op = 1440kg/m>,

xog = 1.8 mol/s/(1.8 mol/s + 34 mol/s) = 0.05028,

14141
Sg = % — 1 = xopdp = 0.05028.

The quantity = (—AH;xog)/(—VEMocp) is calculated.
The molar mass of the feed is

My = xoeMEg + xowMw,

xow = 1 — xop = 1 — 0.05028 = 0.95,

Mg = 106 x 10~ kg/mol,

My = 18 x 1073 kg/mol,

My = (0.05 x 106 + 0.95 x 18) x 107> kg/mol = 22.4 x 10> kg/mol,

B —139 x 10 J/mol x 0.05028
~ —(=1) x 22.4 x 10~3 kg/mol x 2.18 x 10%J/(kgK)

B = —142.324K.

The rate and the equilibrium constants are

k = 0.0345 - e T10980K/T) ;61 /(sPa), K = 4.656 - 10'! . (714031K/D) py

0.7 T T T T T

0.6 - -

Conversion

0 | | | | | | | | |

0 02 04 06 08 1 12 14 16 18 2
1%
Conversion of ethylbenzene as a function of the reactor volume (m?).
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The reactor volume at the conversion ng = 0.45 can be read in the figure above, and it
is 1.4m’.

The reactor volume can also be calculated by solving the mass balances for all of the
components and the energy balance. The MATLAB® code for this solution is listed below:

function ex_ 2 1

% sol ve nass and ener gy bal ances

[ x,y] =ode23( @xe,[0 2],[1.8 0 0 898])
eta=(y(1,1)-y(:,1))/y(1,1) %cal cul ate conversion
pl ot (x, et a)

xI abel (" Vol une’);

yl abel (" Conversion’)

title('ex 2.1");

return

function ds=exe(v,s)
ne=s(1);

ns=s(2);

nh=s(3);

T=s(4);

nh20=34;

nt ot =ne+ns+nh+nh2o0;
Rgas=8. 3143;
p0=121e3;

pt ot =p0;

% partial pressures
pe=ne/ nt ot *pt ot ;
ps=ns/ nt ot *pt ot ;
ph=nh/ nt ot * pt ot ;

x0e=0. 05028;

M=22. 4e- 3;

m=Mr nt ot ;

cp=2. 18e3;

dH=139e3;

r hoB=1440;

% reaction kinetics
k=0. 0345*exp(-10980/T);
Keq = 4. 656ell*exp(-14651/T);
r at e=k* (pe- ps* ph/ Keq) ;
% nmass bal ances
ds(1,1)=-rate*rhoB;
ds(2,1)=rate*rhoB
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ds(3,1)=rate*rhoB;

% ener gy bal ance

ds(4,1)=1/m cp*rhoB*rate*(-dH);
return

SECTION 11/4

The liquid-phase reaction scheme is given by
A+4+B—C,

where A = isobutene, B = water, and C = tert-butanol.
The reaction is assumed to be of first order:

r = kca.

Internal mass transfer resistance influences the global rate; the mass balance of A thus
obtains the form
dria
dav
where ro = var and r is expressed with the bulk-phase concentrations. The molar flow is
constant; we thus obtain 7 = ¢4V and the derivative becomes

= PBMNeATA

dna B dea - B dea
dv. — dv  dt

since V/V = 1, the space time of the liquid.
The balance attains the form (vy = —1)

dCA

—_— == kca.
dt PBNeAKCA

For first-order reactions, the effectiveness factor is independent of the concentration, and
the model equation can be solved in a straightforward manner:

A dc T
/ —A —kpBTIeA/ dt
coa €A 0

cA
In (—) = —kppNeaT,
CoA

from which the space time is obtained:

C
T= (neAkpB)_l ln(O_A)

CA

yielding
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The effectiveness factor for first-order kinetics in spherical particles is obtained from
the Thiele modulus. An absence of external mass transfer is assumed, since no information
about the Biot number is available (here we assume that Bip, — 00, Equation 5.85 in Section
5.2.2)

_ 3 1 1
mA‘$<wm¢_$>

where the Thiele modulus (¢) is defined by

—vappk
DeA

o = R

(Equation 5.59 in Section 5.2.2).
The value of ¢ is calculated as follows:

1.1000 kg/m?> x 0.0016 m3/(kgs
¢ = \/ 8/ /(ke )0.0213 x 1072 m = 6.02455.

2.0 x 1072 m?/s

The effectiveness factor becomes

3 1
NleA = 602455 (tanh 6.02455 6.02455) = 04153
The factor nekpg becomes
(nekpp) ™! = (0.4153 x 0.0016 m?/(kgs) x 500kg/m>)~! = 3.0099s.
The conversion level required is Ny = 0.5.
We have np =1 — ca/coa, which yields ca/cop =1 —na = 0.5 and (ca/con) ™ =

0571 =2.
The space time is thus finally obtained from

T = (nekpp) ' In (ca/con) ",
T =3.0099s In(2) = 2.09s.

If the mass transfer resistance were simply neglected, n. = 1, we would obtain

T = (kpp) ™' In (ea/con)
T=1.25s1In(2) = 0.87s.

The example demonstrates that the intraparticle mass transfer resistance plays a crucial
role and it cannot be discarded, since this would lead to a large error in the reactor sizing.
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SECTION 11/9

The equilibrium conversion of the water—gas shift reaction

CO+H, = CO,+H;
A (B < D)

is calculated first. Since the total pressure is low (P = l atm), the ideal gas law can be applied.
The equilibrium expression is
__ pbcpp

K, = .
P PADB

The ideal gas law yields p; = x;P, where i = A, B, C, D, which is inserted into Kp yielding

XCXD
Kp =

XAXB

Equation 3.67 in Section 3.5.2 gives a relation between the molar fractions and conversion
of the key component (A),

_ Xoi + vixoaA(Ma/ —Va)
14+ > vixoa(Ma/ —va)’

X1

The term ) vixpana/(—va) is (=1 — 14 1+ 1)xpana/1 = 0 (no change in the total
amount of substance). Thus we have

xa = xoa (1 —Ma),
XB = X0B — X0ANA>
XC = XoC — X0ANA>

XD = XoD — X0AMA»
which are inserted into the equilibrium expression

_ (xoc + x0aNA) (XoD + X0ANA)
x0A (1 —na) (xoB — X0ANA)

and developed into a second-degree equation (Kp = K, na = n below)

xga(1 — K)n* + (xoaxoc -+ Xoaxop + Kxoaxos + Kxgp)n + xocxop — Kxoaxos = 0. [B]

The numerical value of K(= Kp) is

K = eP778K/T=433 yhere T = 683K, K = 10.724.
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We introduce the notations
a=x’, (1-K), b=uxoaxc + Xoaxo + Kxoaxos + Kxgy,

¢ = xocXxop — KxoaXoB-

Equation [B] becomes
an* 4+ bn +c =0, [C]

where a = —0.0476, b = 0.44399, and ¢ = —0.36934. The solution of Equation [C] is

bt Vb? — 4dac

N 2a

We get the equilibrium conversion n = 0} = 0.9234.
For the packed bed reactor, it is required that n = 0.999 x n} = 0.9225.

The design equation for the packed bed is (one-dimensional model)

dna D]

—_— r ,
v NeATAPB

where 5 refers to intrinsic kinetics and nep is the effectiveness factor.

The molar flow is related to the conversion

na = )

A — 1A
110A

which yields
A = (1 —Ma)oa.

Differentiation yields

drip . dna
— = —fpA——-
av 0N gy

The inlet molar flow is 79 = coaVo. Thus the derivative becomes diia/dV =
—coa(dn,/dt), wheret = V/ Vo. The mass balance [D] is thus rewritten as

dna _ mearaps (E]

dt COA

The inlet concentration is obtained from the ideal gas law: ¢oa = xpaco, where ¢y =

Po/RT.
The intrinsic kinetics is written as

ccep XCXD K = Kp)

_ = Kp).

R =kea(1—B) B= = ,
A( ) KpCACB KxAxB

A = \)AR/ =—R
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The rate equation becomes

XCXD
A = —kxAc(l - ),
Kxaxp

where the total concentration c is
P P
(= — =2 (P and T are constant)
RT  RT,

The expressions for xa, X, X¢, and xp are inserted:

P
ra = ——=xoa(l —Ma)

L (xoc + x0ANA) (Xop + XoANA)
RT )

Kxoa(1 — ma) (xoB — X0ANA)

For simplicity, the effectiveness factor for irreversible first-order reactions in spherical
particles is used (the reader should note that this is an approximation, which should be
applied with care).

31 1 -
A= (tanh(¢> B $>’

[ kpp
= -R.
¢ L%A

The balance equation of A finally becomes

where the Thiele modulus is

dny _ 2 ! _ l _ —
SL (tanh(d)) ¢> k(1 —1a) (1 — B)pp, (G)

_ (xoc + X0ana) (Xop + X0ANA)
Kxoa (1 —na) (xoB — X0ANA)

The parameters of Equation [G] are calculated a priori, kpg = 5.81cm®/gs x
0.95g/cm® = 5.5195571.
The effective diffusion coefficient is

Dox — €p 1 n 1 \!
eA = 'Cp DmA DKA ’
Dep = 025 (12771 +0.104™1) ™" em?/s = 0.0240 cm?/s.

In the Thiele modulus, the characteristic dimension of the catalyst particle is needed (R),
thatis, R = a,/2 = h/2 = 3.2mm/2 = 1.6 mm. The Thiele modulus becomes

_ [ 5.8lcm’1.55¢gs

= 3 x 0.16 cm = 3.099.
gscm?® 0.0240 cm?
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The effectiveness factor is obtained from Equation [F], nea = 0.6596, which implies that
the diffusion resistance is considerable.

3 1 1
The fact kpp = — — — | kpp is denoted by a, which b
e factor neakpp p |:tanh(<|)) 4)] pp is denoted by a, which becomes

@ = 0.6596 x 5.5195s"" = 3.64085 .
Finally, the differential equation can be solved numerically:

dn (xoc + x0aMA) (XoD + X0ANA)
—2 =al-n0)1-B), B=

drt ~ Kxoa (1 —na) (XoB — X0ANA)

(H]

where o = 3.6408 57!, xoa = 0.07, xo = 0.50, xoc = 0.03, xop = 0.2, and K = 10.742.

Conversion

1.6 1.8 2

T(s)

For the result of the numerical solution, see the figure. The space time needed for ny =
0.92251st=1.7s.

T (s) na

0 0
0.0000 0.0001
0.0001 0.0005
0.0007 0.0025
0.0035 0.0124
0.0174 0.0605

continued
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continued

T (s) na
0.0491 0.1604
0.0947 0.2847
0.1532 0.4153
0.2247 0.5397
0.3103 0.6496
0.4125 0.7406
0.5355 0.8113
0.6873 0.8625
0.8850 0.8964
1.0850 09115
1.2850 0.9182
1.4850 0.9211
1.6850 0.9224
1.8850 0.9229
2.0000 0.9231

SECTION 11/13

The first-order reaction

A—P

is carried out in an isothermal fluidized bed, to which the Kunii—Levenspiel model is applied.
The bed length can principally be calculated from

dr,;

dvg

= 1biPBb — Kpci (cbi — Cei)-

The volumetric flow rate is constant, and d7,;/d V}, can be replaced by dcy;/d 1y, where

Vi
T = —.
b Vb

However, the concentrations in the cloud and wake phases, c.;, have to be calculated. We
have

v
Kyei (epi — cci) + 1 ch?}z = Keei(Cci — Cei)s

where the concentration in the emulsion phase, c.;, appears again. For the emulsion phase,
the balance equation is

Ve
Keei (cci — Cei) + Teippe—— = 0.
Vo
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Since the reaction kinetics is linear of first order, an analytical solution is possible. We
introduce the reaction kinetics in the phases as follows:

bi = —ka,,
rei = —kcei,
rei = —kce

Because just one component (i = A) is considered, the component index is omitted
below.
For the emulsion phase, we have

_ pBeVe
Vy

Kee (cc — ce) — kceoe = 0, 0

This yields
Keece = Kee + koece

and
Keece Cc

"~ Keetkae 14 kae/Kee'

Ce

For the cloud and wake phases, an analogous treatment is applied:

PBc Vc
1% '

Kpe (ep — ¢c) — kecae = Kee (cc — ¢ce),  where ac =
From this expression, ¢, can be obtained after some straightforward algebraic operations.
We insert the expression for c.:

Keece

Kyecp — kpece — kocce = Kee€Cc — ——m———.
bctb bctc ctc ceCc 1+k0(e/Kce
From the above equation, the concentration ¢ is obtained:

_ Kbeeop
Kpe + Kee [1 = (1/(1 + ko /Kee))] + kOLc)

Cc

which can be simplified to

‘b
1+ [(Kcek(xe/Kce)/Kbc(1 + kae/Kce)] + (kac/Kbe) .

Cc =

Finally, we have

1+ (kae/Kpe) + [(kate)/ (Kpe (1 + kate/Kee))]”

Cc
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The denominator is a constant, and it can be expressed as 1 + ; we obtain

b
1+p

Cc =

We return to the initial design equation

de,

. dg _
— = —kepppb — Koe (b — o), thatis, — = —(kppp + Kbc — Kpec (1 +B)"")c.
dty dy

The expression is easily integrated:

@ dey [
/ — = —(kpsp + Kbc — Kpc (1 +B) )/ dvy
b b 0

yielding

Cb _
In o —(kpgb + Koe — Kpe (14 B) ") .

This yields the space time of the bubbles, and the conversion of A (n,) is introduced as

b

—=1- NA»

Cob
In(1—mna)!

~ kppb + Kpe — Kpe (1 +8) 7Y

b

where B = (kac/Kpe) + (kote/Kpe (1 4 kate /Kee))s e = pBc Ve/ Vb, and ae = pgeVe/ V.
The numerical values are calculated below:

o = 290 kg/m>,
e = 1020kg/m°,

- 1.5m> x 290 kg/m? N 1.5m> x 1020 kg/m?>
~ kghl4s! kgh 1.4s~1(1 4 (1.5m3 x 1020 kg)/(kg hm3/0.95))’
0.30357
B =0.0863095 + —————— = 0.2925.
1+ 0.47222

The denominator becomes

1.5m>
kogy + Koo — Koo (1+8)"! = kg3—6r:)10s + 145 — 145 (140.2925)s"!

=0.31995s .
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Finally, we obtain (na = 0.95)

_In(1—0.95)""

T = = 9.363s.
0.31995s~1

The bed height is calculated from the relation
L =tww,
where wy, is obtained from the correlation given in the book:

Wp = W — Wryr + 0.711,/gd},,
1800m  20.5m
3600s 3600s

Wy = 4 0.7114/9.816 - 0.1 m/s = 1.1987 m/s.

The bed length becomes

L =9.363s x 1.1987m/s giving L = 11.22 m.

SECTION 11/15

The catalytic hydrogenation of alkylbenzenes is given by the reaction formula
A+ 3H, — B,

where A is the alkylbenzene and B is the alkylcyclohexane.

The reaction is carried out in a BR, to which hydrogen is continuously added in such a
way that the pressure is maintained constant.

In the absence of mass transfer resistances, the mass balance of A is written as

dCA

_ = r,
dr PBTA

where rA = var.
In the present case, the reaction rate is given by

kKAKHCACH
(3Kaca + (Kue) /¥ +1)""

r =

where y = 2.
Furthermore, the constants in the nominator can be merged, k" = kKa Kyicpp, because the
liquid phase is saturated with respect to hydrogen, that s, ¢fy is constant (= ¢j}). Analogously,



Solutions of Selected Exercises m 499

the sum (Kgep)'/Y + 1 = a is a constant, because ¢y is a constant. We denote 3Ky by B.
The rate expression becomes

_ k/CA
(@ +Bea)’
The mass balance of A is rewritten as (vp = —1)
dCA . k/pBCA

dt (@4 Bea)’

The separation of variables yields

/CA <a+BcA>3 Ko / dt = —K pat.

0A CA

The left-hand side is developed further:

/ / <OL +3OLZBCA+3OLB2 + B3c3 )

CA d CA
=ao’ / — +3u%B / dca + 30p? / cadea + B° / 3 de
COA C0A

3
= ln( OA) + 302 B (ca — con) + OLB ( céA)—I—%(ci—cSA).

The bulk density of the catalyst is defined as

Mecat
VL

PB =

The conversion level is Ny = 1 — ca/coa = 0.99, that is, ca /coa = 0.01. The integrated
result is transformed to

3 3
o’ In(1 —na) " + o®Beoana + EOLBZC§A (1—1—-ma?)+ %CSA (1—(1—mna))

. k'mcat t
- >

VL

from which m, can be solved.
b. In case that external mass transfer resistance influences the reactor performance, the
following expression is valid (Section 6.2.4):

dnpa
“ = (Vi — Niagp) Vi
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Since the mass transfer resistance at the particles is negligible, N}, is given by

ELPB
Nip = T A

P

and we obtain
dnLA

dr

= (NII?AQV + SLpBTA) VR.

The liquid volume remains constant, we thus have npp = cpaVy and dnps/dt =
Vidcra/dt, and the balance equation becomes (e Vg = V1)

dera

Vi
L dr

= N]leavVR + VLpBra,

that is,
dea NIE’AaV
dt €1,

+ PBTA.
The interfacial (gas—liquid) flux is given by

CéA - KACEA
(Ka/kia) + (1/kga)

b
Npy =

For the aromatic compound (A), the volatility is neglected (Kx & 0 and cg A = 0). Thus
we only have (rp = var)
dc LA
dt

= PBVAT.
For hydrogen, all of the terms in the mass balance are important, yielding

dCLB Nb Ay
— = B2 4 ppvpr,
dt €1,

where
b @ _ b
Npg = k| == — .
LB = XLB Ks ‘LB
The concentration in the gas bulk (CEB) is obtained from the ideal gas law

pu
RT’

NH

puVG = muRT, % =iy = ey =

We denote CEB by c1p = cp and analogously cra by ca.
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The final form of the mathematical model is

dCA
—— = PRVAT,
dr PBVA
deg kipay [ pH
dt €L RTKg B ) + PBVBT,
where
. kKAKHCApH/(RT)

7
(3KACA + (KHPH/(RT))1/2 + 1>

m 501

The coupled differential equations are solved numerically by the BD method imple-
mented in the software LSODE. The main program and the model subroutine written in

Fortran 90 for the toluene hydrogenation process are listed below:

Exanple 2 15
Compile this file with a Fortran conpiler and
link it with the | sode sol ver
The Lsode sol ver can be downl oaded from www. netlib.org
Pr ogram Bat ch_r eact or
inmplicit none
i nteger, parameter :: ncom=3 ! nunber of conponents, equations
real (8) c(ncom, rwork(22+9* ncomrncont *2)
real (8) atol (ncom,rtol (ncom
i nteger iwork(20+ncom,lrwliw
integer nf,istate,itask,iopt,itol
real (8) t,tout,tstep
external batch,jex

| rw=22+9* ncomtncont*2 | work vectors for |sode
| i w=20+ncom
at ol = 1.0d-9 ! absolute tolerance
rtol = 1.0d-9 ! relative tolerance
nf = 22 I method flag for |sode
istate = 1 ! state of cal culations
itask =1 ! task to be perfoned
i opt =0 ! optional input (no)
itol =4 ! type of error contro
tstep = 200 I tine step (9)
! initial concentrations (rol/dnB)
c(1) = 9.5d0 ! Tol uene
c(2) = 0.0d0 ! Hydrogen
c(3) = 0.0d0 ! Methyl cycl ohexane
t = 0.0d0 ! start at tine = 0 seconds
t out =t+tstep ! solution at tine=tout

! open data file and wite initial conditions to screen and file
open(21,file="toluene.dat’)
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wite(*,’ (f8.0,1x,4(f6.3,1x))’) t,c(1:3),(1.0d0-c(1)/9.5)*100
wite(21, (8.0, 1x, 4(f6.3,1x))") t,c(1:3), (1.0d0-c(1)/9.5)*100

do while ((1.0d0-c(1)/9.5).1t.0.9999) ! calculate until conversi on=99%
I call solver
call dl sode(batch,ncomc,t,tout,itol,rtol,atol,itask,istate, &
iopt, rwork, lrw iwork,liwjex,nf)
! wite results to screen and file
wite(*, (f8.0,1x,4(f6.3,1x))") tout,c(1:3),(1.0d0-c(1)/9.5)*100
wite(21,’(f8.0,1x,4(f6.3,1x))’) tout,c(1:3),(1.0d0-c(1)/9.5)*100
tout=tout+tstep ! increase tine for next calcul ation
end do
end program

! Batch reactor nodel
subroutine batch(ncomt, c, dcdt)
inmplicit none
integer :: ncom
real (8) :: t,c(ncon), dcdt(ncom
real (8) :: KA=0.25, KH=37.0, kla=0.1, k=2.1
real (8) :: Rgas=8.3143d0, Tenp=373.0d0, Pres=20.0d0
real (8) :: xstar=0.014

real (8) :: cA cH, ctot
real (8) :: ntat=0.040,VL=1.0,VR=1.1
real (8) :: Rate, Keq, Fl ux, rhoB, epsL

ctot=sum(c(1l:ncom) ! total concentration

cA=c(1) I Tol uene
cH=c(2) ! Hydrogen
rhoB=ntat/VL ! catalyst bulk density
epsL=VL/VR ! liquid hol dup

I gas-liquid equilibrium constant
Keg=Pr es*101. 3d3/ Rgas/ Tenp/ ct ot/ xstar*1. 0d- 3

I Flux of hydrogen fromgas to |iquid phase
Fl ux=kl a/ epsL* ( Pres*101. 3d0/ Rgas/ Tenp/ Keq- cH)

I Reaction rate
Rat e=k* KA* KH* cA*cH ( 3. 0d0* KA* cA+sqrt ( KH*cH) +1. 0d0) **3

I Mass bal ances
dcdt (1) =-rhoB*Rat e
dcdt (2) =- 3. 0d0*r hoB* Rat e+Fl ux
dcdt (3)= rhoB*Rate

return
end

subroutine jex ! dummy routine
return
end
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The simulation results are displayed in the figure above, which shows that a reaction time
of 135 min (8100 s) is needed to achieve a 99% conversion. As shown in the figure, the process
is heavily influenced by mass transfer resistance. The dissolved hydrogen concentration only
starts to approach the saturation concentration after practically all of toluene has reacted.

10 T+ T + T -+ v + r T 0.14 + . - T +

0.13 f

0.12 ¢

0.11 |

0.1}

¢ (mol/dm?)
w
¢ (mol/dm?)
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0.08 |

0.07 |

0 " L M L N s N . 0.06 N N L A L s N N .
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Time (s) Time (s)

Concentration of toluene and methylcyclohexane in the reactor as a function of time (left)
and concentration of hydrogen in the liquid phase during the reaction (right).

SECTION 11/16

The three-phase reaction

A+ H, - AH,

follows first-order kinetics r = kcpy,; we will below denote cy, = cq.
The mass balances of hydrogen in the liquid and gas phases are given by the following
expression (Section 6.2.2):

dT:lLH b
——— = Npyay — Niap,
dve LH% LH%
= —N;yay,
where
b b
Nb. — ccu — Kuery
L= k 1/k
Ku/kiu + 1/kcn
and
PBEL
Nig = ———"MeHH,
ap
where

rH = VHT.
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The above expression Njyy is used (with 1) because internal diffusion affects the rate.

Pure hydrogen is used in excess, thus CEH A constant and a, can also be regarded as
constant.

We denote

(Ku/kia + 1/ken) ™' = K.
The liquid-phase balance equation becomes (V = V)

diru
dv

= K(cEH — KHCEH)av + pBSLﬂeH(—kCEH)-

The volumetric flow rate of the liquid is constant, that is, dri 1y /dV = VL(dclL’H /dVv).
The notation is simplified: CEH = ¢y and CE’}H =c.
We have

. dCH

VLW = Kay(c — Kxcn) — peeLknencH,

V/Vi = 1 is inserted, yielding

dCH
d_1;L = Kayc — (KayKy + ppeLknen)cH.

The following notation is introduced: Kayc = f and Ka, Ky + ppeLkneqy = o yielding

dey

d—_thﬁ—OLCH.

The separation of variables yields

H dCH L
:f d‘EL = TL.
CoH B — Ocy 0

The integral becomes

1 ¢ 1 _ _
L e — g = — L1 (ﬁ) N - R
o con o B — acon B — acon

from which the liquid-phase concentration of H, is solved:

o = B - (B - O;COH) e %t ) [A]

The formation rate of AH; is

NeHTAH, = VAH,NeH” = +7Men = kNercy.
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Because AHj; is essentially nonvolatile, its balance equation can be written as

dipan PBELNeH, AH
2 S S _ € 2
dv ap

and dripap,/dV = d(cAH2 VL) /dV = dcan,/dTy in this case (VL = constant).
We have

dCAH2
d‘EL

= PBELMeAH,"AH,>

when NeaH,7AH, /VAH, = NeHTH/VH = TNef, from which we obtain

VAH,

NeAH,TAH, = NeHVH? = VAH,NeH! = kNeHcH, Since vay, = +1 and vy = —1.

The balance equation becomes

dCAH2
d‘CL

= ppeLNeHkcH,

in which cp is inserted from Equation [A]

dean, DBSLTIer(
d‘CL

B — (B — acom)e ™).

We denote pgernepk/a = w and separate the variables. The result is
CAH, L
/ dean, = w/ (B — (B — acon) e_‘“L) dtp
0 0

= CAH, = (,o(ﬁ‘EL + (%) (e % — l))

The concentrations of H, and AH, in the liquid phase can now be computed from
Equations [A] and [B] as a function of the liquid-phase space time (tr).

SECTION 11/17

a. Equation 6.1 is used:
et — Kic;
(Ki/kui) 4+ (1/kGi)”

Np, = (6.1)
It gives the flux into a liquid phase. In this case, it equals the reaction rate

b
Ni;A = —rimcyt.
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We divide this by the reactor volume (VR) and remember that a = A/VR and
OB = Mcat/ VL = Mcat/ (e VR). Thus we obtain

b
Ni;a = —rieLpB.

In this case, r; = v;kc;; here ¢; = clL’l. and we have

-1
K; 1 .
Kl-/ (c}éi — K,-CEI-> a= —SLPB\)ikCEi, where Kl-/ = <k—1 — k_> , we obtain
Li Gi
b b epsvik , oy
cGi — Kier; = — Kla CLi = Acp;
in which cg ;18 solved:
b
b CGi
= G [A]
o+ Kj

In case of no gas-liquid mass transfer resistance, the concentrations are related by
the equilibrium
sk
x _ Gi

Cy; = .
Li
K;

Intrinsic kinetics becomes (r/)

vikict.  vikicl.
ri = vikel; = = = = [B]
K; K;

Equation [A] is transformed to (a/K; = B)

b
b __ Gi
CLi —_— +-
Ki(1+B)
The rate becomes
vikel.
=kl = o
1
The effectiveness factor is defined as
N; i
ne - ﬁl, = r,)
which becomes (see Equations [B] and [C])
1
Ne=—>, (D]
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where

_eppp(—vk (1 1
b= a (kLi * kGiK>'

For pure gas kg; — 0o and we obtain

erpB (—Vi)k
B = T hoa
Lid

b. In the case of liquid—solid mass transfer resistance, Equation 6.11 is valid:
ke (P — ¢ — .
LSi \ €; — €L; ) 9p = ELPBYi-

In the present example, first-order kinetics is applied, and we have r; = v;kc}; which
is inserted:

b
kysiap (CLi - Cii) = eLpp (—Vi) kep >
from which the concentration at the particle surface is solved:

b s __ ELPB (—vi) k s

_ s
CLi — i = o< i =Y
LSidp
b
s _ CLi
The flux becomes
b
eLppfi  eLpp (Vi) kep;
Nisi = — =

ap N ap 1+y

If the mass transfer resistance is negligible, the flux is

ELPB
Ni; = ——vikef}.
ap
The effectiveness factor becomes
NLsi 1
Ne=—rr=—, (E]
Nigi  1+v
where
_eLp (—vi)k
kisiap

c. For pure internal mass transfer resistance for a completely wetted spherical particle,
Equation 5.79 is valid:

_ 3 1 1 (]
=y (tanh o 5)’
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where

—\)ippk

De;

d. If all the resistances are present simultaneously, the overall effectiveness factor
(ne,overall) is obtained from Equations [D], [E], and [F]:

Ne,overall = [DI[E][F],

3 1 1
Neovral = (18 (14 ) (tanh o 5)’
where the dimensionless moduli are

_eLpp(—vjk
- kLia
eLpp (—Vvi) k

:—,

kisiap

B

b

—V;ppk

o=\
De;

Note that in the above formulae, the rate is calculated from

\)ikcgi
i = Ne,overall 7 -
Ki

The effectiveness factor is independent of the reactant concentration.

SECTION 11/18

For the liquid—solid mass transfer, the following equation (Equation 6.11) is valid:

b
kisi (cLi — Cii)“P = —&L pBT;.

In the present case,i = Aand r; = —2k(cf A)2 CEB.
We denote k' = 2kc]L3B and obtain krsaap (CEA - ciA) = k'eLpB (ciA)z, which can be

brought into a dimensionless form

s K b S 2
1 CLA ) _ ELPBXCrp [ (1A
“\d T T keaa. \d ]
CLA LSAaP CLA



Solutions of Selected Exercises m 509

thatis, 1 — y = ay?, where

. €L ka,CEA

kisaap

ay? +y — 1 = 0 (a dimensionless modulus), y = ¢}, / CEA.
The solution becomes
_ —1£/12—4a (-1

200

For our case the root

V1440 —1
r= 2a [A]

is physically relevant.
The effectiveness factor is in this case defined as
ke pgcs, 2 5

= b = 5
k/SL pBCLa2

Ne

that is,

2
V1440 —1
ne=%. [B]

The value of 1, is plotted against the modulus a.
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b. For the liquid-phase components, mass balance (Equation 6.39) is used,

dl’lLi

== (Mo = Nijap ) Vi
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Since A is nonvolatile, NEA = 0. Furthermore, ny; = clL’ ;V1 and V1 is constant. We obtain

deP
LA b
VLF = —NLSAapVR, where NLSA = kLSA (CLA — CiA)’
that is,
k/CL BCS 2

Nisa = TCLPBGA and VL/VR = er.

a

P

These quantities are inserted into the balance equation, and we obtain

dCEA ;s 2 /b 2.2
a = —k'ppcia” = K pBerA Y
t
that is,
b 2
depy — Kppc,? V1+4a—1
dt LA 20 ’
where
o= eL ppk’ &b
kiasap A

o o o _ b b . e . b _
A dimensionless concentration x = ¢, /¢gp 5 is introduced and we obtain (COL A= C()A)

dx Y S /1 +4Bx —1 2 cl
— = copax’ | ——mm 1,
dr PBCoA 2Px
where
k/
= ELPBY Con at t=0,x=1.
kLASap

Equation [C] can be presented in Damkaohler space by introducing a Damkéhler number
(Da) as follows: Da = k’pg coa. We obtain

dx L (JTEBBx 1)
dDa * 2Bx ’

atDa =0,x = 1.
In general, the solution of Equation [D] is obtained numerically. Two limiting cases are
of interest. For a negligible mass transfer resistance, § = 0, n, = 1, and the parenthesis
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expression in Equation [D] approaches 1. We have

dx )
dDa ’
that is,
x=(1+Da)" .

In case of a heavy mass transfer resistance, the effectiveness factor (Equation [B])
approaches (a is large) the expression

2
(\/40() 1
==y

The parenthesis in Equation [D] approaches for large f (B — 00)

(- () -k

2Px 2Px

The mass balance [D] in this case becomes

dx 1
—_— = ——X,
dDa B
which has the solution
x = e DB

that is, the system approaches first-order behavior as the mass transfer resistance increases.
What is Da/B? From the definitions of Da and B, we obtain

Da _ K'ppcoakisaap  kisaap

- b

B eLpskcoa eL
which means that the system is described by

x = e—kLSAup/EL,
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that is, exclusively by the mass transfer resistance parameter. A full numerical solution of

Equation [D] for various values of p is provided in the figure below.
1 : 10000
0.9
0.8
0.7
0.6
S
< 05
&
04
03
0.2
0.1
0 | |
0 1 2 3 4 5 6 7 8 9 10
Da
The reaction scheme is written as follows.
CH,
+H,0

CH,
@( ’ 02 @
CH, COOH

The reaction rate is given by
R= kCOz.

For the liquid and gas phases, we have the balances for a BR (Section 7.2.3)
dny;
_dtl = <Nf’,-av + €L7’i> VR,

dnGi b
dt - _NGiaVVR.
The reaction is assumed to be rapid. The expression for the flux of a first-order reaction

is (Equation 7.112 in Section 7.2.4)
cgi - (Ki/ cosh \/M) CEI-

Nf, =N& = .
b N (tanh \/M/\/M> (Ki/kri) + (1/kci)
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Because the reaction is rapid, CEZ- = c'L’O2 ~ 0, and the flux expression is simplified to

b b
£Go, _ ¢Go,

(tanh B/VM) (Ko ko) + (1/ksy) B

b
NGoz =

where
kDo, \
/ . —VO, LO;
M - (kz—) ,
LOy

that is, the Hatta number.
The gas-phase mass balance is

b
dnco, dego, b
= V = —N a V
dt a  © GO,V IR

yielding (Vg = egVRr)

b b
dego, _ Ngo,av _ Bay &
dt €G G GO,

The separation of variables yields

b
/CGOZ ch02 _ _Bav /t d
b - >
0G0, €GO, €c Jo

b
€Go, Bay
In 5 = ——t,
€GO, &G

which yields the required reaction time

b —1
€G $Go,
t=—In A .
Bay €GO,

The concentrations are obtained from the pressures as follows:

that is,

Poo, = C(I;GOZRTO and Po, = chZRT,

c'(’}o2 _ (PQ2 > B (2bar )_1 10
chOZ Pyo, 20 bar ’

that is,
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Finally, we have

f= ;—Gln(IO).

ay

The parameter values are calculated below

c& P} &
Ko, = =22, but Heo, = —%= = —2RT = Ko, RT.
Lo, ‘Lo, ‘Lo,
Thus
Heo, 126 dm’Kmol 100 x 103 Pa
Ko, = = = 3.49991.

27 RT  mol8.3143J(273 + 160)K

Since kgo, is large, B becomes

_ tanh /M Ko, -
N \/M kL02 ’

The Hatta number +/ M is calculated:

3/2 %24 x10°h~! x 52 x 1076 m2/h\ /2
= (2 / — 0.0912.
1.52 m2/h2

Thus we have

VM &k 0.0912 1.5m/h
= 0z m/h 4297 m/h,
tanh /M Ko,  tanh (0.0912) 3.49991
The factor Bay /eG becomes
ay  0.4297m/h x 20m™!
Pay _ / =17.1882h~ 1,
€G 0.5
£G

t = In(10) = 0.13396 h = 8.03 min.

ay

The required reaction time is 8 min.



Solutions of Selected Exercises m 515

SECTION l111/4

Chlorination of p-cresol can be expressed in a simplified way as
A+B—- C+D,

where A is chlorine and B is p-cresol. Various expressions can be used to estimate Ej,, for
example, from the van Krevelen—Hoftijzer approximation or the expressions collected in
Table 7.4.

We start by calculating E;
\)ADLBCEB

E =1+ .
! VBDLAC 5

The diffusion coefficients are obtained from the Wilke—Chang equation

7.4 1072/ dMsolvent T

0.6
LAYN

Dia =

and similarly for B we can obtain Dy p. The ratio becomes

D 0.6 492 0.6
ZIB (YA (222} 56988,
Dria VB 125.6

The concentration of ¢} , is obtained from solubility data: Ky = ¢, /cf 4>

s CGA PA xAP

9AT k. T RTKx _ RTKx

We obtain

S 0.5-101.3 x 10°Pa 5
A = = 1.1157k mol/m".
8.3143J/mol K x 273K x 0.02

Now the factor E; is obtained:
10
E;=1+0.56988—— = 6.1077.
1.1157

To progress further, the Hatta number (/M) is needed:

b
M= _\)AkCLB 82,
Dya
that is,
—\)Akc'L’B
VM = | ———23%1.
Dra
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The diffusion coefficient of A is included in Dy, First the viscosity is calculated from the
empirical equation

2.290 x 10°

1n(ﬂ) = 1303 x 10" + === 12339 x 1072 x 273 — 2.011 x 107> x 2732
cP 297
= (.24497
W = 1.27758 cP.

The molar mass of the solvent (CCly) is
Mccl, = (12 + 4 x 35.45) g/mol = 153.8 g/mol.

The diffusion coefficient becomes

7.4 x 10712 /1 x 153.8 x 273

1.27758 x 49.206

Dia = m?/s = 1.894 x 10~° m?/s.

The Hatta number obtains the value

x 1.5 x 107> m = 0.08176.

VM = —(—1) x 5.626 x 10~3 m3/mols x 10 mol/L
B 1.894 x 10~9 m?2/s

The famous formula of van Krevelen and Hoftijzer yields

B — VM(E; — Ep/E; — 1)
A~ tanh VM(E — EAJE = 1)

where /M = 2.038 and E; = 6.1077. An iterative solution of the above equation yields
Ep = 1.0022. The Hatta value is low, E; has rather a low value, and in addition cyp is high.
We can conclude that a pseudo-first-order reaction is probable.

SECTION Ill/6

This reaction is very slow and it has extraordinary autocatalytic kinetics (independent of
chlorine concentration). The system can thus be treated as a homogeneous liquid-phase
system, for which the mass transfer effects are negligible.

a. We have the balance equation for a CSTR (¢g — ¢op)/tL = 7B, where Bisthe monochloro-

acetic acid and 1, = V/VL, cog = 0 (no B in the feed), and rg = r.
From the above equations, we obtain

B = 'thC(kl + kzcéﬂ).
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The mole fraction and the total concentration (¢; = x;cg) are introduced:
1/2 1/2
XBCo = 'thcc()(kl + szO/ XB/ ),

which is simplified to

1/2 1/2
XB — k1TLxC = kZCO/ thch/ .

m 517

We denote kzcé/ erxC = a and k;tpxc = B, that is, x3 — B = (xxé/ 2, which yields a

second-degree equation:

(xg — B)? = axp equivalent to

x}23 — 2Bxg — axg + B2 =0,

giving the mole fraction of B:

2B + a £ Va2 + 40B
Xg = .
B 2
Numerically, we obtain
o= kzcéﬂthc,
V. Vp 200L x 1kg/L x 60 min )
TIL="=—= = 200 min,
\%9 m 60 kg

o = 0.0512 x 200 x 0.05 = 0.515,

B =kitxc = 0.0133 min~! x 200 min x0.05 = 0.133,

2B + o = 0.781,
0.781 & /0.781%2 — 0.070756
XB = s
2
0.781 =+ 0.7343
Xp= ———— " — 0.75765.

2

[The second root (—) does not satisfy the original equation.]
In this case, the conversion of A is defined by

C0A — CA X0A — XA XA
na = = =1
COA X0A X0A

and we have ¢y = cp + cg + cc, that is, xpo + xg + xc = 1 and xpa + XoB + Xoc = 1.
Furthermore, xc = xoc (constant), which vyields xa + xp = xpa + X and

X0B = 0.
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Thus xp = x0a — xg = 0.95 — 0.75765 = 0.1924.

The conversion is na ~ 0.80.
b. For batchwise operation, we have the balance equation

dcg
— =13.
dt
The rate expression is inserted and we obtain
dCB

I = (k1 + kzcéﬁ)cc.

The mole fraction xp is defined as xg = ¢g/co:

dx
—Bco = <k1 + kzcol/zxé/z)coxc,
dr
yielding
dx
_dtB = <k1 + szé/zxé/z)xC.

We denote kijxc = B and kzcé/zxc = q.
The separation of variables yields

XB de ft
—_— = dt =t.
/0 owc]13/2 +B 0
1/2

The substitution x;'© = y is introduced.
We obtain xg = y? and dxp = 2y dy.
The integral becomes

Yoydy 2 (7 (ay+B—B) 2 y< B )
A ay + B WA ay + B y aA : ay + B Y
B

_ 2 B _2(,_8 B
_&é(y—aln(ocy—i-ﬁ)) = a(y 0Lln(ocy—i—B)—i—Ocln(B)).

Rearrangement and backsubstitution yields

2( 12 B B _
a(XB +&ln<—axé/2+6>)_t
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The numerical values are listed below:

a = kyct/*xc = 0.0512 x 0.05min™" = 0.00256 min™~",

B = kixc = 0.0133min"! x 0.05 = 0.000665 min !

The equation is rewritten as

2 1
2x113/2+—61n 7 —oat=0 and xé/2=y.
@\ (a/B)xg

The final form is

B o

o/f =3.8496 t =t = 200 min.

y+1)—at=o, (A]

Equation [A] is solved numerically giving y = 0.55. Finally, we obtain xg = y?, xp =
0.3025. This is less than what was obtained for the CSTR (xg cstr = 0.76), which is a
direct consequence of the autocatalytic kinetics.

SECTION I11/11

The reaction is written as A(G) + B(L) — products.
For an adsorption column, the following design equation is valid (Section 7.2.6):

1- xOA) 10G

VkR =
XA NLA (1 - XA)Z

For infinitely fast reactions, the flux is given by

e + (vaDLB/VEDLA)KACDy

N? >
AT (Ka/kea) + (1/kGa)
where
b P
CGA = xAC() xA E

The flux expression is inserted into the design equation (Section 7.2.6)

. Ka 1
VR = (1 — x0a) 1oG +

/xOA dyy
kiaay — kgaav ) Ji, (xAP/RT + w CEB) (1-— xA)z’
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where w = (vaDrp/vpDra)Ka and

b _ b VB (xoa — xa \ Vog P
ap=¢cwt —\|\—V—— ey
VA

1—xp ) VoL RT’

b b v [ xoa — x14\ VoG P
G =%~ \"7_ . ). o+
VA 1— X1A V()L RT

The boundaries are calculated below. According to the requirements, 95% of A should
react and xgp = 0.05.

We have
figA — 1 n
=27 A 095,
NoA noA
that is,

n

A 0.05.

oA

The total flow at the inlet and the outlet is 719 = 7iipert + 74, Where the subscript “inert”
refers to the inert gas and

11 = Nipert + NA.

The first equation gives fiinert = 119 — floXpaA = 119 (1 — x0a). Analogously, the second
equation gives flinert = 71 (1 — x4) leading to

(1l —xa)
10 (1 — x0n)

that is,
fl 1 — xpa

h() l—xA'

The conversion value yields

XA 7 xa (1 — xoa)
m=l-—-——=1-—-—
XoA Mo XA (1 — xa)
from which x4 is elegantly solved:
(1 —na) x0a

XA = .
1 —x0a + (1 —na) XA
We obtain the solution xp = 0.00265 from the above equation.
The expression for c]fLB gives the ratio between the volumetric flow rates Vog/ Vor, as will
be expressed below.
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The conversion of B is fixed to
CoB — € . .
ng = BT 0.9, which gives cB 0.1.
CoB COLB

The expression for ci1p yields

c v X0A — X PV,

ALB + B < 0A IA) OG. =1 leadingto

coLB VA \ 1 —x1a / corsRT VoL
Voo _ (1 B ClLB)
VoL cors )’

that is,
Vo _ va (I —x1a) coLsRT <1 B ClLB)
VoL VB (x0a — x14) P cos /)

We obtain
va (1 —x14) cuRT _ (=1)(1 — 0.00265) x 500 mol/m® x 8.3143J/(K mol) x 298 K

(—1)(0.05 — 0.00265) x 20 x 100 x 103 Pa

VB (%0 — x14) P
= 13.046967.

VoG
— 13.046967(1 — 0.1) = 11.74227,

0L
. 1% 5000 m?
VoL = —20 _ — —0.11828 m?/s.
11.74227 ~ 3600s x 11.74227
The factor P/RT is
P 20 x 100 x 10° Pa 5
= 807.2128 mol/m”,

RT ~ 8.3143)/Kmol x 298K
PV
0G — 9478.51 mol/m”>.

RT V.

XoA — xA)

We obtain
leB = 50 mol/m> + 9478.51 mol/m’ ( I

The parameter w will be calculated; Hey is converted to K accordingly:

RT
JN CGA — KART,

HeA = — =
CLA CLA
Hex, 9.8 x 107> m? x 100 x 10 PaK mol
Ky = = = 0.39553,
RT mol 8.31437] x 298 K
vaD —1) x 1.627! x 0.39553
_ "D (2D - — 0.244157.

vgDra
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The mass transfer parameter is

Ky 1
kiaay  kgaay

The gas-phase mass transfer parameter is not given in standard units, but in pressure
units, that is,

which yields

1.2 x 107> mol x 8.3143] x 298K

=0.297319s ",
Kmol 106 m3 x 100 x 103 Pas

kgaay = k’GAavRT =

= 3.36339s.

kcaay
The factor Ky /kppay becomes

Ka 0.39553
= s = 28.252s.
kiaay 1.4-1072

Both gas- and liquid-side mass transfer resistances are significant, since 1/(kgaay) and
Ka/ (kgaay) are of comparable size. The proportionality factor becomes

. Ky 1
F = (1 — x0A) oG + ,

kiaay  kgaay

where
_ Vo 20 x 100 x 10 Pa x 5000 m> x K mol
flog = — = = 1121.129 mol/s,
RT 8.3143] x 298 K x 3600s
and
1 — x0a = 0.95.

Finally, we obtain
F =0.95-1121.129 mol/s(28252 + 3.36339) s = 33672.68 mol.

The design algorithm can now be simplified as follows:

xoA dxA
VR =F / 5 3
xA (xAP/RT + cocLB) (1 —xa)
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where

XoA — X

by = (50 +9478.51 (M» mol/m?,

1—xp

where
x0Aa = 0.05,
o = 0.244157,

P/RT = 807.21 mol/m’,
F = 33,672.68 mol.

Numerical integration is carried out from x4 = 0.00264 to xpp = 0.05.
The reactor volume becomes Vg = 20.12 m?>.
The column is cylindrical, that is, Vg = (nd? /HL,d =12m,

which gives L = 4V /nd?. The column height becomes L = 17.8 m.

SECTION 111/12
Absorption of H,S (A) in monoethyleneamine (MEA, B):

H,S + HOCH,CH,NH; — HS™ + HOCH,CH,NH .
) (B)

The column volume can be calculated from Equation 7.177

Vr

(1 —x0a) noGP / Poa dpa
— >
v Px o Nia (P —pa)

and the height of the column is h = Vi /A.
For an infinitely fast reaction, the flux N}, is obtained from Equation 7.152

NS, — c25 + (va/vB)(DL/Dra)Kacly
A (Ka/kia) + (1/kGa)

The concentration CEB is defined in Equation 7.185:

b b v (X0a —xa\ Vog P
ap=aut —\V—— v 5

va\ 1 —xa / VoL RT
The liquid volumetric flow rate can be obtained from Equation [B] as

. . VB
VoL = Vog—
VA

X0A — XA 1 i
RT’

_ b b
L=xa /) oy — i

m 523
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Liquid-phase outlet concentration of component B is obtained from the conversion

CEB - CIIDLB b b
N = -3 > A= (1- nB)CLB-
LB

The flux can be rewritten as

NS go — s + (vaD1p/VBDLA)KACTy
V - .
o (Ka/kiaay) + (1/kaay)

The concentration of gas component A is obtained from the ideal gas law

b ba _ xaP
GA™ RT ~ RT"

The concentrations are inserted into the flux term and we obtain

S
Ni pay

_ xa + (VaDip/veDra)Ka ((RT/P)cby s (vB/va) [(xoa — xa)/ (1 — xa)] (Vog/Vor)) (P/RT)
a (Ka/kiaay) + (1/kGaay) ‘

Transformation from pressure to molar fraction yields
2
pA = xa P, dpA = deA, (P — PA) = P2 (1 — xA)2 .
Now Equation [A] can be written in the form

X1A dxa

2’
X0A Nanv (I —xa)

VR = (1 — x0a) 710G

where the gas molar flow rate is obtained from

. PVoG
floGg = )
0G RT

The outlet mole fraction of component A is x14 = 7114/71G»

oA — MA ) ma ) X1AMG

Na = :
noA noA X0AM0G

fllG = hlA + hinert»
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where

flinert = (1 — X0A) oG, 711G = X1AM1G>
n1Gg = x1a116 + (1 — xoa) 710G, (I = x1a) 116 = (1 — Xx0A) 110G>

mG 1 —xoa

. - b
nog 1 —xia

~ x1a (I —xoa)

na=1 ,
XA (1 — x14)

from which x4 is solved:
_ (1 —mna)xoa

X1A .
1 — maxoa

Equation [C] is integrated numerically using MATLAB®, the program code is listed
below.

function ex_3_12

x0a=0.05; %initial nole fraction

et a=0. 95; % conversi on

xla=(1l-eta)*x0a/(l-eta*x0a); % final nole fraction

VR=- quad( @ol une, x0a, xla) % integrate, get volune nB d=1.2;

% col umm di amreter m h=4*VR/ 3. 1415/d/d % col unm hei ght m
return

function int=vol ume(xa)

% H2S + MEA->HS- + .. ..

% (A + (B ->

R=8.3143; % J/ nmol K
T=298.15; %K

nya=-1;

nyb=-1;

VOG=5000/ 3600; % nB/s
P=20*101325; % Pa

DLA=2. 06e-5; %nR/s
DLB=DLA/ 1. 62; %nR/s

He=9. 8; % dnBbar/ nol

kl av=1.4e-2; % 1/s

kgav=1. 2e-5; % nol/cnB bar s
kgav=kgav*R*T/ 1e- 6/ 101. 3e3; % 1/s
et a=0. 95;

et ab=0. 9;

x0a=0. 05;
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xla=(1l-eta)*x0al/ (1-eta*x0a);

c0b=0. 5e3; % nol / n8
clb=(1-etab)*cOb; % nol/nB8

KA=He/ 1000* 100. 0e3/ R/ T,

KK=( KA/ kIl av+1/ kgav) " - 1;

VOL=VOG* P/ R T*nyb/ nya* (x0a- x1a)/ (1-x1a)/ (cOb-clb); % nB/s

N av=KK* ( xa+nya* DLB/ nyb/ DLA* KA* ( R* T/ P*c1b+nyb/ nya* ( x0a- xa) /
(1-xa)*VOG VOL) ) *P/I R/ T,

int=(1-x0a)*P*VOG /R /T./Nav./(1-xa)." 2;

return

Results

VR = 20.3281
h = 17.9745

Column height is 18 m.

SECTION 1V/2

The weight gain (w) is directly related to the conversion of the solid component (B), that is,

w
NB = — (Woo = 111 mg).
Woo

For spherical particles, the dimensionless radius is related to the conversion by

.
Z=(1= /3
R (I —mp)

By using these formulae, a new table is compiled as shown below:

t/ min nB r/R

0.0 0 1.0000
0.50 0.0297 0.9900
1.00 0.0613 0.9791
1.50 0.0883 0.9697
2.00 0.1153 0.9600
2.50 0.1351 0.9528
3.00 0.1559 0.9451

continued
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continued

t/ min B r/R
4.00 0.1937 0.9308
5.00 0.2288 0.9170
6.00 0.2577 0.9055
7.00 0.2937 0.8906
8.00 0.3180 0.8802
10.00 0.3784 0.8534
12.00 0.4216 0.8332
14.00 0.4685 0.8100
16.00 0.5045 0.7913
18.00 0.5414 0.7711
20.00 0.5757 0.7514
22.00 0.6090 0.7312
24.00 0.6360 0.7140
26.00 0.6577 0.6996
29.00 0.6901 0.6767
32.00 0.7207 0.6537
35.00 0.7477 0.6318
38.00 0.7703 0.6125

The general equation (Equation 8.66) (Section 8.2.2) in case that Bipy is large (film
diffusion negligible) becomes

t  6(1—r/R)+3¢'(1— (r/R)?*) —2¢' (1 — (r/R)?)

to / ) (A]
1)) 6+ ¢
where ¢ = —(VAkR/Dea).
For chemical reaction control, ¢’ is small (negligible), and we obtain
t r
—=1—-— B
. R [B]
For pure product layer diffusion control, ¢’ is large and
t 3¢/ (1—@/R)?) —2¢/ (1 - (r/R))
to ¢’ ’
and consequently
Lo 3<r>2+2<r>3 C]
to R R/’

To check the data, the right-hand sides of Equations [B] and [C] are plotted against the
reaction time (). The figure reveals that neither [B] nor [C] is valid for the entire region,
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since the curves are not linear but bended. For model [C], a limited area for linearity can
be found.

0’4 T T T T T T T 0.35 T T T T T T T
0.35 - - 03l i
031 . 025 :

0.25 - -

E sl ] Q 0.2 |
= o151 | g 015} —
o1l } 0.1} |
0.05 |- i 0.05 |- i

0 | | | | | | | 0 | | | | | | |

0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
t t

Test of simple models [B] (left) and [C] (right)

A general approach is to determine the Thiele modulus from the general model Equation
[A] by nonlinear regression. The value of ¢’ was determined as 76.5.

05 T T T T T T T

0.45 E
04} E
0.35F E
0.3 —

<
— 025} E

op
m
0.2} E
0.15} E
0.1} E

0.05} E

1 1 1 1 1 1
0% 5 10 15 20 25 30 35 40
t

Fit of the general model [A]

The fit of the model to the data is displayed in the figure above. The conclusion is that
both the chemical reaction and product layer diffusion contribute to the overall rate.

SECTION 1V/4

The total reaction time is obtained from Equation 8.65 (Section 8.2.2).

R R (1o L) 2, (A]
2 3 Biam
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where
t
ag =/ CR dt
0
and
d)/ _ _\)AkR
DeA

m 529

The film diffusion resistance outside the particle is assumed to be negligible; thus

Bipmm — 00. In addition, CR = constant, which yields

fo
ap = CR/ dt = 1.
0

/
R (1 + %) = tho.

Two special cases are considered here.

Equation [A] becomes

If the surface reaction is rate-controlling, ¢'/6 < 1 and

R = 1. [B]
/
If the product layer diffusion is rate-controlling, ¢’/6 > 1 and we obtain % = Bto,
that is,
\)AkRz b
— = CAt(),
DeA
which becomes
D ACb
RP="2A —yp, [C]
—\)Ak
Models [B] and [C] are tested by plotting R versus ty and R? versus f.
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A straight line provided by model [B] indicates that this model is valid (see the figures
below), that is, the surface reaction controls the overall rate.

to (min) [B]R(mm) [C]R?*(mm?)

5 0.063 0.00397
10 0.125 0.015625
20 0.250 0.0635

SECTION 1V/5

The rate equation is
R = kca.

The balance equations for A and B in the BR are written as

T _ AR'A, A
a VA [A]
dnp ,

—— = vgR'A. B
a =B (B]

For the liquid phase, we assume a constant volume, that is, np = ca VL and dny/dt =
VL (dcp/de).

The ratio A/Vy is denoted by a, = A/VL. At the beginning of the process, we have
app = A/VoL. The balance of [A] becomes

dCA k
—— = VAdpKCA.
dt P

The ratio ap/agp is

R

ap A np4u'tr2 ( r )2
app Ao - np4mR? - ’

We thus obtain for cx:

% = vakaop <%>2 CA»

that is,

d (ca/con) r\2 [ ca
T = \)Akﬂlop (E) <a) . [C]

Equation [B] is rewritten as (Equation 8.18 in Section 8.2.1)

dr M
dt XBPp
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which becomes
dr _ M\)B
dr XBPp

kea.

By using dimensionless quantities /R and ca /coa, we obtain

d(r/R)  vpMcoa kao (CA> D]

dt XB ppRaop COA

The quantity kagp, is a pseudo-first-order rate parameter denoted by k = kag.
Furthermore, B = Mcoa /xpppRaop is a dimensionless parameter. This is why the model

can be presented in a very compressed form (vpo = vg = —1):
dy CA r
-5 = _k/ 2) = = E
dr yee C0A ‘TR [E]
dz
— = —Bk'y. F
P Bky [F]

Between y and z, a simple relationship is obtained by dividing [E] by [F]:

which is easily integrated:

yielding

The numerical values of the parameter ag, are calculated. By definition, we have

np4nR2
Vi

aop =

bl

where 1, is the number of particles. On the other hand, the initial volume of particles is
4 3
3
The initial mass of particles is

Mop = ppVOP = Mgnop.
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Thus Vo is
Mgnog
Vop =
Pp
and we obtain n, from
3Vop
P 4xR3’
that is,
3Mpnop
np = .
4TR3pp

We now obtain ag, as follows:

3Mgnop
agp = ,
o Rpp VL,

3 x 60 x 107 kg/mol x 2 mol

agp = = 480m™ L.
% ™ 0.5 x 10-3 m 1500 kg/m> x 10~3 m?

The pseudo-first-order parameter becomes
k' = kagp = 4.17 x 107> x 480 min~' = 0.02min"".
The parameter B is calculated:

- Mcoa  Mgnoa

B xpppRagp N VLppRagp

(XB = 1))

60 x 107% kg/mol x 2 mol

b= 1073 m? x 1500kg/m3 x 0.5 x 1073 m x 480 m~!

= 0.333.

To sum up, we have

dy
_=_k/ 2’
dt yz
dz
= = _Bky,
P Bky

wherey = landz =1latt =0,k = 0.02 mm~!,and f = 0.333.
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The differential equations are simulated numerically. For the simulation results, see the
figure below.

1 T T T T T T T T 1
- 0.9
- 0.8
- 0.7
- 0.6
0.5

r/R

z=

B 0.4
1 0.3

- 0.2
A 0.1

0 Il Il Il Il Il Il 0 " " " " " " " " "
0 100 200 300 400 500 600 700 800 900 1000 0 200 400 600 800 1000 1200 1400 1600 1800 2000

Time (min) Time (min)







APPENDIX 1

Solutions of Algebraic
Equation Systems

Algebraic equation systems
fe,y) =0 (Al.1)

can be solved by the Newton—Raphson method. In the equation system, y denotes the
unknown variable and x is a continuity parameter.
The Newton—Raphson algorithm for the solution of the equation is

Yk = Yk-1 =1 i1 (A1.2)

where k denotes the iteration index, fi is the function vector at iteration cycle k, and ]~ Lis
the inverse of the Jacobian matrix. The Jacobian matrix contains the partial derivatives:

dfi/dyr dfi/dy.  dfi/dys -+ dfi/dyN

J = . . (A1.3)

dfn/dyr  dfn/dy>  dfn/dys - dfn/dyn

The matrix inversion J~! is performed by the Gauss elimination method applied to linear

equations. The derivatives df;/dy; are calculated from analytical expressions or numerical

approximations. The approximation of the derivatives df;/dy; with forward differences is
dfi _ Af _ filbieAy) — i) (AL4)
dyj Ay Ayj
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The selection of the difference Ay; is critical: the smaller the Ay, the better the deriva-
tive approximation. However, if Ay; is smaller than the accuracy of the computer, the
denominator in Equation A1.4 becomes 0. A criterion for the choice of Ay; is

Ayj = max(sc,sR ‘yj ), (A1.5)
where ¢p is the relative difference given by the user and ¢ is the round-off error of the
computer.

The choice of the initial estimate of y g, is critical, as the equation system is solved with
the Newton—Raphson method. In many cases, a solution of a problem is expected as a
function of the parameter x. The parameter x can be chosen as a continuity parameter: the
solution for the equation system, obtained for a certain parameter value x, Y(oo)> €aN be used
as an initial estimate for the next parameter value, x + Ax:

Y(0)(x + Ax) =y (x). (A1.6)

The convergence of algorithm (Equation A1.2) is quadratic in most cases.
A termination criterion for the iteration of Equation (A1.2) is usually

Yitk) — Yi(k—1)
Yi(k)

<eg i=1,...,N, (A1.7)

where ¢ is the user-defined relative error tolerance.
For a system with a single equation, the algorithm (Equation A1.2) is reduced to

fae—1
Yy = Vk—1) — f(/ L. (A1.8)
(k=1)

The principles described here are implemented in the subroutine NLEODE [1]. In Ref. [1],
an application example is described in detail.

REFERENCE

1. Appendix 3 in this book (subroutine NLEODE).



APPENDIX 2

Solutions of ODEs

A first-order differential equation

d
Y fy,0 (A2.1)
dx
with the initial conditions
Y=Y, atx=xp (A2.2)

can be solved by semi-implicit Runge—Kutta methods or by linear multistep methods, which
are briefly reviewed below.

A2.1 SEMI-IMPLICIT RUNGE-KUTTA METHOD

The Runge—Kutta methods have a general form

q
Yn = Yno1 T Z biki, (A2.3)
i=1

where y, and y,_, are the solutions of the differential equation at x and x — Ax. The
coefficients k; are obtained from

i
k; = hf(xn,yn +y ailkl), (A2.4)

I=1

where h = Ax.
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If the coefficients a; = 0, when | = 0, the method is called explicit; if a # 0, when | = i,
the method is implicit.

For stiff differential equations, an explicit method cannot be used to obtain a stable
solution. To solve stiff systems, an unrealistically short step size h is required. On the other
hand, the use of an implicit method requires an iterative solution of a nonlinear algebraic
equation system, that is, a solution of k; from Equation A2.4. By a Taylor series development
ofy, + Z;;% a;jk; and truncation after the first term, a semi-implicit Runge—Kutta method
is obtained. The term k; can be calculated from [1]

i—1
I —=TJa;h) k; = f(Yn + Z ailk1> h, (A2.5)

I=1

where I is the identity matrix,

1 0 0
| .
I=1{. . (A2.6)
0 0 1
and J is the Jacobian matrix,
dfl/d}/l dfz/dyz . . . df1 /d)/N
] = . . . (A2.7)
dfn/dyl dfn/dyz . . . dfn/d)/N

When using the semi-implicit Runge—Kutta method, the calculation of the Jacobian matrix
can be critical. The Jacobian, J, influences directly the values of the parameters k; and,
thereby, the whole solution of y. An analytical expression of the Jacobian is always preferable
over a numerical approximation. If the differentiation of the function is cumbersome, an
approximation can be obtained with forward differences

dfi _ iy + 8y) —fi)

, (A2.8)
dyj Ayj
where the increment Ay; is obtained from the criterion:
Ayj = max(ec, er[yjl), (A2.9)

where ¢ is the relative difference and €. is the computer round-off criterion.
The equation implies that a linear equation system always has to be solved when the
parameter k; is calculated. The matrix I — Jajjh is inverted using the Gauss elimination.
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TABLE A2.1 Coefficients in a Few Semi-implicit
Runge-Kutta Methods
I bi aij azi as;’
Rosenbrock [1]
—0.413 1.408 0.174
2 1.413 0.592

Caillaud and Padmanabhan [2]

11/27 0.4358 0.75 —0.2746
2 16/27 0.4358 —0.1056
3 1.00000 0.4358
Michelsen [3]
1 1.03758 0.4358 0.75 —0.63017
2 0.83494 0.4358 —0.24235
3 1.00000 0.4358

[

In these methods, hf is replaced by az1 k1 + azzk; in
the calculation of k3.

TABLE A2.2 Coefficients in the ROW4A Method [4]

a;; = 0.395 1 = —1.943744189

ay; = 0.438

az1 = 0.9389486785
a3y = 0.0730795421
by = 0.7290448800

by = 0.0541069773

31 = 0.4169575310
32 = 1.3239678207
41 = 1.5195132578
42 = 1.3537081503
43 = —0.8541514953

b3 = 0.2815993624
by = 0.25

After calculating k; according to Equation A2.4,y, is easily obtained from Equation A2.3.
The coefficients a;; and b; for some semi-implicit Runge—Kutta methods are summarized in
Table A2.1 [1-3].

The Rosenbrock—Wanner (ROW) method is an extension of the semi-implicit Runge—
Kutta method. In the ROW method, Equation A2.5 is replaced by the expression

i—1 i—1
I —TJa;h) k; =1£ Y, + Z a;k; |h+ Z cik;.
=1 I=1

(A2.10)

The coefficients of a fourth-order ROW method are listed in Table A2.2.

A2.2 LINEAR MULTISTEP METHODS
The following general algorithm applies to the solution of ODEs [5-7]

(A2.11)
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Depending on the values of Kj and K3, either the Adams—Moulton (AM) or BD method is
obtained [7]:

o =1AKi=1AK;, = q— 1 (AM), (A2.12)
Ki=qAK,=0 (BD). (A2.13)

Applying the conditions (Equations A2.12 and A2.13) to Equation A2.11 yields the AM
method,

q—1
Yo =Yu1+hY Bifuii  (AM), (A2.14)
i=0
and the BD method,
q
Yo =D %y, +hPof, (BD). (A2.15)

i=1

Both methods are implicit, since f,, is usually a nonlinear function of y,. Methods A2.14
and A2.15 require the solution of a nonlinear, algebraic equation system of the following
kind:

g, =Y, — hPofn —a, =0, (A2.16)
where a,, is defined by
q—1
a, =y, +hY Bifui (AM) (A2.17)
i=0
or
q
a, =) ay,; (BD). (A2.18)

i=1

After solving y,,a, is known from the earlier solutions; the problem thus comprises an
iterative solution of equation system A2.16. This is best facilitated by the Newton—Raphson
method

-1
le(k+l) = Yn(k) - Pn 8> (A219)

where P, is the Jacobian matrix of system A2.16. Derivation of Equation A2.16 yields a
practical expression for P,;,

P, =1— hBoJ, (A2.20)

where the identity matrix, I, and the Jacobian, J, are given by Equations A2.6 and A2.7,
respectively. The coefficients «; and p; of the AM and BD methods of various orders are
given in Tables A2.3 and A2.4.
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TABLE A2.3 B-Coefficients in the AM Method

I 0 1 2 3 4 5
Bri 1

2B5; 1

12B3; 5 8 -1

24, 9 19 -5 1

72085; 251 646 —264 106 —19

1440Bg; 475 1427 =798 482 —173 27

TABLE A2.4 «-Coefficients in the BD Method

I 0 1 2 3 4 5 6
o4 1 1

30y, 2 4 -1

11as; 6 18 -9 2

2504 12 48  —36 16 -3

137a5; 60 300 —300 200 =75 12
14704; 60 360 —450 400 —225 72 —10

Note: a9 = P10, %20 = P20, and so on.

For stiff differential equations, the BD method is preferred over the AM method. To solve
differential equations by means of linear multistep methods, a number of algorithms have
been implemented in programming codes, for example, LSODE [8]. LSODE is also known
by the name IVPAG, in the International Mathematical and Statistical Library (IMSL) [9].
For large systems of ODEs, a sparse matrix version of LSODE is available (LSODES).
Nowadays, there are many public domain codes and program packages for the solution of
stiff ODFs, that is, ODEPACK, VODE, CVODE, ROW4A, and so on.

REFERENCES

1. Rosenbrock, H.H., Some general implicit processes for the numerical solution of differential
equations, Comput. J., 5, 329-330, 1963.

2. Caillaud, J.B. and Padmanabhan, L., Improved semi-implicit Runge—Kutta method for stiff
systems, Chem. Eng. J., 2,227-232,1971.

3. Michelsen, M.L., An efficient general purpose method for the integration of stiff ODE, AIChE
J., 22, 594-600, 1976.

4. Kaps, P. and Wanner, G., A study of Rosenbrock-type methods of high order, Numer. Math., 38,
279-298,1981.

5. Salmi, T., Program NLEODE, in T. Westerlund (Ed.), Chemical Engineering Program Library,
Abo Akademi, Turku/Abo, Finland, 1984.

6. Gear, C.W., Numerical Initial Value Problems in Ordinary Differential Equations, Prentice-Hall,
Englewood Cliffs, NJ, 1971.

7. Henrici, P, Discrete Variable Methods in Ordinary Differential Equations, Wiley, New York, 1962.

8. Hindmarsh, A.C., ODEPACK, a systematized collection of ODE-solvers, in R. Stepleman et al.
(Eds), Scientific Computing, pp. 55-64, IMACS/North Holland Publishing Company, 1983.

9. IMSL, International Mathematical and Statistical Libraries, Houston, TX, 1987.






APPENDIX 3

Computer Code NLEODE

NLEODE is an interactive Fortran code software for solving nonlinear algebraic equation
systems of the following kind:

f(y,x) =0 (A3.1)
with the initial conditions

d
d—y =f(y) y=y atx=xp. (A3.2)
X

Systems 3.1 and 3.2 contain N number of equations. The algebraic equation system can
be solved with the Newton—Raphson method [1] and the ordinary differential equa-
tions with the semi-implicit Runge—Kutta method, Michelen’s semi-implicit Runge—Kutta
method [2], or, alternatively, with the Rosenbrock—Wanner semi-implicit Runge—Kutta
method [2].

When using the Newton—Raphson method, the subroutine NONLIN [3] is used. The
subroutine NONLIN solves the equation system 3.1 with respect to y. Furthermore, x is
considered as a continuity parameter. The solution to equation system 3.1 is thus obtained
as a function of the parameter x [3]. When using the semi-implicit Runge—Kutta methods,
the subroutines SIRKM [4] and ROW4B [5] are used. These are used to solve equation
system 3.2.

In order to be able to utilize the NLEODE program code, the operator must, as a
minimum, write the program code for the subroutine FCN, in which the functions for
the right-hand side of Equations A3.1 and A3.2 are defined. If the Jacobian matrix of the
right-hand side in Equations A3.1 and A3.2 is calculated analytically, an additional subrou-
tine, FCNJ, must be written by the operator. In case the elements in the Jacobian matrix are
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calculated numerically, an empty subroutine FCNJ only needs to be compiled and linked to
the code.
If the differential equations are of a nonautonomous kind,
d
£y, ), (A3.3)
dx
it is necessary at first to transform them to an autonomous system similar to Equation
A3.2. This can be achieved by defining a new variable, yn11 = x, which has the derivative
dy/dx = 1. This equation must then be included as an equation number N + 1 to the
system according to Equation A3.2.

A3.1 SUBROUTINE FCN

Subroutine FCN(N, X, Y, YPRIME)
where

N = number of equations/differential equations;

X = the continuity parameter (algebraic equations) or independent variable (differential
equations);

Y(N) = dependent variable;

Y(N) = the initial values, yo, at x = xy (differential equations);

YPRIME(N) = function f in Equations A3.1 and A3.2; and

YPRIME(N) gives the residuals when solving algebraic equations; it gives the derivatives
dy/dx when solving differential equations.

A3.2 SUBROUTINE FCN]J

Subroutine FCNJ(N, X, Y, YPRIME, DDY)
where parameters N, X, Y(N), and YPRIME(N) are similar to those in subroutine FCN.
Matrix DDY(N, N) contains the elements of the Jacobian

fi/oyr  Of/dy2 ... Of/dyn

dfn/0yr  Ofn/dy2 ... OfN/OyN

In other words, DDY(I,]) = fi/y;. In case the Jacobian is calculated numerically by
NLEODE, an empty subroutine FCNJ should be compiled as follows:

SUBROUTINE FCNJ(N,X,Y,YPRIME,DDY)
RETURN
END
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Example 1

Solve the algebraic equation system

yor—y1—r =0,
Yoo—y2—rn—r =0,
Yo3 —y3+r—rn=0,
Yoa —ya+12=0,
Yos —ys+r+rn=0,

which describes a consecutive-competitive reaction,A+B —- R+ E,R+B — S+ E,ina
CSTR. The reaction kinetics is defined by

r = kiyiyx,

1 = k2y3y2x.

The parameters yo1, 02, - - - » Yo5 as well as k; and k; obtain constant values. The value of the
parameter x (residence time) should be between 0 and 5. The subroutines FCN and FCN]J
are listed below.

¢ Consecutive-competitive reaction in a CSTR
subroutine fcn(n,X,y,yprime)

implicit real*8 (a-h,0-z)

real*8 y(n),yprime(n)

real* 8 k(2),rate(2),y0(5)

k(1)=5.0d0

k(2)=2.0d0

y0(1)=1.0d0

y0(2)=1.0d0

y0(3)=0.0d0

y0(4)=0.0d0

y0(5)=0.0d0
rate(1)=k(1)*y(1)*y(2)*x
rate(2)=k(2)*y(3)*y(2)*x
yprime(1)=y0(1)-y(1)-rate(1)
yprime(2)=y0(2)-y(2)-rate(1)-rate(2)
yprime(3)=y0(3)-y(3)+rate(1)-rate(2)
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yprime(4)=y0(4)-y(4)+rate(2)
yprime(5)=y0(5)-y(5)+rate(1)+rate(2)

return
end
Example 2
Solve the following differential equations
n__,
dx !
b _ —r =
dx 1— 1
d)/3
Frankiial
dra _ |
dx 2
dys
i rn+n
with the initial conditions, at x = 0
Yo1 = 1.0,
Yo2 = 1.0,

Y03 = Yo4 = yo5 = 0.0.

The terms r; and r, are defined as

r = kiyiy2,
r = kiysy.

The equations describe a consecutive-competitive reaction, A+B —- R+ E,R+B —
S+ E, in a tube or a BR (Example 1).

Parameters k; and k; obtain constant values. The value of the independent variable x
(residence time) should be between 0 and 5. Subroutines FCN and FCNJ are listed below,
as well as the numerical results of program code execution.

¢ Consecutive-competitive reaction in a BR or a tubular reactor
subroutine fcn(n,x,y,yprime)
implicit real* 8 (a-h,0-z)



real*8 y(n),yprime(n)
real*8 k(2),rate(2)

k(1)=5.0d0
k(2)=2.0d0

rate(1)=k(1)*y(1)*y(2)
rate(2)=k(2)*y(3)*y(2)
yprime(1)=rate(1)
yprime(2)=-rate(1)-rate(2)
yprime(3)=rate(1)-rate(2)
yprime(4)=rate(2)
yprime(5)=rate(1)+rate(2)

return
end
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APPENDIX 4

Gas-Phase Diffusion
Coefficients

The theory for diffusion in gas phase is well developed. The diffusion flux of a component
i(N;) depends on all of the components. According to the Stefan—-Maxwell theory, the
diffusion flux and concentration gradient are governed by the matrix relation

dc

FN = ——,
dr

(A4.1)
where F is a coefficient matrix. A rigorous computation of the diffusion fluxes requires
a numerical inversion of matrix F. Matrix F contains the contributions of molecular
and Knudsen diffusion coefficients. Because the rigorous method is complicated, it is not
discussed here further. It is, however, described in detail in Refs. [1-3].

An approximate calculation of the diffusion flux may be based on the concept of effective
diffusion coefficients and Fick’s law, which yields a simple relation between the diffusion
flux and the concentration gradient:

N; = —Dei—.. (A4.2)

This approximation is valid mainly for components in diluted gases, that is, for low
concentrations. The effective diffusion coefficient for a gas-phase component in a porous
particle can be calculated from the relation

Ep
De; = (—)Di, (A4.3)

549



550 m Chemical Reaction Engineering and Reactor Technology

where D; is the diffusion coefficient, g}, is the porosity, and tj, is the tortuosity. The porosity is
always <1, whereas the tortuosity shows values > 1. The tortuosity factor describes variations
from linear pore structures. Satterfield [4] recommends values for tortuosity in the range
1-4/3 for catalyst particles, but values exceeding /3 have been reported; many catalysts
have tortuosity values in the range 3—4 [4]. More advanced pore models are treated, for
example, in Refs. [5] and [6].

The diffusion coefficient (D;) can be divided into two parts: one originating from inter-
molecular collisions (Dp,;) and the other from collisions between the molecules and pore
walls, the so-called Knudsen diffusion (Dy;). The diffusion coefficient (D;) can be estimated
from these two parts from the formula

1 1 1
_ = — 4 — (A4.4)
Di Dmi Dxi
Equation A4.4 is strictly valid for equimolar diffusion in a binary solution (Ny = —Np).
Wilke and Lee [7] have developed an approximate equation for the molecular diffusion
coefficient starting from the Stefan—-Maxwell theory:

c—¢

Dml = N )
Zk:l,k;éi ¢/ Dik

(A4.5)

where c is the total concentration of the gas mixture

N
c= Z Gi. (A4.6)
i=1

By introducing more fractions, Equation A4.5 is simplified to

Dini = — , (A4.7)
k=1 Xk/Dik

where Dj; is the binary molecular diffusion coefficient. Theoretically, the binary diffusion
coefficients can be calculated from the Chapman—Enskog equation [8], but in practice
it is shown that a semiempirical modification of the Chapman—Enskog equation gives
a better agreement with experimental data. The semiempirical Fuller-Schettler—Giddings
equation is

1.75 . 1/2 =7
(T/K)'7°[((g/mol) /M) ‘t/(s(g/ml(/)?/Mk)] X107 o (A48)
(P/atm)(v;"” +v,/)?

i

Dy =

where T and P denote the temperature and the total pressure, respectively. M is the molar
mass and v is the diffusion volume of the molecule. The diffusion volumes of some
molecules are listed in Table A4.1. Tt is also possible to estimate the diffusion volumes
from atomic increments. Reid et al. [8] deal with different methods for the estimation
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TABLE A4.1 Diffusion Volumes of Simple

Molecules

He 2.67 CO 18.0
Ne 5.98 CO, 26.9
Ar 16.2 N,O 35.9
Kr 24.5 NH3 20.7
Xe 32.7 H,0 13.1
H, 6.12 SFe 71.3
D 6.84 Cl, 38.4
N> 18.5 Br, 69.0
Oy 16.3 SO, 41.8
Air 19.7

Source: Data from Reid, R.C., Prausnitz, ].M., and Poling,
B.E., The Properties of Gases and Liquids, 4th
Edition, McGraw-Hill, New York, 1988.

TABLE A4.2 Atomic and Structural Diffusion Volume

Increments
C 15.9 F 14.7
H 2.31 Cl 21.0
(@) 6.11 Br 21.9
N 4.54 I 29.8
Aromatic ring —18.3 S 229
Heterocyclic ring —18.3

Source: Data from Reid, R.C., Prausnitz, J.M., and Poling,
B.E., The Properties of Gases and Liquids, 4th Edition,
McGraw-Hill, New York, 1988.

of increments. The best method was probably developed by Fuller et al. Some atomic
increments are listed in Table A4.2 [8].

If experimental values of the molecular binary diffusion coefficients exist at one temper-
ature and pressure, Equation A4.7 can be used to estimate the binary diffusion coefficients
at other temperatures and pressures. Equation A4.7 is valid for moderate total pressures,
but not for extremely high pressures.

For the estimation of the Knudsen diffusion coefficient, the following equation is
recommended [4]:

8 [2RT
38gpp | TTM; ’

Dx; (A4.9)
where pp, is the particle density and S is the specific surface area of the particle. The specific
area is mostly measured by nitrogen adsorption, and the result is interpreted with the
Brunauer—-Emmett—Teller theory [9].

The effective diffusion coefficient can be estimated with Equations A4.3 through A4.9.
The highest uncertainty is involved in the estimation of particle porosity and tortuosity.
The porosity can be determined by mercury or nitrogen porosimetry. The best way is
to experimentally determine the effective diffusion coefficient at room temperature for a
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pair of gases and to use available values for the binary diffusion coefficients. The relation
(ep/1p) can then be calculated from Equation A4.3. Now the diffusion coefficient D; can be
estimated at different temperatures and pressures from Equations A4.4 through A4.8. The
experimental procedure to determine diffusion coefficient is described in detail in Ref. [4].
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APPENDIX 5

Fluid-Film Coefficients

A5.1 GAS-SOLID COEFFICIENTS

Mass and heat transfer between a gas and a solid particle is usually described using dimen-
sionless numbers. There is an analogy between the mass and the heat transfer, of a kind
that is discussed in Ref. [1]. Sample results of research are displayed in Figures A5.1 and
A5.2. Wakao [2] measured mass and heat transfer between a gas and a solid particle and
also summarized earlier results. It became evident that experimental data for heat and mass
transfer can be described by Equations A5.1 and A5.2, respectively:

Sh =2+ 1.1-Sc'/3Re%®, (A5.1)

Nu =2+ 1.1-Pri/3Re%, (A5.2)

where Sh and Nu denote the Sherwood and Nusselt numbers, respectively. They are
defined as

keid

Sh= 5% (A5.3)
Dmi
hd

Nu=—2L, (A5.4)
JNe

where kg; and h denote the mass and heat transfer coefficients, respectively, dp the particle
diameter, Dy,; the molecular diffusion coefficient in the gas phase, and g the heat con-
vection ability of the gas. Sh is sometimes called the Biot number for mass transfer and
consequently denoted as Biy;. The dimensionless numbers, Pr, Re, and S, are defined in
Table A5.1.

Correlations A5.1 and A5.2 are considered to be valid for Reynolds numbers in the range
Re € [3,3000] [2].
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FIGURE A5.1 Behavior of the mass transfer coefficient.
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Recent Advances in the Engineering Analysis of Chemically Reacting Systems (Ed. L.K.
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FIGURE A5.2 Behavior of the heat transfer coefficient. [Data from Wakao, N., Recent
Advances in the Engineering Analysis of Chemically Reacting Systems (Ed. L.K.

Doraiswamy),Wiley Eastern, New Delhi, 1984.]

TABLE A5.1

Dimensionless Numbers for Mass and Heat Transfer

Reynolds number
Schmidt number  Sc = wg/(pGDPmi)

Prandtl number Pr = (cpg)/ G

Re = (Gdp) /G, where G = m/A (mass flow/tube cross-section)
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A5.2 GAS-LIQUID AND LIQUID-SOLID COEFFICIENTS

In general, the relationship
Sh = 2 + aSc®ReP (A5.5)

is applicable to estimate gas—liquid and liquid mass transfer coefficients. A slurry reactor
represents a special case in which small solid particles (d, << 1 mm) are dispersed in a liquid
phase. In the case of a three-phase system, a gas phase is also present. Agitation in slurry
reactors is vigorous (often 1000 rpm or even more). For such a case 2 < Sc*ReP and a
simplified correlation is proposed

Sh = 1.08c'/*Re'/?, (A5.6)
where the Reynolds number (Re) depends on the specific mixing power (effect dissipated):
Re oc &'/, (A5.7)

This leads to the following expressions for the gas-liquid (kgr;) and the liquid—solid
(krs;) mass transfer coefficients:

1/6
eD* .d2
koLi = (—mliLBpL> , (A5.8)
8D4 ‘dsz 1/6
kisi = (%p , (A5.9)
L

where Dyy,; is the molecular diffusion coefficient in the liquid phase, and dg and d}, denote the
bubble and particle diameters, respectively. The dissipated effect is given as emax = W /m,
where W is the stirring power (in Watt) and m is the mass of suspension. Typically, & < €pax.
The real effect per suspension mass is best determined experimentally by measuring the
dissolution rate of a well-defined solid substance; this yields the mass transfer coefficient
(krsi), from which € can be calculated. For a detailed description of this procedure, see
Ref. [3].
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APPENDIX 6

Liquid-Phase Diffusion
Coefficients

The theory of molecules diffusing in liquids is not very well developed. A rigorous
formulation of multicomponent diffusion, such as the Stefan—Maxwell equation for the
gas phase, is not successful in describing diffusion in a liquid phase, because a general
theory for calculating binary diffusion coefficients is lacking. However, semiempirical cor-
relations that describe the diffusion of a dissolved component (solute) in a solvent can be
used. The concentration of the dissolved component is of course assumed to be low com-
pared with that of the solvent. The diffusion in liquids is very much dependent on whether
the molecules are neutral species or ions.

A6.1 NEUTRAL MOLECULES

The treatment of the diffusion of a molecule (A) in a solvent (B) is based on the
Stokes—Einstein equation that was developed originally for macromolecules. The diffusion
coefficient for a spherical molecule (A) in a solvent (B) can be estimated from [1]

RT

=— (A6.1)
6T R RA

Dap

where pp is the viscosity of the solvent and Ry the radius of the molecule (A). It turns out
that Equation A6.1 describes the trends in liquid-phase diffusion correctly. The equation
has been developed further for more practical use. Estimation of the molecule radius is
difficult, especially for nonspherical molecules. Moreover, it is known that polar solvents
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TABLE A6.1 Association Factors for Some Common

Solvents
Water 2.6
Methanol 1.9
Ethanol 1.5
Nonassociated solvents 1

TABLE A6.2 Molar Volumes (V4) of Some Molecules

Compound Molar Volume (cm3/mol)
Methane 37.7
Propane 74.5
Heptane 162
Cyclohexane 117
Ethene 49.4
Benzene 96.5
Fluorobenzene 102
Bromobenzene 120
Chlorobenzene 115
Iodobenzene 130
Methanol 42.5
n-Propanol 81.8
Dimethyl ether 63.8
Ethyl propyl ether 129
Acetone 77.5
Acetic acid 64.1
Isobutyric acid 109
Methyl formate 62.8
Ethyl acetate 106
Diethyl amine 109
Acetonitrile 57.4
Methyl chloride 50.6
Carbon tetrachloride 102
Dichlorodifluoromethane 80.7
Ethyl mercaptan 75.5
Diethyl sulfide 118
Phosgene 69.5
Ammonia 25
Chlorine 455
Water 18.7
Hydrochloric acid 30.6
Sulfur dioxide 43.8

associate to dimers and trimers. Considering these factors, Wilke and Chang [2] developed
a modified equation

7.4 x 10—12\/ [6Ms/(g/mol)|(T/K)
(g/cP) V©

Dap = m?/s, (A6.2)
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where ¢ is the association factor, and Mp and g denote the molar mass and viscosity of the
solvent, respectively. Vy is the molar volume of the solved molecule at the normal boiling
point.

The Wilke—Chang equation has been developed further to be valid for mixtures of
solvents. For diffusion of component (A) in a mixture (m), Equation A6.2 can be written as

7.4 x 1072 /SN | xedp My (T/K) )

Dpm = , A6.
A (15/cP) VEE m/s (463

where |, is the viscosity of the liquid mixture.

The association factor ¢ is estimated empirically. Table A6.1 lists the values for ¢ for some
common solvents. A rule of thumb is that nonpolar organic solvents have the association
factor 1, whereas polar solvents have high values.

The molar volume (V) is tabulated for some compounds [1]; a few examples are given
in Table A6.2. For a general compound, V4 can be estimated from the atomic increments.

TABLE A6.3 Atomic Increments for the Estimation of V5

Increment (cm3/mol) (Le Bas)

Carbon 14.8
Hydrogen 3.7
Oxygen (except as noted below) 7.4
In methyl esters and ethers 9.1
In ethyl esters and ethers 9.9
In higher esters and ethers 11.0
In acids 12.0
Joined to S, P, or N 8.3
Nitrogen
Doubly bonded 15.6
In primary amines 10.5
In secondary amines 12.0
Bromine 27
Chlorine 24.6
Fluorine 8.7
Iodine 37
Sulfur 25.6
Ring, three-membered —6.0
Four-membered —8.5
Five-membered —11.5
Six-membered —15.0
Naphthalene —30.0
Anthracene —47.5

Double bond between carbon atoms —
Triple bond between carbon atoms —

Source: Data from Reid, R.C., Prausnitz, ].M., and Poling, B.E., The
Properties of Gases in Liquids, 4th Edition, McGraw-Hill, New
York, 1988.
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TABLE A6.4 Ion Conductivities (\) at Infinite Dilution in Water
at (Q~1) 25°C

Cation Anion
Monovalent
Agt 61.9 Acetate 40.9
CH3NHY 58.7 Benzoate 324
(CH3),NHT 51.9 Butyrate 32.6
(CH3)3NHT 47.2 Br— 78.4
Cst 77.3 BrO; 55.7
HT 349.8 Cl~ 76.35
K+ 73.5 Cloy 64.6
Lit 38.7 Clo, 67.4
Na™ 50.1 Cyanoacetate 41.8
NH; 73.6 F~ 55.4
NMeZ’ 449 Formate 54.6
HCO3 445
NEt; 32.7 - 76.8
NPr; 23.4 10, 54.6
NBu; 19.5 Ny 69
NAm; 17.5 NO3 71.46
RbT 77.8 OH™ 198.6
TIt 74.7 Picrate 30.39
Propionate 35.8
ReOy4 55
Bivalent
Bat™ 63.6 CO5 ™~ 69.3
BeT™t 45 C0,~ 74.2
Cat™ 59.5 SO, ~ 80
Cott 55
Cut™t 56.6
Mg+t 53
Srtt 59.4
Zntt 52.8
Trivalent
Cedt 69.8 Fe(CN)>~ 100.9
CO(NH3){ 101.9 P309 53.6
Dy*+ 65.6
Er3t 65.9
Eult 67.8
Gd3t 67.3
HO3t 66.3
La3* 69.7
Nd3t 69.4
pr3t 69.6
Sm3+ 68.5
Tm3+ 65.4
Yd3+ 65.6

continued
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TABLE A6.4 Ion Conductivities ()\) at Infinite Dilution in Water
at (271) 25°C (continued)

Cation Anion
Other
Fe(CN)¢~ 110
4_
P407, 94
P05~ 9%
5_
P;07; 109

Reid et al. [1] present values for V for the most common atoms. Some atom increments
are given in Table A6.3. Alternative equations to Equation A6.2 are presented by Wild and
Charpentier [3]. The viscosity of the solvent is an important parameter in Equations A6.2
and A6.3. The viscosity can easily be determined experimentally, and experimental values
are always preferred to theoretical correlations. The viscosity is strongly influenced by
temperature. The temperature dependence can often be accounted for with simple empirical
correlations of the type

n = AT®, (A6.4)
B 2
In(p) =A+ T + CT + DT~. (A6.5)
The values for A, B, C, and D are given in Ref. [1].

For solvent mixtures, viscosity can in principle be estimated from the clean component
viscosities, but the result is uncertain [1].

A6.2 IONS

In electrolyte solutions, both anions and cations diffuse at the same velocity, because the
electroneutrality is preserved. Nernst’s equation is valid for the diffusion of a completely

TABLE A6.5 Temperature Effects on Ion Conductivities (I = )\i orlg=22)

10 =19 +a(t — 25) + b(t — 25)% + c(t — 25)°

Ton A b x 102 cx 104
HT 4.816 —1.031 —0.767
Lit 0.89 0.441 —0.204
Nat 1.092 0.472 —0.115
K+ 1.433 0.406 —0.318
cl- 1.54 0.465 —0.128
Br— 1.544 0.447 —0.23

I~ 1.509 0.438 —0.217
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dissociated electrolyte at infinite dilution:

T SRS _
Dy = 8.931 x 10714 (—) S <Z+ ki ) (A6.6)
K A+ AL AR A

where )\i and )\° denote the conductivity of the anion and the cation, respectively, at
infinite dilution. The terms z; and z_ are the valences of the cation and anion, respectively.
For estimation of the diffusion coefficients in real electrolyte solutions, the following

correction term has been proposed for Equation A6.6:

In (y+ 1
D:1)0(1+mCl n(y )) (”H20>, (A6.7)
dm cH,0 VH,0 0

where m is the molarity of the electrolyte solution (mol electrolyte/kg water), y=£ is the
activity coefficient of the electrolyte; cy,0 and Vh,0 denote the water concentration and
the partial molar volume of water; and wy,0 and p are the viscosity of water and the
electrolyte solution, respectively. The viscosity is strongly temperature-dependent, and
the influence of temperature on conductivity should also be accounted for—if possible.
The ion conductivities at 25°C are listed in Table A6.4 [4] and the temperature effect is
shown in Table A6.5.
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APPENDIX 7

Correlations for Gas—Liquid
Systems

An estimation of the mass transfer coefficients (Kg, K1 ), the mass transfer area (ay), and the
volume fractions of gas and liquid (¢g, €1,) can be carried out with the correlation equations,
which have been developed on the basis of hydrodynamical theories and dimension analysis.
The constants incorporated into the equations have subsequently been determined on the
basis of experimental data for a number of model systems (such as air—water, oxygen—water,
etc.). The dependability of these correlation equations can thus be very different. Usually,
the quality of the estimations falls somewhere around 10-30% of the actual values. The cor-
relations presented in the literature should therefore be utilized with great caution, and the
validity limitations should be carefully analyzed. However, these correlations are very useful,
for example, when performing feasibility studies or planning one’s own experimental mea-
surements. A thorough summary of various correlation equations for gas-liquid reactors
is presented by Myllykangas [1]. Here we will only treat two common gas-liquid reactors,
namely, bubble columns and packed columns, operating in a countercurrent mode.

A7.1 BUBBLE COLUMNS

In a CSTR and a bubble column, the mass transfer resistance is often negligible on the
gas-phase side. In other words, the gas film coefficient K¢ yields a high value compared
with the liquid film coefficient. A simple estimation for Kg can be obtained by assuming
that gas bubbles behave like rigid spheres. The gas film coefficient is thus obtained as

% _ZDJ'c2
G = 3ds

(A7.1)

563



564 m Chemical Reaction Engineering and Reactor Technology

where dp denotes Sauter’s average bubble diameter. The average bubble diameter can be
calculated from Equation A7.2, provided that the size distribution of the bubbles is known:

_ > nid%,-
> ”idlzai

A more detailed analysis of the gas film coefficient is presented in Ref. [2]. In this analysis,
the experimental results were correlated with Geddes’ [3] model (Equation A7.3):

—dg 6 Dig7?
= —1In| — — . A7.
k6= “[nz exP((dB/zﬂﬂ (A73)

Hikita et al. [4] proposed the following empirical equation for the calculation of kLA in
bubble columns:

dp (A7.2)

1.76 4 —0.248 0.243
kLa = 14.9K<i) (WG—“L> <&L3) (E) Sc~0:604) (A7.4)
WG o] pLO ML

where the value of K depends on the ion strength of the solution (I) as follows:

0<I<1 K=10%008

I>1 K=1114.10%%1

Therefore, Equation A7.4 can even be used in the case of electrolyte solutions.
In the case of organic solutions, Ozturk et al. [5] recommend the following correlation

for kpa:
D 0G 0.04
kpa = 0.62 (d—2> Sc®°Bo%?* Gay ¥ Fry®® (p—) : (A7.5)
B L

The bubble diameter was 3 mm during the measurements.

Several correlations are available for the calculation of the mass transfer area per reactor
volume (a). In the most simple case, one assumes that all gas bubbles are rigid spheres of a
similar volume, and the area is calculated on the basis of bubble size and gas holdup [6]:

_ 6¢eG

= d—B. (A7.6)

a

Equation A7.6 can only be used after the measurement or estimation of eg.
Direct correlations for a, have been developed by Akita and Yoshida [7].
The correlations are presented below.

h —0.3 3\ —0.003
a = 2600 (—L> (%) G- (A7.7)
dr Hpg
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The bubble diameter was assumed to be 3 mm.
The correlation of Akita and Yoshida [7] is written as follows:

1
a= —BoOR‘SGa%ISEB. (A7.8)
3dr

A requirement for the use of Equation A7.8 is that gas holdup is 0.14 or lower.

For the gas volume fraction, holdup, several correlations are suggested in the literature.
The correlation of Akita and Yoshida [7] is valid for columns with a maximal diameter of
60 cm. It can further be utilized in the case of pure liquids and nonelectrolytic solutions:

eG = 0.14Bo% > GaX P Frd?. (A7.9)

Hikita et al. [4] suggest the following correlation for electrolytic and nonelectrolytic
solutions. The measurements were carried out in a column with a diameter of 10 cm:

—0.131 0.107 0.062
W 0.578 4
ec = 0.672K ( G“L) (ﬁ) (”G> (p—G> . (A7.10)

o pLo> L oL

The value of the parameter K depends on the ion strength (I) as indicated below:

I=0, K=1,
0<1I<1, K =1000441
I>1, K =1.1.

A7.2 PACKED COLUMNS

Sahay and Sharma [8] carried out measurements in a packed column filled with 1” packing
elements. They arrived at the following equation (Equation A7.11) for kga, in which the
coefficients depend on the geometry and the material of packing elements:

kga = A - 1008 T w8 wCDOSRT, (A7.11)

A few values for the parameters A, B, and C are tabulated in Table A7.1.

Onda et al. [9] developed the following correlation for ki, in packed columns. The
correlation is considered suitable for most packing elements, with the exception of Pall
rings. A requirement for using this correlation is that the mass transfer area (ay) is estimated
using some other correlation:

~1/3
ki = 0.0051 (£> Re23Sc™12 (acdy) . (A7.12)

nLg



566 m Chemical Reaction Engineering and Reactor Technology

TABLE A7.1 Parameters for Some Packing Elements

Packing Flement Material A-(1079) B C
Raschig ring Ceramic 35.9 0.64 0.48
PVC 22.7 0.74 0.41
Intalox saddle Ceramic 36.5 0.7 0.48
PP 25.8 0.75 0.45
Pall ring SS 64.3 0.58 0.38
PP 33.1 0.64 0.48

Source: Data from Sahay, B.N. and Sharma, M.M., Chem. Eng. Sci., 28,
41,1973.
PP = polypropylene; PVC = polyvinyl chloride; SS = stainless steel.

For packing elements with a saddle or a ring geometry (d = 0.95-7.6 cm), a modification
[10] of the traditional Sherwood and Holloway correlation is suggested:

G 0.75
kia = 5308¢'/2D (-) ) (A7.13)
KL

The most frequently used correlation for the mass transfer area was developed by Onda
etal. [9]:
(—1.45(05/0)0'75Re%1Fr1;0'05 Weg'2)

a
— = 1 — e 5 (A7.14)
ac

where a. denotes the so-called “dry area per volume fraction” and o is the critical surface
tension.
A few values for these parameters (a. and o) are tabulated in Tables A7.2 and A7.3.

TABLE A7.2 Packing Element Characteristics

Packing Flement Material Nominal Size (m) Estimated a (1/m) Porosity (—)
Raschig ring Ceramic 0.00635 712 0.62
Ceramic 0.0127 367 0.64
Ceramic 0.0254 190 0.74
Ceramic 0.0508 92 0.74
Ceramic 0.1016 46 0.8
Carbon 0.0254 185 0.74
Steel 0.0254 184 0.86
Pall ring Ceramic 0.02508 95 0.74
Steel 0.0254 207 0.94
PP 0.254 207 0.9
Berl saddle Ceramic 0.0254 249 0.68
Intalox saddle Ceramic 0.0254 256 0.77
Tellerett PE 0.0254 249 0.83

Source: Data from Myllykangas, J. Rep. Lab. Ind. Chem., AboAkademi, Abo, Finland, 1989.
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TABLE A7.3 Ciritical Surface Tension for a Few Materials

Material Critical Surface Tension (kg/ s2) (10%)
Carbon 56
Ceramic 61
Glass 73
Paraffin 20
PP 33
PVC 40
Steel 75

Source: Data from Myllykangas, J., Rep. Lab. Ind. Chem.,
AboAkademi, Abo, Finland, 1989.
PP = polypropylene; PVC = polyvinyl chloride.

The following correlation is suggested [11] for the liquid volume fraction:

2
gprd;

1/3
eL =22 (”LWL> + Frl/2, (A7.15)
The first term in Equation A7.15 is called the film number. The equation is valid for
ring-shaped packing elements and generally correlates with better than 20% accuracy with
the literature data. The following correlation for ring- and saddle-shaped packing elements
has been proposed [12]:

33 1/4
wia
L—CML> ) (A7.16)

e, = 4.67 ( 5
pLE

A7.3 SYMBOLS

a  mass transfer area in water

ac  “dry area” of packing elements divided by their volume
D  diffusion coefficient

dg  bubble diameter

d,  particle diameter

dr  reactor diameter

g  gravitational acceleration

G mass balanced, linear flow velocity of the liquid: G = wypL
hy  liquid height level in the reactor

hr  reactor height

I ion strength of the solution

K  parameter, Equations A7.4 and A7.10

kg  mass transfer coefficient in the gas phase

k;,  mass transfer coefficient in the liquid phase

n;  number of bubbles with a diameter of dg;

tg  average bubble residence time, tg = hr/wp

w linear flow velocity
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wgp linear flow velocity of a bubble

=

holdup
dynamic viscosity
surface tension

o4 critical surface tension for a packing element

oo QW

density

A7.4 INDEX

bubble
gas
liquid
particle
reactor

A7.5 DIMENSIONLESS NUMBERS

BoBond, Bog = gdipr/c Bor = gdgpL/o

FrFroude, Fryp =wg/(gdr)"/? Frz =wg/(gdp)'/> Frp =w(/gdp Fr, = Gac/pig
Ga Galilei, Gap = gdﬁ 02 /W2 Gap = gdip /u?

Re Reynolds, Re, = G/(awi1) Re; = G/acpy,

Sc Schmidt, Sc = w/pD
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APPENDIX 8

Gas Solubilities

For historical reasons, there are several different ways to express gas solubilities in liquids,
such as Bunsen’s and Ostwald’s coefficients. These are not treated here in detail, and the
reader is referred to Refs. [1] and [2]. Nowadays, the most common means to express gas
solubilities is to turn to the equilibrium molar fractions (x;, or x) of dissolved gas A and
to the temperature and pressure of the gas. From the ratio

S
Pa
b

/
HeA = S
XLA

(A8.1)
from which Henry’s constant (He/, or H) can be calculated. Expression A8.1 can be used
to predict xj, at a certain pressure (p}). The agreement is generally good for low values
of x{ , and p} but compromised at higher pressures. In the case of sparsely soluble gases,
Equation A8.1 is a good choice.

Gas solubilities are generally strongly temperature-dependent, so much so that the loga-
rithm of solubility (In xg) versus inverse temperature (1/T) yields a straight line. Intuitively,
gas solubility should diminish as a function of the temperature, but experimental measure-
ments have shown that a minimum in gas solubility at a certain temperature is a common
behavior (Figure A8.1) [3].

Empirically, the temperature dependence of gas solubility can be described with an
equation of the following kind:

B
1nx=A+T+C1nT+D, (A8.2)
where A, B, C, and D are empirical coefficients; coefficients C and D can sometimes be

neglected. Fogg and Gerrard [1] have compiled a large amount of literature data in the
form of Equation A8.2.
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FIGURE A8.1 Solubilities of some common gases in water. (Data from Hayduk, W. and
Laudie, H., AICKE J., 19, 1233-1238, 1973.)

Equation A8.2 usually represents a good reproduction of data within the experimental
temperature interval, but extrapolation outside the interval is dangerous! A few samples are
given in Table A8.1 [1].

The presence of electrolytes in the liquid affects gas solubility. Henry’s constant for a pure
solvent (Hyp) can be corrected with the so-called salting-out factors (h) that are ion-specific
parameters. Schumpe [6] has suggested the following equation for electrolyte mixtures:

H
In =2 (hi+ho)c (A8.3)

where h; denotes the salting-out factor for the ion i and hg the salting-out factor for the
gas. Weisenberger and Schumpe [7] expanded Schumpe’s original model to be valid for the
temperature interval of 273-363 K. The parameter hg has a linear temperature dependence
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TABLE A8.1 Gas Solubilities According to Equation A8.2
Gas Solvent A B C D Temperature (K)
Hj H;0 —123.939 5528.45 16.8893 0 273-345
Hy Hexane —5.8952 —42455 0 0 213-298
Heptane —5.6689 —480.99 0 0 238-308
Octane —5.6624 —484.38 0 0 248-308
Benzene —5.5284 —813.90 O 0 280-336
Toluene —6.0373 —603.07 O 0 258-308
Methanol —7.3644 —408.38 O 0 213-298
Ethanol —7.0155 —439.18 0 0 213-333
() H,O —171.2542  8391.24  23.24323 0 273-333
Oy H,0 —139.485 6889.6 18.554 0 273-617
Oy Benzene —30.1649 874.16  3.53024 0 283-343
Oy Ethanol —7.874 12693 0 0 248-343
CO, H0 —159.854 8741.68  21.6694 —1.10261 x 1073 273-353
Benzene —73.824 3804.8 9.8929 0 283-313
Toluene —13.391 1512.9 0.6580 0 203-313
Cl, Benzene —9.811 2374 0 0 283-341
Toluene —10.030 2457 0 0 288-353
Ethyl benzene —8.425 1978 0 0 288-348
Acetic acid® and —12.98 3072.7 0 0 343-383
monochloro
acetic acid
Propionic acid® —10.474  2356.8 0 0 298-403

and monochloro
propionic acid

Source: Data from Fogg, P.G.T. and Gerrard, W., Solubility of Gases in Liquids, Wiley, Chichester, 1991.
2 Data from Martikainen, P, et al. J. Chem. Technol. Biotechnol., 40, 259-274, 1987.
b Data from Miki-Arvela, P., Kinetics of the chlorination of acetic and propanoic acids, Doctoral Thesis, Abo

Akademi, Turku/Abo, Finland, 1994.

as follows:
hg = hgo + hr(T — 298.15K). (A8.4)
Numerical values for parameters h; and hg are tabulated in Table A8.2 [7].
TABLE A8.2 Salting-Out Factors for Gases and Ions
10> x h,  Temperature®
Cation h; (m®kmol™!) Anion h; (m*kmol™) Gas hgo (m*kmol™!) (m*kmol™!) (K)
H* =0 (57 OH~ 0084 (G1)» H, —0.0218 (75° —0.299 273-353
Lit 0.0754 (73) HS™  0.085 (1) He —0.0353 (20) 0.464 278-353
Nat  0.1143 (261) F~ 0.0922 (7) Ne —0.008 (57) —0913 288-303
K+ 0.0922 (226) CI=  0.032 (421) Ar 0.0057 (79) —0.485 273-353
Rbt 0084  (21) Br 0.027  (58) Kr = —0.007  (14) nac 298
Cst 0.0759  (36) I~ 0 (88) Xe 0.0133  (5) —0.329 273-318
NR* 00556 (51) NO, 0.8 (2) Rn 0.0447  (10) —0.138 273-301
Mg>* 01694 (32) NO, 0013 (109 N,  —0.001  (38) —0.605 278-345
Ca’* 01762 (17) ClO; 0.1348 (1) O, =0 (162)  —0.334 273-353
sr’* 01881  (2) BrO; 01116 (1) NO 0.006 (1) na. 298
Ba?* 02168 (30) 107  0.091 (1) N0 —0.009 (78) —0.479 273-313

continued
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TABLE A8.2 Salting-Out Factors for Gases and Ions (continued)

10> x h,  Temperature®

Cation h; (m’kmol™!)  Anion  h; (m*’kmol™!) Gas hgy (m’kmol™!) (m’kmol™!) (K)
Mn?t 0.1463 (14)  ClO; 0.049  (4) NH; —0.0481 (27)  naf 298
Fe?t 01523 (4) 10} 0.1464 (1) CO, —0.0172 (50) —0.338 273-313
Co*™ 0168 (6) CN~ 0.068 (1) CHy 0.0022 (60) —0.524 273-363
Ni**  0.1654 (6)  SCN~ 0.063 (1) GCH, —0.0159 (30) naf 298
Cu’t 01537 (8)  HCrO; 0.04 (1) CyHy 0.0037 (15)  nac 298
Zn®*  0.1537 (10)  HCOj 0.097 (2) C,Hg 0.012 (55) —0.601 273-348
Cd*t 01869 (11)  H,PO; 0.091  (8) CsHg 0.024 (17) —0.702 286-345
APY 02174 (10)  HSO3 0.055 (1) n-C4H;p 0.0297 (38) —0.726 273-345
Ccr*t 0065 (2)  CO3” 0.1423 (11) H,S —0.0333 (15) naf 298
Fe**t  0.1161 (6)  HPOX™ 0.1499 (3) SO, —0.0817 (36)  0.275 283-363
La®t 02297 (6)  SO¥ 0.127  (3) SFe 0.01 (10) naf 298
Cet 02406 (2) SO~ 0.1117 (111)
Th*™ 02709 (1)  S,05" 0.1149  (2)

PO~ 02119 (3)

[Fe(CN)g]*~ 03574 (1)

Source: Data from Weisenberger, S. and Schumpe, A., AICKE J., 42, 298-300, 1996.

a

Experimental temperature range for the evaluation of the h, parameter value.

b Number of occurrences in the data set (in brackets).

C

n.

a. = not available.
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APPENDIX 9

Laboratory Reactors

Chemical reactors in the laboratory scale are used to check reactant conversions and product
selectivities, chemical equilibria, and reaction kinetics as well as thermal effects. All labora-
tory reactors can be placed in the well-known categories of homogeneous and heterogeneous
reactors. However, laboratory reactors typically possess some characteristic features that are
worth discussing in detail: the residence time distribution and temperature are carefully
controlled and the flow pattern is maintained as simple as possible. This is due to the
primary purpose of laboratory-scale reactors: they are mainly used to screen and deter-
mine the kinetics and equilibria of chemical processes, preferably in the absence of heat
and mass transfer limitations. Laboratory reactors have a special design to suppress the
above-mentioned effects and automated data acquisition is used. The specific phenom-
ena attributed to laboratory reactors will be discussed here. Primary data obtained from
laboratory reactors are used to determine the kinetic and thermodynamic parameter values
that are important for the process design. For further data processing and estimation of the
parameter values, it is important to recognize the mathematical structures of the models.
Laboratory reactor structures and modeling aspects are discussed briefly here, whereas
parameter estimation from experimental data is described in Appendix 10.

A9.1 FLOW PATTERN IN LABORATORY REACTORS

For kinetic studies in homogeneous tube reactors and catalytic fixed bed reactors, plug flow
conditions should prevail to make the interpretation of kinetic data as straightforward as
possible. The justification of the plug flow assumption can be checked with available cor-
relations for the Peclet number for homogeneous tube reactors and fixed beds. In terms of
fixed beds, three Peclet numbers are used, namely, the Peclet number based on the longitu-
dinal dispersion coefficient (D) and the bed length (Pe = wL/D), the Peclet number based

573
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FIGURE A9.1 (a) Flow pattern and different Peclet numbers (Data from Kangas, M., Salmi,
T., and Murzin, D., Ind. Eng. Chem. Res., 47, 5413-5426, 2008) and (b) a laboratory-scale
fixed bed.

on the longitudinal dispersion coefficient (D) and the particle diameter (Pe’ = wdp/D),
and the Peclet number based on the molecular diffusion coefficient (Dy,;) and the particle
diameter (Pe” = wdp/Dyi). Edwards and Richardson [1] proposed a correlation equation
between Pe’ and Pe”. The plot based on the correlation is shown in Figure A9.1 [2]. The
approach is straightforward: the molecular diffusion coefficient is measured experimentally
or calculated from a model (Appendices 4 and 6), Pe” is calculated, and Pe’ is obtained from
Figure A9.1, after which Pe = (L/dp)Pe’. A rough rule of thumb is that Pe should exceed 50
to guarantee the plug flow conditions.

A best way is to determine the residence time distribution experimentally as described
in Chapter 4. From the experimentally determined variance (o) of a pulse experi-
ment, the longitudinal Peclet number is easily obtained by an iterative solution: o =
2(Pe — 1+ e o)/ pe?.

A9.2 MASS TRANSFER RESISTANCE

The role of external mass transfer resistance can be checked by the estimation of the Biot
number and the mass transfer coefficient as described in Appendix 5. For experimental
determination of the role of external mass transfer in fixed beds, a simple test is recom-
mended: the reaction is carried out in the fixed bed with different amounts of catalyst
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(M) and fluid velocities (inlet volumetric flow rates, Vo) in such a way that the ratio
R = mcat/ Vo is kept constant. The results should be the same for all of the ratios used, if
the external mass transfer limitations are absent. At low flow rates, the reactant conversion
will decrease because of increasing external mass transfer resistance. This can be a serious
problem in small laboratory-scale reactors with small amounts of catalysts. Low liquid flow
rates are used in these reactors to ensure a long enough residence time, which can lead to a
pronounced external mass transfer resistance.

To suppress the internal mass transfer resistance in the pores of the solid material, small
enough particles should be used. The role of internal mass transfer resistance can be evalu-
ated using the concepts described in Chapter 5, that is, by evaluating the generalized Thiele
modulus and the effectiveness factor.

A good experimental approach to check the presence/absence of internal mass transfer
resistance is to carry out experiments with various particle sizes. By gradually minimizing
the particle size, the conversions, yields, and selectivities should approach a limiting value
corresponding to the intrinsic kinetics. Sometimes this approach can, however, lead to a
cul-de-saq: the pressure drop increases, as the particle size is diminished and the kinetic con-
ditions are not attained. Another type of test reactor should then be considered, for instance,
a fluidized bed (for gas-phase reactions) or a slurry reactor (for liquid-phase reactions).

A9.3 HOMOGENEOUS BR

The characteristic feature of a well-stirred homogeneous BR is that neither concentration
nor temperature gradients appear inside the reactor vessel. The volume is constant for
gas-phase processes carried out in closed reactor vessels (autoclaves) and in practice even
often for liquid-phase processes (in many liquid-phase processes, the density change of
the reactive mixture is minor) carried out in open vessels. The concentrations in the gas or
liquid phases are measured as a function of the reaction time. Various methods for chemical
analysis are accessible: continuous methods applied on-line, such as conductometry and
photometry, on-line spectroscopic methods as well as discontinuous methods based on
sampling and off-line analysis of the samples, such as gas and liquid chromatography. A
constant temperature is maintained with a cooling/heating jacket, and the temperature is
measured by a thermocouple or an optical fiber. In the case of volatile components, a cooling
condenser is placed on top of the reactor. A typical batch-scale laboratory reactor is shown
in Figure A9.2, and the results from a kinetic experiment are displayed in Figure A9.3.

The absence of the concentration and temperature gradients in the reactor should be
checked by changing the rotation speed of the impeller and plotting the reactant conversion
as a function of time for varying impeller speeds.

Provided that the stirring is vigorous enough to guarantee a homogeneous content of
the reaction mixture, the mass balance for a component in the BR is written as (Chapter 3)

d¢;
T ri (¢, k, K). (A9.1)
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FIGURE A9.2 BR in laboratory scale.
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FIGURE A9.3 Results from a BR experiment (A — P).
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In effect, Equation A9.1 is a special case of the equations presented for homogeneous tank
reactors in Chapter 3.

A9.4 HOMOGENEOUS STIRRED TANK REACTOR

The construction of a laboratory-scale continuous stirred tank reactor (CSTR) resembles
of that of a BR, but the reactor is equipped with an inlet and an outlet. Concentration and
temperature gradients should be absent because of vigorous stirring. For a homogeneous
CSTR, a constant volume and pressure are reasonable assumptions. The concentrations at
the reactor outlet are measured as a function of the space time, that is, volumetric flow rate.
The steady-state mass balance is written as (Chapter 3)

TN (6 kK), (A9.2)
where the space time is defined by
\%4 . .
T=—=—, V=V, (A9.3)
Vo

It should be noticed that the volumetric flow rate can have considerable changes for
gas-phase reactions because of the change in the number of molecules during the reac-
tion. Measurements of ¢; (and c;, t) yield r; directly, that is, the generation rates of the
compounds, which represents a great advantage of this reactor as a rapid tool for kinetic
experiments. On the other hand, several chemicals are consumed during an experiment. A
remedy to this is to reduce the size of the reactor.

An example of the use of a CSTR is given below. The kinetics of the reaction A — P is
studied in a CSTR. The space time, T, and possibly the inlet concentration level, cpp, are
varied and cp, r-data are obtained. A rate law is assumed, for example, the reaction rate
for component A is 4 = —kca. A plot of the concentration of component A, ca, versus
—ra gives the rate constant, k, as the slope of the curve, as illustrated in Figure A9.4.

v

FIGURE A9.4 Evaluation of experimental data obtained from a CSTR.
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FIGURE A9.5 Fixed beds in laboratory scale, a system of parallel reactors.

A similar approach can be applied to arbitrary kinetics, provided that the rate can be
expressed in the form —r5 = kf (c), where f (¢) = c}, cac, and so on.

A9.5 FIXED BED IN THE INTEGRAL MODE

Catalytic fixed beds are frequently used as test reactors for two-phase processes (gas or
liquid and a solid catalyst). A laboratory-scale fixed bed reactor is displayed in Figure A9.5.
The reactor is placed in an oven or in a thermostat bath. The efficiency of the system can
be improved by arranging several fixed beds in parallel. In this way, various temperatures,
flow rates, and catalysts can be screened in a single experiment. The gas flows are regulated
with mass flow controllers and the liquid feed rates with pumps. Plug flow conditions
should prevail, and small enough catalyst particles should be used to suppress the internal
diffusion resistance. Provided that these conditions are fulfilled, the mass balance becomes
very simple:

dn;

v = ppTi. (A9.4)
De facto Equation A9.4 is the one-dimensional, pseudohomogeneous model for fixed beds
presented in Chapter 5.

The mass of the catalyst in the reactor (#1¢,) and the catalyst bulk density are related by

Meat = PBVR. (A9.5)
The dimensionless coordinate (z) is introduced:
V =Vgrz, dV = Vgrdz, (A9.6)
which yields
dn;

h.
— = Meatti, where ¢; = Vl (A9.7)

dz
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Equation A9.7 is solved from z = 0 to z = 1 to obtain the molar flows at the outlet of
the bed, 71;(z = 1); these values have typically been measured experimentally. Chemical
analysis gives the concentrations (¢;), but they are related to the molar flows as expressed by
Equation A9.7. The volumetric flow rate is updated by an appropriate gas law:

V= anfT, where 1 = Z ;. (A9.8)
The compressibility factor (Z) is a function of the composition (molar flows, mole frac-
tions), temperature, and pressure. Methods for the calculation of Z from equations of state
are discussed in Ref. [3]. For ideal gases, Z = 1. The inlet composition is varied in the
experiments to obtain varying molar flows.

If the volumetric flow rate and fluid density are constant, the mass balance equation
(Equation A9.4) becomes

—— = PB" (A9.9)

which is formally similar to the balance equation for a homogeneous BR.

For simple cases of kinetics, an analytical solution of the model is possible but, in general,
a numerical solution of Equation A9.7 or A9.9 is preferred during the estimation of the
kinetic constants. It should be noticed that the analytical solutions obtained for various
kinetics in a homogeneous BR (Equation A9.1) can be used for the special case of fixed
beds, Equation A9.9, but the reaction time (t) appearing in the solution of the BR model
(Equation A9.1) is replaced by the product pgt (t = V/ V) in the fixed bed model. A special
case of fixed bed is considered in the next section.

A9.6 DIFFERENTIAL REACTOR

Catalytic differential reactors are frequently mentioned in textbooks as typical test reactors.
In fact, a differential reactor used in catalysis is a special case of the fixed bed reactor, nothing
else. The conversions are maintained low, which allows us to approximate the molar flow
gradients by linear functions:

dn; i — flio

— = constant =
dz 1-0

= 1; — #jp. (A9.10)

The approximation is illustrated in Figure A9.6. As shown by the figure, the concentration
gradients are practically linear as long as the conversion is low, that is, the rate constant is
low and/or the space time is short. In addition, the approximation is better for low reaction
orders than for higher ones. For a zero-order reaction (r = constant), the concentration
profile is linear, until the reactant is completely consumed. Thus, the differential reactor
concept is a perfect description. The higher the reaction order, the more the concentration
curves deviate from the linearity, and the risks in using the differential reactor approximation
increase. By denoting

n=nij(z=1) (A9.11)
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FIGURE A9.6 Concentration profiles in a fixed bed.

and inserting this relation into the balance equation of a catalytic fixed bed, Equation A9.7,
we obtain

11j — 1gi = MeatTis (A9.12)

where r; indicates the generation rate, which should be calculated as an average of the
concentrations or molar flows. The simplest average is

- 1 . )
n = E(”o:‘ — ;). (A9.13)

The balance can, thus, be rewritten as

- . 1 -
n; — no; = Emcatri- (A9.14)

Using the component concentrations, Equation A9.14 becomes

Ci — Coi 1
LU (A9.15)
T 2

In principle, r; is directly obtained by means of a measurement of the molar flow differ-
ence, 11; — f19;. Mathematically, the differential reactor model coincides with the model of a
gradientless test reactor presented in the next section.
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A9.7 GRADIENTLESS REACTOR

Various configurations of gradientless reactors are used to evaluate the heterogeneous cat-
alysts. The catalyst particles are usually placed in a rotating (spinning) or a static basket.
For a catalytic gradientless reactor, a constant volume is typically assumed, since pressur-
ized autoclaves are used. Complete backmixing is created by different means, such as by an
impeller, a rotating basket inside the reactor, or by recycling. Complete backmixing can be
attained by high recycle ratios. Different configurations of the gradientless reactor concept
are illustrated in Figure A9.7.

At steady state, the mass balance of an arbitrary component, according to the principles
presented in Chapter 5, becomes

1; — flo;
Vr

= PBTi- (A9.16)

() 4{)
e ]

FIGURE A9.7 Configuration alternatives for a gradientless reactor. (a) A stationary catalyst

basket (Berty reactor), (b) a rotating catalyst basket (Carberry reactor), and (c) a recycle
reactor.
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Using the component concentrations, the balance equation (Equation A9.16) can be
rewritten as

Ci — Coi

= pBti. (A9.17)

It should be noticed that Equation A9.17 assumes that the volumetric flow rate is constant,
whereas Equation A9.16 is a general expression. The great advantage of the gradientless
reactor is that the rates are obtained directly by measurement of the molar flows or concen-
trations at the reactor outlet. Thus the interpretation of the data is completely analogous
with the case of a homogeneous CSTR (Figure A9.4).

A9.8 BRs FORTWO- AND THREE-PHASE PROCESSES

For catalytic three-phase processes, batchwise operating slurry reactors are frequently used
in kinetic experiments. The reactor can operate under atmospheric pressure, but a more
common approach is to use a pressurized autoclave equipped with a stirrer and cata-
lyst/solvent pretreatment units. The gas-phase pressure is kept constant by regulation.
Another option is to use a shaking reactor, which does not require a stirrer, but the stirring
is accomplished by vigorous shaking of the equipment. Typical laboratory-scale reactors
are shown in Figure A9.8.

The gas-liquid and liquid—solid mass transfer resistances are suppressed by vigorous
agitation of the reactor contents, and the mass transfer resistance inside the catalyst particles
is minimized by using finely dispersed particles (of micrometer scale). The addition of the
gas-phase component is controlled by pressure regulation; thus, the pressure in the gas
phase is kept constant, which implies that the mass balance of the gas phase can be excluded
from the mathematical treatment. The concentrations of dissolved gases in the liquid phase
are equal to the saturation concentrations (Chapter 6). Under these circumstances, the mass

FIGURE A9.8 Test reactors (autoclave and shaking reactor) for the measurement of the
kinetics of three-phase processes.
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balance of an arbitrary nonvolatile component in the liquid phase becomes

E = ppri, Wwhere pp = Meat
dt BT B Vi .

(A9.18)

As shown by Equation A9.18, the formal treatment of the data obtained from the slurry
reactor is similar to the procedure for the homogeneous BRs. The only difference arises
from using the proportionality factor, that is, the catalyst bulk density, pg.

For noncatalytic and homogeneously catalyzed gas-liquid reaction systems, BRs are
frequently used. Provided that the reactor operates at the kinetic regime (mass transfer
resistances and reactions in the films are negligible; see Chapter 7), the component mass
balance is given by

% =r;. (A9.19)
Analytical solutions of Equations A9.18 and A9.19 can be obtained for simple cases of
isothermal kinetics. The validity of intrinsic kinetics can be checked by plotting the experi-
mentally recorded concentrations (¢;) as a function of the transformed time t' = pgt, when
experiments are carried out with different amounts of the catalyst, that is, different bulk
densities. In a normalized plot (Figure A9.9), all of the curves should coincide, if kinetic
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FIGURE A9.9 Verification of the kinetic regime for a three-phase process in a slurry reactor
(O, x, * represent various catalyst amounts).
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control prevails. If the mass transfer resistance at the gas-liquid or liquid—solid interphase
influences the results, the reactant conversion is slower in the ¢; — ' plot (Figure A9.9).

A9.9 CLASSIFICATION OF LABORATORY REACTOR MODELS

The models that were actually used in the estimation of kinetic and thermodynamic param-
eters are reviewed here. Roughly speaking, two kinds of models are very dominating, namely
algebraic models and differential models. Algebraic models consist of nonlinear equation
systems (linear equation systems are obtained only for linear kinetics under isothermal con-
ditions), whereas differential models consist of ODEs (provided that ideal flow conditions
prevail in the test reactor).

Algebraic models can be represented by the equation

y=£fxp), (A9.20)

where y is the dependent variable representing, for instance, the rates measured in CSTRs
or differential reactors, and x is the independent variable, typically the volume, space time,
and so on. The kinetic and thermodynamic parameters are included in the vector (p). Equa-
tion A9.20 can also represent an analytically integrated balance equation for a component
in a BR.

Differential models can generally be described by ODEs, such as

dy
T = £(y,p). (A9.21)

where the symbol 6 represents the time, length, volume, and so on, depending on the par-
ticular case. The dependent variable (y) corresponds to concentrations or molar amounts
measured in batch and semibatch reactors, or, concentrations or molar flows at the outlet
of a plug flow or, alternatively, a fixed bed. The independent variable (0) is the reaction time
or the reactor length (volume) coordinate. A summary of the test reactor models presented
here is given in Table A9.1. Details of the estimation of the kinetic and thermodynamic
parameters are discussed in Appendix 10.

TABLE A9.1 Summary of Test Reactor Models

Reactor Model
Homogeneous batch and semibatch reactor  Differential
Homogeneous tube reactor Differential
Homogeneous stirred tank reactor Algebraic
Fixed bed reactor (integral mode) Differential
Differential reactor Algebraic
Gradientless reactor Algebraic

BR for two- and three-phase processes Differential
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APPENDIX 10

Estimation of Kinetic
Parameters from
Experimental Data

The rate constants included in the kinetic expressions, rate equations, can seldom be esti-
mated theoretically based on fundamental theories, such as collision and transition state
theories, but an experimental determination of the reaction rates in laboratory-scale reactors
is usually unavoidable. Based on experimentally recorded reactant and product concentra-
tions, it is possible to estimate the numerical values of rate constants. Below we will give
a brief introduction of the procedures involved in the data acquisition and estimation of
kinetic parameters.

A10.1 COLLECTION OF KINETIC DATA

Laboratory experiments can in principle be carried out in all kinds of continuous and dis-
continuous reactors. In practice, however, the simple, isothermal BR is the most common
choice for a test reactor in kinetic experiments. The reactor vessel is filled with a reac-
tion mixture, and the concentrations of the reactants—and preferably even those of the
products—are recorded by chemical analysis. The concentrations are measured either on-
line by a continuous analysis method or via sampling from the reactor vessel and off-line
analysis. Various analytical methods are used nowadays, a brief summary of which is given
in Table A10.1.

For kinetic measurements, both continuous and discontinuous analytical methods are
applied. Continuous analysis methods such as conductometry or potentiometry are used

587
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TABLE A10.1 Common Analytical Methods Used in Chemical Kinetics

Method Measurement Principle Character of the Method
Photometry Absorption of ultraviolet, visual, Continuous or discontinuous
or infrared radiation
Conductometry Electrical conductivity of liquid Continuous or discontinuous
Potentiometry Voltage Continuous or discontinuous
Polarography Electrical current Discontinuous
Mass spectrometry Separation of components based Continuous
on molar masses
Gas and liquid Separation of components based Discontinuous
chromatography on their affinities on solid phase

by placing a sensor directly in the reaction vessel and storing the measurement signal on
a computer. Alternatively, a small side-stream can be withdrawn from the reactor to a
continuously operating analytical instrument such as a photometer. Discontinuous analysis
implies that samples are withdrawn from the reaction vessel, prepared for chemical analysis,
and injected into an analytical instrument. Typical applications of this principle are gas and
liquid chromatography. The various measurement principles are illustrated in Figure A10.1.
Chemical analysis has advanced considerably during the last decades; automatic, continuous
analytical methods in particular have developed; and discontinuous methods such as gas
and liquid chromatography are equipped with auto-sampling systems. This has considerably
improved the precision of kinetic data.

In any case, the primary analytical signal is converted into concentrations, mole frac-
tions, or molar amounts. As an example, Figure A10.2 shows a kinetic curve that has been
recorded experimentally for an irreversible second-order reaction A+ B — R + S in an
isothermal BR.

The results from a kinetic experiment carried out in an isothermal BR can be
quantitatively interpreted as follows. The mass balance of component A is written as

dna
—— =7rAV. A10.1
A ( )

The volumes of the reaction mixture and the density usually remain approximately
constant, and in the present case, the relationship ny = ¢V yields

dnA dCA
—_ = A10.2
dt dt ( )
The mass balance Equation A10.1 is thus simplified to
dCA
— = TA. A10.3
PRl ( )

Equation A10.3 is the starting point for the treatment of BR data. Further processing of
Equation A10.3 depends on the particular rate equation in question.
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(b)

Analytical
instrument
Sensor
Analytical
instrument
(©
F—~— ~—

FIGURE A10.1 Principles of chemical analysis applied to kinetic measurements: (a) con-
tinuous on-line, in situ analysis, (b) continuous on-line analysis of a side-stream, and

(c) discontinuous off-line analysis.

For the sake of simplicity, we will consider the irreversible and elementary reaction

A — P, (A10.4)

which follows first-order kinetics
r = kca, (A10.5)
implying that

ra = —kCA. (A10.6)



590 m Chemical Reaction Engineering and Reactor Technology

0.05@y ; ; ; ; .
0.045 | .
0.04 o}
0.035 - :
0.03 F :

0.025 - Q

O+

¢ (mol/L)

0.02 |- .

0.015 .

0.01 - + 7

0.005 .

0

1 1 1 1 1
200 400 600 800 1000 1200

Time (min)

FIGURE A10.2 Concentrations of A and R for a second-order reaction A4+ B — R 4+ Sin
an isothermal BR.

The rate expression Equation A10.6 is inserted into the mass balance Equation A10.3,

and we obtain
dca

— = —kcp. Al10.7
i cA ( )

For further treatment of Equation A10.7, two possible methods exist, namely, the
differential and integral methods, which will be discussed in detail below.

A10.2 INTEGRAL METHOD

The integral method is based on the integration of the mass balance. For instance, Equation
A10.7, valid for first-order kinetics, is integrated after a separation of variables

CA d t
cA
— — =k dt, Al10.8
= / (A10.8)
C0A 0
yielding the logarithmic relationship
CA
—ln<—) = kt. (A10.9)
COA

This expression implies that experimental points —In(ca;/coa;) versus kt; (i represents
the different samples withdrawn from the reaction mixture) should yield a straight line, if
the reaction follows first-order kinetics. A general illustration is provided in Figure A10.3.
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FIGURE A10.3 Determination of the rate constant by the integral method; first-order
kinetics r = kca.

This procedure can be generalized to cover arbitrary kinetics. The expression of 7
depends on the concentrations (ca, cp, etc.) only. The reaction stoichiometry gives the
concentrations of the other components. In the case of a single reaction, we can use the

extent of reaction

CA — C CB — C
=204 BB (A10.10)
VA VB

from which all the concentrations are expressed as a function of cx.
The rate equation can thus be rewritten as

ra = —kaf (ca) (ka = [valk), (A10.11)

where f(ca) depends on the particular form of the kinetics. For instance, second-order
kinetics yields f(ca) = ci or f(ca) = cacp, where cg = cop+(vB/va)(ca — coa). The mass
balance Equation A10.3 is interpreted after the separation of variables

t
cA
/ dea :kA/ dt. (A10.12)
COA _f(CA) )

A general integral function can be denoted by

deca

fca)

= G(ca). (A10.13)

Consequently, Equation A10.12 is rewritten as
G(coa) — G(ca) = kat, (A10.14)

which implies that G(cpa) — G(ca;) versus t; should yield a straight line, if the proposed
rate equation is valid. The slope of the plot yields ky. If the plotted values of the G function
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FIGURE A10.4 Estimation of the rate constant according to Equation A10.14 (integral
method).

systematically deviate from a straight line, the experimental data evidently do not obey the
rate equation proposed, but a new kinetic hypothesis should be adopted and a new test plot
should be prepared. For an example plot, see Figure A10.4.

The numerical value of the rate constant can be determined graphically, but the method
of least squares is more reliable. This method has been developed by statisticians and is
described in detail in many textbooks. Here we will explain the use of the method from a
practical viewpoint only.

A set of kinetic data is at our disposal, and the difference G(cpa) — G(ca;) is denoted by
¥i. The model Equation A10.14 thus becomes

yi = kat;, (A10.15)

where the circonflex indicates that the y values are calculated from the kinetic model. The
value of the rate constant (ca) is going to be estimated in such a way that the predicted y
values (y;) deviate as little as possible from the experimental ones (y;).

An objective function (Q) is formulated by adding together all the quadratic deviations

Q=Y Gi—r’ (A10.16)

where n denotes the total number of experimental observations. The expression of y; in
Equation A10.15 is inserted into Equation A10.16, and we obtain

Q=Y (yi —kati)". (A10.17)

Our task now is to find such a numerical value of the rate constant (k) that the objective
function (Q) is minimized. A necessary condition for the minimum is that the first derivative
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TABLE A10.2 Expressions for y;; (Integral Method) for Some Common Kinetics

Reaction —TA y

A — Product kea In(coa/ca)

2A — Product ke} 1/ea —1/coa

A+ B — Product keacs 1/a In[(a + ca)coal/[(a + coa)cal,  a = coB — coa

where cg = ca + coB — oA

1S zero
dQ
— =< —, A10.18
aks ( )
where
dQ
o = Z 2(yi — kati)(—t;) = 0, (A10.19)

which is equivalent to
D yiti—ka Yt =0. (A10.20)

The rate constant can then be solved explicitly:

_ Dyiti
Y

The result implies that the rate constant is obtained from a very simple expression
Equation A10.21, which can even be calculated without a computer.

ka

(A10.21)

Since the original expression Equation A10.19 is linear with respect to the parameter ka,
this method is called linear regression. Many computer programs exist for the automatic
fitting of linear models y = kx and y = ko + kix, and the real expressions for least-square
models, such as Equation A10.21, thus remain unknown for the program user.

Now it is time to recall the definition for variable y; it is y = G(coa) — G(ca;) and thus
dependent on the reaction kinetics. The expressions for some common reaction kinetics are
presented in Table A10.2 For complex kinetics, the y values can be obtained by numerical
integration of Equation A10.12.

Finally, it should be noted that the integral method even enables a very straightforward
method of estimation of ks, namely

ky = % (A10.22)

which can be calculated for each experimental point. The kp values thus obtained might
vary depending on the experimental precision. It is thus reasonable to utilize the entire
experimental information and all observations and then take the average:

Ky = Z(J’i/ti).

n

(A10.23)
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The major difference between the least-squares expression, Equation A10.21, and the
average Equation A10.23 is that the least-squares expression gives the largest weight to high
t; values—since y; approaches infinity as ; increases—whereas the average method gives the
largest weight to low #; values. As this discussion reveals, both approaches described have
serious disadvantages. Regardless of this, they are useful tools when ascertaining whether a
proposed rate equation might be adequate or not. The most objective method for the deter-
mination of rate constants, namely nonlinear regression, will be discussed in Section 10.5
in Appendix 10.

A10.3 DIFFERENTIAL METHOD

The use of the differential method is very simple in principle, since it is based on the direct
utilization of the generation rate (r4). For instance, for first-order kinetics, the component
mass balance in a BR becomes

dea = ra = —kaca, (A10.24)
dr
that is, the generation rate is given by dca/dt, the concentration derivative, which is
evaluated from the kinetic curve as illustrated in Figure A10.5.

The use of the method requires numerical differentiation of the ca—t curve. For the
concentration derivative, the simplest approach is to use the two-point formula

(dﬂ) _ ) - CA(ti—l). (A10.25)
4t (1) 2) f = fi1

Multipoint differentiation formulae are presented in many handbooks, for example, in
that by Abramowitz and Stegun [1].
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FIGURE A10.5 Determination of the generation rate from an experimentally recorded
concentration curve.
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In any case, the concentration derivatives are expressed by y;

yi=— dg‘:i (A10.26)

and the concentration (ca) is denoted by x. The model becomes
vi = kaxi, (A10.27)
which, for instance, suggests that y = —dca;/dt versus ca; should be a straight line, if the

experimental data follow first-order kinetics.
The procedure is easily generalized to arbitrary kinetics. The rate expression can be
written as

ra = —kaf(ca) (A10.28)

and the mass balance for a BR becomes

dCA

dl‘ kAf(CA) (A10.29)

The derivative is denoted by —dca;/dt = y; and f (ca;) = x;, and we obtain
yi = kax;. (A10.30)

The expression for x; depends on the actual case of reaction kinetics, for example, for
first-order kinetics ro = —kca and x; = ca;, and for second-order kinetics ra = —kci and
x; = cjz\i, and so on.

The numerical value of the rate constant can now be estimated by linear regression, by
the method of least squares. The model is compressed to Equation A10.30, and the objective
function thus becomes

Q=Y (yi —kax)". (A10.31)

The minimization problem is solved as follows:

dQ
@ — ZZ(” — kAxi)(_xi) =0. (A10.32)

The solution of Equation A10.32 yields the value of ka

ey — Y yiXi

, A10.33
o Ao

where y; = —dca;/dt and x; depends on the actual reaction kinetics as shown in Table A10.3.
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TABLE A10.3 Expressions Valid for x; for Various Reaction
Kinetics (Differential Method)

Reaction —rA X;

A — Product kaca CAj

2A — Product kAci 612\ ;

A 4+ B — Product kacacs  caj(coB — coa + ¢caj)

where cg = ca + coB — oA

A10.4 RECOMMENDATIONS

The differential method is recommended for a preliminary screening of reaction kinetics,
particularly for cases in which the expression for r4 is not a priori known, and various rate
expressions are tried on experimental data until an adequate fit is obtained and systematic
deviations between the data and the model have disappeared.

Derivatives —dca/dt are evaluated on the basis of the ca—t curve, and competing
hypotheses concerning the reaction kinetics (ra = —kcp, 74 = —kczcg, etc.) are tested.
After finding the best expression for r4, it is highly recommendable to switch to the integral
method to carry out a more precise estimation of the rate constant. The integral method is
in general more accurate than the differential method, because numerical integration sup-
presses experimental scattering, while numerical differentiation fortifies it. The performance
of the differential method can be improved by using empirical regression formulae, typically
polynomials for the determination of the derivatives dcs/dt on the co—t curves. Suitable
polynomial regression formulae are presented, for example, by Savitzky and Golay [2]. The
use of these formulae leads to the smoothing of the original data, that is, random scatter-
ing is diminished. Fortunately, the development of on-line analysis methods and automatic
sampling techniques for off-line analysis have considerably reduced experimental scattering
and thus made the differential method more attractive.

A10.5 INTRODUCTION TO NONLINEAR REGRESSION

The previously described methods for parameter estimation are based on linear transfor-
mations, that is, the model expression is written in such a way that the rate constant (ka)
can be solved from a linear expression. This is convenient from the numerical viewpoint,
but the drawback is that the structure of the transformed data becomes biased, as discussed
previously (Section 10.2). In effect, the most rational standpoint is to utilize the original
experimental data as such, typically the experimentally recorded component concentrations
(cai), and to compare them with the predicted concentrations (ca;). The objective function
(Q) thus becomes

Q= Z (cai — EAi)z- (A10.34)

This expression is minimized with respect to the rate constant (ky ).
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FIGURE A10.6 Determination of the rate constant (ky = p;) through numerical minimiza-
tion of the objective function (Q).

For instance, for first-order kinetics (ro = —kca ), the solution of the BR model, Equation
A10.3, becomes

Ca; = cone ati, (A10.35)

Consequently, the objective function Equation A10.34 assumes the form

Q=) <CAi - cOAe‘k“">2. (A10.36)

The minimum of the objective function is, of course, obtained from the general condition

dQ
9 o A10.37
dkn ( )
which yields
3 2<cA,~ — Cer_kAti>ticer_kAti —0. (A10.38)

In this case, however, it is not possible to solve the nonlinear Equation A10.38 analytically,
but a numerical algorithm, for example, the Newton—Raphson method for the solution of
nonlinear equations, should be applied (Appendix 1). A general way to solve the nonlinear
regression problem Equation A10.36 is to vary the value of ka systematically by an optimum
search method until the minimum is attained. This method is called nonlinear regression,
and it is illustrated in Figure A10.6.
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A10.6 GENERAL APPROACH TO NONLINEAR REGRESSION
IN CHEMICAL REACTION ENGINEERING

The method of nonlinear regression can be generalized to arbitrary systems with many
components and chemical reactions. Furthermore, the method is not limited to BRs, but
any reactor model can in principle be used.

The reactor model usually consists either of algebraic equations or ODEs:

d
= =f() (A10.39)
X
and
fy) =0, (A10.40)

where y denotes the concentration, molar amount, or molar flow; x is the reaction time, reac-
tor length, or volume. The parameters to be determined typically are rate (k) or equilibrium
(K) constants. The objective function is generally defined as follows:

Q=Swi(yi— ), (A10.41)

where w; is the weight factor of the component (i). In general, tailored weight factors can
be used, depending on the experimental data available. Individual weight factors can also
be used to exclude data that are wrong for evident reasons (e.g., due to poor sampling or
failed chemical analysis). From a statistical viewpoint, different experimental observations
should be weighted according to the variances of the data points.

The objective function can be interpreted in a very general way; the values y; can, for
example, comprise the concentrations of various components at various times or spatial
locations in the reactor. This is illustrated in Table A10.4.

Various optimum search methods exist for the minimization of objective functions,
which can be used for the estimation of kinetic constants [3], for example, the Fibonacci
method, the golden section method, the Newton—Raphson method, the Levenberg—
Marquardt method, and the simplex method. Recently, even genetic algorithms have been

TABLE A10.4 Model Equations A10.39 and A10.40 for Different Reactor Models

dn;
di\/l = r;a Tube reactor, plug flow, general model
1y — fig; .
ITOZ =ra Tank reactor, complete backmixing, general model
de; .
5 =i Tube reactor, plug flow, V' = constant
T
¢ — Coi L
G0 ria Tank reactor, complete backmixing, V = constant
T
de;
-5, = hia BR, V = constant
dt
a = 1 for homogeneous reactors T=V/V

o = pp(= mcat/VR) for catalytic reactors t = reaction time
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introduced into regression analysis. The details of numerical algorithms are reviewed in
many reference books and textbooks, and public domain computer codes are available for
regression analysis. Convergence to the real minimum of the objective function is a gen-
uine challenge. It is possible that a local minimum is attained or that the search algorithm
diverges. Some rules of thumb are thus of value in the estimation of kinetic parameters:

— Try and use as good initial estimates as possible for the kinetic parameters (an
optimization algorithm requires an initial guess of the parameters).

— If possible, transformation of data and application of linear regression are recom-
mendable in obtaining reasonable initial estimates of kinetic parameters.

— If nothing is known a priori, it is usually better to give a low estimate of a kinetic
parameter (assuming very slow reactions), and let the optimum search algorithm
increase the parameter values. Too high an initial estimate of a rate constant might
lead to a rapid consumption of a reactant, whose concentration can even become
negative during the computation due to numerical inaccuracies.

The reactor models are in a general case not solved analytically but numerically in the
course of parameter estimation. Solvers for nonlinear equations and differential equations
(Appendices 1 through 3) are thus frequently used in parameter estimation. The model
solution routine [a numerical NLE (nonlinear equation) or ODE solver] works under the
parameter estimation routine. The reactor model itself is at the bottom of the system. The
structure of a general parameter estimation code is displayed in Figure A10.7. Special codes
for kinetics, thermodynamics, and transport phenomena are included, if needed.

Optimization routine
for parameter search

Q= Zwi(yi —375)2

Routine for numerical
solution of

NLEs f(5)=0

or ODEs dy;/dx=f(y)

Mass and energy balances
(reactor model)

Mass and heat
transfer models

Thermo-
dynamics

FIGURE A10.7 Parameter estimation in chemical reaction engineering.
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FIGURE A10.8 A “good” contour plot between two parameters (p; and p,).

Parameter estimation is typically followed by a statistical analysis of the parameters, which
comprises the variances and confidence intervals of the parameters, correlation coefficients
of parameter pairs, contour plots, and a sensitivity analysis. The confidence intervals of the
parameters are obtained from standard statistical software; the procedure is not treated in
detail here.

Contour plots illustrate the correlation between two parameters. The values of a param-
eter pair (p; and p;) that give the same value of the objective function (Q) are screened and
illustrated graphically. An ideal contour plot is a circle, indicating that the parameters are
not mutually correlated as shown in Figure A10.8.

20 i
* Jo6s
15
0.441
p2 10
0.426
05 L1
~a0sf [,
00 I I I 1 I 1
0.0 05 10 15 20

FIGURE A10.9 A “bad” contour plot of two parameters (p; and p).
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FIGURE A10.10 Sensitivity plots of parameters p1, p2, p3, and p4 [from left: well-identified
(p1), partially well identified (p, and p3), and not identified (p4)].

On the other hand, if two parameters are considerably correlated, they can compensate

each other, and the absolute values of the parameters remain uncertain. An example of

heavily correlated parameters is provided in Figure A10.9.

A very illustrative way to investigate the quality of an estimated parameter is to prepare
a sensitivity plot. All parameters except one are fixed on the values, giving the minimum of
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FIGURE A10.11 Parameter estimation results of a “wrong” model with systematic deviations

from experimental data.
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the objective function (Q), and the value of one parameter is systematically changed and
the corresponding value of the objective function is computed. In this way, it is possible
to investigate how profound the minimum of Q is. The results can be presented graphi-
cally as demonstrated in Figure A10.10. Sensitivity plots indicate the identifiabilities of the
parameters better than confidence intervals, since the vicinity of the objective function is
necessarily not at all symmetric, but the parameter might be much better identified in one
of the directions, as demonstrated in Figure A10.10.
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Conversion

FIGURE A10.12 Kinetic data presented in the time domain (a) and in the stoichiomet-
ric domain (b), A— R — S, dca/d0 = —ca, deg/dO = cp — acr, de/dO = acg, 6 =
dimensionless time.
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The numerical calculation of the sensitivity plots is very simple after the minimum of
the objective function has been found; this is why the plots should be used as standard tools
in nonlinear regression.

The procedure for the estimation of kinetic parameters comprises several steps as shown
by the preceding discussion. The problems caused by scattered experimental data are becom-
ing more and more rare, but the application of parameter estimation explores very complex
systems, particularly in the fields of fine and specialty chemicals production. The challenge
to find an appropriate model for the system is thus often very demanding. Typically, the
first attempts to model a complex system fail, because the proposed model does not pro-
vide a chemically adequate description of the system. The parameter estimation procedure

Presume reaction mechanism |
and identify stoichiometry

tI Derive kinetic rate equations |

Derive mass and heat transfer equations for
the phase boundaries and catalyst particles

Derive mass, heat, and momentum
balance equations for the reactor

Simplify the kinetic, mass, and
heat transfer and reactor models

Experimental design
Data generation

hl

A 4

Implement the model to parameter estimation
program. Apply weight factors for the data

Estimate parameters

Evaluate estimation results

— fit of model

— errors of the parameters

— sensitivity of the parameters

— correlation between parameters|

Is the system

Simplify the model overparametrized

Yes

Systematic deviations

FIGURE A10.13 Parameter estimation in chemical reaction engineering.
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works technically, but yields a set of parameters that gives a fit with systematic deviations
as illustrated in Figure A10.11.

To detect systematic deviations, graphical plots, for example, experimental versus
predicted quantities, are very illustrative tools. It is sometimes difficult to judge whether
a deviation is systematic or not, as illustrated for a complex chemical system in Figure
A10.12a. Some deviations of the model predictions from experimental data are visible, but
their origin remains unclear, as the system is visualized in a concentration—time domain.
Transformation of the data to a stoichiometric space might sometimes help. The data dis-
played in Figure A10.12a are recalculated and plotted in the conversion space as illustrated
in Figure A10.12b. Now the systematic deviations become much more clear, and the search
for an improved kinetic model can commence.

In general, parameter estimation is an iterative procedure, not only at the algorithmic
level but also at the macroscopic level. The first model is checked and evaluated statistically,
physically, and graphically; the model is improved and the parameters are reestimated,
until a satisfactory fit with physically and statistically meaningful parameters is obtained.
For engineering purposes, it is often necessary to simplify the model by leaving out or
combining some of the parameters. For a summary of the procedure, see the flow sheet in
Figure A10.13 [4]. Application of the procedure isillustrated by solved exercises (Chapters 11
and 12).
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