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PREFACE

Genomics is the comprehensive study of genetic information of a cell or or-
ganism including gene sequences in living organisms, the function of specific 
genes, the interactions among different genes, and the control and regulation 
of gene expression through activation and suppression of target genes. The hu-
man genome has been the biggest project undertaken to date but there are many 
research projects around the world trying to map the gene sequences of other 
organisms. Many diseases due to single gene defects have already been identi-
fied. New data obtained by human genome sequencing will help scientists better 
understand multifactorial diseases such as asthma, diabetes, heart disease and 
cancer. Genomic mapping enables us to develop new preventative and therapeu-
tic approaches to the treatment of disease and understand the mechanics of cell 
biology. Genomics is generating a lot of excitement not only in the scientific re-
search institutes and pharmaceutical companies but also in the financial and in-
surance worlds. Proteomics is the large-scale study of proteins, particularly their 
structures and functions. It describes the qualitative and quantitative comparison 
of proteomes under different conditions to further unravel biological processes.

Genomics and proteomics are promising scientific fields of current society. In 
this book, different gene products with a similar role in neuronal defense against 
oxidative stress were discussed by Zhi-Gang Jiang and Hossein A. Ghanbari in 
Chapter 1. Gene-gene and gene-environment interactions in genetic epidemi-
ology were discussed by Alison A. Motsinger and David M. Reif in Chapter 
2. Jenny F. L. Chau and Baojie Li describe the elucidation of proto-oncogene 
c-Abl function with the use of mouse models and the disease model of chronic 
myeloid leukemia in Chapter 3. Francisco Prosdocimi overviewed theory on the 
molecular nature of postzygotic reproductive isolation in Chapter 4. A. Focà, M. 
C. Liberto and N. Marascio described next generation sequencing, microbiome 
evaluation, molecular microbiology and its impact on human health in Chapter 
5. Proteomics and prostate cancer was demonstrated by Jae-Kyung Myung and 
Marianne D. Sadar in Chapter 6. Jayapal Manikandan and others have described 
RNA interference therapeutics in Chapter 7. Molecular mechanisms of hepatitis 
C virus entry were discussed by Mirjam B. Zeisel and Thomas F. Baumert in 
Chapter 8. Molecular phylogenetics for elucidation of evolutionary processes 
from biological data was discussed by Martina Talianova in Chapter 9. The 



role of protein prenylation and processing in plant development, phytohormone 
signalling and secondary metabolism were discussed by Dring N. Crowell and 
Devarajan Thangadurai in Chapter 10. In Chapter 11, Ralf G. Dietzgen and his 
collaborators expound on the advantage of information systems like mangomics 
to support advanced mango breeding. In Chapter 12, Jeyabalan Sangeetha and 
her team overviewed the role of environmental genomics with special refer-
ence to understanding the impact of transgenic crops on soil quality, microbial 
diversity, and plant-associated communities. Mirza Hasanuzzaman and his col-
leagues have discussed biotechnological and genomic approaches for abiotic 
stress tolerance in crop plants in Chapter 13. Finally, molecular and genomic 
approaches of microbial remediation of petroleum contaminated soils have been 
discussed in Chapter 14.

The publication of this book was not solely the effort of only two of us. We 
owe a great debt of gratitude to all those who have so kindly contributed and  
deserves special credit for putting their valuable time and effort. In addition, we 
gratefully acknowledge Sandy Jones Sickels, Vice President, and Ashish Kumar, 
Publisher and President, at Apple Academic Press, Inc., for their keen interest 
and effort in bringing out this publication. Collectively, we hope the work will 
prove to be most useful in the understanding of past, present, and future scien-
tific and technological innovations in these genomic and proteomic era.

 — Devarajan Thangadurai, PhD, and Jeyabalan Sangeetha, PhD

xviii	 Preface



CHAPTER 1

DIFFERENT GENE PRODUCTS WITH 
A SIMILAR ROLE IN NEURONAL 
DEFENSE AGAINST OXIDATIVE STRESS 
– HEME OXYGENASE SYSTEM

ZHI-GANG JIANG and HOSSEIN A. GHANBARI
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1.1  INTRODUCTION

During lifespan, an organism receives oxidative stress from time to time. Wheth-
er cells can survive oxidative insult depends on the balance between the strength 
of the oxidative stress and the protective efficacy of intracellular antioxidative 
systems. Prevention of neuronal cell death from oxidative attack appears more 
pivotal than that for any other proliferative cell types since neurons are a ter-
minally differentiated cell type and rarely regenerate. In addition, the brain is 
significantly vulnerable to reactive oxygen species (ROS)-induced damage due 
to its high rate of oxygen consumption and relative weakness of antioxidant sys-
tems (Coyle and Puttfarcken, 1993). There exists several different antioxidative 
systems in neurons, for example, superoxide dismutase (SOD) that converts su-
peroxide anion radical (O2

•−) to oxygen and hydrogen peroxide (H2O2), glutathi-
one reductase/peroxidase (GR/GP) that destroys hydrogen peroxide to form wa-
ter, and heme oxygenase (HO) that catalyzes heme to generate the antioxidative 
product biliverdin (Halliwell, 2006). The microsomal HO system is the most ef-
fective mechanism for degradation of heme and generation of biliverdin, which 
is further reduced to bilirubin (Barañano and Snyder, 2001). Cellular depletion 
of bilirubin by RNA interference markedly augments tissue levels of ROS and 
causes apoptotic cell death (Barañano et al., 2002). Heme as a substrate of HO 
is present in neurons as well. It is at the core of numerous hemoproteins includ-
ing cytochrome P450 isoforms CYP3A11 and CYP3A13 (Hagemeyer et al., 
2003), cytochrome c (Kuchar et al., 2004), nitric oxide synthases (Abu-Soud et 
al., 1995), and neuroglobin (Burmester and Hankeln, 2004). Neuroglobin is a 
recently discovered minomeric globin with high affinity for oxygen and prefer-
ential localization to vertebrate brain. Stress can release free-heme from hemo-
proteins (Srisook et al., 2005). The existence of intracellular heme is essential 
for antioxidant activity of HO (Foresti et al., 2001). To date, three catalytically 
active isozymes HO-1, HO-2 and HO-3 have been identified. HO-1 and HO-2 
proteins are different gene products and have little in common in primary struc-
ture, regulation, and tissue distribution (Cruse and Maines, 1988). The predicted 
amino acid structure of HO-3 differs from both HO-1 and HO-2 although HO-3 
shares a very high level of homology with HO-2 (approximately 90%). In ad-
dition, purified HO-3 protein does not cross react with polyclonal antibodies to 
either rat HO-1 or HO-2 (Maines, 1997). The function of HO-3 is still unclear. 
Although HO-1 and HO-2 are products of different genes, they show a similar 
role in catalyzing heme to produce intracellular antioxidants with an essential 
function for neurons to defend against oxidative stress.
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1.2  OXIDATIVE STRESS AND NEURODEGENERATIVE DISEASES

Intracellular ROS accumulation mediates pathogenesis of both acute (e.g. 
stroke) and chronic [exampled by Alzheimer’s disease (AD)] neurodegenera-
tive diseases. Ischemic stroke is a fatal cerebrovascular disease. A stroke occurs 
when a blood vessel that carries oxygen and nutrients to the brain is blocked, 
such as by a thrombolic or embolic clot. Cerebral ischemia followed by reper-
fusion activates numerous intracellular toxic pathways that lead to cell death. 
N-methyl-D-aspartate receptor (NMDAr) activation by excitatory amino acid 
glutamate plays a primary role in this process. The activation of NMDAr causes 
extracellular free calcium Ca2+ influx into the cell (Zipfel et al., 2000) and re-
sults in intracellular ROS accumulation (Chan, 2001). Excessive Ca2+ accu-
mulated in mitochondria interrupts the electron transport chain and collapses 
the mitochondrial membrane potential (Zhang et al., 1990; Rego et al., 2000). 
Thus free electrons are accumulated in the mitochondria, react with oxygen that 
is available following reperfusion, and result in the production of superoxide. 
The superoxide is further processed to produce the hydroxyl radical by a Fenton 
reaction (Won et al., 2002). An increase in intracellular nitric oxide following 
the activation of NMDAr also occurs. The nitric oxide rapidly reacts with su-
peroxide to form peroxynitrite (Dawson et al., 1991; Kiedrowski et al., 1992). 
Both intracellular free calcium ([Ca2+]i) and ROS can induce the mitochondrial 
permeability transition (MPT; Bernardi et al., 1992; Kowaltowski et al., 1996; 
Halestrap et al., 2002; Gunter et al., 2004). As a consequence, there is mitochon-
drial failure culminating in either apoptotic or necrotic cell death. The major 
role of ROS in medicating ischemic neurotoxicity is also evidenced by thera-
pies using antioxidants. The spin-trap alpha-phenyl-N-tert-butyl nitrone (PBN) 
reduces infarct size and prevents a secondary mitochondrial dysfunction due to 
reperfusion, probably scavenging free radicals at the blood-endothelial cell in-
terface (Kuroda and Siesjö, 1997). Other antioxidants such as α-lipoic acid and 
vitamin E have also been shown to reduce infarct volume in cerebral ischemia 
(Packer et al., 1997; van der Worp et al., 1998).

AD is usually a late-onset disease. Its early manifestations are memory defi-
cits and cognitive impairment, including temporal and geographic disorienta-
tion, impaired judgment and problem solving and reduced language capability 
(Faber-Langendoen et al., 1988). In later stages of AD, behavioral and personal-
ity changes appear (Rubin et al., 1987; Swearer et al., 1988). Later symptoms 
include motor dysfunction and dementia (Morris et al., 1989; Romanelli et al., 
1990; Forstl and Kurz, 1999). The average life expectancy of a patient is 8-10 
years following diagnosis. The disease is pathologically hallmarked by brain at-
rophy, following gradual cell loss in the central nerve system (CNS). The patho-
logic findings characteristic of AD are formation of extracellular senile plaques 
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(Dickson, 1997; Selkoe, 2001) containing amyloid β1-42 and β1-40 (Aβ) peptides, 
as well as bundles known as neurofibrillary tangles (NFT, Sisodia et al., 1990; 
Dowjat et al., 2001; Stoothoff and Johnson, 2005), consisting of paired helical 
filaments of the hyperphosphorylated microtubule-associated protein tau. These 
features are observed with increasing prevalence as the disease progresses. An-
other feature of AD, common to other neurodegenerative diseases, is oxidative 
stress and the neurological damage associated with it (Markesbery and Carney, 
1999; Smith et al., 2000). Oxidative stress has been shown to play an important 
role in sporadic AD, which accounts for the vast majority of cases. ROS occur-
rence is the earliest event in the progress of AD (Perry et al., 2000; Nunomura 
et al., 2001). An oxidized nucleoside derived from RNA, 8-hydroxyguanosine 
(8OHG), and an oxidized amino acid, nitrotyrosine significantly increase in vul-
nerable neurons of AD patients. An investigation into the relationship between 
neuronal 8OHG, nitrotyrosine, histological, and clinical variables including Aβ-
containing senile plaques and NFT, duration of dementia and apolipoprotein E 
(ApoE) genotype revealed that oxidative damage is an early-stage event in the 
process of neurodegeneration in AD. ROS-induced oxidative damage initiates 
the development of cognitive disturbances and pathological features observed 
in AD. Increased levels of oxidative damage and Mild Cognitive Impairment 
(MCI), which is believed to be one of the earliest stages of AD, are coexisted 
(Ding et al., 2007). A decline in protein synthesis capabilities occurs in the same 
brain regions which exhibit increased levels of oxidative damage in AD subjects, 
while protein synthesis may be one of the earliest cellular processes disrupted 
by oxidative damage in AD. In contrast to sporadic AD, familial AD has been 
linked to amyloid beta protein precursor (AβPP) and presenilin gene mutations. 
Lines of evidence have demonstrated that Aβ formation promotes ROS produc-
tion. Aβ activates the prooxidative enzyme NADPH-dependent oxidase, leading 
to the production of O2

- (Behl et al., 1994). H2O2 is directly generated during the 
process of Aβ aggregation (Bush et al., 2003). Aβ can convert molecular oxy-
gen into H2O2 by reducing divalent metal ions (Fe2+, Cu2+) (Lynch et al., 2000; 
Behl and Moosmann, 2002). Aβ induces lipid peroxidation and subsequent pro-
duction of cytotoxic aldehyde 4-hydroxynonenal (4-HNE) (Mark et al., 1995), 
which impairs membrane Ca2+ pumps and enhances influx through voltage-de-
pendent and ligand-gated calcium channels (Mattson and Chan, 2003). Thus Aβ 
formation may also worsen Ca2+ homeostasis.

When the level of oxidative stress in a cell exceeds the normal capacity of 
its protective mechanisms, oxidative stress can result in cell damages, includ-
ing lipid, DNA/RNA and protein oxidations (Sayre et al., 1997; Gabbita et al., 
1998; Nunomura et al., 1999; Smith et al., 2007). To remove excessive ROS 
and avoid ROS-induced damage, as mentioned as above, neurons use intrinsic 
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antioxidative mechanisms, including enzymatic systems of SOD, GR/GP, and 
HO. The HO system is an interesting one in which different isoforms of HO 
come from different genes and cooperates to play an important role in neuronal 
defense.

1.3  MEMBERS OF THE HO ANTIOXIDATIVE SYSTEM

The HO system consists of three forms identified to date: the oxidative stress-
inducible protein HO-1 or heat shock protein 32 (HSP32), and the constitutive 
isozymes HO-2 and HO-3. HO-1 is ubiquitous, and its mRNA and activity can 
be increased several-fold by heme, other metalloporphyrins, transition metals, 
and stimuli that induce cellular stress. Thus, HO-1 is recognized as a major heat 
shock/stress-response protein. HO-1 has an apparent molecular weight of 30 
kDa, loses 30 % of its activity when heated at 60°C for 10 min, and precipitates 
in ammonium sulfate at 0–35 % saturation. In contrast, HO-2 has a molecular 
weight of 36 kDa, loses 80 % of its activity when heated as above, and precipi-
tates in ammonium sulfate at 35–60 % saturation (Braggins et al., 1986; Maines 
et al., 1986; Trakshel et al., 1986). Evidence that HO-1 and HO-2 are products 
of different genes is also demonstrated by their primary amino acid composi-
tions. Three cysteine/cystine residues that appeared in HO-2 do not show in 
HO-1 (Cruse and Maines, 1988). Although human HO-1 and HO-2 share 43 % 
amino acid sequence identity (Yoshida et al., 1988; Mc Coubrey et al., 1992; 
Ishikawa et al., 1995), HO-1 is composed of 288 amino acids whereas HO-2 
consists of 316 amino acids (Yoshida et al., 1988). HO-1 lacks a signal peptide, 
but contains a hydrophobic segment of 22 amino acid residues at the carboxyl 
terminus. In contrast, HO-2 contains two copies of the heme-binding site, a 
dipeptide of cysteine and praline (CP motif) (Shibahara, 2003). In addition, hu-
man HO-1 and HO-2 genes are separately located at chromosome 22q12 and 
16p13.3 (Kutty et al., 1994).

HO-3 is the product of a single transcript of approximately 2.4 kb and can 
encode a protein of approximately 33 kDa. The HO-3 transcript is found in the 
spleen, liver, thymus, prostate, heart, kidney, brain, and testis and is the product 
of a single-copy gene. The predicted amino acid structure of HO-3 differs from 
both HO-1 (HSP32) and HO-2 but is closely related to HO-2 (approximately 
90%). Escherichia coli expressed and purified HO-3 protein does not cross react 
with polyclonal antibodies to either rat HO-1 or HO-2, is a poor heme catalyst, 
and displays hemoprotein spectral characteristics. The predicted protein has two 
heme regulatory motifs that may be involved in heme binding (Mc Coubrey et 
al., 1997). However, a separate study suggests that HO-3 is a processed pseudo-
gene product derived from HO-2 transcripts (Hayashi et al., 2004).
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1.4  DISTRIBUTION OF MEMBERS OF THE HO ANTIOXIDATIVE 
SYSTEM IN THE CNS

The two isozymes HO-1 and HO-2 display significant differences in tissue dis-
tribution. HO-1 under normal conditions is present in the whole brain at the 
limit of immunodetection and is localized in select neuronal populations. How-
ever, HO-1 1.8 kb transcript and protein (approximately 32 kDa) are increased 
in response to stressful stimuli, primarily in nonneuronal cell populations (Ew-
ing and Maines, 1997). In contrast, HO-2 immunoreactive cells are only neu-
rons in the CNS (Yamanaka et al., 1996). In a separate study, HO-1 and HO-2 
transcripts were found in both neurons and astrocytes while HO-3 transcript was 
uniquely found in astrocytes of hippocampus, cerebellum, and cortex (Scapag-
nini et al., 2002).

1.5  FUNCTION OF THE HO ANTIOXIDATIVE SYSTEM

Both HO-1 and HO-2 catalyze oxidation of heme to biologically active mol-
ecules: iron, a gene regulator; biliverdin, an antioxidant; and carbon monoxide, 
a heme ligand and a promising and potentially significant messenger molecule 
(Figure 1.1; Maines, 1997). Products of the HO reaction have important effects: 
carbon monoxide is a potent vasodilator, which is thought to play a key role in 
the modulation of vascular tone, especially in the liver under physiological con-
ditions, and in many organs under ‘stressful’ conditions associated with HO-1 
induction. The ‘free’ iron increases oxidative stress and regulates the expression 
of many mRNAs (e.g., DCT-1, ferritin, and transferrin receptor) by affecting the 
conformation of iron regulatory protein (IRP)-1 and its binding to iron regula-
tory elements (IREs) in the 5′- or 3′-UTRs of the mRNAs (Kietzmann et al., 
2003). Biliverdin and its product bilirubin, formed in most mammals, are potent 
antioxidants. Bilirubin is neuroprotective at nanomolar concentrations (Doré et 
al., 1999a) and protects cells from a 10,000-fold excess of H2O2 (Barañano et 
al., 2002). HO-2 seems to be more significant in antioxidation than HO-1. Al-
though the levels of oxidatively modified proteins of HO-1 and HO-2 cells in 
response to t-BuOOH toxicity are identical, the level of oxidatively modified 
proteins in HO-2 cells is less than that of HO-1 cells in response to H2O2 toxic-
ity. Subcellular distribution shows that HO-2 and NADPH-cytochrome P450 re-
ductase that are essential for HO activity in degradation of heme are colocalized 
in the microsome, whereas HO-1 is partially present in the microsome. HO-2 
transfected cells are more resistant than HO-1 transfected neurons to H2O2 (Kim 
et al., 2005). Under normal conditions, HO-2, but not HO-1, can be clearly de-
tected in the rat brain (Trakshel et al., 1988).
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FIGURE 1.1  The metabolic pathway of heme.

1.6  EXPRESSION AND ACTIVITY REGULATIONS OF THE HO 
ANTIOXIDATIVE SYSTEM

There are several potential regulatory elements in the 5′-untranslated region 
(UTR) of HO-1, including activator protein 1 (AP-1), metal responsive element 
(MRE), oncogene c-myc/max heterodimer binding site (Myc/Max), antioxidant 
response element (ARE), and GC box binding (Sp1) sites. HO-1 responds to a 
myriad of other stress conditions, such as cytokines, hormones, volatile anes-
thetics, thiol-reactive substances, heavy metals, endotoxin, and UV radiation 
(Ryter et al., 2006, 2007). HO-1 gene expression is also induced by various 
oxidative stress stimuli including sodium arsenite. Using deletion-reporter gene 
constructs, sites that mediate the arsenite-dependent induction of HO-1 were 
mapped, and components of the extracellular signal-regulated kinase (ERK) and 
p38 (a homolog of the yeast HOG1 kinase), but not c-Jun N-terminal kinase 
(JNK), mitogen-activated protein kinase (MAPK) pathways were reported to 
be involved in arsenite-dependent upregulation (Elbirt and Bonkovsky, 1999). 
The role of arsenite for HO-1 gene regulation was also investigated in primary 
rat hepatocytes. In this cell type, the JNK inhibitor SP600125 decreased sodium 
arsenite-mediated induction of HO-1 mRNA expression. Over expressions of 
JNK, MAP kinase kinase (MKK) 3, and p38gamma up-regulated HO-1 expres-
sion, whereas p38alpha, beta, and delta decreased the production of HO-1. CRE/
AP-1 element (-668/-654) was shown as a binding site for c-Jun, a target of the 
JNK pathway, while E-box (-47/-42) manifested as a binding site for MKK3, 
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p38 isoform and c-Max. Thus, the HO-1 CRE/AP-1 element mediates HO-1 
gene induction via activation of JNK/c-Jun whereas p38 isoforms act through 
a different mechanism via the E-box (Kietzmann et al., 2003). Oxidative stress 
greatly affects HO-1 expression. The expression profile of HO-1 seems to de-
pend on cell types and stress strength. Hydrogen peroxide at a concentration 
of 0.14-0.7μM for 30 or 60 min increases content of immunoreactive HO-1 in 
cultured rat forebrain astrocytes by sevenfold within 3 h after exposure. In con-
trast, the same concentration of H2O2 fails to induce HO-1 expression in neurons 
(Dwyer et al., 1995). When the concentration of H2O2 reaches 25μM, HO-1 
expression shows a time-dependent increase in neurons (Chun et al., 2001). 
Furthermore, HO-1 is down-regulated under certain circumstances, such as 
thermal-stressed human erythroblastic cell line YN-1-0-A, interferon g-treated 
human gioblastoma cell line T989G, and hypoxia-insulted human endothelial 
cells and astrocytes (Okinaga et al., 1996; Takahashi et al., 1999; Nakayama et 
al., 2000).

In contrast, HO-2 is present chiefly in the brain and testes and is generally 
believed to be an uninducible or constitutive protein (Kietzmann et al., 2003). 
However lines of evidences have demonstrated that the activity and expression 
of this enzyme is changeable. In the past, the only known regulator of HO-2 is 
adrenal glucocorticoids (Weber et al., 1994; Maines et al., 1996). Corticoste-
rone treatment (40 mg/kg, 20 days) increases the 1.3- and 1.9- kb HO-2 mRNA 
(Weber et al., 1994). Then, studies revealed that HO-2 achieves enhanced cata-
lytic activity following phosphorylation by protein kinase C or treatment with 
phorbol esters, and increased production of bilirubin under oxidative stress con-
ditions (Doré et al., 1999a). Through a yeast two-hybrid screen, calmodulin was 
identified as a potential regulator of HO-2 activity as well. Calmodulin binds 
with nanomolar affinity to HO-2 in a calcium-dependent manner, resulting in a 
threefold increase in catalytic activity.

Mutations within the binding site block calmodulin binding and calcium-depen-
dent stimulation of enzyme activity in vitro and in intake cells. The calcium mobiliz-
ing agents ionomycin and glutamate stimulate endogenous HO-2 activity in primary 
cortical culture (Boehning et al., 2004). In experimental spinal cord injury (SCI), 
HO-2 mRNA levels were elevated proximal (above) to the site of injury and more 
prominently at 16 h post SCI while HO-1 mRNA levels were enhanced distal (below) 
to the site of injury at both time points (Panahian and Maines, 2001). The protein pro-
files for HO-1 and HO-2 showed similar patterns as mRNA distributions. By com-
paring HO-2 mRNA levels in cognitively unimpaired and impaired adult and aged 
rats, both young and aged cognitively impaired rats showed increased expressions 
in hippocampi compared with aged cognitively unimpaired rats, while no difference 
was found in cortices between all animal groups (Law et al., 2000). Under certain 
circumstances, HO-2 is also down-regulated. Real time PCR revealed low levels of 
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HO-1 and HO-2 mRNA present in placenta and deciduas of early gestation CBA/J 
mice exposed to stress or interleukin 12 (Zenclussen et al., 2002). HO-2 expres-
sion was also suppressed in human pathologic pregnancies (Zenclussen et al., 2003). 
HO-2 protein level was determined in rat penile tissue of different ages and was 
found to decrease during aging (Hu and Han, 2006). A 48-h hypoxic insult reduced 
expression levels of HO-2 mRNA and protein in human cell lines by shortening the 
half-life of HO-2 mRNA from 12 to 6 h (Zhang et al., 2006). A chronic restraint stress 
decreased HO-2 protein levels in hippocampal neurons (Chen et al., 2005). Our re-
cent results demonstrated that HO-2 protein, but not mRNA, was dose-dependently 
reduced following an increase in H2O2 concentration when neurons were maintained 
under a culture condition with a low level of antioxidant (unpublished data). A coor-
dination of HO-1 and HO-2 gene expressions has recently been reported where HO-2 
may down-regulate the expression of HO-1 (Ding et al., 2006). Down-regulation of 
HO-2 expression with siRNA technique results in induction of HO-1 expression at 
both mRNA and protein levels via activating the HO-1 gene promoter and prolongs 
the half-life of HO-1 mRNA, whereas knockdown of HO-1 expression has no signifi-
cant effect on HO-2 expression. This study also demonstrates that HO-2 is a potent 
heme metabolic enzyme since HO-2 knockdown causes heme accumulation when 
exposed to exogenous hemin although HO-1 expression is up-regulated. HO-3 has 
very low activity; its physiological function probably involves heme binding only 
(Mc Coubrey et al., 1997; Kietzmann et al., 2003).

1.7  HOs IN NEURODEGENERATIVE DISEASES

Both HO-1 and HO-2 expression decrease during aging. Age-related reductions 
in HO, especially in HO-2, proteins are found in select brain regions including 
the hippocampus and the substantia nigra, which are involved in the high order 
cognitive processes of learning and memory (Ewing and Maines, 2006). Aged 
animals also demonstrate decreased stress response to hypoxic/hyperthermia 
stress in the HO, especially in HO-2, expressions.

HOs appear to be an important intrinsic neuroprotective factors in acute neu-
rodegeneration. HO-2 plays an important role in protecting ischemic neurode-
generation. HO-2 deletion (HO-2−/−) leads to increased neurotoxicity in brain 
culture and increased neural damage following transient cerebral ischemia in 
intact mice. In contrast, stroke damage is not significantly altered in HO1(-/-) 
mice (Doré et al., 1999a, b, 2000). Cerebral ischemia can also result in ROS 
accumulation and apoptosis in cerebral vascular endothelial cells. In an in vitro 
system using serum withdrawal to mimic in vivo ischemia, quiescent HO-2-/-

cells showed greater basal apoptosis than wild-type cells and reduced cell resis-
tance to serum withdrawal (Parfenova et al., 2006). Thus HO-2 appears to be 
an essential endogenous antioxidative factor in the both neurons and cerebral 
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vascular endothelial cells. Recently, a study demonstrated that HO-2 is also a 
crucial neuroprotective enzyme against collagenase-induced intracerebral hem-
orrhage (Wang et al., 2006). The roles of HO-1 and HO-2 in protecting neuro-
degeneration induced by traumatic brain injury were also reported (Chang et al., 
2003). HO-2 activity from injured HO-2 knockout mice was significantly less 
than that of HO-2 wild types, despite the induction of HO-1 expression after the 
traumatic brain injury.

In AD, Aβ is generated from AβPP. AβPP can bind to either HO-1 or HO-2 
and further suppress HO bioactivity (Doré, 2002). AβPP with mutations linked 
to familial AD provides substantially greater inhibition of HO activity than wild-
type AβPP. Cortical neurons from transgenic mice expressing Swedish mutant 
AβPP greatly reduced bilirubin levels, establishing that mutant AβPP inhibits 
HO activity in vivo. Furthermore, oxidative neurotoxicity is markedly greater 
in cerebral cortical cultures from AβPP Swedish mutant transgenic mice than 
wild-type culture (Takahashi et al., 2000).

1.8  THE HO ANTIOXIDATIVE SYSTEM AS A DRUG TARGET

Many antioxidants have been used in experimental and clinical treatment of 
neurodegeneration. Those include vitamins, coenzyme Q10, melatonin, ebselen, 
spin-trap scavenging agents, N-acetylcysteine, glutathione, metal ion chelators, 
uric acid, creatine lazaroids, nicaraven, etc. (Gilgun-Sherki et al., 2002). Since 
HO-1 expression is inducible, many efforts in suppressing oxidative stress-
induced damage have recently focused on inducing HO-1 expression. HO-1 
expression can be induced with dietary antioxidants α-lipoic acid (in broccoli, 
spinach, tomatoes), cafestol and kahweol (in coffee), carnosol (in rosemary), 
curcumin (in turmeric), resveratrol (in grape), selenium (in cereals and fish), and 
sulphoraphane (in broccoli and sprouts) (Ogborne et al., 2004). Pharmacologic 
inducers of HO-1 were recently reviewed (Li et al., 2007). These inducers in-
clude simvastatin, lovastatin, NO donors, organic nitrates, NO, aspirin, 15-Epi-
lipoxin-A4 analog, AZD 3582, probucol, adrenomedullin, atrial natriuretic pep-
tide, D-4F, curcumin, rosolic acid, caffeic acid phenethyl ester, sulforaphane, 
carnosol, piceatannol paclitaxel, rapamycin, ethyl ferulate, 1,2,3,4,6-Penta-o-
galloyl-beta-D-glucose, insulin and isoproterenol.

Normal intracellular levels of HO-2 are important to cells for defense against 
oxidative stress, and therefore preservation of basic levels of HO-2 is essential 
for protecting against ROS-induced neurodegeneration. Our recent research 
demonstrated that the neuroprotective compound PAN-811 (Jiang et al., 2006) 
completely blocks oxidative stress-induced neurotoxicity while preserving 
HO−2 protein to a normal level present in noninsulted control neurons (unpub-
lished data).
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1.9  CONCLUSION AND FUTURE PERSPECTIVES

HO-1 and HO-2 are derived from different genes but show a similar role in cata-
lyzing heme to produce the antioxidants biliverdin and bilirubin, and in protect-
ing oxidative stress-induced neurotoxicity. HO-1 and HO-2 mainly distribute in 
astrocytes and neurons under normal condition respectively. HO-2 plays an im-
portant role in maintenance of heme and ROS homeostasis whereas HO-1 reacts 
to environmental stress changes. A cooperation of them is shown by effects of 
HO-2 on the gene expression of HO-1. The important role of HO-1 and HO-2 in 
eliminating excessive intracellular ROS is evidenced by potent activity of their 
catalyzing product bilirubin. Therefore, HOs are important intracellular targets 
for neuroprotective drug development. One strategy is induction of HO−1 ex-
pression and other will be preserving HO-2 protein level. Due to the multifac-
eted mechanisms of neurodegenerative disease, blocking toxic pathways of oxi-
dative stress alone may not be sufficient for treatment. Thus co-administration 
of an antioxidative drug with other neuroprotectant(s) with different targets (e.g. 
NMDA receptor antagonist) would achieve superior efficacy in treatment of 
neurodegenerative disease.
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2.1  INTRODUCTION

The search for susceptibility loci in the study of common, complex diseases is 
a major challenge in the field of human genetics, and has been less successful 
than for simple Mendelian disorders (Moore, 2003). It is likely that this is due to 
many complicating factors such as an increased number of contributing loci and 
susceptibility alleles, incomplete penetrance, and contributing environmental 
effects (Templeton, 2000; Cordell, 2002; Culverhouse et al., 2002; Moore and 
Williams, 2002; Moore, 2003; Sing et al., 2004; Thornton-Wells et al., 2004). 
Additionally, gene-gene and gene-environment interaction, or epistasis, is an in-
creasingly assumed to play an important role in the underlying etiology of such 
diseases (Templeton, 2000; Cordell, 2002; Culverhouse et al., 2002; Moore and 
Williams, 2002; Moore, 2003; Sing et al., 2004; Thornton-Wells et al., 2004). 
While there are several definitions of the word “epistasis”, in its simplest defini-
tion, epistasis occurs when the action of one gene is modified by one or more 
other genetic and/or environmental factors. This phenomenon presents a chal-
lenge in the search for disease-risk variants, since if the effect of one locus is 
altered or masked by effects at another locus, the power to detect the first locus 
is likely to be reduced and elucidation of the joint effects at the two loci will be 
hindered by their interaction, unless explicitly examined (Cordell, 2002).

The high dimensionality involved in the evaluation of combinations of many 
such genetic and environmental variables quickly diminishes the usefulness of 
traditional, parametric statistical methods, known as “the curse of dimensional-
ity” (Bellman, 1961). As the number of factors increases and the number of 
possible interactions increases exponentially, many contingency table cells will 
be left with very few, if any, data points. Due to the hierarchical model-building 
process typically used by traditional methods for variable selection (Moore and 
Williams, 2002), they are often limited in their ability to deal with many factors 
and fail to characterize epistasis models in the absence of main effects. This 
results in increased type II (false negative) errors and decreased power (Moore, 
2004). These challenges are magnified by relatively small sample sizes. The 
time and expense involved in sample collection can make effective studies cost 
prohibitive with traditional analytical methods.

Additionally, rapid advances in genotyping technology have increased the 
number of genetic variants included in genetic studies. Genome-wide associa-
tion studies including as many as one million single nucleotide polymorphisms 
(SNPs) are now accessible. This results in an additional level of complexity 
from an analytical perspective (Moore and Ritchie, 2004). An analytical ap-
proach must not only have statistical power to detect significant associations, 
but must also search through thousands or million(s) of variables and iden-
tify those that best predict the outcome/disease of interest. Additionally, such 
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a large number of variables amplify the problem of multiple comparisons. As 
the number of statistical tests increases, it becomes increasingly likely that one 
will observe data that satisfy the acceptance criterion (e.g. is significant at the 
p<0.05 level) by chance alone. For example, with a genome-wide association 
study with one million SNPs, you would expect 50,000 significant SNPs using 
a p value cutoff of 0.05. Analytical methods must limit false positive results 
without limiting power. These challenges have prompted the development of 
novel methodologies to detect gene-gene and gene-environment interactions in 
a variety of study designs.

In this chapter, we discuss the tools available to a genetic epidemiologist 
to detect such epistatic interactions. We briefly define epistasis and review the 
study designs and strategies that can be used for an interaction-oriented analysis 
plan. Next, we discuss the traditional statistical tools available for epidemiologi-
cal research and how they can be applied to the detection of epistasis. We then 
discuss a “data-mining” approach to analysis, highlighting novel computational 
approaches that have been developed to detect epistasis. Finally, we stress the 
importance of considering interactions in epidemiology by highlighting the in-
teractions that have been previously detected in statistical genetics studies of 
human populations.

2.1.1  DEFINING EPISTASIS

Bateson in 1909 is credited with first coining the term “epistatic” to describe 
an effect where a variant at one locus masks the manifestation of the effect of 
another (Bateson, 1909). This was originally viewed as an extension of the con-
cept of genetic dominance for allelic variants at a single locus. Bateson’s defini-
tion of epistasis is often used by biologists or biochemists when investigating 
biological interactions between proteins, however what is meant by biological 
interaction is not always well defined (Cordell, 2002). It usually corresponds to 
a situation in which the qualitative nature of the mechanism of action of a factor 
is affected by the presence or absence of the other (Neuman and Rice, 1992).

As Bateson is credited with pioneering the term “epistasis”, Fisher in 1918 
is credited with defining a separate statistical sense of the term (Fisher, 1918). 
Fisher proposed a mathematical definition of epistasis as a deviation from ad-
ditivity in the effect of alleles at different loci with respect to their contribution 
to a quantitative phenotype. Epistasis in this sense is closer to the usual concept 
of statistical interaction (Norton and Pearson, 1976) as a departure from a spe-
cific linear model describing the relationship between predictive factors.While 
the long-term goal of disease-risk mapping is to gain an understanding of func-
tional consequences of variants at the biological level that translate into clini-
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cal progress, at the population level epidemiological approaches must rely on 
statistical methodologies to target genetic regions. So while there are semantic 
and theoretical differences between these two definitions, they are certainly not 
separate ideas. A complete discussion of these definitions is beyond the scope 
of this chapter, but excellent discussions of this topic can be found in Cordell 
(2002) and Moore and Williams (2005). For our purposes, we are less concerned 
with a strict definition of the term and will focus on a practical approach to the 
detection of epistasis in its broadest sense: the action of one gene is modified by 
one or more other genetic and/or environmental factors.

2.1.2  APPROPRIATE STUDY DESIGNS

There are two broad types of study design that may be used to identify rela-
tionships between human genomic variants and phenotypes of interest: linkage 
analysis and association analysis (Risch, 2000). Linkage analysis determines 
whether a chromosomal region is preferentially inherited by offspring with the 
trait of interest by using genotype and phenotype data from multiple biologi-
cally – related family members. Linkage analysis capitalizes on the fact that, as 
a causative gene(s) segregates through a family kindred, other markers nearby 
on the same chromosome tend to segregate together (are in linkage) with the 
causative gene due to the lack of recombination in that region. Association anal-
ysis, on the other hand, describes the use of case-control, cohort, or even family 
data to statistically relate genetic variations to a disease/phenotype. Because 
association analysis directly examines the effect of a candidate locus, rather 
than an effect that is diffused across large regions of chromosomes, its greatest 
applicability is in fine localization and identification of causative loci (Daly and 
Day, 2001).

Interactive effects can be assessed in any study design (Andrieu and Gold-
stein, 1998; Goldstein and Andrieu, 1999). Case-control, case-only, prospective 
cohort, and family-based studies have all been successfully used to detect epi-
static interactions. Case-control studies are the most commonly used to search 
for epistatic interactions, and most novel methods development has been fo-
cused on such a design. Case-only designs are more controversial for the study 
of interactive effects. Case-only designs are extremely powerful for the detec-
tion of gene-environment interactions (Andrieu and Goldstein, 1998; Goldstein 
and Andrieu, 1999), but their utility for the detection of gene-gene interactions 
has been debated in the literature (Cordell, 2003; Vieland and Huang, 2003). 
One commonly accepted approach for searching for gene-gene interactions 
in a case-only design is the generation of “pseudo-controls” prior to analysis 
(Cordell et al., 2004; Cordell, 2004). Pseudocontrols are generated from the 



alleles not present in a case subject at each genetic marker. Case-control analyti-
cal methods can then be applied. Family-based study designs, involving sibling 
pairs, affected sibling pairs, trios (parents and affected offspring), or extended 
family designs, are also very powerful for the detection of epistasis (Goldstein 
and Andieu, 1999).

Both association and linkage analyses have been used to investigate complex 
genetic and environmental disease etiologies, and appropriate tools are available 
for both strategies. Association analysis is by far the most commonly used ap-
proach, due to advantages in power and ease of sample collection (Risch, 2000), 
and most computational methods have been designed for such studies. Because 
of this, the current review focuses on methodologies for association studies, but 
it is important to keep in mind that linkage approaches can also be used to detect 
interactive effects. For example, Ordered Subset Analysis (OSA) (Hauser et al., 
2004) identifies genetically more homogeneous subsets of the overall data by 
ordering families according to covariate trait values in ascending or descending 
order.

2.2  PRELIMINARY ANALYSES

2.2.1  QUALITY CONTROL

Considering the quality of data is a crucial initial step in searching for epistasis, 
as quality control issues may contribute to spurious patterns of multilocus asso-
ciation. Data should be thoroughly checked for problems such as batch or study-
center effects, or for unusual patterns of missing data. While “data cleaning” is 
not the focus of this review, this is an important first step in a data analysis plan 
investigating epistasis, and a few major issues are discussed below.

There are several standard approaches for evaluating the level of error in a 
given dataset. In a family-based study design, Mendelian inconsistencies can be 
evaluated to estimate a global/overall error rate. For example, if an allele seen in 
a child is not found in either parent, an error has occurred in either the genotyp-
ing or in the assumed family structure. In a case-control design, however, this 
error-checking method is not available. In all study designs, sex chromosome 
markers can be used to test for gender errors, as another way of estimating your 
global error. For example, if a male study subject has two copies of a nonpseu-
do-autosomal X-linked marker, an error is indicated. Genotyping efficiency can 
also be used in any study design to evaluate potential error. Low genotyping 
efficiency of either a single marker or a single individual may indicate a general 
problem with the data/sample for either the individual or marker. This should be 
evaluated prior to any statistical analysis.
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Traditionally, testing for Hardy – Weinberg equilibrium (HWE) is used to 
detect errors in the data, but caution should be taken when considering this ap-
proach. There are several reasons for deviations from HWE, including inbreed-
ing, population stratification, selection, or genotyping error (Wigginton et al., 
2005; Cox and Kraft, 2006). Additionally, deviation could also indicate disease 
association (especially if this deviation is seen in cases) (Wigginton et al., 2005; 
Cox and Kraft, 2006), so eliminating SNPs from an analysis on this criterion 
could potentially be self-defeating. Testing for HWE in controls may serve as a 
better indicator of genotyping error than in the total population. Deviations can 
also be seen in the presence of common deletion polymorphisms because of a 
mutant polymerase chain reaction (PCR) primer binding site, miscalls during 
genotyping (Bailey and Eichler, 2006; Conrad et al., 2006), or the presence of 
a copy number variant (Wigginton et al., 2005; Cox and Kraft, 2006). Before 
discarding loci based on HWE calculations, it is important to consider all these 
possibilities. Testing for deviations from HWE is usually performed using a 
Pearson goodness-of-fit test, based on the chi-square distribution because the 
test statistic has approximately a chi-square null distribution. In the case of low 
genotype counts, however, a Fisher exact test should be used instead since it 
does not rely on the chi-square approximation (Guo and Thompson, 1992).

Missing data is another concern in any genetic analysis (Little and Rubin, 
2002). When very little data (typically less than 5%) is missing, and there is 
no pattern to this missing data, it is a negligible problem. However, increasing 
amounts of missing data or irregular patterns present analytical challenges. Data 
imputation is one proposed solution to this problem. Data imputation involves 
replacing missing genotypes with predicted values based on the observed geno-
types at nearby SNPs. In the case of very tightly linked markers, this can be 
reliable. There are several methods of imputation. First, maximum likelihood 
estimation can be used to seek a “best” prediction of a missing genotype (a 
single imputation). Alternatively, a genotype value can randomly be selected 
from a probability distribution (multiple imputations). “Hot-deck” approaches 
(Little and Rubin, 2002) can also be used, where a missing genotype is copied 
form another individual whose genotypes match at surrounding loci. Finally, 
regression models may be used that are based on the genotypes of all individuals 
at several neighboring loci (Souverein et al., 2006).

These imputation methods should be used with caution, especially with a 
case-control study design. Many imputation strategies require two steps: an ini-
tial imputing phase (the information needed to determine the two haplotypes 
underlying a multilocus genotype within a chromosomal segment) followed by 
imputing missing values based on the initial phase. Additionally, these meth-
ods assume that missingness is independent of true genotype and of phenotype. 



These assumptions are not always met, leading to serious biases (Clayton et al., 
2005). These assumptions should be considered and tested before applying any 
imputation procedures.

2.2.2  POPULATION STRATIFICATION

Population stratification is a well-documented confounding factor in genetic 
association studies (Pritchard and Przeworski, 2001; Ardlie et al., 2002; Salis-
bury et al., 2003), and should be considered prior to any association testing 
- including interaction analysis. This is of particular concern in a case-control 
study design, since the realities of sample collection do not often allow for ho-
mogeneous samples and complete knowledge of subjects’ heritage is usually 
unknown. Family-based studies are immune to this potential problem.

This confounding occurs when individuals are selected from two genetically 
different populations in different proportions in cases and controls. Thus, the 
cases and controls are not matched for their genetic background. This may cause 
spurious associations, or it may mask true associations (Wang et al., 2006). 
Most methods designed to deal with population stratification require a minimal 
number (usually > 100) of widely spaced null SNPs that have been genotyped 
in both cases and controls specifically for these analyses (Devlin and Roeder, 
1999).

Genomic Control (Devlin and Roeder, 1999) is a commonly used approach 
that computes the Armitage test statistic (λ) at each null SNP. λ is calculated as 
the empirical median divided by its expectation under a chi-square distribution 
with one degree of freedom. If λ >1, λ is then divided by λ. A λ >1 is likely to be 
due to the effect of population stratification and dividing by λ cancels this effect 
for candidate SNPs. Genomic control is useful in a variety of scenarios but can 
be conservative in extreme settings and anticonservative if too few null SNPs 
are used (Marchini et al., 2004).

Structured association methods are also used to control for population strati-
fication (Pritchard et al., 2000; Satten et al., 2001; Hoggart et al., 2003). These 
approaches are based on the idea of attributing the genomes of study individuals 
to hypothetical subpopulations and testing for association that is conditional on 
the specific allocations. This approach is computationally expensive, and the 
number of subpopulations to use is unresolved. The true number of subpopula-
tions should ideally be used for analysis, but this number is often unknown.

Another approach to deal with this potential confounding factor is regression 
analysis that includes population structure as a covariate (Setakis et al., 2006). 
Null SNPs can mitigate the effects of population structure when included in a 
regression model. This approach is very computationally efficient, and does not 
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explicitly model the population structure as the structured association methods 
do. In addition, it is more flexible than genomic control because epistatic and 
covariate effects can be included.

There are several other methods being developed to diagnose population 
structure when many null SNPs are available, including principle components 
analysis (PCA) (Price et al., 2006) and mixed-model approaches (Yu et al., 
2006). As mentioned previously, these methods require that null SNPs be geno-
typed for the purpose of assessing any potential confounding population struc-
ture. If this was not included in the genotyping, stratified analyses (stratified on 
population/ethnicity information) could be used to try to reduce and identify the 
impact of population stratification.

2.3  TRADITIONAL STATISTICAL APPROACHES

Traditional statistical approaches to detect genetic associations have been suc-
cessful in identifying single-SNP associations and have had success in detecting 
interactions when properly applied. In any genetic analysis plan, both single-
SNP and epistatic models should be considered. Below, we discuss some gen-
eral concerns of these methods. Then, we describe the traditional methods most 
commonly used in genetic epidemiology and their application in the search for 
epistatic interactions. Table 2.1 summarizes the traditional methods discussed 
below.

There are several advantages to traditional statistical approaches that must 
not be overlooked. First, they are easily computed, and most methods are readily 
available in common statistical software packages. Additionally, the results are 
easily interpreted since the mathematical implications of most parameters have 
been extensively evaluated, and there is a long history of model interpretation. 
Finally, these models are readily accepted in both the biological and statistical 
communities.

However, there are several disadvantages to traditional methods that much 
be considered. First, as mentioned above, the curse of dimensionality limits the 
power of traditional methods to detect interactive effects. In regression analysis, 
for example, this can result in increased type 1 errors and parameter estimates 
with very large standard errors (Concato et al., 1993). Additionally, simulation 
studies have demonstrated that 10 outcome events per independent variable are 
required for each parameter estimate (Peduzzi et al., 1996). As genome-wide 
association studies become more common, this is an unrealistic sample size 
requirement.

Variable selection is another concern with the use of traditional methods. 
Most classical statistical tests were designed to test a specific, a priori hypoth-



TABLE 2.1  Traditional statistical analytical methods.TABLE 2.1 Traditional statistical analytical methods. 
 

          Method Study designs Outcome 
variables 

Input 
variables 

Parametric 
Genetic Statistical 

C
on

tin
ge

nc
y 

ta
bl

e 
m

et
ho

ds
 

Pearson’s Chi-Square Case-control discrete discrete yes yes 
Fisher’s Exact Test Case-control discrete discrete yes no 
Armitage Cochran Case-control binary discrete yes no 
McNemar’s Chi-square Case-control binary discrete yes no 
TDT Trios binary discrete no yes 
Sib-TDT Dis-cordant sibling pairs binary discrete no yes 
1-TDT Proband+One parent binary discrete no yes 
PDT Extended Ped-igrees binary discrete no yes 
FBAT Extended Ped-igrees binary discrete no yes 
GTDT Trios binary discrete no yes 
Tmhet Trios binary discrete no yes 

ccTDT Mixed designs (Case-
control and Family-based) binary discrete no yes 

       

G
en

er
al

iz
ed

 li
ne

ar
 m

od
el

s 

Linear Regression Population-based, Cohort, 
Family-based continuous discrete or 

continuous 

depends 
on 

encoding 
yes 

Logistic Regression Case-control binary discrete or 
continuous 

 
depends 

on 
encoding 

 

yes 

Cox Pro-portional 
Hazards Regression Cohort binary discrete or 

continuous 

depends 
on 

encoding 
yes 

Poisson Regression Cohort binary discrete or 
continuous 

 
depends 

on 
encoding 

yes 

Restricted Cubic Splines 
Regression 

Case-Control, Cohort, 
Family-based 

depends 
on types 

discrete or 
continuous 

depends 
on 

encoding 
no 

Kernel Regression Population-based, Cohort, 
Family-based continuous discrete or 

continuous 

depends 
on 

encoding 
no 

GLM Population-based; Family-
based 

multiple 
variables; 
discrete or 
continuous 

discrete or 
continuous no no 

       

A
na

ly
si

s o
f v

ar
ia

nc
e 

T-Test Population-based; Family-
based continuous discrete yes yes 

MANOVA/MANCOVA Population-based; Family-
based continuous discrete no yes 

Wald-Wolfowitz runs 
test Population-based continuous discrete no no 

Mann-Whitney U test Population-based continuous discrete no no 
Kolmo-gorov-Smirnov 
two-sample test Population-based continuous discrete no no 

Kruskal-Wallis analysis 
of ranks Population-based continuous discrete no no 

Median test Population-based continuous discrete no no 

Sign test Population-based; Family-
based continuous discrete no no 

Wilcoxon’s matched 
pairs test 

Population- 
based; Family-based continuous discrete no no 

Friedman’s two-way 
ANOVA 

Population-based; Family-
based continuous discrete no no 

Cochran’s Q Population- 
based; Family-based continuous discrete no no 

QTDT Trios continuous discrete no yes 
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esis: the association between a prespecified variable(s) and an outcome of inter-
est. They were not designed to identify which variables are the most important 
in predicting that outcome. Variable selection approaches, such as stepwise se-
lection and best subset selection, are often applied as “wrappers” around tra-
ditional methods to try to address this challenge. These “wrappers” have been 
most often applied in a regression framework (discussed below), where well-
known criteria like Mallows’ Cp (Mallows, 1973), the Akaike information crite-
rion (AIC) (Akaike and Hirotugu, 1981) and the Bayesian information criterion 
(BIC) (McQuarrie and Tsai, 1998) are often used to penalize the number of 
nonzero parameters. Shrinkage estimation approaches have also been employed 
to achieve better prediction and reduce the variances of estimators, such as ridge 
regression (Frank and Friedman, 1993).

While these procedures can be extremely useful in certain situations, they 
may not be appropriate for the detection of gene-gene and gene-environment in-
teractions. Step-wise regression, for example, is a well-known and widely used 
form of variable selection within a regression framework (Mantel, 1970). There 
are several important limitations with such an approach. Especially in the case 
of small sample sizes, this approach can yield biased r-squared values (Copas, 
1983; Derksen and Keselman, 1992), confidence intervals for effects and pre-
dicted values that are falsely narrow (Altman and Andersen 1989), p-values that 
do not have proper meaning (Hurvich and Tsai, 1990), biased regression coef-
ficients that need shrinkage (Tibshirana, 1996). Further, it is based on methods 
(i.e. F tests for nested models) that were intended to test prespecified hypotheses 
(Hurvich and Tsai, 1990). Additionally, most of these methods rely on some cri-
teria for hierarchical model building. In a genetic context, this means that they 
would be dependent on marginal main effects to even begin to build interactive 
models.

Another important consideration with high-dimensional studies is the risk 
of false discovery due to multiple testing, especially if traditional methods are 
used to individually test loci or multilocus combinations. As the number of loci 
increases so do the number of statistical tests typically performed. This problem 
may become overwhelming as the field embraces genome-wide studies. For 
example, Chi-square testing of a whole genome association dataset of 1,000,000 
SNPs may yield 50,000 chance associations at p<0.05, and 100 at p<0.0001. 
Traditional approaches such as the Bonferroni correction adjust for type I er-
ror, but are extremely conservative (Van et al., 2005) and thus may reject true 
associations. For genomic studies, these correction procedures may demand un-
realistically small significance levels, and often ignore issues of between-test 
dependence (Van et al., 2005) due to linkage between markers. It may be more 
appropriate to correct for multiple testing with the false discovery rate method, 



which considers the expected number of false rejections divided by the total 
number of rejections (Benjamini, 1995). The false discovery rate method is less 
conservative than the Bonferroni correction (Benjamini, 1995), but still may 
be too conservative for very large numbers of variables. Permutation testing is 
also used to decrease the impact of multiple comparisons through empirical es-
timates of significance. Permutation testing is a commonly used nonparametric 
statistical procedure. Rather than make specific distributional assumptions, a 
permutation test randomly permutes the data many times to actually construct 
the distribution of the test statistic under the null hypothesis. If the value of the 
test statistic based on the original samples is extreme relative to this distribu-
tion (i.e. if it falls far into the tail of the distribution), then, the null hypothesis 
is rejected (Good, 2000). The validity of a permutation test relies only on the 
data maintaining the property of exchangeability under the null hypothesis - so 
permutation testing makes no statistical or genetic assumptions and produces 
an unbiased p-value  (Good, 2000; Mukherjee et al., 2003; Neuhauser, 2005) 
Permutation testing can partially control for multiple comparison by signifi-
cance testing only the best/final model as opposed to all individual tests. The 
chief drawback of this method is that it is computationally expensive, and for 
extremely large datasets, this limitation may make this type of significance test-
ing prohibitive.

2.3.1  CONTINGENCY TABLE ANALYSES

One of the simplest sets of methods for detecting associations in genetic epi-
demiological studies is contingency table analysis. For case-control data, this 
includes the Pearson chi-square and Fisher’s exact test. It is important to con-
sider both genotypic and allelic versions of these analyses. The two degree of 
freedom (df) Pearson and Fisher tests (with genotypic encodings) are generally 
powerful, but in the case of an additive genetic model, an allelic encoding (with 
one df for each test) is most powerful. While this encoding may be more power-
ful to detect an additive association, it is important to remember that these tests 
assume HWE (Sasieni, 1997), which might not always hold true. The Armitage-
Cochran test (Armitage, 1955), which is similar to the allele-count test, may be 
better suited. It tends to be conservative and does not assume HWE.

Contingency table analyses have been extended to family-based study de-
signs as well. Possibly the most commonly used example of this is the Trans-
mission Disequilibrium Test (TDT) (Terwilliger and Ott, 1992; Terwilliger et 
al., 1992; Spielman et al., 1993). This test compares observed versus expected 
transmitted alleles in trio data, and follows a Chi-square distribution. Addition-
ally, there are a number of versions of this test to extend it to additional study 
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designs, including sib-TDT (for discordant sib pair data) (Spielman and Ewens, 
1998), 1-TDT (for a proband and one parent designs) (Sun et al., 1999), Pedi-
gree Disequilibrium Test (PDT) (Martin et al., 2000) and Family Based Asso-
ciation Test (FBAT) (Horvath et al., 2001) (for extended pedigrees), generalized 
TDT (GTDT) (Gordon et al., 2004) and Tmhet (Kaplan et al., 1997) (for mul-
tiallelic markers), and case-controlTDT (ccTDT) (Ruiz-Narvaez and Campos, 
2004) (for combined case-control and family data). One additional important 
extension - which is technically an analysis of variance method - is quantitative 
TDT (QTDT) (Rabinowitz, 1997) for quantitative traits. These tests are most 
powerful to detect single-locus associations, but can be extended to detect mul-
tilocus associations. For low-dimensional data with large numbers of samples 
this approach can be successful, but the dimensionality of exploring interaction 
effects quickly diminishes the usefulness of simple contingency table analyses.

2.3.2  GENERALIZED LINEAR MODELS

Generalized linear models (GLMs) are a broad class of methods that can be 
thought of as an extended multivariate regression framework (Dobson, 2001). 
The general purpose of multivariate regression is to quantify the relationship 
between several independent variables and a single dependent variable. Gener-
alized linear models extend this concept to multiple dependent variables. Just as 
in multivariate regression analysis, interactions between independent variables 
can be modeled and tested.

The most familiar example of a GLM is regression analysis (Fox, 1997), 
which remains the accepted standard for association studies in genetic epidemi-
ology. Regression analysis models the relationship between response variables 
(dependent variables) and predictors (independent variables). Multivariate re-
gression describes models that include more than one predictor variable. This 
allows the modeling of any genetic or environmental covariates and interactions 
(discrete or continuous) (Mardia et al., 1979).

There are many types of regression analyses, making this approach appli-
cable to any study design. Linear regression models a continuous response vari-
able using a linear equation (for population-based studies). Logistic regression 
models a binary response variable using the logit function (for a case-control 
design). Cox Proportional Hazards regression is appropriate for cohort study 
designs with survival data. Less often used forms of regression analysis include 
Poisson regression, supervised learning, and unit-weighted regression. The 
above mentioned forms of regression are all statistically parametric (Fox, 1997). 
Nonparametric forms of regression analysis exist also (Fox, 2000), and include 
kernel regression and restricted cubic splines. Regression analysis is also ap-



propriate for family data, since inter- and intraclass correlations can be adjusted 
for in the analysis.

In addition to limitations in variable selection and power, regression tech-
niques are also limited in their ability to deal with nonindependent predictor 
variables (Hosmer and Lemeshow, 2000), which is very often the case in genetic 
epidemiology as SNPs are often in linkage disequilibrium. Another important 
consideration with regression methods is their limitations in dealing with situ-
ations of genetic heterogeneity. Regression approaches model the relation be-
tween predictors and risk of disease of all individuals in the data and do not 
consider subgroups (Hosmer and Lemeshow, 2000).

The general linear model goes a step beyond the multivariate regression 
model by allowing for linear transformations or linear combinations of multiple 
dependent variables. This extension gives the general linear model important 
advantages over the multiple and the multivariate regression models, both of 
which are inherently univariate in regards to the number of outcome variables 
evaluated. One advantage is that multivariate tests of significance can be em-
ployed when responses on multiple dependent variables are correlated. Sepa-
rate univariate tests of significance for correlated dependent variables are not 
independent and may not be appropriate. Multivariate tests of significance of 
independent linear combinations of multiple dependent variables also can give 
insight into which dimensions of the response variables are, and are not, related 
to the predictor variables. Another advantage is the ability to analyze effects 
of repeated measure factors (which are normally analyzed using ANOVA tech-
niques). Linear combinations of responses reflecting a repeated measure effect 
(for example, the difference of responses on a measure under differing condi-
tions) can be constructed and tested for significance using either the univariate 
or multivariate approach to analyzing repeated measures in the general linear 
model. A second important advantage of the general linear model is its abil-
ity to handle nonindependent predictor variables. This is of particular utility in 
genetics, since genetic variants are often in linkage disequilibrium so they are 
nonindependent (Dobson, 2001). The general linear model is frequently applied 
to analyze any analysis of variance (discussed below) design with categorical or 
continuous predictor variables, as well as any multiple or multivariate regres-
sion design with continuous predictor variables (Dobson, 2001).

2.3.3  ANALYSIS OF VARIANCE

Analysis of variance (ANOVA) methods are a popular family of methods for 
association studies with continuous outcomes (Cobb, 1998). In general, the 
purpose of analysis of variance (ANOVA) is to test for significant differences 
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between group means. If only two means are compared, then ANOVA will give 
the same results as the t test for independent samples (if comparing two dif-
ferent groups of cases or observations) or the t test for dependent samples (if 
comparing two variables in one set of cases or observations). ANOVA analy-
ses are also applicable to numerous, and increasingly complex, study designs. 
Between groups, repeated measures, and nested study designs can be analyzed 
using ANOVA methods (Cobb, 1998). ANOVA methods have a distinct advan-
tage over a simple t test in that interaction effects can be evaluated. Multivari-
ate ANOVA (MANOVA) and multivariate analysis of covariance (MANCO-
VA) methods can evaluate more than one dependent variable and/or covariates 
(Cobb, 1998).

The ANOVA methods mentioned above are all statistically parametric, but 
there are nonparametric versions of the same tests if the statistical assump-
tions are not met. Differences in independent groups can be tested using the 
Wald-Wolfowitz runs test, the Mann-Whitney U test, the Kolmogorov-Smirnov 
two-sample test, the Kruskal-Wallis analysis of ranks, and the Median test. 
For differences between dependent groups, the sign test, Wilcoxon’s matched-
pairs test, Friedman’s two-way analysis of variance, and Cochran’s Q test are 
all appropriate (Cobb, 1998). ANOVA methods are most readily applicable to 
population-based study designs, but can also handle family data. This family of 
methods is very flexible as far as the hypothesis asked and very powerful for 
detecting interactions.

2.4  NOVEL APPROACHES TO DETECT EPISTASIS

Because of the limitations of traditional methodologies, particularly the curse 
of dimensionality and the variable selection problem, the development of novel 
methods to detect epistasis is a booming subdiscipline of human genetics. Re-
cent methods have been developed for both association and linkage studies, 
in both population-based and family-based datasets. In the current section, we 
briefly discuss some of the basic tools and strategies used by these methods that 
take a “data mining” approach to detecting and characterizing epistasis. While 
the methods covered here do not represent a comprehensive list, the most com-
monly used methods are covered. Table 2.2 summarizes the methods discussed 
below.



TABLE 2.2  Data mining methods to detect epistasis.  
 

          Method Study design Outcome Input 
Needs 
main 
effect 

Parametric 

Genetic Statistic 

       

Tr
ee

-b
as

ed
 

Classification 
and Regression 
Trees (CART) 

Case-control binary discrete or 
continuous yes no no 

Random 
Forests (RF) 

Population-based; 
Case-control discrete or continuous discrete or 

continuous yes no no 

Mutivariate 
Adaptive 
Regression 
Splines 
(MARS) 

Population-based; 
Case-control 

discrete or continuous; 
multiple outcome 

variables 

discrete or 
continuous yes no no 

        

C
om

bi
na

to
ria

l 

Combinatorial 
Partitioning 
Method (CPM) 

Population-based continuous discrete no no no 

Restricted 
Partition 
Method (RPM) 

Population-based continuous discrete no no no 

Multifactor 
Dimensionality 
Reduction 
(MDR) 

Case-control binary discrete no no no 

MDR-PDT Family-based binary discrete no no no 
Generalized 
MDR 

Case-control or 
population-based discrete or continuous discrete or 

continuous no no no 

Patterning and 
Recursive 
Partitioning 
(PRP) 

Case-control discrete or continuous discrete or 
continuous no no no 

Detection of 
Informative 
Combined 
Effect (DICE) 

Case-control discrete or continuous discrete or 
continuous yes yes no 

        

N
eu

ra
l N

et
w

or
ks

 

Parameter 
Decreasing 
Method (PDM) 

Case-control binary discrete or 
continuous yes no no 

Genetic 
Programming 
NN (GPNN) 

Case-control binary discrete or 
continuous no no no 

Grammatical 
Evolution NN 
(GENN) 

Case-control binary discrete or 
continuous no no no 

        

C
lu

st
er

in
g 

al
go

rit
hm

s 

CLADHC Case-control or 
Family-based binary discrete yes no yes or 

no 

HapMiner Case-control or 
Family-based discrete or continuous discrete N/A no yes 

k-means 
clustering 

Population-based or 
Family-based continuous discrete or 

continuous yes no no 

EM clustering Population-based or 
Family-based continuous discrete or 

continuous yes no no 

        

Tw
o-

St
ep

 Set Association Case-control binary discrete no no no 
Focused 
Interaction 
Testing 
Framework 
(FITF) 

Case-control binary discrete no no no 

        

 

Principle 
Components analysis 
(PCA) 

Population-based or 
Family-based continuous discrete or 

continuous yes no no 
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2.4.1  DATA MINING METHODS

Data mining is an analytical process designed to explore large amounts of data 
(like large-scale genetic studies) in search of consistent patterns and/or system-
atic relationships between variables, and then to validate the findings by apply-
ing the detected patterns to new subsets of data. Data mining is often consid-
ered “a blend of statistics, AI [artificial intelligence], and database research” 
(Pregibon, 1997). Data mining has sometimes received a tepid reception from 
traditionalists, even considered by some “a dirty word in Statistics” (Pregicon, 
1997). However, as the practical importance and success of this approach is 
increasingly recognized, and the scale of genetic studies exponentially expands, 
this sort of approach is gaining acceptance.

The ultimate goal of any data mining approach is usually prediction - in 
the case of genetic epidemiology this prediction is in the form of disease-risk 
loci (Weiss and Indurkhya, 1997). As opposed to traditional hypothesis testing 
designed to verify a priori hypotheses about relations between variables, data 
mining typically falls under an exploratory data analysis framework. It is used 
to identify relations between variables when there are no, or incomplete, a priori 
expectations as to the nature of those relations.

There are three general stages to any data mining application (Witten and 
Frank, 2000). First there is data exploration. In genetic epidemiology, this may 
include simply the preliminary analysis discussed above, or a filter step in the 
analysis, where a certain number of independent variables are selected based on 
a criterion of choice. Filters that have been used in genetic applications include 
ReliefF (Kira and Rendell, 1992), genetic algorithms (GA) (Crosby, 1973), 
and genetic main effects as measured by Chi-square or regression (Evans et 
al., 2006). The second step in any data mining process is model building and 
internal validation. It is this step that differs greatly from method to method. 
The third step is deployment, which involves using the model selected as best in 
the previous stage and applying it to new data to estimate its predictive ability. 
Many data mining approaches combine steps two and three by using a data resa-
mpling technique, such as bagging, boosting, cross-validation, jackknifing, or 
bootstrapping to simultaneously build and test a model. An excellent discussion 
of resampling and internal model validation techniques can be found in (Hastie 
et al., 2001).

There are two general, broad categories of data mining methods: pattern 
recognition (Theodoridis and Koutroumbas, 2006) and data reduction (Beving-
ton and Robinson, 1991). The pattern recognition family of methods considers 
the full dimensionality of the data, and aims to classify based on information 
extracted from the patterns. Tree- based methods, neural networks (NN), and 
clustering algorithms are all included in this family of methods (Theodoridid 



and Koutroumbas, 2006). The term data reduction in the context of data mining 
is usually applied to projects where the goal is to aggregate or amalgamate the 
information contained in large datasets into manageable (smaller) information 
nuggets. Data reduction methods can include simple tabulation, aggregation 
(computing descriptive statistics), or more sophisticated techniques like princi-
pal components analysis, etc (Bevington and Robinson, 1991). The combinato-
rial approaches discussed below fall into this category.

2.4.2  TREE-BASED APPROACHES

Arguably the simplest group of data mining approaches used in genetic epide-
miology is tree-building algorithms. Also referred to as recursive partitioning 
methods, this group of tools determines a set of if-then logical (split) conditions 
that permit accurate prediction or classification of cases.

As with any analysis strategy, there are important advantages and disad-
vantages to any choice of algorithm. There are several important advantages to 
the tree-based algorithms that make them particularly useful in the context of 
genetic epidemiology. First, they can handle a large number of input variables, 
which is important as the scale of genetic studies increases. Also, learning is fast 
and computation time is modest even for very large datasets (Robnik-Sikonja, 
2004). Additionally, tree methods are suited to dealing with certain types of ge-
netic heterogeneity (roughly, where different variants can lead to the same dis-
ease), since splits near the root node define separate model subsets in the data. 
Also, trees-based algorithms produce an easily interpretable final model that is 
essentially a set of if-then rules (an example of a “white box” solution represen-
tation). Finally, these algorithms can uncover interactions among factors that 
do not exhibit strong marginal effects, without demanding a prespecified model 
(McKinney et al., 2006). One important limitation of these methods to consider 
when looking for interactions is that they are dependent on slight marginal ef-
fects to model epistasis. If marginal main effects are not present, these methods 
will likely fail to characterize the interaction.

A major issue that arises when applying tree-based methods is a decision to 
stop splitting in the tree-building process. Model “over-fitting” is a concern with 
this group of methods. For example, in a data set with 10 cases, with 9 splits 
every single case could be perfectly classified. In general, with enough splits, a 
model could be found that perfectly describes any given dataset. Unfortunately 
this is not useful since such complex results most often fail to replicate in a sam-
ple of new observations. Therefore internal model validation approaches (Hastie 
et al., 2001) are generally used with a resampling technique to avoid overfitting. 
Once a tree-building algorithm has stopped, it is always useful to further evalu-
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ate the quality of the prediction of the current tree in samples of observations 
that did not participate in the original computations. These methods are used 
to “prune back” the tree, i.e., to eventually select a simpler tree than the one 
obtained when the tree-building algorithm stopped, but one that is equally as ac-
curate for predicting or classifying ‘unseen’ observations (Brieman et al., 1984).

Classification and Regression Trees (CART) (Brieman et al., 1984) is a 
highly successful analytic procedure for predicting the values of a continuous 
response variable or categorical response variable from continuous or categori-
cal predictors. The technique is referred to as “Classification Trees” when the 
dependent or response variable of interest is categorical in nature and as “Re-
gression Trees” when the response variable of interest is continuous in nature. 
The goal of CART analysis is generally to find a tree where the terminal tree 
nodes are relatively “pure”, i.e., contain observations that (almost) all belong to 
the same category or class; for regression tree problems, node purity is usually 
defined in terms of the sums-of-squares deviation within each node.

Another popular tree-building algorithm is Random Forests (RF) (Brieman, 
2001). Random Forests (RF) builds a forest of classification trees (similar to 
those built in CART) wherein each member of the forest is a tree is grown from 
a bootstrap sample of the data, and the variable at each tree node is selected from 
a random subset of all variables in the data (Brieman, 2001). Final classification 
of an individual is determined by voting over all trees in the forest. The impor-
tance of particular variables is determined by randomly permuting the values of 
that variable and testing whether these permutations adversely affect the predic-
tive ability of trees in unseen (out-of-bag) samples. If randomly permuting the 
values of a particular variable drastically impairs the ability of trees to correctly 
predict the class of out-of-bag samples, then the importance score of that vari-
able will be high. If randomly permuting values of a particular variable does 
not affect the predictive ability of trees on out-of-bag samples, that variable is 
assigned a low importance score. By running out-of-bag samples down entire 
trees during the permutation procedure, interactions are taken into account when 
calculating importance scores, since class is assigned in the context of other 
variable nodes in the tree.

Another tree-based method for detecting genetic associations is Multivariate 
Adaptive Regression Splines (MARS) (Hastie et al., 2001). MARS is a non-
parametric regression procedure that makes no assumption about the underly-
ing functional relationship between the dependent and independent variables. 
Instead, MARS constructs this relation from a set of coefficients and basic func-
tions that are entirely “driven” from the regression data. In a sense, the method 
can be thought to use a “divide and conquer” strategy, by partitioning the input 
space into regions, each with its own regression equation. This strategy makes 



MARS particularly suitable for problems with higher dimensions. The step of 
the MARS algorithm proceeds as follows. First, the simplest model involving 
only the constant basis function is evaluated for each variable and for all possi-
ble spline knots, such that the space of basic functions is exhaustively searched. 
The model is grown by adding variables that maximize a certain measure of 
goodness of fit (minimized prediction error). The addition of variables to the de-
veloping model is recursively performed until a model of predetermined maxi-
mum complexity is derived. Finally, a pruning procedure is applied where the 
variables and corresponding basis functions are removed that contribute least 
to the overall goodness of fit. MARS can be thought of as a generalization of 
regression trees, where the “hard” binary splits are replaced by “smooth” basis 
functions. The MARS algorithm can be used with either discrete or continuous 
outcome variables, and can analyze discrete or continuous predictor/input vari-
ables, making it a useful tool for detecting both gene-gene and gene-environ-
ment interactions in a wide range of study designs. Additionally, MARS can be 
applied to multiple outcome variables of interest, similarly to generalized linear 
models. The flexibility of this method makes it useful for detecting interactions 
in a variety of study designs.

2.4.3  COMBINATORIAL APPROACHES

Another important group of methods used in genetic epidemiology are the 
combinatorial approaches. The defining feature of these methods is that they 
search over all possible variable combinations to find the combination(s) that 
best predict the outcome of interest. This exhaustive search approach is ideal 
for detecting interactions, including high-order interactions, since no marginal 
main effects are needed for variable selection during the training/model-build-
ing stage. While this is an important theoretical advantage for these methods, 
the computation time required grows exponentially with the number of markers 
evaluated. Certainly for genome-wide association studies, and even for some 
large-scale candidate gene studies, computational time may limit the ability to 
explore high-order interactions with these methods.

Three closely related methods that fall under this category include: the Com-
binatorial Partitioning Method (CPM) (Nelson et al., 2001), Restricted Parti-
tion Method (RPM) (Culverhouse et al., 2004) and Multifactor Dimensionality 
Reduction (MDR) (Ritchie et al., 2001). CPM and RPM are designed to detect 
interactions in quantitative phenotypes of interest, while MDR was originally 
designed for a binary outcome. Each of these methods uses cross-validation 
to avoid overfitting and assess the predictive performance of each model as 
discussed above in the context of tree-based methods. Patterning and Recursive 
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Partitioning (PRP) (Bastone et al., 2004) combines a combinatorial approach 
with a tree-building method. All four methods rely on a form of permutation 
testing to ascribe statistical significance to a final model. Permutation testing 
has the advantages of being an assumption-free approach to significance testing 
but is a heavy computational burden, especially for these already computation-
heavy methods.

As mentioned above, CPM evaluates multifactor combinations that predict 
quantitative phenotypes. In step one, the method searches the state space (the 
fitness landscape) by first evaluating all possible loci combinations and then 
evaluating the amount of phenotype variability explained by partitions of multi-
locus genotypes. These multilocus genotypes are divided into sets of genotypic 
partitions. This first step is repeated, and those sets of genotypic partitions that 
explain a significant amount of phenotypic variability are retained for use in 
the second step. In step two, those genotypic partitions that are retained are 
validated using ten-fold cross-validation. Cross-validation is used to assess the 
predictive ability of each partition, so that step three involves the selection of 
the “best” sets of partitions. This selection is based on two criteria—the propor-
tion of phenotypic variability explained by a set and the number of individuals 
in each set. The predictive ability of these final sets is then compared to a null 
distribution generated by permutation testing to ascribe statistical significance 
to a final model (Nelson et al., 2001).

RPM was developed to improve computation time as compared to CPM. 
Where CPM searches over all possible combinations, RPM restricts its search 
to avoid fully evaluating genotype partitions that will not explain much of the 
variation in the phenotype. This restriction is performed in three steps. First, us-
ing a multiple comparison test, the difference between mean values of genotype 
groups (sets) is tested for significance. Second, from all nonsignificant pairs of 
genotype groups, those with the smallest differences between their mean val-
ues are combined into a new group. This step reduces the number of genotype 
groups to be evaluated. Finally, step two is repeated until all differences between 
pairs of genotype groups are significantly different. This approach works since a 
group consisting of genotypes for which the difference between their mean val-
ues is large (thus having a large within-group variance) will not explain much of 
the total variance (Culverhouse et al., 2004). After this reduction in the number 
of sets to evaluate, RPM proceeds with the steps described above for CPM.

As mentioned above, MDR was originally designed for studies with a binary 
outcome variable and only discrete predictor variables. These predictor vari-
ables and their multifactor classes are divided in n-dimensional space. Then the 
ratio of cases to controls is calculated within each multifactor class. Each multi-
factor cell class is then labeled “high risk” or “low risk” based on the ratio cal-



culated, therefore reducing the n-dimensional space to one dimension with two 
levels. The collection of these multifactor classes composes the MDR model for 
a particular combination of factors. For each possible model size (one-locus, 
two-locus, etc.) a single MDR model is chosen that has the lowest number of 
misclassified individuals. To evaluate the predictive ability of the model, pre-
diction error is calculated on the testing sets (from cross-validation). The result 
is a set of models, one for each model size considered. From these models, a 
final model is chosen based on minimization of prediction error and maximiza-
tion of cross-validation consistency (number of times a particular set of factors 
is identified across the cross-validation subsets) (Ritchie et al., 2001). MDR 
was designed for case-control studies, but has also been applied to discordant 
sibling pair data and trio data by generating pseudo-controls from untransmit-
ted alleles (Motsinger and Ritchie, 2006). Recently, the PDT statistic has been 
incorporated into MDR (MDR-PDT) for application to extended pedigree data 
(Martin et al., 2006). Other fitness functions are also being evaluated in the ap-
plication of the MDR approach, such as calculating an odds ratio instead of a 
classification accuracy (Chung et al., 2007). Most recently, the MDR algorithm 
has been extended to examine both continuous and discrete outcome variables 
(Lou et al., 2007).

As mentioned above, the Patterning and Recursive Partitioning (PRP) (Bas-
tone et al., 2004) method combines a tree-based and combinatorial approach. 
PRP is an extension of the CART method discussed previously. In the first step 
of PRP, individuals within a dataset are assigned to genotype groups based on 
their multilocus genotypes and the resulting classification is used as a predic-
tor variable in a recursive partitioning framework. This recursive partitioning 
framework evaluates the impurity of a model using a decision tree approach 
(Bastone et al., 2004). The PRP extends a decision tree approach to be able to 
capture purely epistatic models by not limiting the split in the tree-building pro-
cess to a single variable at a time.

The Detection of Informative Combined Effect (DICE) (Tahri-Daizadeh et 
al., 2003) is another example of a combinatorial approach. Briefly, the DICE al-
gorithm exhaustively explores all combinations of independent variables (either 
discrete or continuous), first assuming an additive model and then assuming an 
interactive model. Akaike’s information criterion (AIC) is used to evaluate the 
fitness of each combination. Models of increasing complexity are successively 
fitted to the data and the difference (Δs) of the Akaike’s information criterion be-
tween models indicates whether the fit is substantially improved. That is, when 
Δs exceeds a predetermined threshold, a model is considered improved over 
another. The algorithm stops when no model leads to a Δs higher than the fixed 
threshold (Tahri-Daizadeh et al., 2003). This model-building approach is more 

Gene-Gene and Gene-Environment Interactions in Genetic Epidemiology	 39



40	 Genomics and Proteomics: Principles, Technologies and Applications

similar to a traditional logistic regression framework than the other combina-
toric methods.

2.4.4  NEURAL NETWORKS

Unlike the data reduction approaches discussed above, Neural Networks (NN) 
is a class of pattern recognition techniques. NN are modeled after the (hypoth-
esized) processes of learning in the cognitive system and the neurological func-
tions of the brain. They are capable of predicting new observations (on specific 
variables) from other observations (on the same or other variables) after ex-
ecuting a process of so-called “learning” from existing data (Anderson, 1995). 
Neural networks are a type of directed graph consisting of nodes that represent 
the processing elements (or neurons), arcs that represent the connections of the 
nodes (or synaptic connections), and directionality on the arcs that represent the 
flow of information (Skapura, 1995). The nodes (processing elements) are ar-
ranged in layers such that the input layer receives the external pattern vector that 
is to be processed by the network. Each node in the input layer is then connected 
to one or more nodes in a hidden layer, and these are in turn connected to nodes 
in additional hidden layers or to each output node. Each connection in the net-
work has a weight (ai), or coefficient, associated with it. The signal is conducted 
from the input layer through the hidden layers to the output layer. The output 
layer, which often consists of a single node, generates an output signal that is 
then used to classify the input pattern. In the context of genetic epidemiology, 
this output can be case/control status or a quantitative trait.

There are several features of NN that make them appealing for genetic epi-
demiology: they are able to handle large quantities of data, they are universal 
function approximators and therefore should be able to approximate any genetic 
penetrance function, and they are genetic model free, meaning that no assump-
tions of the genetic model need be made. Also, because of their parallel nature, 
NNs are well suited to model interactions. Additionally, NN in general may 
have an advantage in situations with intercorrelated variables over other statisti-
cal and machine-learning approaches. NNs are somewhat protected against the 
problems caused by multicollinearity due to their parallel nature (Smith, 1996). 
This is important since many genetic variables are correlated (are in linkage 
disequilibrium). Also, unlike many traditional statistical methods, NN do not 
assume independence of either individuals in the dataset or input variables. Ad-
justments of weights between network connections are assumed to correct for 
variable intercorrelation (De Veaux and Ungar, 1994). This makes NN useful 
tools for looking at family-based and population-based data.



One important disadvantage of traditional NN approaches is that the selec-
tion of inputs, arrangement of nodes and connections (known as the architec-
ture of the NN), and weights are important decisions in a NN analysis that can 
drastically alter the results. Because of this, several approaches for constructing 
appropriate NN architecture have been developed. Most often a “trial and error” 
approach is taken for choosing the architecture, and a back-propagation strategy 
is used to optimize the weights. This approach has met with mixed success in 
genetic epidemiology. Novel methods have been developed to incorporate vari-
able selection into a NN analysis, including the Parameter Decreasing Method 
(PDM) (Tomita et al., 2004), Genetic Programming Neural Networks (GPNN) 
(Ritchie et al., 2003), and most recently Grammatical Evolution Neural Net-
works (Motsinger et al., 2006). Each of these methods use cross-validation to 
prevent overfitting, and permutation testing to ascribe statistical significance to 
final models. All of these methods consider the full dimensionality of the data, 
making them appropriate for finding gene-gene and gene-environment interac-
tions. Additionally, NN are flexible tools for combining both discrete and con-
tinuous predictor variables.

PDM was designed to perform variable selection while utilizing a user-spec-
ified NN architecture. In step one, one predictor variable is deleted from the 
total number and a model containing all remaining variables is constructed. This 
process is repeated for each variable such that in turn each variable is deleted 
from the total number and a model is constructed with the remaining. From all 
of the constructed models, the model with the lowest number of misclassified 
subjects in both the training and evaluation set is selected (as mentioned above, 
cross-validation is used to prevent overfitting). This process is repeated until 
one variable remains. For each selected model, a measure of prediction accu-
racy is calculated by the sum of true predicted cases and controls divided by the 
total number in the evaluation sample. The prediction accuracy is calculated 
for each evaluation set created by multifold cross-validation and the sum of the 
prediction accuracies divided by the number of evaluation sets gives the average 
prediction accuracy (Tomita et al., 2004). This accuracy can be compared to a 
permutation distribution to ascribe statistical significance.

While PDM does perform variable selection, the NN architecture must be 
established a priori, and the proper set up may vary for each individual dataset. 
To try to solve this problem, evolutionary computation algorithms have been 
utilized to optimize the architecture of the NN while simultaneously performing 
variable selection. GPNN (Ritchie et al., 2003) and GENN (Motsinger et al., 
2006) use different evolutionary computation algorithms to perform these tasks, 
but the general steps of each method are the same.
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First, GPNN/GENN has a set of parameters that must be initialized before 
beginning the evolution of NN models. These parameters determine aspects of 
the evolutionary process such as population size, mutation rate, and crossover 
rate. Second, the data are divided for cross-validation. Third, model training 
begins by generating an initial random population of potential solutions. Each 
solution is a NN. Fourth, each potential solution (NN) is evaluated on the train-
ing set and its fitness (a classification error) recorded. Fifth, the best solutions 
are selected for crossover and reproduction using a selection technique, where 
lower classification error represents higher relative fitness in the population. 
The more fit a solution, the more likely that NN is to be passed onto the next 
generation. A predefined proportion of the best solutions will be directly copied 
(reproduced) into the new generation. Another proportion of the solutions will 
be used for crossover with other best solutions. The new generation, which is 
equal in size to the original population, begins the cycle again. This continues 
until some criterion is met at which point the evolutionary process stops. The 
stopping criteria are a classification error of zero, or a prespecified number of 
generations. Sixth, this best GPNN model is tested on the testing data to esti-
mate the prediction error of the model. Steps two through six are repeated for 
each cross-validation interval. The results of a GPNN/GENN analysis include 
10 models, one for each split of the data. A classification error and prediction 
error is recorded for each of the models. A cross-validation consistency can be 
measured to determine those variables that have a strong signal and should be 
included in the final model. Cross-validation consistency is the number of times 
a particular combination of variables are present in the ten cross-validation data 
splits. Thus, a high cross-validation consistency would indicate a strong signal, 
whereas a low cross-validation consistency would indicate a weak signal and 
a potentially false positive result. The loci combination with the highest cross-
validation consistency is chosen as the final model. A prediction error is then 
determined for the final model and compared to a permutation distribution.

2.4.5  CLUSTERING ALGORITHMS

Clustering algorithms are a subgroup of the pattern recognition family. Clus-
ter analysis aims to sort different objects into groups such that the degree of 
association between two objects is maximal if they belong to the same group 
and minimal otherwise. Given the above, cluster analysis can be used to dis-
cover structures in data without providing an explanation/interpretation. In other 
words, cluster analysis simply discovers structures in data without explaining 
why they exist. Clustering approaches have been previously applied in medicine 
for clustering diseases, cures for diseases, or symptoms of diseases to generate 
useful taxonomies. Their application to the identification of disease-suscepti-



bility genes is more novel, and is often used in concert with more traditional 
measures of association. This class of methods also considers the full dimen-
sionality of the data, so they are also able the cluster according to interactive 
models. These methods are particularly appealing for cases of genetic heteroge-
neity, as they can detect “clusters” of individuals whose phenotype variation is 
explained by different genetic models (Thornton-Wells et al., 2006). Recently 
developed methods like HapMiner (Li and Jiang, 2005) and CLADHC (Bardel 
et al., 2005) capitalize on these advantages. Clustering methods have also been 
used in concert with other computational methodologies to better define phe-
notypes for analysis or pick-apart genetic heterogeneity (Thornton-Wells et al., 
2006). There are several broad classes of clustering techniques available to an 
epidemiologist: joining (tree clustering), two-way joining, k-means (Hartigan, 
1975), and expectation maximization (EM) clustering (Witten and Frank, 2000).

The joining or tree clustering method uses the dissimilarities (similarities) 
or distances between objects when forming the clusters (Witten and Frank, 
2000). Similarities are a set of rules that serve as criteria for grouping or sepa-
rating items. These distances (similarities) can be based on a single dimension 
or multiple dimensions, with each dimension representing a rule or condition 
for grouping objects. The most straightforward way of computing distances be-
tween objects in a multidimensional space is to compute Euclidean distances, 
but other distance measures are also applicable, such as squared Euclidean, 
City-block (Manhattan), Chebychev, power, and % disagreement distances 
(Witten and Frank, 2000). In the first step of joining clustering, when each ob-
ject represents its own cluster, the distances between those objects are defined 
by the chosen distance measure. Linkage or amalgamation rules are then used to 
determine when two clusters are sufficiently similar to be linked together. Nu-
merous rules have been proposed including single linkage (nearest neighbor), 
complete linkage (furthest neighbor), unweighted/weighted pair-group aver-
ages, and weighted/unweighted pair-group centroids. Two-way joining cluster-
ing approaches extend the concept of the joining approaches to simultaneously 
cluster based on both predictor and outcome variables (Witten and Frank, 2000). 
In genetic epidemiology, this sort of application could be used to dissect both 
phenotypic and genetic heterogeneity (Thornton-Wells et al., 2006).

HapMiner (Li and Jiang, 2005) is one such joining clustering method de-
veloped for association testing. This method is designed to cluster haplotypes 
(either phased or inferred) for family-based or case-control study designs. For 
case-control data, the disease status of each individual is used to label both of its 
haplotypes. For case-parent data, transmitted haplotypes can be labeled as case 
haplotypes and untransmitted haplotypes as controls. The algorithm scans each 
marker one by one. For each marker position, a haplotype segment with certain 
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length centered at the position will be considered. The segment length is deter-
mined based on marker interval distances. Clusters are identified based on a 
unique distance measure via a density-based clustering algorithm. The Pearson 
phi2 statistic or Z-score, based on a contingency table derived from the numbers 
of case haplotypes and control haplotypes in a cluster can be used as an indicator 
of the degree of association between the cluster and disease. Both measures can 
then be used to test association. A significance threshold is chosen by the user 
and all findings that exceed the threshold are reported. Currently, this algorithm 
performs single-locus tests of association, but could theoretically be extended 
for interactive effects (Li and Jiang, 2005).

CLADHC (Bardel et al., 2005) is a joining clustering method for case-con-
trol studies. This method uses haplotypes composed of a combination of SNPs, 
where each haplotype is labeled either as case or control depending on the phe-
notype of the individual. After building a phylogenetic tree of these different 
haplotypes, a series of nested homogeneity tests are performed to detect differ-
ences in the distribution of cases and controls in the different clades. Briefly, at 
each level of the tree, homogeneity in the distribution of cases and controls is 
tested among all the n clades defined at this level. If the test is significant, an 
association is detected and the analysis ends. If the test is not significant, one 
homogeneity test is performed between all the subclades descending from the 
n clades. Once an association is detected, a new character is defined according 
to the proportion of cases carrying a haplotype. Then, it is optimized on the tree 
and the sites that significantly mutate with this new character (similar in concept 
to correlation) are putative susceptibility sites for the disease of interest. This 
method has not been directly tested on epistatic models, but it performs well on 
noninteractive multifactorial models (Bardel et al., 2005).

K-means clustering (Hartigan, 1975) is actually very different from the join-
ing clustering methods. In general, the k-means method will produce exactly k 
different clusters of greatest possible distinction. The best number of clusters k 
leading to the greatest separation (distance) is not normally known a priori and 
is often computed from the data. This method can be thought of as ANOVA “in 
reverse”. The algorithm will start with k random clusters, and then move objects 
between those clusters with the goal to 1) minimize variability within clusters 
and 2) maximize variability between clusters. The similarity rules will apply 
maximally to the members of one cluster and minimally to members belonging 
to the rest of the clusters. This is analogous to “ANOVA in reverse” in the sense 
that the significance test in ANOVA evaluates the between group variability 
against the within-group variability when computing the significance test for the 
hypothesis that the means in the groups are different from each other. In k-means 
clustering, the program tries to move individuals in and out of groups (clusters) 
to get the most significant ANOVA results (Hartigan, 1975).



The EM clustering algorithm (Witten and Frank, 2000) is an extension of 
the k-means approach. There are two important differences that distinguish EM 
clustering. First, instead of assigning individuals to clusters to maximize the dif-
ferences in means for continuous variables, the EM clustering algorithm com-
putes probabilities of cluster memberships based on one or more probability dis-
tributions. The goal of the clustering algorithm then is to maximize the overall 
probability or likelihood of the data, given the (final) clusters. Second, unlike 
the classic implementation of k-means clustering, the general EM algorithm can 
be applied to both continuous and categorical variables (note that the classic 
k-means algorithm can also be modified to accommodate categorical variables) 
(Witten and Frank, 2000).

As mentioned above, the number of clusters that should be used in k-means 
or EM clustering is not known a priori. Usually, this number is determined 
using cross-validation. Most commonly, the v-fold cross-validation algorithm 
is used. The general idea of this method is to divide the overall sample into a 
number of v folds. The same type of analysis is then successively applied to 
the observations belonging to the v-1 folds (training sample), and the results 
of the analyses are applied to sample v (the sample or fold that was not used to 
estimate the parameters, build the tree, determine the clusters, etc.; this is the 
testing sample) to compute some index of predictive validity. The results for the 
v replications are aggregated (averaged) to yield a single measure of the stability 
of the respective model, i.e., the validity of the model for predicting new obser-
vations (Witten and Frank, 2000).

2.4.6  TWO-STEP APPROACHES

Several novel methods have taken a two stage approach to detecting genetic 
associations by first determining a small number of potentially interesting mark-
ers, and then modeling interactions between those potential predictors. Focusing 
on gene-gene and gene-environment interactions, it is crucial that the first step 
of these approaches considered not just single markers, but sets of markers that 
could potentially interact. If only markers with strong main effects are consid-
ered in the first step, strictly epistatic models will be missed. This multistep ap-
proach is not unique to these methods, but is a defining feature. Set Association 
(Hoh et al., 2001) and Focused Interaction Testing Framework (FITF) (Millstein 
et al., 2006) are two popular methods designed specifically to detect interactions 
with this framework. These methods can be considered data reduction methods 
because they address the dimensionality problem by reducing the number of 
variables examined, and try to estimate global levels of significance.

Set Association (Hoh et al., 2001) was designed for a binary outcome vari-
able (such as case/control status), and can examine both discrete and continuous 
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predictor variables. This makes it especially useful in looking for gene-envi-
ronment interactions. In step one, a test statistic is calculated for each marker 
separately. The test-statistic used is a product of two test statistics, where the 
first measures the association of a marker with disease outcome and the second 
measures deviation of a marker from the null-hypothesis of HWE. Any measure 
of association can be used for the first statistic but a Chi-square statistic calcu-
lated from the contingency table of alleles (or genotypes) with disease status is 
traditionally used. Chi-square values for deviations from HWE are calculated 
in the cases only for the second statistic. Large deviations from HWE are as-
sumed to indicate an association between the marker and the disease. HWE is 
also tested in controls to check and control for genotyping errors. The markers 
are then ordered based on their value for the overall test-statistic. The marker 
with the largest overall test statistic is selected and sum statistics are calculated 
by sequentially adding the most important marker from the group of unselected 
markers. Increasing sums of markers are formed and the number of markers 
in the sums ranges from 1 to a predefined maximum number of M markers. 
Permutation testing is used to assess the significance of each sum. The sum 
with the lowest significance level (smallest p-value) is selected as the best set 
of markers. This first p-value is then used as a test statistic and is evaluated by 
a second permutation test testing the null-hypothesis of no association of the 
selected markers with the disease outcome to give an overall p-value. The main 
disadvantage of the set association approach is that genetic interactions are only 
tested for the markers that are selected in the sum. Thus, important interactions 
with weak main effects will be missed (Hoh et al., 2001).

FITF (Millstein et al., 2006) is a modification of the Interaction Testing 
Framework (ITF) method that prescreens all possible gene sets to focus on those 
that potentially are the most informative. In the ITF method, a series of logistic 
regression analyses is performed in incremental stages, where the highest-order 
interaction parameter considered increases at each subsequent stage. In stage 1, 
the main effect of each genetic variant is considered, in stage two, all pair-wise 
combinations are tested, in stage three all three-way interactions are tested, etc. 
If a variant or multilocus combination is declared significant in an earlier stage, 
those variants are not retested in subsequent stages to avoid retesting the same 
effects. This means that significant main effects are removed before testing for 
potential interactive models. The overall type one error is controlled by divid-
ing the overall desired alpha level by the number of stages and allocating this 
adjusted alpha level to each stage. Within each stage, the significance threshold 
is adjusted by controlling the False Discovery Rate (FDR) (Benjamini, 1995). 
This approach allows the method to detect interactions in the absence of any 
marginal main effects. The FITF algorithm modifies the ITF approach to reduce 
the overall number of variants tested with an initial filter process. A chi-square 



goodness-of-fit statistic that compares the observed with the expected Bayesian 
distribution of multilocus genotype combinations in a combined case-control 
population, referred to as the Chi-square subset (CSS), is used in a prescreening 
initial stage (Millstein et al., 2006). All markers that pass the initial filter stage 
enter the ITF process.

2.4.7  PRINCIPLE COMPONENTS ANALYSIS

Principal Components Analysis (PCA) (Pearson, 1901; Fukunaga and Keino-
suke, 1990) is a method that reduces data dimensionality by performing a cova-
riance analysis between factors. PCA uses eigen analysis to transform a number 
of potentially correlated variables into a smaller number of uncorrelated vari-
ables called principle components. The first principle component accounts for 
as much variability in the data as possible and then each succeeding component 
amounts for as much of the remaining variation as possible. The main objectives 
of this method are to reduce the dimensionality of the data set, and to identify 
new meaningful underlying variables, such as interactive predictors (Pearson, 
1901; Fukunaga and Keinosuke, 1990). Because of this, it is readily applied 
to large-scale studies in human genetics. PCA has been used for microarray 
analysis, population stratification analysis, and is appropriate for data mining 
applications in genetics studies with continuous outcome variables.

2.4.8  METHODS TO INTERPRET EPISTATIC MODELS

As well as methods to detect interactive models, there are also bioinformatics 
approaches designed to help interpret and understand epistatic models. Such 
approaches combine aspects of expert knowledge, visualization, and reexamina-
tion of model solution content. Some novel tools will aid in literature searches 
to help characterize the biological interactions of statistical methods. Chilibot 
(Chen and Sharp, 2004) is a web-based text mining (using natural language pro-
cessing) application that extracts term-term relationships from MEDLINE ab-
stracts. The results of a Chilibot search are returned in a graphical format, where 
connections between genetic or proteomic variables represent interactions, and 
these connections are color-coded according to the type of interaction hypoth-
esized. A variety of tools for knowledge-based visualization of results, including 
K-graph (Kelly et al., 2006), EVA (Reif et al., 2005), and the Onto-Tools suite 
(Draghici et al., 2003), can help identify important patterns postanalysis. Other 
tools designed to help interpret interactive models are based on information gain 
and mutual information criteria, such as interaction dendrograms (Seo et al., 
2002). These tools can be extremely helpful in better understanding complex 
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models. While this is in no way an exhaustive list of tools, we wanted to make 
the reader aware of such methods in order to encourage their use, and further 
development.

2.5  EXAMPLES OF EPISTASIS FOUND IN HUMANS

With a myriad of both traditional and novel tools available to a genetic epide-
miologist, it is important to get an empirical understanding of the importance of 
using them in one’s own work. The field of human genetics has experienced a 
paradigm shift as common diseases are now assumed to be due to the complex 
interactions among numerous genetic and environmental factors (Moore, 2003). 
Even diseases once thought to be exclusively Mendelian in etiology (like sickle 
cell anemia and cystic fibrosis) are now known to much more complex that 
previously assumed. Excellent reviews of modifier genes impacting the clinical 
manifestation of these disorders can be found in (Steinberg and Adewoye, 2006) 
and (Knowles, 2006) respectively. The dissection of the epistatic nature of the 
Hirshsprung’s disease on both a statistical and functional level (Carrasquillo et al., 
2002) also demonstrates this shift.

Possibly the most convincing argument for incorporating an exploration of 
interactions in any analytical plan is the numerous interactions already found 
in the study of human phenotypes using statistical/computational methods. In 
a PubMed search performed in January 2007, over 250 examples of epistatic 
interactions found in genetic epidemiological studies were found. While space 
limitations prevent listing all examples found, some interesting patterns were 
seen in this list. Of the interactions found, ~92% were found using an associa-
tion study approach, while only ~8% used a linkage strategy. Over 73% used 
a population-based study design, while ~27% used a family-based approach. A 
population-based case-control design is by far the most used study design, with 
~53% of interactions detected in this design. Case-only designs were used in 
less than 1% of studies, and a mixed (both population and family-based) design 
was used in ~3%. This demonstrates the flexible nature of the analytical tools to 
find interactions in any study design. More than 77% of interactions were dis-
covered with traditional methods (used in a straightforward, classical approach 
or with stratification), while ~23% of studies used novel techniques.

Figure 2.1 shows the number of interactions discovered per year, starting in 
1984. As the histogram illustrates, the number of interactions found per year is 
growing exponentially as the field recognizes their importance and more readily 
applies novel methodologies or extends traditional ones to account for interac-
tions. As the enthusiasm for this type of search grows, we are also starting to 
see validated epistatic models. Studies in asthma provide a good example. An 
interactive effect between the IL-13 and IL4Ralpha genes that predicted asthma 



was first seen by Howard et al. (2002) in a case-control study of Dutch indi-
viduals. In 2006, this interaction was replicated in a completely different human 
population of Chinese cases and controls using both traditional and novel ana-
lytical methods (Chan et al., 2006). This is encouraging since epistasis has been 
proposed as an explanation for lack of replication in studies of complex human 
diseases. As investigators continue to explore interactions, we will surely see 
more replication of epistatic interactions.

FIGURE 2.1  Number of gene-gene and gene-environment interactions identified by year.

Unfortunately, as in any human population-based study, the risk of false-
positives is just as applicable in the search for epistatic interactions. While the 
reported number of interactions is growing at an exciting pace, it is important 
to remember that an unknown number of such reports represent false positive 
findings. As with any linkage or association results, replication, and validation 
are key to revealing true results.

2.6  DEVELOPING AN ANALYSIS PLAN

When developing an analysis plan, an investigator has broad options. Particu-
larly for large-scale or genome-wide studies, investigators may consider using a 
combination of several of the tools discussed above. For example, the first stage 
of analysis could involve a filter method, the second stage could involve a novel 
tool that performs both variable selection and modeling (such as MDR), and 
as a final step a traditional method like logistic regression could be used to put 
the model in a more interpretable or familiar framework. Another option could 
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involve a nonexhaustive combinatorial search to perform variable selection over 
the entire dataset followed by knowledge-based interpretation of the results. 
The combinations of choices are effectively infinite, and Table 2.1 and 2.2 are 
presented as a launching point for identifying appropriate methods.

The choice comes down to the details of the particular study, and the in-
vestigator should carefully consider these details. Are there well-characterized 
mechanisms or candidate genes in the literature? Is the etiology likely to involve 
accumulation of minor epistatic effects or one large main effect with modifiers? 
What is the scale of the study in the number of variables and sample size? Is a 
validation cohort available?

Continued methods development with aid an investigator is making these 
choices, and will hopefully encourage the search for interactions in even more 
studies. Better curation of a web of knowledge about certain diseases, navigabil-
ity of knowledge databases, and standards for high-throughput data (genome-
wide studies, etc.) will all aid in this pursuit.
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3.1  IDENTIFICATION OF C-ABL AND BCR-ABL

In 1969, Abelson and Rabstein isolated a new tumor inducing variant of Mo-
loney Murine Leukemia Virus (M-MuLV), a virus known to induce thymomas 
in mice (Abelson and Rabstein, 1969). In contrast to the parental strain, this 
new strain is a lymphosarcoma-producing virus that is characterized by a rapid 
development of solid lymphoid and massive meningeal tumors, without af-
fecting the thymus, in infected mice. While a polymorphonuclear leukemoid 
reaction is observed in these mice, there is no lymphocytic invasion of their 
organs (Abelson and Rabstein, 1970). This new virus variant was then named 
the Abelson Murine Leukemia Virus (A-MuLV). A-MuLV was demonstrated 
to have transformation ability. It can transform fibroblasts and myeloid cells in 
vitro (Rabstein et al., 1971; Scher and Siegler, 1975). Later, Witte et al. (1978) 
identified an A-MuLV encoded protein present in A-MuLV transformed cells. 
This product contains a viral amino-terminal region derived from the Gag gene 
of M-MuLV and a carboxyl-terminal region from a normal cellular gene. The 
cellular gene is referred to as the ABL region. The Gag-Abl fusion protein was 
later referred to as v-Abl. Comparison of the genome sequences of A-MuLV 
and M-MuLV revealed a DNA fragment that is present only in A-MuLV. This 
fragment was used to probe the human cDNA library and to pull out a cellular 
homolog, which was identified as c-Abl (Witte et al., 1978; Witte et al., 1979; 
Goff et al., 1980).

About 10 years before the identification of A-MuLV, Nowell and Hungerford 
performed cytogenetic studies on normal and leukemic leukocytes and revealed 
the presence of a minute chromosome in most of the chronic myelogenous leu-
kemia (CML) cells (Nowell and Hungerford, 1960). This minute chromosome 
was named the Philadelphia chromosome, and was later demonstrated by Row-
ley to be a result of a reciprocal translocation between chromosomes 9 and 22 
(Rowley, 1973). The exchange of the chromosomal material generates a longer 
chromosome 9 and a shorter chromosome 22, with the latter referred to as the 
Philadelphia chromosome. de Klein and colleagues found that c-Abl, a gene 
normally located on chromosome 9, is present on the Philadelphia chromosome 
(de Klein et al., 1982), and that the Philadelphia chromosomal breakpoints are 
clustered within a limited region, termed the “breakpoint cluster region” (BCR), 
on chromosome 22 (Groffen et al., 1984). By using Abl cDNA as probes, cells 
from CML patients were found to contain an abnormal Abl mRNA species, con-
sisting of a fusion of BCR sequences to the Abl sequence (Canaani et al., 1984; 
Collins et al., 1984; Shtivelman et al., 1985). Due to the fusion of c-Abl with 
different portions of the BCR gene, there are at least three isoforms of the chi-
merical BCR-ABL proteins: p180, p210, and p230. p210 BCR-ABL is present 
in more than 90 % cases of CML. Fusion of c-Abl to BCR alters the c-Abl pro-
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tein structure and results in a constitutively active tyrosine kinase, which is the 
leading cause of CML (Konopka et al., 1985). 

3.2  STRUCTURE AND ACTIVATION

c-Abl is ubiquitously expressed. The c-Abl gene encodes two mRNA transcripts 
as a result of alternative splicing of the first two exons. They are translated into 
two ~ 140 kd isoforms, type 1a and type 1b in human, and type I and type IV 
in mouse. Type 1b and IV differ from type 1a and I respectively by carrying a 
C14 myristoyl fatty acid at the amino terminus. Adjacent to the myristoyl fatty 
acid is the Cap region, which is present in all different splice variants but is less 
conserved. This is followed by a SH3, a SH2, and a kinase domain, which are 
shared by all the Src family members. This conserved region is then followed 
by a carboxyl terminal, which is not found in other Src family members except 
c-Abl’s homolog, Arg. The carboxyl terminus of c-Abl consists of three nuclear 
localization signals (NLS) and one nuclear export signal (NES) (Van Etten et 
al., 1989; Taagepera et al., 1998), which allows the shuttling of c-Abl between 
the nucleus and the cytoplasm. The carboxyl terminus also carries a DNA bind-
ing domain (Kipreos and Wang, 1992), a RNA polymerase II binding site (Bas-
karan et al., 1996), and a filamentous and globular actin binding domain (Van 
Etten et al., 1994). These various domains are important for c-Abl’s functions, 
which include the DNA damage response, cell cycle control, cytoskeleton reor-
ganization, and cell spreading and cell mobility.

c-Abl’s localization to the cytoplasm, plasma membrane, nucleus, mito-
chondria, and endoplasmic reticulum depends on the cell type and cellular con-
ditions. The activity of c-Abl is tightly controlled and deregulation of c-Abl 
kinase activity causes deleterious effects to the cell. c-Abl is mostly inactive in 
unstimulated cells. In this inactive state, the protein is folded into a structure in 
which the SH3 and SH2 domains face the distal side of the kinase domain. The 
SH3 domain lies opposing to the N-terminal lobe while the SH2 domain is con-
nected to the C-terminal lobe of the kinase domain that contains an activation 
loop with Y412 (Barila and Superti-Furga,1998; Nagar et al., 2003). The SH3 
and SH2 domains, with the help of the SH3-SH2 connector and the SH2-PTK 
linker, clamp the kinase domain into an inactive state. The inactive state is fur-
ther enforced with the N-terminal Cap segment and the myristoyl group in type 
Ib/VI c-Abl, as the Cap and the myristol group lock the SH3-SH2 domains onto 
the distal surface of the kinase domain (Nagar et al., 2003; Nagar et al., 2006). 
Based on the structures of c-Abl and Src and numerous biochemical studies, it 
has been proposed that there are three steps in the activation of c-Abl. Firstly, 
the myristol group and the Cap segment need to be released from the C-lobe of 
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the kinase domain. This is then followed by “unclamping”, which results from 
the dissociation of the SH3-SH2 domains from the kinase domain and exposes 
Y412 for phosphorylation. The third step is the phosphorylation of Y412, which 
results in the activation of c-Abl. Phosphorylation of Y245, which is also packed 
tightly in the inactive form of the kinase domain, further enhances the kinase 
activity (Harrison, 2003; Li, 2006). While what triggers these changes is not 
well understood, we do know that c-Abl can be activated by TGF, EGF, PDGF, 
and DNA damage.

3.3  ACTIVATION BY GROWTH FACTORS

c-Abl can be activated by transforming growth factor β (TGFβ), a growth fac-
tor that regulates cell proliferation and differentiation. TGFβ binds to the TGFβ 
receptors and initiates a cascade of cellular signaling responses in a Smad-de-
pendent or Smad-independent manner. It is reported that c-Abl takes part in 
TGFβ induced, Smad-independent pathway. In mesenchymal stem cells, TGFβ 
activated Akt and PAK2 though PI3K. While Akt had no effect on the activation 
of c-Abl by TGFβ, inhibition of PAK2 completely abolished the activation of 
c-Abl by TGFβ (Wilkes and Leof, 2006). It is proposed that activation of c-Abl 
by TGF β promotes cell proliferation. 

c-Abl could also be activated by epidermal growth factor (EGF). EGF binds 
to EGF receptors and stimulates the intrinsic protein tyrosine kinase activity of 
the receptor to regulate cell proliferation. It was found that the EGF treatment 
lead to the binding of Abl SH2 domain to EGF receptor (Zhu et al., 1993). 
Activation of EGF receptors also activate the Src kinase which mediates the 
activation of c-Abl (Plattner et al., 1999). However, the consequences of c-Abl’s 
activation by EGF are not clear. Another growth factor that has been shown to 
activate c-Abl is the platelet-derived growth factor (PDGF). Similar to EGF, 
PDGF activates c-Abl through the receptor mediated activation of Src. c-Src 
induces c-Abl activation through the phosphorylation of Y245 and Y412. The 
activated c-Abl mediates the elevation of c-Myc expression. The activation of 
c-Abl can mediate the chemotaxis toward PDGF (Plattner et al., 1999; Fur-
stoss et al., 2002). In addition, the membrane fraction of c-Abl can be activated 
by phospholipase C-γ1 (PLC-γ1), in addition to activation by Src, in response 
to PDGF. Activated PDGF receptors phosphorylate PLC-γ1, leading to the hy-
drolysis of phosphatidylinositol-4,5-bisphosphate (PIP2) to inositol-1,4,5-tri-
sphophate (IP3) and diacylglycerol (DAG). It has been demonstrated that PIP2 
inhibits c-Abl. Hydrolysis of PIP2 by PLC-γ1 decreases the level of PIP2 and 
leads to activation of c-Abl. It is also shown that c-Abl can bind to PLC-γ1 and 
phosphorylates it at Y771 and Y1003. This phosphorylation serves as a negative 
feedback which leads to the inactivation of PLC-γ1 (Plattner et al., 2003).
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3.4  ACTIVATION BY DNA DAMAGE

Upon DNA damage, cells undergo cell cycle arrest to allow themselves to have 
more time to repair the damaged DNA. However, if the damage is overwhelm-
ing, cells will undergo apoptosis to prevent the passing of damaged DNA to the 
daughter cells. c-Abl is activated by DNA damage caused by ionizing irradia-
tion (IR), cisplatin, mitomycin C, etoposide, doxorubicin, camptothecin, anti-
metabolite 1-beta-D-arabinofuranosylcytosine, but not by UV radiation (Wang, 
2000). Following DNA damage, the PI3K related family members ATM (Atax-
ia Telangiectasia, mutated), ATR (ATM- and Rad3-Related), and DNA-PKcs 
(DNA protein kinase catalytic subunit) initiate a cascade of signaling responses 
(Shafman et al., 1997). c-Abl has been reported to be involved in the ATM and 
DNA-PK initiated signaling pathways. DNA-PKcs is able to phosphorylate and 
activate c-Abl, and this activation is defective in DNA-PK deficient cells. In 
parallel, phosphorylation of DNA-PKcs is also dependent on c-Abl upon IR. 
Thus, DNA-PKcs and c-Abl regulate each other in response to DNA damage 
(Kharbanda et al., 1997). In addition, c-Abl binds constitutively to ATM, with 
its SH3 domain interacting with the DPAPNPPHFP motif of ATM (Shafman 
et al., 1997). Upon IR, c-Abl is phosphorylated at serine 465 by ATM. As the 
activation of c-Abl by DNA damage is diminished in ATM deficient cells, this 
suggests that ATM activates c-Abl upon DNA damage (Baskaran et al., 1997; 
Shafman et al., 1997). 

3.5  POTENTIAL SUBSTRATES FOR C-ABL

There are more than 500 putative protein kinases encoded by the human ge-
nome. About 90 of them encode protein tyrosine kinases (Manning et al., 2002), 
and in which about 1/3 are nonreceptor tyrosine kinases. c-Abl is one of the 
nonreceptor tyrosine kinases. Protein tyrosine kinases are enzymes that cata-
lyze the transfer of the γ-phosphoryl group from ATP to tyrosine residues in 
the substrates. Substrates for c-Abl include c-Crk (Ren et al., 1994), CrkL, c-
Cbl, Shc, RasGAP (Bose et al., 2006), Shb (Hagerkvist et al., 2007), p73 (Aga-
mi et al., 1999), Rad51 (Yuan et al., 1998a), Abi (Dai and Pendergast, 1995), 
RNA polymerase II (Baskaran et al., 1993), IkappaBalpha (Kawai et al., 2002), 
SHPTP1 (Kharbanda et al., 1996), PKCδ (Sun et al., 2000b), catalase (Cao et 
al., 2003b), glutathione peroxidase 1 (Cao et al., 2003a), phospholipid scram-
blase 1 (PLSCR1) (Sun et al., 2001), Cables (Zukerberg et al., 2000), Dok1 
(Woodring et al., 2004), PSTPIP1 (Cong et al., 2000) and others. In response to 
different stimuli, c-Abl phosphorylates various substrates to regulate cell death, 
proliferation, differentiation, cell movement, and so on. 
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3.6  ABL FUNCTION: CELL BIOLOGY APPROACH

3.6.1  THE ROLE OF C-ABL IN CELL DEATH

Apoptosis or programmed cell death, is an important process in the develop-
ment of multicellular organisms. It involves a series of biochemical events and 
helps to eliminate the unwanted cells. Defects in apoptosis may be disastrous. 
Excessive apoptosis may lead to organ hypotrophy while insufficient apoptosis 
may lead to the accumulation of unwanted or damaged cells, resulting in uncon-
trolled cell proliferation and cancer. Cellular studies demonstrated that c-Abl 
is mainly a pro-apoptotic protein. Overexpression of c-Abl results in apoptosis 
whereas cells with inactive c-Abl show increased resistance to apoptosis (Yuan 
et al., 1997a; Theis and Roemer, 1998).

3.6.2  OVEREXPRESSION INDUCED APOPTOSIS 

Induction of apoptosis by c-Abl requires its NLS and can be mediated by 
MAPKs. c-Abl has been shown to regulate stress-activated protein kinases, in-
cluding those activators upstream of p38 and c-Jun N-terminal kinase (JNK). 
c-Abl’s effect on JNK has been contradictory. While some studies show that 
overexpressed c-Abl does have an effect on JNK, other reports show the op-
posite (Kharbanda et al., 1995). Thus, the involvement of JNK in c-Abl in-
duced apoptosis is still controversial. The activation of p38 and its upstream 
activator mitogen-activated protein kinase kinase 6 (MKK6) by overexpressed 
c-Abl leads to apoptosis (Cong and Goff, 1999). c-Abl-induced apoptosis can 
be blocked by dominant negative MKK6, suggesting that MKK6 works down-
stream of c-Abl in this pathway. However, while it is known that c-Abl medi-
ated p38 activation acts through MKK6, inhibition of p38 fails to block c-Abl 
induced apoptosis, suggesting that c-Abl induced apoptosis is independent of 
p38 MAPK (Cong and Goff, 1999). One possible way that c-Abl can induce 
apoptosis may be through p73, a proapoptotic protein and a p53 homolog. It has 
been shown that inhibition of MKK6 and p38 abolished the accumulation of p73 
and the threonine phosphorylation of p73 (adjacent to a proline residue) in the 
presence of c-Abl overexpression. The presence of p38 can stabilize p73 and 
is required for the transcriptional activation of p73 by c-Abl (Sanchez-Prieto 
et al., 2002). Whether p38 is involved in apoptosis induced by c-Abl needs 
further studies. Unexpectedly, p53 was reported not to play an essential role in 
apoptosis induced by c-Abl overexpression as c-Abl can induce apoptosis in p53 
deficient cells (Theis and Roemer, 1998).



Elucidation of Proto-Oncogene C-Abl Function	 65

3.6.3  GENOTOXIC STRESS INDUCED APOPTOSIS

Cells deficient for c-Abl or expressing the kinase dead c-Abl are reported to re-
sist apoptosis induced by DNA damage reagents. Numerous studies suggest that 
c-Abl might regulate DNA damage induced apoptosis through several distinct 
mechanisms. These include ATM-p53-p73 pathway, translocation of c-Abl to 
the nucleus, and regulation of caspases directly by c-Abl.

ATM can activate both p53 and p73. p53 is a well known tumor suppressor 
and p53 loss-of-function is frequently linked to tumorigenesis. p53 has effects 
on both apoptosis and cell proliferation. p73 belongs to the p53 family, and 
shares almost an identical architecture. The DNA binding domain and trans-
activation domain are basically similar between p53 and p73, and as a result, 
p73 can transactivate quite a number of p53 target genes. p73 is a substrate of 
c-Abl, and is phosphorylated at Y99 by c-Abl. c-Abl stabilizes p73 in response 
to DNA damage and enhances its apoptotic ability. This apoptotic activity is lost 
under c-Abl deficient conditions, indicating that p73 induced apoptosis requires 
a functional c-Abl protein (Agami et al., 1999; Gong et al., 1999; Yuan et al., 
1999). c-Abl stabilizes p73 through promoting the interaction between Pin1 and 
p73 (Mantovani et al., 2004). p38 MAPK is likely to participate in this process 
as well. p38 has been demonstrated to be essential for the transcriptional activa-
tion of p73 by c-Abl as overexpressed p38 stabilizes p73 and promotes its bind-
ing to Pin1 (Sanchez-Prieto et al., 2002). Binding of Pin1 not only stabilizes p73 
but also enhances its transcriptional activity, resulting in the up-regulation of 
p73 target genes such as p21 and Bax (Mantovani et al., 2004). The elevation of 
Bax may lead to apoptosis. Bax increases the permeability of the mitochondria 
membrane, resulting in the release of cytochrome c, activation of caspase 9 and 
the downstream caspases, and cell death. 

Recently, it has been demonstrated that both Bax as well as Bak can be ac-
tivated by c-Abl through the c-Abl-PKCγ-Rac1-p38 MAPK pathway (Choi et 
al., 2006). It has been demonstrated that IR activated c-Abl is responsible for 
the binding, phosphorylation and activation of PKCγ (Yuan et al., 1998b; Choi 
et al., 2006), which in turn activates p38 through Rac1. The activation of p38 is 
associated with the activation of Bak and Bax, leading to the dissipation of mi-
tochondrial membrane potential, release of cytochrome c, and finally cell death 
(Choi et al., 2006). Indeed, c-Abl is also localized in the mitochondria and can 
directly activate caspases. A portion of c-Abl colocalizes with PKCγ and Bcl-xL 
at the mitochondria. 

c-Abl can also mediate apoptosis in a p73 independent manner, through the 
cleavage of PARP in response to DNA damage (Lasfer et al., 2006). Loss of 
mitochondrial transmembrane potential was also demonstrated to be associated 
with c-Abl, as c-Abl-/- MEFs displayed an attenuated loss of mitochondrial trans-
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membrane potential compared with wild-type MEFs. Treatment with imatinib, 
an inhibitor of c-Abl, attenuates ara-C-induced caspase-3 activation. Moreover, 
c-Abl also associates with and phosphorylates caspase 9 at Y153, leading to the 
activation of caspase 3 and apoptosis under genotoxic stress (Raina et al., 2005). 
Furthermore, c-Abl can act downstream of caspases in genotoxic stress and TNF 
induced apoptosis, as the caspase inhibitor suppresses c-Abl activation and the 
onset of apoptosis (Dan et al., 1999). Caspases cleave c-Abl into fragments 
with functional domains. This increases the kinase activity of c-Abl, promoting 
apoptosis (Machuy et al., 2004).

c-Abl is also associated with Rad9 and phosphorylates Rad9 at Y28 in re-
sponse to genotoxic stress. This induces the binding of Rad9 and Bcl-xL in a 
c-Abl depending manner, leading to apoptosis (Yoshida et al., 2002). c-Abl has 
also been shown to interact and phosphorylate Shb. c-Abl augments the apop-
totic activity of Shb to various stress stimuli such as genotoxic stress, oxidative 
stress and ER stress (Hagerkvist et al., 2007). 

It is proposed that nuclear localization of c-Abl after DNA damage can lead 
to apoptosis. The nucleus translocation of c-Abl can be prevented by binding 
to 14-3-3 protein. This binding requires the phosphorylation of c-Abl at T735, 
which is independent of DNA damage. Binding of 14-3-3 probably masks the 
NLS and thus prevents it from importing to the nucleus (Yoshida and Miki, 
2005; Yoshida et al., 2005). Upon DNA damage, activated JNK phosphorylates 
14-3-3, leading to the dissociation of 14-3-3 from c-Abl and allowing c-Abl to 
transport into the nucleus. In addition, 14-3-3 also mediates the pro-apoptotic 
activity of other proteins, such as Bax and Bad, by sequestering them in the cy-
toplasm (Zha et al., 1996; Tsuruta et al., 2004). Activated JNK can phosphory-
late 14-3-3 and release Bax, which then translocates to the mitochondria to in-
duce apoptosis (Tsuruta et al., 2004). Studies on oncoprotein MUC1, however, 
gave rise to inconsistent results. It was found that while MUC1 attenuated the 
phosphorylation of c-Abl at T735, and blocked the binding of c-Abl to 14-3-3, 
it still sequesters c-Abl in the cytoplasm (Raina et al., 2006). More studies are 
needed to understand these inconsistent results. 

3.6.4  OXIDATIVE STRESS INDUCED CELL DEATH

It has been proposed that the nuclear c-Abl is activated by genotoxic stress, 
while the cytosolic fraction responses to oxidative stress. Oxidants can be gen-
erated during normal cellular metabolisms such as oxidative phosphorylation 
of the mitochondrial electron transport chain, peroxisomal fatty acid metabo-
lism, macrophage phagocytosis, and inflammation. The reactive oxygen species 
(ROS) produced may then lead to cellular damage such as protein oxidation, 
membrane lipid peroxidation, and DNA damage. Some of the ROS can react 
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with chromatin associated proteins, pyrimidines and purines, leading to base 
modification and genomic instability. Oxidative stress has been implicated in 
atherosclerosis, tissue damages as a result of ischemia/reperfusion, aging, and 
carcinogenesis.

H2O2 treatment can induce the binding of cytosolic c-Abl and PKCδ. This 
interaction causes the phosphorylation (at Y512) and activation of PKCδ. Ac-
tivated PKCδ is pro-apoptotic. Moreover, PKCδ also phosphorylates and acti-
vates c-Abl as a feedback regulation (Sun et al., 2000b). In addition, it has been 
shown that ROS induces the translocation of c-Abl to the mitochondria. This 
process is dependent on the activation of PKCδ, and is associated with ROS 
induced loss of mitochondrial membrane potential (Kumar et al., 2001). Mi-
tochondrial cytochrome c is released in response to oxidative stress in a c-Abl 
dependent manner (Sun et al., 2000a). Arg is also involved in oxidative stress 
induced apoptosis and c-Abl forms heterodimers with Arg in response to ROS 
(Cao et al., 2003c).

In addition, c-Abl also interacts with some of the antioxidative enzymes to 
regulate apoptosis. c-Abl has been shown to interact with catalase. Catalase has 
a crucial role in antioxidant enzymatic activity as it hydrolyzes H2O2 to H2O and 
O2. c-Abl can phosphorylate catalase at Y231 and Y386 under mild oxidative 
stress, but not at high concentration of H2O2 (Cao et al., 2003b). It was shown 
that the activity of catalase can be down-regulated by ubiquitination and finally 
degraded by 26S proteosome. Y231 and Y386 phosphorylated by c-Abl and Arg 
are required for its degradation. Thus, c-Abl mediate the degradation of catalase 
and thus has a pro-apoptotic activity (Cao et al., 2003d). 

c-Abl is also associated with glutathione peroxidase 1 and phosphorylates 
it at Y96. Glutathione peroxidase converts H2O2 to the nonreactive H2O and O2 
by oxidizing glutathione. It was found that c-Abl and Arg stimulate glutathione 
peroxidase activity when cells are exposed to H2O2 at a concentration lower than 
0.5mM. However, the c-Abl and glutathione peroxidase 1 complex was dis-
rupted when cells are exposed to a high concentration of H2O2 (≥ 0.5mM) (Cao 
et al., 2003a). While it is surprising to see that c-Abl, which has pro-apoptotic 
activity, could bind and activate these antioxidative enzymes to protect the cell 
from ROS-induced cell death, it is suggested by Cao et al. (2003a) that there 
are dual roles for c-Abl and Arg in response to oxidative stress. c-Abl and Arg 
could act as antiapoptotic or antiapoptotic proteins in response to different doses 
of H2O2. 

3.6.5  OTHERS
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c-Abl can also fulfill its pro-apoptotic role by negatively regulating survival 
signals. The transcriptional factor, NFκB, appears to participate in the c-Abl 
induced apoptotic pathway. NFκB is believed to be essential for cell survival. It 
is mainly controlled by its inhibitor IκB that binds and prevents it from entering 
the nucleus. IκBα, a member of the IκB family, is a substrate of c-Abl. c-Abl 
interacts with and phosphorylates IκBα at Y305, leading to the stabilization of 
the protein and the nuclear accumulation of IκBα. The retention of IκBα in the 
nucleus abolishes the transcription ability of NFκB for its target genes. As a 
consequence, it sensitizes the cell to apoptosis (Kawai et al., 2002). Another sur-
vival pathway that is negatively regulated by c-Abl is the phosphatidylinositol-
3-kinase (PI3K) pathway. PI3K is mainly activated by growth factor receptor 
stimulation and transduces survival signals in the cell (Kennedy et al., 1997). 
c-Abl binds to PI3K and causes the phosphorylation of the p85 subunit of PI3K, 
inhibiting PI3K. This inhibition may affect the transduction of antiapoptotic sig-
nal to downstream targets in the cell (Yuan et al., 1997b).

3.6.6  CELL PROLIFERATION

Overexpression of c-Abl inhibits cell growth and causes cell cycle arrest. 
This growth suppression requires the kinase activity, nucleus localization 
sequences, and the SH2 domain of c-Abl while deficiency of c-Abl disrupts 
cell cycle control (Sawyers et al., 1994). c-Abl induced cell cycle arrest re-
quired p53. p53 is a pivotal component of cell response to stress and DNA 
damage. p53 inhibits cell proliferation by mediating cell cycle arrest, senes-
cence, or apoptosis. While c-Abl contains a DNA binding domain, it does 
not possess transactivation activity and it may cooperate with other tran-
scription factors such as p53 to regulate transcription. c-Abl was found to 
bind to the C-terminal domain of p53 and to enhance the transcription of p53 
target genes that are involved in cell cycle arrest (Goga et al., 1995; Nie et 
al., 2000). c-Abl’s effect on p53-mediated transcription is highly selective. 
As c-Abl stabilizes p53 tetrameric conformation, resulting in a more stable 
p53-DNA complex (Nie et al., 2000), it assists the binding of p53 to the 
promoter of p53 responsive genes containing a “perfect binding sequence” 
with all four quarter binding site. As a consequence, p21, which contains 
a “perfect binding sequence” for p53, is transcriptionally enhanced by the 
more stable p53 tetramer, while Bax, which contains a less perfect p53 bind-
ing sequence, is not (Wei et al., 2005). 

The level of p53 can be controlled by its negative regulators and positive 
regulators, some of which are also under the regulation of c-Abl. The murine 
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double minute (Mdm2) or Hdm2 in human serves as an important negative 
regulator of p53. Mdm2 acts as an E3 ubiquitin ligase, targeting p53 for deg-
radation through the proteasome. On the contrary, p14Arf serves as a positive 
regulator of p53. p14Arf interacts with Mdm2 and sequesters Mdm2 in the nu-
cleus, leading to the inhibition of Mdm2 nuclear export and a decrease in p53 
turnover. It has been found that c-Abl interacts and phosphorylates Mdm2 or 
Hdm2. Phosphorylation of Hdm2 at Y394 impairs its effect on p53 degradation, 
while phosphorylation at Y276 stimulates its interactions with Arf, leading to 
the nuclear retention of Hdm2 and thus an increase in p53 levels (Goldberg et 
al., 2002; Dias et al., 2006). Thus, c-Abl could up-regulate p21 through stabiliz-
ing p53 (Wei et al., 2005). However, c-Abl mediated growth arrest can also be 
independent of p21. c-Abl can down regulate the levels of Cdks in p21 deficient 
cells, suggesting that c-Abl mediated growth arrest can be in a p21 independent 
manner (Yuan et al., 1996).

There is also some evidence supporting that c-Abl might induce growth ar-
rest through retinoblastoma protein (Rb). Rb plays a crucial role in regulating 
cell cycle progression. Rb, in its hypophosphorylated form, binds to E2F and 
inhibits the transactivation of E2F target genes that are required for cell cycle 
progression. Phosphorylation of Rb results in its release from E2F and allows 
the activation of E2F target genes and the entry of cells into S phase. While 
some studies have shown that c-Abl has strong cytostatic effects in normal cells, 
but not in Rb deficient cells (Wen et al., 1996), other studies using fibroblasts 
with dysfunctional p53 or Rb showed that c-Abl could mediate growth arrest 
independent of Rb (Goga et al., 1995). This discrepancy cannot be currently 
explained. To make the case more complicated, it has been shown that the ac-
tivity of c-Abl is also affected by Rb. A portion of c-Abl binds to Rb in a cell 
cycle-dependent manner. Rb can bind to the ATP-binding lobe of c-Abl to in-
hibit the activation of c-Abl. Phosphorylation of Rb releases c-Abl and activates 
c-Abl (Welch and Wang, 1993). In addition, another protein that can interact 
with and inhibit the activity of c-Abl is the proliferation associated gene, PAG. 
PAG encodes a protein with antioxidative properties that is implicated in cel-
lular response to oxidative stress as well as cellular proliferation and differentia-
tion. Overexpression of PAG can inhibit c-Abl’s autophosphorylation and phos-
phorylation of other substrates, as well as rescue the cytostatic effects induced 
by c-Abl. It has been suggested that the inhibitory property of PAG on c-Abl is 
not due to its antioxidative properties, as the truncation mutant of PAG that lacks 
the portion for antioxidative function still retains its c-Abl inhibitory property 
(Wen and Van Etten, 1997). Instead, PAG serves as a physiological inhibitor for 
c-Abl at least in cell cycle regulation.
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c-Abl also regulates cell cycle progression through the ubiquitin-proteasome 
pathway. c-Abl associates and phosphorylates proteosome PSMA (α4) subunit 
at Y153. As a consequence, proteolysis mediated by proteasome was attenuated. 
In addition, this phosphorylation leads to cell cycle regulation. Cell expressing 
mutant PSMA at the site of phosphorylation (Y153F) displays G1/S cycle arrest 
and impaired S/G2 progression (Liu et al., 2006). 

3.6.7  CYTOSKELETON AND CELL MOVEMENT

c-Abl plays a very important role in the modulation of cytoskeleton organiza-
tion. Cytoskeleton is a network of protein fibers that are responsible for cell 
morphology, cell movement, neurite elongation, endocytosis, phagocytosis, 
exocytosis, and intracellular trafficking. These processes require the formation 
of membrane ruffles, filopodia, lamellipodia, and focal adhesions, which are dy-
namic structures that rely on the ability of the cells to perform actin polymeriza-
tion and depolymerization. c-Abl consists of an actin binding domain. Together 
with other associated proteins such as Paxillin, c-Abl could relay the extracel-
lular signals to regulate cytoskeleton reorganization.

Growth factors such as PDGF have been shown to regulate the cytoskeletal 
reorganization. Membrane ruffling is observed after PDGF treatment. c-Abl is 
greatly accumulated at the membrane ruffles upon PDGF stimulation (Ting et 
al., 2001). The number of membrane ruffling is much less in c-Abl deficient 
cells, suggesting that c-Abl is required for the reorganization of cytoskeleton af-
ter PDGF treatment (Plattner et al., 1999). The underlying mechanisms are still 
not very clear. It is likely that Abi and PAK2 are involved as both of them can 
interact with c-Abl and are localized in the membrane ruffles induced by PDGF. 
It is also known that the interaction of Abi (Abl interacting protein) and PAK2 
is required for membrane ruffle formation (Machuy et al., 2007). However, the 
role of c-Abl in this pathway still requires further investigation. Lamellipodia, 
filopodia and focal adhesions are cytoskeletal structures, which are required for 
cell migration. Attachment of cells to fibronectin stimulates Abl activity and 
transiently redistributes the nuclear Abl to the cytoplasm and focal adhesions 
(Lewis et al., 1996). c-Abl deficient cells display fewer actin microspikes, the 
precursors of filopodia, than normal cells when spread on fibronectin coated 
surface (Woodring et al., 2002).

The filopodia of the neurite is also affected by c-Abl. The branching of the 
cortical embryonic neurons is defected in the absence of c-Abl (Woodring et al., 
2002), and overexpressing c-Abl in primary neurons can increase the length of 
the neurite (Zukerberg et al., 2000). One of the mechanisms by which c-Abl pro-
motes filopodia during cell spreading is probably due to the phosphorylation of 
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the down-stream of kinase (Dok) family by c-Abl. c-Abl is able to phosphory-
late p62 docking protein (Dok1) at Y361 and Dok-R (Master et al., 2003). Phos-
phorylation of these Dok proteins promotes its association with Nck (Woodring 
et al., 2004), which has been shown to trigger actin polymerization (Rivera et 
al., 2004). Moreover, the association of Nck with some actin polymerization 
proteins, such as N-Wasp (neural Wiskott-Aldrich syndrome protein) (Rivera 
et al., 2004), WAVE1 (WASP-family verprolin homologous protein) (Eden et 
al., 2002) and PAK (p21-activated kinase) (Zhou et al., 2003), may also medi-
ate this effect. Less filopodia were found in fibroblast lacking c-Abl, Dok1, or 
Nck (Woodring et al., 2004). The WASP and WAVE proteins play an essential 
role in connecting the membrane to the cytoskeleton (Takenawa and Suetsugu, 
2007). They mediate the upstream signals to the activation of the actin-related 
protein-2/3 (ARP2/3) complex, which is essential for the nucleation of actin 
polymerization. c-Abl interacts with some of the proteins in the pathways that 
regulate cytoskeleton reorganization (Hirao et al., 2006; Stuart et al., 2006). 
c-Abl can also be recruited to the WAVE2 macromolecular complex by Abi-1, 
where it phosphorylates WAVE2 at Y150, leading to the activation of WAVE2 
for actin polymerization (Leng et al., 2005; Hirao et al., 2006; Stuart et al., 
2006). It has also been shown that c-Abl is involved in the Rap1 guanine nucleo-
tide exchange factor (C3G) mediated cytoskeleton rearrangement and filopodia 
formation. C3G is localized in the cytoplasm where it interacts with c-Abl and 
localizes c-Abl to cytoplasm. Together with the activity of N-WASP, filopodia 
formation is promoted (Radha et al., 2007).

c-Abl is able to mediate the activation of mammalian Ena/VASP family pro-
tein, Mena. It has been found that Abi-1 and Abi-2 interact with both c-Abl and 
Mena to promote the phosphorylation of Mena by c-Abl at Y296 (Tani et al., 
2003; Hirao et al., 2006). Activated Mena then binds to the barbed end of actin 
filaments to promote the elongation of the target filament (Bear et al., 2002).

However, it is interesting to find that c-Abl can also negatively regulate cell 
migration, despite the fact that it can promote the formation of cytoskeleton 
structure. c-Abl is able to phosphorylate Crk at Y221, disrupting the Crk-CAS 
(Crk-associated substrate) complexes (Kain and Klemke, 2001). As the associa-
tion of Crk with CAS induces cell migration (Klemke et al., 1998), inhibition 
of Crk-CAS coupling probably leads to prevention of cell migration. Another 
proposed mechanism is that c-Abl prolongs the exploratory phase before cell 
movement, resulting in slower cell migration (Woodring et al., 2003).

The action of c-Abl on actin cytoskeleton can also be negatively regulated 
by actin. c-Abl can promote the formation of the actin cytoskeletal structure, 
but the activity of c-Abl can be inhibited by F-actin. c-Abl can bind to F-actin 
through its actin binding domain. Mutation of the F-actin binding domain re-
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lieves the inhibition (Woodring et al., 2002). c-Abl can be dephosphorylated 
by a process mediated by an actin associated protein PSTPIP1 (proline, serine, 
threonine phosphatase interacting protein). PSTPIP1 is a substrate of c-Abl, and 
is primarily phosphorylated by c-Abl at Y344 (Cong et al., 2000). On the other 
hand, PSTPIP1 is also a substrate of the PEST-type protein tyrosine phosphatas-
es (PTP) (Spencer et al., 1997). Thus, PSTPIP1 is able to associate PEST-type 
PTP with c-Abl, leading to the dephosphorylation of c-Abl by PEST-type PTP 
(Cong et al., 2000). Indeed cells deficient in PEST-type PTP displays signs of 
increased c-Abl activity, increased tyrosine phosphorylation of PSTPIP, as well 
defects in motility. Thus, PEST-type PTP may serve as a negative regulator to 
mediate the effect of c-Abl on cytoskeletal modulation (Angers-Loustau et al., 
1999). 

3.7  ABL FUNCTION: GENETIC APPROACH

3.7.1  GENERAL PHENOTYPES OF C-ABL KNOCKOUT MICE

The expression of c-Abl has been detected throughout mouse embryonic devel-
opment and in all the mouse tissues tested, with higher expression in the thymus 
(Muller et al., 1982; Renshaw et al., 1988). In human tissues, higher expres-
sion is observed in the hyaline cartilages, adipocytes, and ciliated epithelium in 
adults, while the strongest expression is observed at the sites of endochondral 
ossification in fetuses (O’Neill et al., 1997). Two lines of c-Abl knockout mice 
has been generated (Schwartzberg et al., 1989; Tybulewicz et al., 1991). One 
line, c-Abl2, reported by Tybulewicz et al. (1991) contains a deletion within the 
N-terminal part of the tyrosine kinase domain, resulting in a deletion in the DNA 
binding domain and the ATP binding site. No c-Abl or c-Abl kinase activity 
could be detected in these mice. The other line, Ablm1, generated by Schwartz-
berg et al. (1991), expresses a C-terminal truncated c-Abl protein with DNA 
binding and actin binding domains missing. This truncated c-Abl still has tyro-
sine kinase activity. The phenotypes of these two lines of mice were quite simi-
lar, suggesting that the carboxyl-terminal region is essential for c-Abl’s function 
in vivo (Schwartzberg et al., 1991). The homozygous knockout mice showed a 
higher rate of perinatal lethality, decreased fertility, runtedness, immunodefi-
ciency, spleen and thymus atrophy, and osteoporosis. The timing of eye opening 
was also affected in the homozygous knockout mice that often develop cataracts 
or permanent eye damage. Some of the homozygous mutant mice that survived 
to 3 or 4 months developed megaesophagus and anal prolapse (Schwartzberg 
et al., 1991; Tybulewicz et al., 1991; Li et al., 2000). The hepatocytes of the 
knockout mice also displayed fatty vacuoles, and some of these cells showed 
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signs of degeneration. To identify which c-Abl transcript and domains are re-
sponsible for the different phenotypes, a few lines of c-Abl transgenic mouse 
were generated and mated with homozygous c-Abl knockout mice (Hardin et 
al., 1996a). It was found that the presence of either type I or type IV isoform 
could rescue the major phenotypes of the c-Abl knockout mice, suggesting that 
these two isoforms have redundant functions. Yet the kinase defective c-Abl 
transgene could not rescue the defects found in the homozygous knockout mice 
(Hardin et al., 1996a). Further studies show that the actin binding domain and 
NLS are required to rescue the phenotypes of the knockout mice while the DNA 
binding domain is dispensable (Goff S.P., unpublished data, personal commu-
nication).

Mice deficient for both c-Abl and its sole paralog Arg are embryonic le-
thal at 11 dpc. These mice have defects in neurotube closure (Koleske et al., 
1998). Mice deficient for Arg are normal. Massive apoptosis and hemorrhage 
were observed in the brains of the double knockout embryos (Koleske et al., 
1998). These data suggest that c-Abl and its paralog Arg are essential for early 
embryonic development. More importantly, these results indicate a critical role 
for c-Abl and Arg in brain development and neuron survival. Note that Arg is 
solely localized in the cytoplasm and its C-terminal region is less conserved 
with c-Abl. Therefore, the redundant function between c-Abl and Arg lies in the 
cytoplasm.

3.7.2  OSTEOPOROSIS- THE FUNCTION OF C-ABL IN BMP 
SIGNALING AND OSTEOBLAST FUNCTION

Bone remodeling is mainly contributed by two types of bone cells, the osteo-
blasts and the osteoclasts. Osteoblasts are responsible for bone formation, and 
the increase in bone mass, while osteoclasts are involved in bone resorption. 
Osteoporosis occurs if bone resorption is faster than bone formation when os-
teoclasts are overactive, osteoblasts are less active, or there are an insufficient 
number of osteoblasts. The c-Abl knockout mice develop an osteoporotic phe-
notype. Their long bones display thinner cortical bone and reduced trabecular 
bone volume and reduced bone formation rate. The mineralization of the bone 
is also decreased in c-Abl knockout mice (Li et al., 2000). It is mainly due to 
the delay of osteoblast maturation rather than osteoclast dysfunction. Altered 
bone cell activity and mineral metabolism was observed in some of the pa-
tients who were treated with imatinib, a drug used to treat CML by inhibiting 
BCR-ABL activity (Berman et al., 2006). Cell culture study showed that c-Abl 
was up regulated during early stages of osteoblast differentiation. Cultured c-
Abl-/- osteoblast showed delayed maturation and decreased mineral deposition. 
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Osteoblast maturation or differentiation is stimulated by cytokines and growth 
factors, such as bone morphogenetic proteins (BMPs). c-Abl osteoblasts also 
have a compromised response to the stimulation of BMP2. These data suggested 
that c-Abl is important in osteoblast differentiation and it may participate in 
the BMP triggered signaling pathway (Li et al., 2000). It has also been demon-
strated that the defective of differentiation in c-Abl-/- osteoblast could be cor-
rected by p53 deficiency, in which high bone mass and accelerated osteoblast 
differentiation were found, suggesting that p53 is acting downstream of c-Abl 
in osteoblast differentiation (Wang et al., 2006). In addition, c-Abl-/- osteoblast 
was hypersensitive to oxidative stress (Li et al., 2004). Under oxidative stress, 
it was found that although the osteoblasts of c-Abl knockout mice displayed 
elevated peroxiredoxin I, an antioxidant protein mediated by a basic leucine 
zipper transcription factor Nrf2 through PKCδ, an increase in the cell death rate 
was observed. Thus, with such a hypersensitive nature, the c-Abl-/- osteoblast 
may experience more damage even under normal oxidative stress leading to cell 
death and subsequently reduced number of osteoblasts. c-Abl hence protects the 
osteoblasts against oxidative stress. Moreover, oxidative stress has been shown 
to inhibit the differentiation of osteoblasts (Mody et al., 2001). It is likely that it 
may also contribute to the defects in differentiation observed in c-Abl deficient 
osteoblasts.

3.7.3  IMMUNODEFICIENCY-REVEALS THE FUNCTION OF 
C-ABL IN THE IMMUNE SYSTEM

c-Abl knockout mice display a variety of immune system defects and they suf-
fer from a wide range of infections. The knockout mice also display spleen ab-
normality and thymus atrophy with deficiency in thymocytes. They show both 
T-cell and B-cell lymphopenia (Schwartzberg et al., 1991; Tybulewicz et al., 
1991). Later studies also demonstrated that the c-Abl deficient mice experience 
reduction in pre-B cells and pre-T cells in adult spleen, thymus, bone marrow, 
and peripheral blood. Furthermore, the bone marrow cells show reduced re-
sponse to interleukin IL-7, and the spleen B-cell show compromised response 
to lipopolysaccharide, a mitogen that can stimulate B-cells proliferation and 
differentiation. Short-term B-cells lymphopoiesis culture showed a reduction of 
pro-B-cells. Long-term lymphoid bone marrow cultures also demonstrated that 
B-cell progenitors are more sensitive to apoptotic stimuli, such as glucocorti-
coid and IL-7 deprivation, in the absence of c-Abl. 

The decrease in B-cell numbers is probably due to impaired B-cell develop-
ment as well as increased apoptosis of B-cell precursors. Moreover, the Ig heavy 
chain rearrangement, V(D)J rearrangement, was also defective in c-Abl knock-
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out B-cell progenitors (Lam et al., 2007). The antigen activated B-cell expansion 
and differentiation need to be tightly regulated. Binding of antigen stimulates 
the B-cell-antigen receptor, which triggers a cascade of signaling responses to 
initiate the proliferation and differentiation of B cells. The membrane-spanning 
glycoprotein CD19 has been found to play a key role in this pathway. CD19 acts 
as a costimulatory molecule to assist the activation of B-cell by B-cell-antigen 
receptor. It was found that CD19 contains a c-Abl phosphorylation site and two 
potential c-Abl SH2 binding sites, and that it serves as a substrate and binding 
partner for c-Abl. The amount of c-Abl is increased upon B-cell-antigen recep-
tor signaling. The B cells isolated from c-Abl knockout mice are hyporesponsive 
to the proliferative signal triggered by the B-cell-antigen receptor, probably due 
to the insufficient activation of CD19 as a result of c-Abl deficiency. Thus, c-
Abl may regulate the proliferation of B cells through CD19 upon B-cell-antigen 
receptor activation (Zipfel et al., 2000). On the other hand, B-cell Fc receptors 
transmit inhibitory signals to regulate the antigen-driven activation and prolif-
eration of lymphocytes, so as to prevent the disastrous effects of antibody over-
production. When the antibody level in an organism reaches a certain level in 
response to immune stimulation, it forms an immune complex with the antigen. 
These immune complexes then bind to the Fc receptor to result in either inhibi-
tion of the B-cell-antigen receptor triggered signaling pathway, when coligated 
to the B-cell-antigen receptor, or to trigger apoptosis, when the aggregation is 
independent of the B-cell-antigen receptor (Pearse et al., 1999). It was found 
that the Fc receptor can trigger apoptosis in a c-Abl dependent manner that is 
independent of the B-cell-antigen receptor (Tzeng et al., 2005).

The peripheral blood of c-Abl deficient mice has reduced response to con-
canavalin A, a T-cell mitogen that can induce cell division and T-cell function 
(Hardin et al., 1995; Dorsch and Goff, 1996; Hardin et al., 1996b). More inter-
estingly, it has been reported that the Abl kinase participates in T-cell signal-
ing, and mediates T-cell activation possibly by phosphorylating ZAP70 and the 
transmembrane adaptor linker for the activation of T-cell (LAT). Abl kinase also 
plays a role in T-cell receptor signaling pathway in IL-2 production and T-cell 
proliferation (Zipfel et al., 2004). In addition, c-Abl can also activate T cells by 
stabilizing c-Jun. It has been reported that c-Abl binds to and phosphorylates c-
Jun at the tyrosine residue within the PPXY motif. This phosphorylation blocks 
the ubiquitination of c-Jun by Itch, an E3 ubiquitin ligase, thus stabilizing c-Jun. 
In c-Abl deficient T cells, c-Jun degradation is accelerated, leading to the sup-
pression of T-cell proliferation (Gao et al., 2006).

3.8  ABL FUNCTION: CML STUDIES
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Uncontrolled activation of c-Abl can cause deleterious effects. The fusion pro-
tein BCR-ABL is an oncoprotein. Expression of BCR-ABL is found in 95 % of 
the CML patients, and in 5-10 % of the acute lymphoblastic leukemia patients. 
CML is a clonal myeloproliferative disease, which is originated from an abnor-
mal pluripotent bone marrow stem cell. Disease progression in CML usually 
occurs through three phases, a chronic, an accelerated, and a blast phase. In 
BCR-ABL, much of the N-terminal Cap of c-Abl has been deleted during the 
fusion. As mentioned earlier, the Cap helps to keep c-Abl in an inactive con-
formation. Loss of the Cap may weaken the inhibitory effect of the SH3-SH2 
domains on the kinase domain. BCR is a serine/tyrosine kinase with multiple 
domains, including a coiled-coil oligomerization domain, a GTPase exchange 
factor domain, and a RacGAP domain. The coiled-coil domain of the BCR leads 
to the oligomerization of the protein, facilitating the transphosphorylation of 
Y412 and enhancing the activation of the ABL kinase (Harrison, 2003). BCR-
ABL is hence constitutively active. While c-Abl is localized in various subcellu-
lar compartments, BCR-ABL is localized exclusively in the cytoplasm (Dierov 
et al., 2004).

The mechanisms by which BCR-ABL causes CML include promoting cell 
proliferation, preventing apoptosis, and altering cell adhesion. BCR-ABL acti-
vates multiple signaling pathways to fulfill these functions, in which the Ras-
MAPK pathway and PI3K pathway are the prominent ones. Auto-phosphoryla-
tion of BCR at Y177 recruits the adaptor proteins Grb2 and Gab2, resulting in 
the activation of Ras-MAPK and PI3K pathways (Million and Van Etten, 2000; 
He et al., 2002). Activation of Ras-MAPK has been implicated in the down-
regulation of the pro-apoptotic factor Bim and the activation of the antiapop-
totic factor Mcl-1 in BCR-ABL positive CML cells (Aichberger et al., 2005a; 
Aichberger et al., 2005b). Suppression of Ras and MAPK leads to the attenua-
tion of BCR-ABL mediated cell transformation (Peters et al., 2001). Activation 
of PI3K-Akt-mTor pathway by BCR-ABL in CML cells is important for cell 
survival, cell cycle progression and cell transformation (Skorski et al., 1997; 
Mayerhofer et al., 2005). BCR-ABL also promotes leukemogensis through the 
activation of GTPase Rap1, phosphorylation of Rb and enhanced activity of 
Stat5. These signaling events lead to the up regulation of Id1, PIM1/2, and Bcl-
xL for invasion and survival (Gesbert and Griffin, 2000; Cho et al., 2005; Adam 
et al., 2006; Nieborowska-Skorska et al., 2006; Nagano et al., 2006). 

Cytoskeleton remodeling is a fundamental process that regulates cell shape, 
cell adhesion and motility. Deregulation of this process is often associated with 
cellular transformation and tumorigenesis (Rao and Li, 2004). BCR-ABL con-
sists of an actin binding domain, which enables it to interact with actin filaments 
and associate with cytoskeleton remodeling proteins. BCR-ABL positive CML 
cells exhibit abnormal cytoskeletal functions, including increased motility and 
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altered adhesion. The underlying mechanism by which BCR-ABL leads to these 
abnormalities is not very clear. It is proposed that abnormal regulation of Abi1/
WAVE2, CRKL, and Rac by BCR-ABL may contribute to the altered cytoskel-
etal organization (Hemmeryckx et al., 2001; Sini et al., 2004; Li et al., 2007). 

Conventionally, busulfan, hydroxyurea, radiation, bone marrow transplan-
tation, arsenic, IFN-alpha, and cytarabine are used for treatment of CML. Al-
though these therapies could delay the disease progression, the results are not 
as satisfactory as the drug imatinib, an inhibitor for BCR-ABL. Imatinib is a 
2-phenylaminopyrimidine derivative with a higher affinity to Abl than other 
kinases. It binds to the kinase domain of BCR-ABL, through competitive in-
hibition at the ATP-binding site, and inhibits the tyrosine phosphorylation of 
BCR-ABL substrates. Delayed disease progression is observed in CML patients 
treated with imatinib and it also prolongs the overall survival of CML patients. 
In early chronic phase CML patients, imatinib achieved 95 % complete hema-
tological response rate. 76 %  of the patients achieved a complete cytogenetic 
response rate and 97 %  of the patients survived without progressing to the ac-
celerated or blast phase at 19 months (Baccarani et al., 2006).

Besides, its inhibitory effect on the oncogenic protein BCR-ABL, imatinib 
can also inactivate c-Abl, PDGFR, c-Kit, Arg, and probably other unknown tar-
gets which play important roles in cellular functions (Buchdunger et al., 1996; 
Heinrich et al., 2000; Okuda et al., 2001). These nonspecific targets of imatinib 
may cause adverse effects on patients. Imatinib had been administrated to rats, 
dogs, and monkeys to study its toxicity. Hematological problems were observed 
in rats, dogs, and monkeys. Rats and dogs also developed lymphoid atrophy 
and lymphoid depletion as a result of imatinib administration, suggesting that 
their immune system may be affected. Renal toxicity was also encountered by 
rats and monkeys, while dogs suffered from hepatic toxicity. Decreased sper-
matogenesis and enlarged hemorrhagic ovaries were also noted. Imatinib also 
showed teratogenic effect in pregnant rats, with increased skeletal malforma-
tions and anomalies, suggesting that imatinib affect the development of the rat 
particularly in the skeletal formation. Some of these defects are also observed 
in the c-Abl deficient mice, such as immune system problems, reproductive de-
fects, skeletal abnormalities and other developmental problems (Schwartzberg 
et al., 1991; Tybulewicz et al., 1991; Li et al., 2000). This suggests that the in-
hibitory effect on c-Abl by imatinib may contribute at least partially (if not all) 
to these side effects (Cohen et al., 2002). 

Clinically, the common side effects of imatinib were noted in humans in-
cluding nausea, vomiting, edema, dyspnea, diarrhea, elevated liver enzymes, 
muscle cramps, musculoskeletal pain, rash and other skin problems, abdominal 
pain, fatigue, joint pain, headache, neutropenia, thrombocytopenia, and anemia 
(Cohen et al., 2002; Druker et al., 2006). Recently, adverse effects of imatinib 
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were also observed in bone and heart (Berman et al., 2006; Kerkela et al., 2006). 
Serum levels of osteocalcin, a marker of bone formation, was low in patients 
with either CML or gastrointestinal stromal tumors who were receiving ima-
tinib, suggesting that the drug may affect bone-cell activity and inhibit bone re-
modeling. Imatinib also leads to hypophosphatemia in a portion of the patients. 
The bone deficits observed in patients treated with imatinib was probably due to 
the inhibitory effect of imatinib in c-Abl, as c-Abl is important for skeletal de-
velopment in mouse (Li et al., 2000; Berman et al., 2006). The inhibitory effect 
of imatinib on PDGFR may also contribute to this side effect, as PDGFR has 
been claimed to play a role in skeletal development (Berman et al., 2006). The 
cardiotoxicity of imatinib has been revealed recently. During the clinical trails, 
although the cardiotoxicity was not directly examined, it has been observed that 
some of the patients suffer from edema (~65 %) and dyspnea (~15 %), which are 
signs of heart failure (Cohen et al., 2002). Druker et al. (2006) also reported a 
case of congestive heart failure in their five-year follow up study that is related 
to imatinib. Kerkela et al. (2006) reported 10 patients who have developed ad-
vanced heart failure in receiving imatinib (Druker et al., 2006). These patients 
suffered from 50 %  decrease in the pumping capacity of the heart due to left 
ventricular dysfunction. Mice treated with imatinib also developed left ventricu-
lar contractile dysfunction. In both human and mice administrated with ima-
tinib, the cardiomyocytes showed signs of toxic myopathy, including mitochon-
drial abnormalities and accumulation of membrane whorls in the sarcoplasmic 
reticulum. In cultured cardiomyocytes, imatinib activates the stress response in 
ER through JNK. It was found that the mitochondrial membrane potential was 
collapsed and cytochrome c was released into cytosol, depleting the cell of ATP, 
and causing cell death. The cardiotoxicity effect of imatinib is likely to be due 
to the inactivation of cellular c-Abl as introduction of an imatinib resistant c-Abl 
mutant prevented imatinib induced cell death (Kerkela et al., 2006). 

Although imatinib has been proven as an effective therapy for CML, clinical 
resistance has been observed while treating CML patients with imatinib. The 
most common reason of acquired imatinib resistance is the reactivation of the 
BCR-ABL activity. This may be achieved by BCR-ABL gene amplification and 
the development of point mutations on BCR-ABL, leading to the loss of affinity 
for imatinib. The incidence of BCR-ABL mutation is about 10 %  within 4 years 
of imatinib treatment, and more than 40 %  with more than 4 years of drug treat-
ment (Branford et al., 2003). It is also proposed that imatinib potentially inhibits 
the production of differentiated leukemic cells, but does not deplete leukemic 
stem cells (Michor et al., 2005; Brendel et al., 2007), leading to the relapse of 
the disease after termination of imatinib treatment. Moreover, the survived leu-
kemic stem cells may accumulate mutations during imatinib therapy, leading to 
imatinib resistance and disease progression.



Elucidation of Proto-Oncogene C-Abl Function	 79

New therapies are needed for patients who develop imatinib-resistance. Firstly, 
increase in the dosage of imatinib may help to overcome imatinib resistance 
due to BCR-ABL gene amplification and mutations in the BCR-ABL kinase 
domain, which lead to inefficient binding of imatinib. This also overcomes drug 
resistance due to up-regulation of α-acid glycoprotein, which binds imatinib, 
and P-glycoprotein, which causes the efflux of imatinib from the cell. The use of 
greater potency inhibitors, such as BMS354825, AMN107, and INNO406, may 
also help in the treatment. Secondly, a combination of imatinib therapy with 
conventional therapy can be used. It has been found to be more effective when 
imatinib was co-administered with IFN-alpha, cytarabine, or arsenic trioxide 
(Wong and Witte, 2004). Thirdly, the use of alternative BCR-ABL inhibitors, 
such as PD180970, PD173955, ON012380, AMN107, BMS344825, PD166326, 
AP23464, SKI606, INNO406, may help to battle the imatinib-sensitive-mutant 
BCR-ABL. Fourthly, the downstream signaling molecules of BCR-ABL, for 
example, Ras, PI3K, and Stat5 pathways can also be targeted to diminish BCR-
ABL signaling (Martinelli et al., 2005).

CML patients treated with imatinib are also more susceptible to Varicel-
la-Zoster virus infections, an infection that normally happens in immunosup-
pressed patients, possibly due to the decline of CD4 positive T-cells (Mattiuzzi 
et al., 2003). This corresponds to lymphoid atrophy and lymphoid depletion in 
rats and dogs which are treated with imatinib (Cohen et al., 2002). The cardio-
toxicity that has been observed in both patients and mice treated with imatinib is 
speculated to be due to the inactivation of cellular c-Abl (Kerkela et al., 2006). 
While it is surprising that heart related problems have not been reported in the c-
Abl knockout mice, this may be due to the fact that the hearts of c-Abl knockout 
mice have not received enough detailed study. 

3.9  CONCLUSION

To date, the results on c-Abl’s role in cell death are inconsistent and controversial. 
On one hand, the biochemical studies demonstrated that the overexpression of c-
Abl causes apoptosis, and that DNA damage induced apoptosis is compromised in 
MEFs deficient for c-Abl, suggesting a pro-apoptotic role for c-Abl. On the other 
hand, neuronal cells deficient for c-Abl and Arg show massive apoptosis during 
early development. MEFs deficient in c-Abl and Arg show increased cell death in 
response to oxidative stress, and osteoblasts deficient in c-Abl also show hyper-
sensitivity to oxidative stress. Similarly, pre-B and pro-B cells isolated form c-
Abl knockout mice are also hypersensitive to IL-7 deprivation induced apoptosis. 
These results, together with the fact that BCR-ABL is highly antiapoptotic, sup-
port a pro-survival role for c-Abl under most of the conditions. This contradicts 
with studies showing that c-Abl regulates proteins, e.g. caspases that are directly 
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involved in apoptosis. It is possible that c-Abl’s role in cell death can be cell type 
specific and stimuli specific. For example, DNA damage mainly activates nucle-
ar c-Abl, and overexpression of c-Abl leads to the accumulation of c-Abl in the 
nucleus, resulting in apoptosis. On the contrary, activation of cytoplasmic c-Abl, 
such as BCR-ABL, might help the cell to survive against stress. 

A role for c-Abl in proliferation has always been an attractive concept since 
c-Abl is a proto-oncogene. Activated Abl kinases, such as BCR-ABL and v-Abl, 
are capable of promoting cell proliferation and transformation of cells. How-
ever, overexpression of c-Abl was found to repress cell growth and cells are ar-
rested at G1/G0 phase. This requires that c-Abl could enter the nucleus. In con-
sistent with this, several studies show that c-Abl deficient MEFs show defects 
in cell cycle checkpoint in response to double stranded DNA breaks. Another 
possibility is that c-Abl plays an important role in stem cell renewal. BCR-ABL 
can transform myeloid stem cells. In the absence of c-Abl, osteoblasts, pre-B 
and pro-B cell numbers are reduced. 

Although many c-Abl interacting proteins as well as substrates have been 
identified, most of them have not been confirmed in vivo. Correlation of c-Abl 
to these interacting partners or putative substrates in terms of cellular functions 
is lacking. Moreover, no efforts have been made on comparing the phenotypes 
of c-Abl knockout mice with those of the mice deficient for the putative sub-
strates or interacting proteins. Nevertheless, various studies suggest that c-Abl 
plays an important role in DNA damage response, as well as in receptor me-
diated signaling pathways including, TGF, BMP, PDGF and TCR. In most of 
the cases, c-Abl appears to act on the receptors or signaling molecules directly 
downstream of the receptors (Figure 3.1). This function might be carried out by 
the membrane attached type IV c-Abl that is attached to the plasma membrane 
by myristoylation. However the molecular mechanisms by which c-Abl regu-
lates these signaling pathways are not clear.
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FIGURE 3.1  Participation of c-Abl in T cell receptor, receptor tyrosine kinase, and BMP/
TGFb signaling.

While the cytoplasmic c-Abl may regulate signaling pathways mediated by 
the receptors, nuclear c-Abl appears to affect the signaling pathway triggered 
by DNA damage, especially double stranded DNA breaks (Figure 3.2). Around 
100 proteins are assembled at DSBs, forming a DNA repair center and a signal-
ing center. ATM is among the earliest signaling molecules that are activated 
by DSBs. It then interacts with, phosphorylates, and activates c-Abl. Further 
downstream of the signaling pathway are some of c-Abl substrates that are criti-
cal in DNA damage induced cell cycle checkpoint control, apoptosis, and DNA 
repair. One of these proteins is p73, which is stabilized by activated c-Abl and 
promotes apoptosis. Another protein is Arf, which interacts with Mdm2 to regu-
late the protein stability of p53. Without c-Abl, DNA damage induced p53 ac-
cumulation is compromised. This might directly affect cell cycle progression 
and apoptosis. Finally, the protein Rad51 can also be phoshorylated by c-Abl to 
facilitate Rad51 mediated DNA repair.
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FIGURE 3.2  Participation of c-Abl in cell response to DNA damage.

3.10  FUTURE PERSPECTIVES

The problem facing the c-Abl research community is a lack of agreement be-
tween the in vitro studies and the in vivo studies. While great efforts have been 
made on studying c-Abl’s role in the genotoxic/oxidative stress response, there 
has been no in vivo evidence to back these in vitro results. This is partially be-
cause c-Abl knockout mice are hard to get, due to perinatal lethality. Another 
problem is that it is difficult to find a common ground for c-Abl and BCR-
ABL. Overexpression of c-Abl did not reproduce the effects of expression of 
BCR-ABL, and BCR-ABL’s expression did not reproduce phenotypes that are 
opposite of c-Abl deficiency. This could be due to the complexity of c-Abl ac-
tivation and localization, and the fact that differentially localized c-Abl might 
have distinct functions. However mouse genetic studies and CML patient stud-
ies have revealed that c-Abl deficiency and inhibition of c-Abl/BCR-ABL do 
have something in common. These include alterations in bone remodeling, im-
mune function, and heart function. Future research should be directed at using 
these common features to dissect the signaling pathways that are affected by 
c-Abl deficiency or inhibition, and to integrate the biochemical studies with the 
in vivo studies to understand the true function of c-Abl. 
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4.1  INTRODUCTION

The molecular nature of reproductive isolation (RI) is classically studied in 
hybrids of Drosophila species. Trying to understand the causes hybrid steril-
ity and/or inviability, researchers have evidenced specific molecular incompat-
ibilities between genes that avoid reproduction with fertile offspring between 
hybrids of different fly species. The present paper presents a new model on 
the origin and evolution of RI based on the evolution of Dobzhansky-Muller 
heteromers. It is suggested that RI is achieved when alleles from genes form-
ing heteromeric protein complexes, mainly those acting during embryogenesis 
or gametogenesis, accumulate mutations in such a way that some heteromeric 
proteins become unable to interact with others in the multimeric complex. The 
failure in the production of a functional heteromer interrupts the developmental 
process and produces inviable or sterile offspring, even inside sexual-reproduc-
ing biological species. This is one of the most remarkable derivations of the 
Dobzhansky-Muller allele evolution model presented here: RI is common even 
inside populational interbreeding groups and so its molecular nature is suggest-
ed to be studied, from now on, also inside these groups. However, evidences of 
intrapopulation RI are today scarce since it seems that no one has suggested this 
hypothesis earlier and it is so that the data available are not formatted for the 
ones considering it. Even though, humans living in a monogamous society have 
shown to be a good source of data for the study of intrapopulation RI. Repro-
ductive medicine data about a so-called “impaired fecundity” fertility problem 
in humans has shown to be a strong example of the theory here presented. At 
last, the evolution of heteromeric Dobzhansky-Muller-like allele incompatibili-
ties may substance a gradual theory of speciation and provides a glimpse about 
the molecular basis of mosaic evolution, outbreeding depression and sympatric 
speciation.

4.1.1  INFERTILITY AND IMPAIRED FECUNDITY

In humans, a status of infertility is frequently characterized as a failure to achieve 
pregnancy after 12 months or more of frequent and unprotected sexual inter-
course (CDC, 2005; Jose-Miller et al., 2007). According to the American Acad-
emy of Family Physicians, 10-15 % of couples in the United States are infertile 
(AAFP, 2007). Consequently, after this unsuccessful reproductive year, physi-
cians diagnose the couple as infertile and suggest an evaluation of male and/or 
female fertility in order to verify the specific causes of the problem. In the last 
years, infertility has been extensively studied and many factors bringing to male 
or female genetic infertility have been discovered. Studying spermatogenesis in 
knockout mice, researchers have identified more than 300 genes necessary to 
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the normal production of spermatozoids (Miki et al., 2004; Kumar, 2005; Kuo 
et al., 2005; Escalier, 2006). Malfunction of these genes may cause azoospermia 
or oligospermia in men. Moreover, deletions in three different spermatogenesis 
loci in the Y chromosome–known as “azoospermia factors”: AZFa, b, and c–
cause severe testiculopathy, producing male infertility (Najmabadi et al., 1996; 
Martinez et al., 2000; Maurer and Simoni, 2000; Foresta et al., 2001). Consider-
ing women, infertility causes are mainly related to obstructions in the fallopian 
tubes (Palagiano, 2005), endometriosis (Honore, 1997; Alpay et al., 2006) or 
ovarian dysfunction (Hull et al., 1985; Jose-Miller et al., 2007). Moreover, gene 
knockout studies in mice have also identified about 80 genes related to female 
fertility. Alterations in these genes may influence many important processes, 
such like ovarian function, oocyte fertilization, embryonic development, im-
plantation, and difficulties to delivery (Naz and Rajesh, 2005). Although dys-
functions in parents’ genes is clearly relevant when considering infertility, the 
present work focus in the molecular aspects of a couple being able or not to pro-
duce babies due to a molecular (in)compatibility among parents. It also tries to 
generalize the observations when considering other sexual-reproducing species.

A couple is considered fecund when both the woman and her husband (or 
cohabiting partner) have no known barrier to having a child (CDC, 2005). It is 
interesting to realize that many of these fecund couples may be diagnosed as 
infertile, characterizing a fertility problem known as impaired fecundity (IF) 
(Chandra and Stephen, 1998). An analysis of the US women population in 2002 
have identified IF in 12 % of them (~7.3 million women according to CDC 
(2005). Another interesting data reveals that IF levels are higher among mar-
ried women, representing about 15 % of all married ones (~4.3 million women) 
(CDC, 2005), suggesting incompatibility between partners to achieve pregnan-
cy. The precise causes of IF are unknown and they are frequently though to be 
a result of some woman specific physical barrier to getting pregnant or carry 
a baby to term (CDC, 2005). But, an alternative hypothetical explanation that 
takes on account of the molecular (in)compatibility among partners may also be 
proposed to explain a number of IF cases.

4.2  THE HYPOTHESIS

The present work aims to propose a gradualistic evolutionary hypothesis to ex-
plain, at least in part, the partner incompatibility that characterizes IF, suggest-
ing a model to describe how reproductive isolation (RI) may be originated mo-
lecularly inside a population of sexual-reproducing organisms. So, the problem 
stressed here is: which genomic modifications may turn two specific individu-
als within the same population molecularly incompatible in a way to avoid the 
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production of fertile offspring by them? Can these levels of RI (evidenced by 
the existence of IF) rise in the population? Is there any chance that this growing 
in RI levels may turn a great part of population incompatible? Can these levels 
grow enough to achieve complete RI and, therefore, speciation? Basically, the 
theory claims that RI is a common feature inside biological populations and 
some degree of isolation resulting from molecular incompatibilities does exist 
in any population. 

In fact, evolving sexual-reproducing species must change their genomic 
content in a coordinated fashion to achieve molecular compatibility. An in-
dividual from a sexual-reproducing species that has been target of a massive 
modification in its genome presents a small chance to be molecular compatible 
with other individuals in the same population and probably it will not be able to 
reproduce. However, small random mutations such as nucleotide base changes 
are always happening in the genome of organisms and just the individuals pre-
senting compatible mutations (when compared with others organisms inside the 
same population) will be able to reproduce with fertile offspring. But which 
kind of mutations may frequently turn individuals molecularly incompatible? 

Once random mutations take place in genes whose proteins act as heterodi-
mers, they may produce incompatible versions of one and another protein mol-
ecules that interact to form these heterodimers. Thus, two individuals presenting 
3D incompatible isoforms of protein molecules in certain heteromers may not 
be able to produce either viable or fertile offspring. The interaction failure to 
produce a functional heteromer may not allow embryogenesis or sexual-gonad 
development processes to occur. Hence, it is not every male-female couple in 
some sexual-reproducing dioecious species that will be able to reproduce with 
fertile offspring. If this hypothesis is true, then a number of human couples 
would be diagnosed as IF; and they are.

Independently, Dobzhansky (1937) and Muller (1940) have proposed a 
similar model for the evolution of incompatibilities to explain RI among dif-
ferent species. Although this model was used as basis for the present work, it is 
here suggested specific molecular mechanisms to achieve RI. Another differ-
ence between the present model and the classical one is: here, it is suggested 
that some RI does exist inside biological species, avoiding the production of 
fertile offspring by a pair of specific and molecular incompatible individuals. 
Finally, a generalization is made from heterodimers to heteromers. Therefore, 
this hypothesis suggests that IF is not necessarily a problem in the woman re-
productive apparatus, but it may be caused by evolutionary consequences of 
DNA mutations into the genome of a constant evolving biological species; in 
case, ourselves. Homo sapiens seems to be the best model organism to study the 
origins of postzygotic RI, since reproductive medicine data is reasonably well-
described and abundant. Direct consequences on the present theory will also 
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bring light into processes involved in speciation, mosaic evolution, outbreed-
ing depression and even the Dobzhansky-Mayr’s biological concept of species. 
However, before going deep into this hypothesis, it is necessary to understand 
the current status on the study of RI in natural species.

4.2.1  CURRENT STATUS ON THE STUDY OF MOLECULAR 
MECHANISMS OF REPRODUCTIVE ISOLATION

The molecular basis of RI is barely known, although biologists have been think-
ing about it since a very long time. The effective understanding of RI process 
is direct related to the concept of biological species since most of species’ con-
cepts used today still define species in regard of the capability to produce fertile 
offspring indefinitely (Dobzhansky, 1937; May, 1963; Coyne and Orr, 2004; de 
Queiroz, 2005). Once the paradigmatic belief consider that RI is only achieved 
when species are already completely separated, contemporary researches in the 
field are always trying to explain the molecular causes of inviability and/or ste-
rility in hybrids of Drosophila species (Coyne, 1986; Coyne and Charlesworth, 
1986; Coyne, 1989; Coyne and Charlesworth, 1989; Coyne et al., 1991; Coyne 
and Berry, 1994; Coyne, 1996; Coyne et al., 1998; Coyne et al., 2002; Coyne et 
al., 2005; Llopart et al., 2005; Moehring et al., 2006). 

As already mentioned, the molecular basis of postzygotic RI was firstly 
proposed by Theodosius Dobzhansky, suggesting that hybrid failure could be 
explained when considering a pair of genes whose proteins interact with each 
other (forming a heterodimer) evolving along different paths after some popu-
lation split (Dobzhansky, 1937). Independently, the Nobel laureate Hermann 
Joseph Muller proposes a very similar thesis (Muller, 1940) and the so-called 
Dobzhansky-Muller (DM) model gained wide acceptance in the following years 
(Pennisi, 2006). This model stated that RI would be achieved by the result of 
incompatibilities between gene variants arising independently in populations, 
and these variants would be deleterious in different genetic backgrounds, bring-
ing to inviability or sterility of hybrids. Since then, many studies have identified 
genes that might be responsible for RI in species hybrids. At least three putative 
pars of DM genes have shown evidences to be related to the process of RI in 
Drosophila species (Orr, 2005). Firstly, a presumed transcription factor named 
Odysseus-Homeobox gene (OdsH) was found after mapping a locus causing 
sterility of D. simulans-D. mauritiana hybrid males (Coyne and Charlesworth, 
1986; Perez et al., 1993). After a while, a gene responsible to regulate the traf-
ficking of RNA and proteins in and out of nucleus, Nucleoporin96 (Nup96), 
have been revealed to cause inviability of D. melanogaster-D. simulans hybrids 
(Presgraves et al., 2003). These genes were supposed to interact with genes 
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from other unknown loci to produce sterility in Drosophila hybrids, in agree-
ment with DM model (Orr, 2005). However, the best known example discov-
ered for DM model of speciation was described last year (Brideau et al., 2006). 
Hybrid male rescue (Hmr) gene was known to encode a transcriptional factor 
putative related to the MYB family and it was initially found to cause inviabil-
ity in hybrids of Drosophila species (Hutter et al., 1990; Barbash et al., 2003). 
In a wonderful work published by Brideau et al. (2006) have shown, for the 
first time, the precise molecular interactions between heterodimers formed by 
Hmr and Lhr (Lethal hybrid rescue) gene alleles leading to RI in species from 
the Drosophila genus. All genes related to RI already identified have shown to 
evolve rapidly, probably driven by positive Darwinian selection (Presgraves et 
al., 2003; Orr, 2005; Brideau et al., 2006).

Therefore, modern researches on RI are done in order to explain why species 
hybrids are inviable or infertile (Charlesworth et al., 1993; Orr, 1995; Orr et al., 
1997; Orr, 1999; Orr and Irving, 2000; Orr and Irving, 2001; Presgraves et al., 
2003; Masly et al., 2006). The present hypothesis, once taken seriously, opens a 
new scientific research program (Lakatos, 1977) in the sense that it suggests the 
study of RI shall be done inside biological populations. So, scientists trying to 
discover why some fecund couples are infertile will be able to identify the series 
of small steps producing molecular incompatibilities that will cause failure in 
reproduction with fertile offspring. Moreover, the study of these small intra-
population molecular incompatibilities may help to understand how speciation 
(both sympatric and allopatric) may arise in biological populations by gradual 
modification processes. 

Both Dobzhansky and Muller have published their models before the mo-
lecular nature of genes have been effectively discovered by Watson and Crick 
(1953). Therefore, the present model tries to bring DM model into a molecular 
evolutionary perspective in the light of current genomic research. In a very in-
fluential paper in the modern RI field, Coyne and Orr have suggested that ‘Curi-
ously, there have been few theoretical studies of the Dobzhansky-Muller model’ 
(Coyne and Orr, 1998). The present work may be seen as an initial tentative to 
fill this theoretical gap. 

4.3  EMBRYOGENESIS AND IMPAIRED FECUNDITY

In order to explain inviability cases characterizing IF, we shall suppose the ac-
tion of many heteromeric DM genes during embryogenesis. However, the study 
of molecular mechanisms underlying the gene interaction networks during em-
bryo development is still incipient. In the last years, molecular developmental 
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mechanisms have been extensively studied in the model organism Caenorhab-
ditis elegans (Chen and Meister, 2005; Gunsalus et al., 2005; Ge et al., 2006; 
Updike and Mango, 2006). Although C. elegans seems to be the most used or-
ganism for developmental studies in the molecular level, some molecular de-
velopmental processes had been also studied in many other organisms (Zwijsen 
et al., 2001; Ang and Constam, 2004), including humans (Breitwieser et al., 
1996; Vortkamp, 2001; McCarthy and Argraves, 2003; Olson, 2006). Therefore, 
although it is still not possible to define precise candidate genes (producing 
a database of genes for RI) on which proteins may fail to interact producing 
inviable offspring and find single nucleotide polymorphisms (SNPs) in these 
genes, it is clear that the precise interaction of many proteins is essential to de-
velopment. Once human gene networks acting in embryogenesis will be better 
known, precise genotyping experiments will be able to be performed in order to 
verify precisely which alleles from an infertile couple are, in fact, incompatible. 
Further yeast two-hybrid experiments as well as other proteomic techniques to 
verify protein interactions shall be performed to determine how the precise in-
teractions between alleles of DM protein-coding genes have been affected by 
specific DNA mutations. Moreover, even if this chapter emphasizes the causes 
of inviability characterizing IF problems in humans, it is clear that the fail on 
the interaction of DM heteromers working to promote sexual maturation is also 
involved in RI. This is why some hybrids (and any individual inside a given 
population) may be viable, even if not fertile. Thus, the present theory may also 
help to explain the molecular causes of some infertility cases and dysfunctions 
in heteromers may cause a number of well-known phenotypes observed in in-
fertile individuals.

4.4  EVOLUTIONARY ORIGIN OF INCOMPATIBILITIES

Two models for the origin of molecular incompatibility on DM gene alleles 
are presented here: a sympatric (Figure 4.1a) and an allopatric model (Figure 
4.1b). These figures show how incompatible alleles may appear gradually in 
populations and produce a complex pattern of allelic compatibility (Figure 4.2). 
Both models in Figure 4.1 consider biological populations evolving along time 
and accumulating mutations in heteromers that will turn some DM gene alleles 
incompatible. The origin of allele incompatibility inside a sympatric population 
may be explained using combined effects of well-known genetic mechanisms, 
such as inbreeding and genetic drift. Instead of considering only two incompat-
ible DM gene alleles per locus, it is suggested a more likely and intricate pos-
sibility of allele combination (Figure 4.2) in order to promote a network of allele 
compatibility and allow new alleles originated by mutations to interact with old 
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wild ones. The dynamic of new allele formation in heteromers and the risen of 
incompatibilities is clearly disposed in Figure 4.1, evidencing the coevolution of 
DM gene alleles. It is precisely the coevolution of new DM gene alleles origi-
nated by random DNA mutations that will guide us into the understanding of the 
origin of RI at the first moment; and speciation, at the second.

FIGURE 4.1  Putative evolutionary scenarios producing RI. In both models, two 
heterodimeric DM genes (a and b) evolving along time have been considered. The models 
are independent and they explain, using different mechanisms, how genes initially presenting 
fixed alleles (in the past, left side of figure) may undergo modification and mutations along 
time to produce incompatible alleles (present, right side of figure). Alleles of a and b genes 
were identified by numbers and a schematic proposed conformation of the interaction site 
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between proteins codified by them was also provided. Although intuitive, the allowed allele 
interactions capable to produce a functional heterodimer in this model must be described. 
They are: a1-b1, a1-b2, a1-b3, a2-b2, a3-b3, and a4-b1. When a new allele is produced for 
the first time in some population, it is identified by a “*”. In the allopatric model (a) alleles 
inside boxes are polymorphic in populations. The initial parental population (P) presents 
fixed alleles for a and b, that is: a1 and b1. Other populations are named as shown at the 
top-right side of the squares; squares are made of dashed lines since some individuals of a 
population may sometimes reproduce with individuals living in any other population existing 
at that time. All numbered lines represent divisions of populations and the populations at 
the right side of lines represent new formed populations from the left-sided ancestral ones, 
generated by migration. In all the splitting processes represented by lines, a number of genetic 
processes are happening (migration, genetic drift, founder effect, and mutation). At the end 
(present time), all different alleles originated in populations are brought together in human 
populations by the effect of globalization. In the sympatric model (b) squares now represent 
diploid individuals sampled from the population and containing the particular set of alleles 
shown. The entire scheme represents a single and undivided population evolving along time. 
At the very left side of the picture we can see an individual presenting the most common 
genotype inside an initial considered population: a1a1b1b1. Along time, mutations occur into 
individuals, producing new alleles; and some of them become more frequent in population due 
to inbreeding, natural selection, and genetic drift. Other alleles are probably being originated 
and vanished without growing their frequencies by effects of genetic drift (these alleles are 
not represented in the picture). Solid lines linking individuals represent a consider amount 
of time on which individuals in population are intercrossing, and the alleles originated are 
becoming more frequent, while mutations bringing to new alleles are also happening. Broken 
lines at the right side of picture link some represented individuals to the alleles present in 
their haploid gametes. Some of these gametes present incompatible alleles and these gametes 
were identified by “X”s. When individuals presenting gametes with incompatible alleles try 
to reproduce, they will only be successful in the production of offspring whether the gametes 
of their partners are able to complement each other.

In both models described for the evolution of allele incompatibility (intra 
and interpopulational), it is described the gradual emergence of incompatible 
allele sets of a single pair of heteromeric DM genes: a and b. The emergence 
of these incompatible pairs of DM genes acting on embryogenesis will pro-
duce offspring inviability inside biological populations. Although it is clear that 
many heteromers may act in embryogenesis (including house-keeping genes), 
a simplistic model on the emergence of incompatibility in a single pair of DM 

FIGURE 4.1  (Caption continued)
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genes is presented (Figure 4.1). The model shall be generalized in the sense that 
allele modifications are happening constantly at organisms’ genomes and the 
coevolution of DM gene alleles will depend on the susceptibility to mutation of 
each locus.

Both models are based in the fact that ancestral alleles of DM genes (a1 and 
b1) will accumulate mutations over the time, producing new alleles that will be 
able (or not) to interact in a heteromer. Whether they interact, a specific molecu-
lar modification will be produced in the cell bearing them; whether they do not 
interact, the cell will not develop properly. Therefore, I suppose that this modi-
fication produced by the correct interaction of a and b alleles will be the trigger 
of a cascade of other effects and it will allow the embryogenesis process to go 
ahead. The absence of both a-b interaction and further cellular modification that 
this interaction would produce (such like generation of a chemical intermediate 
on a biochemical pathway, the transcription of a given RNA molecule, some 
kind of polarization characteristic of developmental process, etc.) will culmi-
nate in an inviable offspring. 

The schematic representation in the pictures (Figure 4.1 and 4.2) present 
DM genes a and b followed by a number that represents each specific allele. 
All alleles, when translated by cellular machinery will produce a protein with 
a specific three-dimensional structure. In the diagrams, the active site where 
DM gene pairs a and b interact were represented in a way that will be some-
what intuitive to the reader to understand which alleles interact to each other 
(Figure 4.2). Although clearly occurring, mutations in DM gene pairs that do 
not alter the conformation of the site of protein interaction in the heteromer 
will not be relevant for the model and they have not been considered. Finally, 
three main processes are strikingly relevant to the model suggested and must 
be kept in mind: (1) the origin of new alleles by random mutations; (2) the 
growth in the percentage of new alleles in population due to genetic mecha-
nisms (such like migration, founder effect, genetic drift and inbreeding) and; 
(3) the production of gametes containing an incompatible set of DM gene 
alleles.
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FIGURE 4.2  Population genetics model in a scenario on which incompatible heterodimeric 
DM alleles have evolved. The model consider the existence of 4 different polymorphic 
alleles for each gene on the DM heterodimer with their respectively frequencies in a putative 
population. Allowed interactions of a and b protein isoforms (derived from different alleles) 
that allow heterodimer molecular function process to occur are represented by lines linking 
alleles. Genotypic frequencies are also shown. Using a population genetics model, there 
were produced all possible genotypes allowed in this population and individuals presenting 
molecular incompatibilities were shown in bold, underlined. In this example, unless 
there is another redundant gene network to produce the function done by a-b interaction, 
11.40% of gamete encounters will produce IF considering this heterodimer as necessary for 
embryogenesis.

4.4.1  ALLOPATRIC OR INTERPOPULATIONAL MODEL

Allopatric or interpopulation model for the emergence of allele incompatibility 
consider humans migrating in populations on which new alleles are produced 
by random DNA mutations in groups geographically dispersed. In Figure 4.1a, 
numbered lines shall be thought as human migrations and it is assumed that 
migrations occur concomitantly with genetic drift, founder effect, inbreeding, 
and the putative occurrence of mutations producing new alleles. This interpopu-
lational model shows the evolution of a single DM gene pair on which the al-
leles are coevolving over time after many migration events. It does not matter 
whether mutations are adaptive or just neutral, although new alleles presenting 
higher fitness will probably spread faster in population. At the very right side 
of Figure 4.1a, we see that all gene alleles produced during evolution (some in-
compatible) are put together through the effect of globalization. In natural popu-
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lations, it would not be expected to occur as a general pattern, although particu-
lar populations from the same species may hybridize after a considered amount 
of time separated from a common ancestral population. It has been shown that 
some individuals of these populations are not capable to intercross properly 
and this phenomenon particularly relevant for conservation biology purposes is 
frequently called outbreeding depression (Storfer, 1999; Edmands, 2002). The 
allele incompatibility model here exposed may also explain molecularly why 
these reproductive problems happen.

4.4.2  SYMPATRIC OR INTRAPOPULATIONAL MODEL

Sympatric or intrapopulation hypothesis for allele incompatibility origin con-
sider humans (or any other diploid sexual-reproducing natural species) inter-
crossing inside a single small population on which new alleles have been pro-
duced by DNA mutations. It must be considered that DNA mutations are always 
happening in populations and the allelic content of the individuals are continu-
ously changing along time (Kimura, 1969). Thus, these new alleles originated 
increase their frequencies due to one or more of the following processes: genetic 
drift, natural selection and inbreeding. Figure 4.1b evidences how gametes pre-
senting incompatible versions of DM gene pairs may be originated and gives 
a first clue about how IF works molecularly and how some degree of RI may 
arise sympatrically. In this figure, when we look into the gametes produced by 
individuals 4 and 7 (the number of each individual is shown in the top-right 
side of the squares), for example, we realize that they will not produce viable 
offspring at 6.25 % of conceptions (25 % times 25 %), i.e., when a zygote is 
formed by the gametes a3b1 (produced in 25 % of cases) from individual 4 and 
gamete a4b5 (produced in 25 % of cases) from individual 7. This conception 
failure happens because neither a3 is capable to interact with b1 or b5, nor a4 
is capable to interact with b3 or b5 and, consequently, the DM heterodimer will 
not function properly. Since we are supposing this heterodimer as necessary to 
embryogenesis, there will not be produced a viable offspring. When considering 
the evolution of RI, failure in the production of functional reproductive appa-
ratus will also be relevant and DM gene pairs involved in the offspring fertility 
shall be taken on account. However, for all other interactions between gametes 
from individuals 4 and 7 considering these loci, embryogenesis would occur 
properly. Thus, in order to understand better how DM allele incompatibility 
may produce a common IF phenotype (such as sympatric speciation, species 
isolation mechanisms and the existence of mosaic evolution) we shall consider 
a population genetics model.
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4.4.3  A POPULATION GENETICS MODEL TO UNDERSTAND 
IMPAIRED FECUNDITY AND THE ORIGIN OF REPRODUCTIVE 
ISOLATION

Although IF must consider the genotype of parents, a broad population genet-
ics model may help us to understand how a set of incompatible alleles may be 
spread in a given population. Once incompatible alleles of DM genes pairs have 
been originated in sympatry or allopatry (Figure 4.1), there will be the exis-
tence of an incompatible group of alleles inside a given population. In order to 
understand how this process will produce inviable (or infertile) offspring, it is 
necessary to introduce the concept of an incompatible gamete. An incompatible 
gamete may be considered as a gamete presenting an incompatible set of gene 
alleles. It must be kept in mind we are considering evolution in diploid spe-
cies and, in Figure 4.2, incompatible alleles can be observed when the gamete 
present any cluster of incompatible alleles of DM genes a and b. Genotypes of 
incompatible gametes in this example (Figure 4.2) are: a1b4, a2b1, a2b3, a2b4, 
a3b1, a3b2, a3b4, a4b2, a4b3 (compatibility was here defined by step-wised 
evolutionary events shown in Figure 4.1). Whether two incompatible gametes 
found each other to produce a zygote, two events may happen: (1) the gamete 
coming from a parent may complement the incompatibility of the one com-
ing from the other parent, restoring the viability of the zygote (in the case of a 
gamete with genotype a2b3 fecund another gamete a4b2 genotype, the a2-b2 
interaction will be restored and the zygote will be viable); (2) the gametes may 
not be allelic complementary and the zygote will not be viable (in case of a 
gamete with genotype a2b4 fecund another gamete with a2b3 genotype, neither 
a2-b3 nor a2-b4 interactions are compatible; and the precise protein interac-
tion will not be restored). It is suggested that a number of IF cases fall in this 
category. Moreover, any encounter of a compatible gamete with other gametes 
(compatible or incompatible) will allow viability (concerning the interaction of 
the DM genes under consideration), unless dominance or imprinting have been 
considered. So, the interaction of alleles in a compatible gamete is enough to 
allow the molecular modifications produced by heterodimer function necessary 
for embryogenesis. For example, a gamete a2b2 will produce viable offspring 
no matter which other gamete it encounter to form a zygote, since the interac-
tions between a2 and b2 gene alleles are enough to produce viable offspring 
(considering only the effect of this heterodimer). 

Due to allele incompatibility in a single pair of heterodimeric DM genes, 
Figure 4.2 suggests a general case on which 11.40 % of theoretical allele in-
teractions in a given population would not produce viable offspring. In actual 
cases, however, two viable organisms trying to reproduce must present com-
patible alleles in their genomes and it is so that no organism shall present a 
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genotype a2a3b1b4, since otherwise it would be inviable. Thus, at least one out 
four possible parental gametes for these two loci must be a viable compatible 
gamete–the one that allow the parent being viable. If this was the only factor to 
be considered, it would be expected that IF would never happen, since only 6.25 
% (25 % times 25 %) of conceptions would not occur properly. However, if the 
frequency of incompatible gametes encounter for one single heteromer may be 
6.25 %, this percentage would heavily rise whether we consider the existence 
of a number of independent heteromers acting in embryogenesis. Since it is 
likely that a high number of heteromers acts to promote development, we shall 
suppose that the frequency of compatible alleles in nature must be high to allow 
the existence of sexual-reproducing organisms. Otherwise, we shall suppose the 
existence of a high-level redundancy in gene function.

When thinking in a wide-range model of population genetics to deal with RI 
in a species clade, it is possible to predict some factors that will clearly culmi-
nate in the production of inviable (or infertile) offspring based in the processes 
already described. The main factors to be considered in order to produce repro-
ductive fitted offspring seems to be: (1) the number of heteromers necessary to 
allow viability and reproductive fitness in a given species; (2) the number of 
polymorphic incompatible alleles of these heteromers originated by events like 
the ones described in Figure 4.1; (3) the compatibility relationship between the 
alleles of each heteromer; (4) the frequency of the heteromeric alleles in the 
population. Using (2), (3) and (4) rules, the scheme shown in the below part of 
Figure 4.2 was produced, evidencing the theoretical number of incompatible 
gamete matches in a population, given the data of a single heterodimeric DM 
gene pair. Rule number (1), however, is presently unknown and we can only 
speculate about it. When considering this population genetics model, it must be 
kept in mind that the incompatibility status will depend on the parents’ genotype 
and, therefore, this broad and theoretical model is just illustrative and must be 
seen with caution.

4.4.4  REDUNDANCY IN GENE FUNCTION

It is clear that the interaction of many genes is responsible to allow embryo-
genesis (in the case of IF) and embryogenesis plus fertility (in the case of a 
broader postzygotic RI molecular genetics model). Moreover, although the ex-
ample described in the bottom part of Figure 4.2 produces a number of ~12 % 
of incompatible offspring (similar to the value truly observed in present human 
population according to CDC), it is clear that a tremendously intricate network 
of genes interacting is involved in the process of reproductive fitness and also 
that there are many mechanisms of gene network redundancy to achieve a given 
cellular phenotype. Once the mechanisms underlying embryogenesis, for ex-
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ample, have been more extensively understood, we will probably be able to 
find viable living organisms presenting incompatible alleles of some heteromer. 
These organisms may probably be viable due to gene redundancy mechanisms, 
on which an alternative cellular pathway may complement the nonfunctional 
status of another pathway that may be interrupted by allele incompatibility caus-
ing heteromer dysfunction. It will be interesting to evaluate how far it is going 
to be the extension of these gene redundancy networks. Moreover, consistent 
incompatibilities among parental alleles of redundant gene networks may be 
able to explain why after a long time trying to have babies; a human couple may 
finally be succeeded. It may be the result of a specific arrange of alleles for these 
redundant gene networks randomly disposed in their gametes. In these cases, 
a factor concerning only the random arrangement of gene alleles into parental 
gametes may be enough to finally produce a viable and fertile offspring, without 
the help of medical intervention.

Although we know about the existence of some redundancy in gene action, 
i.e., two different genes or gene networks producing the same effect during 
embryogenesis (Onda et al., 2004), we should not suppose that all molecular 
processes will present redundancy. Moreover, these evolutionary processes de-
scribed here may happen in both redundant gene pathways together and, in fact, 
the origin and coevolution of new gene alleles in DM gene pairs probably keeps 
happening in many and different gene interaction pathways in biological organ-
isms. Considering this last observation, our problem may be observed upside 
down and it might be difficult to explain how a high number of organisms al-
ways accumulating mutations, evolving, and modifying the allelic content of 
their heteromers would be able to reproduce and maintain their species alive 
for so long time. Here, it becomes clear the rule of natural selection in order to 
keep stable the genetic pool of some species. As already noted, sexual-repro-
ducing organisms accumulating too much mutation in their genes will probably 
be negative selected, since their gene pools will not fit the ones from other indi-
viduals in the same population. Once more, there would probably exist a more 
stringent limit on the rate of DNA changing in sexual than asexual-reproducing 
species since the evolution of individuals belonging to sexual-reproducing ones 
depends on the evolution of others sharing the same gene pool. Moreover, in-
dividuals in asexual-reproducing species may activate some SOS system that 
promotes high-level mutation rates to allow rapid adaptation to environmen-
tal conditions. Thus, sexual-reproducing species must change (it is a random 
process, of course) their compatible DNA content along time in a coordinated 
fashion. And it is so that sexual-reproducing species will be observed to evolve 
in the direction of self-homeostasis; maybe even more than evolving into envi-
ronmental adaptation.
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4.4.5  FROM INTRAPOPULATION RI TO SPECIATION

Whether this hypothesis about the evolution of allele incompatibility is not 
false, the concept of reproduction with fertile offspring leaves to be a character-
istic shared by any organisms inside a given population or species and it turns 
to be a characteristic of a pair of individuals sharing compatible genomes. This 
clearly explains IF as a common case of intrapopulation RI and it may also 
explain some cases of infertility in humans. The gradual origin of molecular 
mechanisms producing RI in natural populations is still unknown. Wu presents 
a putative scenario for the evolution of RI beginning with a population in the 
Stage I of differentiation on which there would be no apparent RI (Wu, 2001). 
The author advances RI stages until the Stage IV, passing from races to sub-
species until completely separated species, on which a complete RI between 
individuals in two populations have been achieved (Wu and Ting, 2004). The 
present hypothesis considers RI in any natural species such as Wu consider a 
stage II of species separation and suggests that “not apparent” RI may not exist 
in biological populations. A considerable amount of RI is intrinsic to the con-
tinuous process of DNA mutations happening in heteromeric alleles and it must 
be kept in mind that 7.3 million American women have been diagnosed with IF 
in 2002 (CDC, 2005). Although the pathway from intrapopulation RI to specia-
tion is long, it seems reasonable to understand it as an initial step to speciation. 
In regard of human population, recent globalization processes have been sharing 
human molecular biodiversity overall the planet. According to this observation, 
recent analyses using SNP data have shown that human biodiversity is high 
(Weir et al., 2005; Frazer et al., 2007) and it may be supposed that human het-
erozygosity has never been as high as nowadays. And it is so that human specia-
tion is very unlikely to occur.

4.5  CONSIDERATIONS ABOUT MOSAIC EVOLUTION

Additionally, many cases of reproductive isolated species morphologically in-
distinguishable (cryptic species) are well-known as well as other cases on which 
highly differentiated morphological individuals are capable to reproduce with 
fertile offspring (Sonneborn, 1975; Stebbins, 1983). Such cases of mosaic evo-
lution have been classically described and they suggest the well-known fact that 
evolutionary rate is not homogeneous in nature. The present theory, however, 
evidences that the question about mosaic evolution is not necessarily a ques-
tion about evolutionary rate. Even if two recently separated groups of individu-
als have been accumulating mutations at a slow rate, it may be supposed that 
random mutational processes act exactly in some alleles of DM heteromers, 
avoiding reproduction and, therefore, causing speciation. However, it is also 
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clear that higher the rate of evolutionary change, higher the chance of alleles for 
heteromers being affected and modified by mutations. Therefore, it is possible 
to say that mosaic evolution is often associated with higher rates of evolutionary 
changing, although sometimes it may not be the case.

It is interesting to consider some examples about the emergence of putative 
mosaic evolution scenarios. Let us suppose a population (1) on which a2 and b2 
alleles (Figure 4.2) have been fixed by events like natural selection, genetic drift 
and inbreeding; and another population (2) on which a3 and b3 alleles are the 
ones that have been fixed by any genetic processes. In this case, all individuals 
from populations (1) and (2) will be completely reproductive isolated, even if 
all alleles for all other genes have been present in each population in an identi-
cal percentage. This is an example of a phenomenon molecular explained that 
produces cryptic but reproductive isolated species. On the other hand, it is also 
possible to suppose a situation on which many alleles bringing to different phe-
notypes will present a high amount of variation between two populations, while 
most alleles for heteromers relevant for RI will be compatible among the indi-
viduals from both populations. In this last example, there would be produced 
highly differentiated organisms capable to reproduce with fertile offspring. Con-
sequences of this observation suggest that biodiversity may be better explained 
looking into molecular variation among different individuals and it may happen 
that a single reproductive continuous species present more molecular biodiver-
sity than a group of closely related species. 

Thus, it is possible to conclude that the so-called “speciation genes” are, in 
fact, DM genes forming heteromers. The different accumulation of mutations 
in the alleles of these heteromers, avoiding protein interaction and function in 
embryogenesis or sexual fitness causes RI (and further, speciation), despite of 
the mutations happening in the rest of organisms genomes. Therefore, allele in-
compatibility processes are capable to explain clearly the relationship between 
mosaic evolution and RI mechanisms.

4.5.1  A FOOTNOTE INTO THE BIOLOGICAL CONCEPT OF 
SPECIES

At last, whether the evolution of allele incompatibility in DM genes producing 
RI inside populations has been accepted by community, even the Biological 
Concept of Species (BCS) will need to be slightly restructured. Therefore, the 
present theory may help us to understand better the long-term debate in biology 
about the species problem, i.e., the problem to define precisely a clear concept 
for the term “species” (Burma and May, 1949; Haldane, 1956; Beaudry, 1960). 
The BCS consider species as “groups of actually or potentially interbreeding 
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natural populations, which are reproductively isolated from other such groups” 
(Mayr, 1963). However the present chapter suggests that the capability to inter-
breed (actually or potentially) is a characteristic of two specific individuals pre-
senting a precise combination of compatible DM gene alleles in their genomes 
and it is not a characteristic of an entire natural population. In all populations, 
there should be pairs of individuals presenting an incompatible set of hetero-
meric gene alleles that will not be able reproduce, although they will clearly 
belong to what we are used to call a “natural species”. These pairs of impaired 
fecund individuals will probably be able to produce fertile offspring with other 
genomically compatible individuals in the same population. The question rises: 
how does it affect the BCS?

A single modification in the BCS is enough to keep it valid once it has been 
proven that RI is common inside a species’ group. The present theory agrees 
with both BCS and the modern view of species in a sense that species must be 
identified and understood as a function of RI (Orr, 1995; Coyne and Orr, 1998; 
Mallet, 2005; Mallet, 2007). Opposite to the current view, it is suggested here 
that organisms shall be considered as different species not if they are not able to 
reproduce with fertile offspring, since RI is frequent inside any biological popu-
lations. Therefore, two organisms must be considered from different species if 
their genomes cannot be mixed in future generations by vertical ascendance. Or-
ganisms belonging to different species do not share a continuous gene flow or; if 
organisms participate on the same gene flow (vertically speaking), they shall be 
considered from the same biological species. Thus, different sexual-reproducing 
species shall be understood as groups of individuals on which their gene flow 
have been completely separated by vertical lineages so that the evolution of one 
and another gene flow happens in separate.

4.6  CONCLUSION

In this chapter, a molecular evolutionary model to explain the unknown causes 
of IF in humans is proposed. Although preliminary and speculative, this model 
allows us to understand putative processes producing IF when considering the 
presence of incompatible versions of gene alleles acting in heteromers that a 
couple may contain in their genomes. Moreover, the coevolution of heteromeric 
alleles is a clear generalization of DM speciation theory for molecular incom-
patibility. Although today speculative, this model may be incorporated by hard 
science in a close future, since many research areas of interest are growing, such 
as the molecular basis of RI, embryogenesis, and infertility. Moreover, future 
population genomics studies as well as more extensive studies with SNPs will 
probably be able to identify the overall variability of polymorphic gene alleles 
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in human population. The interaction and compatibility relation of known hu-
man polymorphic alleles may also be investigated using yeast two-hybrids ex-
periments, protein arrays and other proteomic techniques. 

It is also interesting to discuss briefly some epistemological aspects of the 
present theory. Differently from other RI studies currently done in already dif-
ferentiated species, the present work question the paradigmatic belief (Kuhn, 
1962) shared by biological community that all individuals inside a single popu-
lation (or species) can potentially interbreed originating fertile offspring. Here, 
the break of this dogma is suggested due to a preliminary evidence of intrapopu-
lational RI based on medical statistical data about IF (CDC, 2005); a hypothesis 
that shall be further confirmed by other methodological approaches. The sci-
entific crisis in speciation research field has been anticipated by some (Mallet, 
2001) and well-known researchers on the field have attested for the absence 
of new theoretical approaches in the study of molecular models of speciation 
(Coyne and Orr, 1998). The present hypothesis takes gradualism and popula-
tion genetics in account to explain the origin of RI and speciation. Therefore 
it fits better Darwinism than other speciation theories, avoiding mystical and 
saltacionistic aspects sometimes related to this unknown process. Moreover, the 
nature of the present theory is clearly scientific in the Popperian sense (Popper, 
1959), since it is testable (falseable) and it may be proven false whether further 
crucial experiments fail to verify the principle of intrapopulation incompatibili-
ties. Once a new theoretical basis of speciation is here explained, further studies 
and experimental techniques may be developed in model organisms trying to 
evaluate its pertinence in a broader context, evidencing a progressive research 
program in evolutionary biology (Lakatos, 1977).

Although RI inside populations have recently been taken on account by 
some researchers (Wu, 2001; Edmands, 2002; Wu and Ting, 2004), it seems that 
the relationship between a gradualistic view of speciation and intrapopulational 
RI have not been completely understood. This last observation is corroborated 
by the fact that RI keeps being studied in species hybrids (Brideau et al., 2006; 
Mallet, 2006; Masly et al., 2006; Moehring et al., 2006; Pennisi, 2006; Rog-
ers and Bernatchez, 2006; Russell and Magurran, 2006; Mallet, 2007) instead 
of trying to investigate it intrapopulationally, such as studying the molecular 
genetics of IF in humans. It seems that researchers avoid the usage of the term 
“reproductive isolation” in humans since they might be afraid to be bad inter-
preted. However, it shall be better evaluated whether IF is actually a case of 
intrapopulation RI, as it seems to be considering the rationale presented here. 
Although ethical question will certainly arise, in the light of the present theory it 
will be possible in future to test the sexual-compatibility of couple by genotyp-
ing a number of loci before the marriage.
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Additionally, new mathematical models in population genetics may be cre-
ated considering the knowledge about incompatible gene alleles to evaluate: (1) 
the average chance of a sexual couple (male-female) chosen randomly present 
IF inside a given biological population; this value may represent a chance of 
speciation in the sense that higher the IF chance, higher the chance of the entire 
groups suffer future speciation; (2) the chance of reproduction in organisms suf-
fering outbreeding (or inbreeding) depression, a relevant factor for conservation 
biology purposes; if we are able to evaluate the compatible alleles of organisms, 
we can choose only the compatible male-female pair to reproduce; (3) the puta-
tive existence of a maximum number of heteromers in a species to allow its vi-
ability; (4) the relationship between the number of heteromers in a given species 
and its speciation rate (it may happen that cryptic species present higher number 
of proteins interacting to perform biological functions), and many other ones. 
Some other important variables may also affect these models: such like linkage 
disequilibrium between genes participating in heteromers, putative occurrence 
of meiotic drift (leading to nonequal production of alleles in gametes), genetic 
imprinting and different compatibility network relationships between alleles of 
two or more genes. Figure 4.1a and 4.1b have also helped us to understand 
unsolved problems regarding the molecular basis of, respectively, outbreeding 
depression and sympatric speciation. 

This chapter evidences how academic issues are becoming each time more 
significant in medicine, something already pointed out by some (Goldstein and 
Chikhi, 2002), but it also shows the other way round. CDC medical statistics 
have shown, in this chapter, its relevance to the study of academic issues in re-
spect to evolution of gene alleles and natural species (CDC, 2005). The present 
theory was too much corroborated by the existence of published data about IF; 
in fact, the absence of these data would make this theory much more speculative. 
Moreover, although many cases of IF may happen due to the molecular causes 
here delineated, a number of other unknown processes may be responsible for 
a couple being unable to have babies. It also must be noted that IF data are 
still difficult to obtain and, since researchers have not understood the molecular 
causes of IF and directed their experimental methods to study it molecularly, 
there is no much data available about this subject. This might also explain why 
a theory like this one was never proposed before. Furthermore, when working 
with animal behavior, the failure in producing fertile offspring is easily solved 
by breeders changing the couples of animals to reproduce. In fact, probably 
many breeders have not realized which specific animals are not capable to re-
produce with some other specific ones. Humans living in a monogamous society 
have shown to be the very best substrates of study to allow us the understanding 
of the molecular basis of RI. IF would be hardly identified in animals or even 
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in humans living in a nonmonogamous society. Social variables, therefore, have 
shown here their relevance for the development of scientific theories.

Finally, further studies in medical reproductive genetics may reveal whether 
allopatric or sympatric mechanisms of allele differentiation have been more fre-
quent during the evolution of human populations. Tests still to be performed 
may answer the question whether IF would be generally more frequent inside 
some specific populations or among different populations of humans; or any 
other natural species. The frequency of molecular incompatibility inside and 
among natural populations may help in the debate about the frequency of al-
lopatric and sympatric models of speciation.
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5.1  INTRODUCTION

We live among millions of microorganisms, whose ubiquitous communities 
have a profound impact on our health. A large variety of microbial populations 
(microbiota) and their genetic apparatus (microbiome) playing a substantial 
role in the maintenance of health and in the onset of disease. While the hu-
man genome is basically stable (Weinstock, 2011), the microbiome – the genetic 
material pertaining to all the microbes that live within the human body and, 
therefore, represents a sort of second human genome (according to Weinstock 
GM) – undergoes significant changes, varying not only between individuals but 
also within the same person. Viruses, bacteria, and eukaryotic microorganisms 
coexist in complex communities, and can interact with the micro- and macro-
environments in which they live, influencing the development, metabolism, and 
functions of higher organisms – namely us (Relman, 2011). At any one time, we 
can play host to up to three types of microorganisms. The first type, considered 
native or resident, comprises a population arising from the first colonization 
after the beginning of extra-uterine life. We can also be colonized by transient 
populations, which invade through a lumen without causing major changes to 
the resident bacterial population, as well as contaminant or frankly pathogenic 
microorganisms, which differ from the former by causing dismicrobism and the 
onset of infectious disease. Each such microbial population thrives in differ-
ent “environmental” conditions (pH, temperature, etc.), and reacts differently to 
the action of drugs and/or exogenous chemicals (antimicrobials, enzymes, etc.). 
They also differ in terms of developmental changes to the genome, which affect 
the so-called quasispecies as a whole, and must compete for their microbial and 
nutritional needs, etc.

An individual host contains thousands of symbiotic species, of which an 
estimated 90 % have not yet been cultivated in the laboratory. To expand our 
knowledge, we also need to further investigate the role of individual compo-
nents of the microbiota in a large variety of physiological conditions and disease 
states. To undertake such a monumental task, the sharing of protocols, methods, 
understanding, and results are essential, particularly with regard to innovative 
tools and the isolation/sequencing of uncultured microorganisms. In this con-
text, recent advances in sequencing technologies (Next Generation Sequencing, 
NGS) and the widespread use of mathematics, bioinformatics, and genomics 
databases have produced great leaps forward in terms of our understanding of 
the pathophysiological mechanisms at work. In particular, by exploiting such 
databases, the Human Microbiome Project (HMP) (Human Microbiome Project 
Consortium, 2012), alongside other studies, have provided scientific demonstra-
tions that have revolutionized how we view the relationships between ourselves 
and the complex microbial populations that exist within us. Such collabora-
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tive studies on the human microbiome comprise a useful metagenomic analysis 
that is helping unravel the complex mechanisms between microbial commu-
nity structure and function and the human body (Gilbert and Dupont, 2011). As 
stated by the HMP Consortium, “Collectively the data represent a treasure trove 
that can be mined to identify new organisms, gene functions, and metabolic 
and regulatory networks, as well as correlations between microbial community 
structure and health and disease” (Human Microbiome Project Consortium, 
2012).

Indeed, next-generation sequencing provides us with a unique opportuni-
ty to study the microbial composition of the human body, and the interactions 
between these microbes and their host (Xia et al., 2014). In the light of the 
emerging evidence, long-used terms such as indigenous residents and transi-
tional pathogens are being redefined, and many new or more precise definitions 
of terms such as microbiota, microbiome, virome, bacteriome, metabolome, 
proteome, phenotype, genotype, prototype, transcriptome, and metagenome are 
appearing. Metagenomics exploits the remarkable potentials of computational 
biology, using databases for the synthesis and understanding of the most im-
portant features of the genomes of individual microbial (bacterial, viral, micro 
eukaryotic genomes) loads (raw form) and their groupings in the different host 
environments. The persistent and transient microbial communities that live in 
the various tissues of the human body feature different compositions and there-
fore express different metagenomes.

The composition of microbial populations residing in the gut, in particular, 
present considerable variability, even within the same individual, with dietary 
change and other environmental/host factors playing a key role in their altera-
tion. Such changes in the resident microbial community can cause pathophysi-
ological imbalances in distant districts of the body, as well as in the intesti-
nal populations themselves. For instance, Streptococcus sanguinis resides in 
the buccal cavity, requiring manganese and ribonucleotide reductase RNR 1b 
expression for growth and virulence, yet is the causative agent of infectious 
endocarditis and damage to heart valves. The composition and metabolic prod-
ucts of the gut microbiota also affect the modulation of immune reactivity and 
inflammatory responses, thereby affecting the course (and perhaps even onset) 
of inflammatory diseases such as asthma (Segata et al., 2012). In this two-way 
relationship, the immune system also affects the gut microbial flora, and a de-
ficiency in adaptive/innate immunity, such as the lack of immune response to 
pathogens or gene polymorphisms involved in innate immunity, has a dramatic 
effect on the composition of the intestinal microbiota (Maslowski and Mackay, 
2011).



124	 Genomics and Proteomics: Principles, Technologies and Applications

This delicate balance is especially importance in the newborn, whose gut 
already plays host to as many as a thousand species of indigenous bacteria (up 
to 100 trillion organisms), which are crucial to neonatal development and health 
(Jost et al., 2012). Studies on early microbial colonization soon after birth, fo-
cusing in particular on the relationships between the host transcriptome, micro-
biome (genomic and transcriptomic data), and dietary substrates, indicate that 
differences in diet can even affect host gene expression – particularly in relation 
to the innate immune system (Schwartz et al., 2012). Moreover, gut microbial 
communities heavily influence metabolic processes and environmental factors, 
and are implicated in the onset of metabolism-related diseases of later life, such 
as obesity, insulin resistance, diabetes, and cardiovascular disease (Tremaroli 
and Bäckhed, 2012).

It is clear then that functional metagenomic and metabolomic analysis of 
the gut microbiota, with a view to elucidating the complex interactions with 
prebiotic and probiotic foods, will have strong repercussions on our understand-
ing of human health (Moore et al., 2011). Furthermore, research has also shown 
that studying the different compositions of the resident bacterial community, in 
particular vaginal microbiota in pregnant and nonpregnant women, can provide 
us with potential diagnostic, prognostic, and therapeutic information (Romero et 
al., 2014). In such studies, computational biology and next-generation sequenc-
ing (NGS) are the key, helping to unlock the secrets of the synthesis and major 
features of microbial genomes, and shed light on how they interact with the dif-
ferent environments within us.

5.2  NEXT-GENERATION SEQUENCING TECHNOLOGY – PAST, 
PRESENT AND FUTURE

Our understanding of biodiversity, and indeed our success in managing diseases, 
is directly linked to our ability to acquire genomic information. Take, for exam-
ple, the great leaps forward in terms of the diagnosis and prevention of infection 
directly ascribable to the introduction of molecular assays, which far outstripped 
the culture techniques that we had hitherto relied upon. Despite such advances, 
understanding the pathogenic mechanisms related to the microorganisms asso-
ciated with human health and disease still represents a major challenge. To this 
end, sequencing is crucial method that enables us not only to quantify microbial 
communities, but also to identify novel genomes, new taxa, and microorganisms 
that have never even been cultured (Sharpton, 2014). Moreover, sequencing 
provides us with a means of analyzing the molecular evolution and circulation 
of microbial pathogens in specific areas of the world (Marascio et al., 2014).



An ideal sequencing technology would be fast, accurate, and inexpensive, 
and these are the goals that their developers are moving toward. The first se-
quencing method, called Sanger chemistry, or first-generation sequencing 
(FGS), required a specific primer, and sequencing had to be started at a spe-
cific location along the DNA template. Furthermore, it remains unable to de-
tect molecular mutants present at low frequencies. Pyrosequencing, on the other 
hand, is able to detect some minor sequence variants (lamivudine resistant in 
heterogeneous Hepatitis B virus populations) (Lindström et al., 2004). This, 
along with other limitations of Sanger sequencing, fueled the search for next-
generation sequencing (NGS) methods, which, since their advent in 2005, have 
become the preferred way to study genomic data.

NGS is essentially a suite of new sequencing technologies that can produce 
massive amounts of DNA sequence data, detecting pathogens without the need 
for specific PCR primers. With these methods, DNA is broken into small pieces 
and read randomly along the entire genome, and the raw throughput for the 
mass parallel sequencing used in NGS is significantly greater than that handled 
by electrophoresis (FGS) (Margulies et al., 2005). Briefly, there are three fun-
damental steps in NGS systems, and all three, namely preparation of the library 
of nucleic acids, clonal amplification of the libraries and massive parallel se-
quencing of DNA fragments, can be carried out in a single experiment. Among 
the new platforms on the market, the Roche GS-FLX 454 Genome Sequencer 
(originally 454 sequencing) (http://www.454.com/) (Bialasiewicz et al., 2014; 
Knapp et al., 2014), the Illumina Genome Analyzer (originally Solexa Technol-
ogy) (http://www.illumina.com/) (Monecke et al., 2013; Idris et al., 2014) and 
the ABI SOLiD analyzer (http://solid.appliedbiosystems.com) (Umemura et al., 
2013) stand out.

These sequencing platforms generally rely on “tailor-made” nucleic acid li-
braries that require conversion beforehand (van Dijk et al., 2014). The HiSeq 
platform (Illumina/Solexa), for example, generates DNA libraries on the surface 
of lanes in a flow cell (Yegnasubramanian, 2013). Several types of library can 
be created, depending on their ultimate purpose: DNA-seq (genomic DNA se-
quencing), RNA-seq (genomic RNA sequencing), mRNA-seq (mRNA sequenc-
ing), smallRNA-seq (small RNA sequencing), CHIP-seq (Chromatin Immuno-
precipitation Sequencing), MeDip-seq (methylated DNA sequencing), BS-seq 
(Bisulfite sequencing to measure the methylation state of a whole genome), and 
RIP-seq (RNA immunoprecipitation) (Chen et al., 2013; Ford et al., 2014; Head 
et al., 2014) comprise those developed so far.

Once the libraries have been prepared, the second step in NGS, clonal ampli-
fication, also tends to be system-specific, with Roche 454 and Applied Biosys-
tems SOLiD systems in particular employing emulsion PCR to amplify template 
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DNA molecules clonally. In this process individual templates are sequestered, 
along with PCR reagents, within an aqueous droplet. This droplet is surrounded 
by a hydrophobic shell within an oil-in-water emulsion. In the Roche 454 sys-
tem, the droplets are then deposited in picoliter plate-wells, while in the Applied 
Biosystems method, the amplified DNA molecules are modified and randomly 
attached to the surface of a glass slide, which is subsequently loaded onto the 
instrument (Yegnasubramanian, 2013).

In the third step, high-throughput sequencing (HTS), each DNA fragment 
is sequenced individually. This is performed by either paired-end or mate-pair 
sequencing (Padmanabhan et al., 2013). The optimal insert size of the DNA 
fragments is determined by the specific sequencing application (Head et al., 
2014). Commercial platforms use different chemistries to sequence template 
DNA molecules: pyrosequencing (i.e., Roche system), sequence-by-synthesis 
(i.e., Roche, Illumina), or sequence-by-ligation (i.e., Applied Biosystems). 
Such technologies have thereby enabled advances such as the identification and 
quantification of a host of transcripts. Furthermore, in 2014 Quin et al., showed 
through transcriptome analysis that resveratrol would disturb the expression of 
genes related to quorum sensing, surface, and secreted proteins, and capsular 
polysaccharides. They also showed that resveratrol and ursolic acid could be 
useful adjunct therapies for the treatment of methicillin-resistant Staphylococ-
cus aureus (MRSA) biofilm-involved infections (Quin et al., 2014). Neverthe-
less, second-generation systems (SGS), while improving throughput with re-
spect to first NGS techniques, suffer from the same major limitation, namely 
short reads (Zhang et al., 2011).

The latest generation of sequencers, appropriately termed “next-next” or 
third-generation sequencing (TGS), are, however, capable of generating longer 
sequence reads in a shorter time. This is because PCR is not needed before 
sequencing, and signals can be captured in real time (Liu et al., 2012). TGS 
technologies in use today include, among others, true single-molecule sequenc-
ing (tSMSTM) which requires no amplification, ligation, or cDNA synthesis 
(http://www.helicosbio.com/); single-molecule real-time sequencing (SMRTTM) 
(http://www.pacificbiosciences.com/); fluorescence resonance energy transfer 
(FRET); nonfluorescent sequencing systems using nanopores or nanoedges; 
and Raman-based methods such as sequencing using surface-enhanced Raman 
spectroscopy (SERS) (Thudi et al., 2012).

In reality, there is little consensus on the distinction between second- and 
third-generation technologies. For instance, the Ion Torrent sequencer (Life 
Technologies) could be considered as either; by eliminating the need for light 
and simplifying the overall sequencing process, it significantly accelerates the 
time to result (Schadt et al., 2010), a defining characteristic of TGS technolo-
gies. However, despite their increased throughput and the ability to generate 



reads that can span many thousands of bases, the accuracy of TGS technologies 
is still significantly lower than that of their predecessors. To resolve this issue, 
Bashir et al., suggested combining the highly accurate SGS data with the longer 
read lengths provided by TGS systems. Indeed, by merging data generated from 
Roche 454/Illumina and SMRT sequencing (discussed below), they were able to 
identify the complete genome of Vibrio cholerae isolates from the Haitian chol-
era outbreak (Bashir et al., 2012). Accuracy can also be increased, whilst pre-
serving low working times, by sequencing RNA directly; direct RNA sequenc-
ing and de novo assembly are two of the major innovations that distinguish the 
latest sequencing technologies. Table 5.1 summarizes the main features of three 
generations (first NGS, SGS, and TGS) of sequencing technologies created to 
date.

TABLE 5.1  Main features of NGS, SGS, and TGS platforms.

HTS Technology Read 
Length Throughput

Results 
Turn-
around

Accuracy Data 
Analysis

NGS: SBS or Pyrose-
quencing

Short Moderate Days High Complex

SGS: Wash-and-scan 
SBS

Short High Days High Complex

TGS: SBS, Degrada-
tion, direct physical 
inspection

Long Moderate Hours Moderate Complex

Sequence alignment is also an indispensible feature of new sequencing tech-
nologies, as correct genome assembly is essential for the study of bacteria, virus-
es, fungi, and protozoa. Traditionally, the BLAST algorithm (http://blast.ncbi.
nlm.nih.gov/Blast.cgi) has been used to classify different pathogens (Altschul et 
al., 1990), but the challenge in new technologies is to process massive amounts 
of raw DNA sequences, which is still a bottleneck in terms of understanding 
genomes. Indeed, the various bioinformatics programmes required to handle 
sequence alignment and assembly, and processing of the data produced by the 
various NGS platforms, which differ in terms of both format and length of reads, 
can be difficult to use without informatics expertize. The more the technology 
advances, the more data the software has to handle, and consequently the more 
complex the entire operation becomes. Genome assembly, for example, is more 
difficult to carry out using short-read sequencing data than it is using Sanger 
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data. Likewise, as TGS generates much longer reads than SGS, raw read error 
rates are a drawback in most third-generation technologies.

To overcome these difficulties, and the accuracy problems mentioned above, 
in 2012, Au et al., proposed the longest common sequence (LCS) method for the 
combined analysis of data from second- and third-generation sequencers (Au et 
al., 2012). Moreover, since the early 2000s, online public server resources have 
been enhanced to improve data sharing and analysis, such as that found on the 
NCBI genome page (http://www.ncbi.nlm.nih.gov/genome). A variety of soft-
ware tools are available online for data analysis, including JR-Assembler (http://
jrassembler.iis.sinica.edu.tw/) (Chu et al., 2013), ABySS (http://www.bcgsc.ca/
platform/bioinfo/software/abyss) (Simpson et al., 2009), Edena (http://www.ge-
nomic.ch/edena) (Hernandez et al., 2008), SOAPdenovo (http://soap.genomics.
org.cn/soapdenovo.html) (Li et al., 2010), Taipan (http://taipan.sourceforge.net) 
(Schmidt et al., 2009), Velvet (http://www.ebi.ac.uk/∼zerbino/velvet) (Zerbino 
and Birney, 2008) and GAM-NGS (http://github.com/vice87/gam-ngs) (Vicedo-
mini et al., 2013), and a list of relevant software can be found on the Seqanswer 
home page http://seqanswers.com/. The first freely available platform for use 
in microbiology research, Orione (http://orione.crs4.it) is a bioinformatics tool 
based on Galaxy (https://main.g2.bx.psu.edu/) (Goecks et al., 2010). It enables 
preprocessing, that is, quality control of reads and their trimming; reads map-
ping (for instance aligners used SOAP); de novo assembly (i.e., Velvet, ABySS); 
scaffolding; and postassembly through contigs statistics, (multi) aligning and 
variant calling. It is also able to identify meaningful biological information from 
sequences, and carry out bacterial RNA-Seq analysis, as well as metagenomics 
and metatranscriptomics operations (Cuccuru et al., 2014).

The driving force behind this profusion of dedicated software is the need to 
analyze results accurately and in a short time. To this end, Naccache et al., have 
described a sequence-based ultra-rapid pathogen identification (SURPI) pipe-
line capable of identifying pathogens in complex metagenomic data generated 
from clinical samples, thereby contributing to real-time microbial diagnosis in 
acutely ill patients (Naccache et al., 2014). The parallel development of soft-
ware and algorithms capable of handling the massive amount of data generated 
by high-throughput sequencing (HTS) platforms also expedites the implementa-
tion of molecular epidemiology studies. The primary tool in molecular epide-
miology is phylogenetic analysis, and several dedicated computational methods 
are available for processing metagenomic samples. Unfortunately, however, 
these methods are generally unable to distinguish between different bacterial 
strains. An exception to this rule, MetaID, was, however, introduced in 2013 by 
Srinivasan et al., MetaID is an alignment-free “n-gram” (referring to nucleotide 
sequence of fixed length (n) approach that can accurately identify microorgan-



isms at the strain level and estimate the abundance of each bacterial organism in 
a sample (Srinivasan and Guda, 2013).

Specific software can also be used to identify new viruses, as well as con-
firming the presence and quantifying or studying sequence variations of known 
exemplars. As concluded by a recent international bioinformatics workshop on 
phylogenetic analysis, NGS data analysis require specific practical means of 
analyzing large sets of data to study the evolution and molecular epidemiology 
of viruses (http://regaweb.med.kuleuven.be/veme-workshop/2014/index.php). 
To this end, a new tool, Virus Finder, was developed by Wang et al., This en-
ables not only characterization of viruses but also that of their integration sites 
in the human genome (Wang et al., 2013). To aid diffusion of information, many 
algorithms are distributed in binary for Windows, MacOS X and Linux (Magi 
et al., 2010). The workflow of high-throughput sequencing can be summarized 
as in Figure 5.1.

FIGURE 5.1  Workflow of high-throughput sequencing.
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Next-, second- and third-generation sequencing methods, by accessing the 
entire genome of microorganisms and obtaining DNA/RNA from mixed ge-
nomes in natural environments or clinical samples, continue to make important 
contributions to microbial genome research. In the future, when processing such 
information becomes more practical, it is foreseeable that diagnostic workups 
will comprise whole genome screening. In the next section, we report the practi-
cal applications of next-generation sequencing already in use.

5.3  NEXT-GENERATION SEQUENCING AND HUMAN 
MICROBIOME

NGS methods have helped us begin to understand the intricate biodiversity of 
the human microbiome made up of the entire complex of microorganisms that 
colonize every niche of the human body. Before the development of NGS, the 
main system used to amplify genes from a wide range of organisms was the 
cloning of full-length 16S rRNA genes. However, this method was superseded 
by NGS in terms of cost and sampling capacities – a vital step forward when one 
considers the ultimate goal of human microbiome research, namely its clinical 
application as a diagnostic, therapeutic, and preventative tool.

Thanks to such high-throughput technology, since 2009 the US Human Mi-
crobiome Project (HMP) (NIH HMP Working Group et al., 2009) has reported 
sequencing data pertaining to more than 10,000 specimens from 18 body sites in 
healthy adults, providing the first in-depth characterization of the human micro-
biome. Building on this research, and using additional data derived from a DMM 
(Dirichlet multinomial mixture)-based approach, Ding and Schloss (2014) came 
to three important conclusions: (i) there is a strong association between certain 
features of an individual’s life history (whether they were breastfed, their gen-
der, and their level of education) and their microbiome composition at several 
body sites; (ii) although there are differences in the specific compositions of oral 
and gut microbiomes within an individual, these are predictive of each other; 
and (iii) the most stable microbial community types are found in the stools and 
vagina, while the least stable in the oral cavity. The important points to note are 
that even though there are considerable intra- and interpersonal differences in 
the human microbiome, this variation can be split into community types predic-
tive of each other, and a particular type, or changing types, could be used to 
assess disease risk and to personalize antimicrobial treatment.

The main sites studied so far in terms of their microbial constituents are the 
gut (Greenblum et al., 2012), urinary tract (Nelson et al., 2010; Wolfe et al., 
2012), lower and upper respiratory tract (Willner et al., 2009), vagina (Oakley et 
al., 2008; Hummelen et al., 2010), skin (Grice et al., 2009; Capone et al., 2011; 



Fahlén et al., 2012), gingiva (Lazarevic et al., 2009), and wounds (Dowd et al., 
2008) in health and in disease (Pflughoeft and Versalovic, 2012). Studying the 
gut microbiome has given us a better idea of how to classify disease processes 
such as inflammatory bowel disease, and sheds light on specific conditions such 
as Crohn’s disease or idiopathic bowel syndrome (Manichanh et al., 2006). It 
will not be long before we are able to assess a range of diseases in this manner, 
giving us useful tools for improved clinical management.

Indeed, studying the human microbiome will eventually enable us to moni-
tor its diversity during and in response to therapy, providing information that 
can be used to both predict prognosis and improve poor clinical outcomes. 
These advances will also extend far beyond bacterial infection, as the human 
microbiome, while predominantly made up of bacteria, also contains eukaryotic 
microbes and viruses (both human viruses and bacteriophages). The human vi-
rome is the collection of all viruses that are found in or on humans, and includes 
both eukaryotic and prokaryotic viruses, viruses causing acute, persistent, or 
latent infection, and viruses integrated into the human genome, such as en-
dogenous retroviruses (Duerkop and Hooper, 2013; Minot et al., 2013; Virgin, 
2014). Recently a pioneering high-throughput metagenomic sequencing study 
of the skin microbiome in five healthy individuals and one patient with Merkel 
cell carcinoma revealed the high diversity of the viral cutaneous flora detected 
on normal-appearing human skin. The eukaryotic DNA viruses exhibited par-
ticularly high diversity, including various representatives of Papillomaviridae, 
Polyomaviridae, and Circoviridae. These findings emphasize the complexities 
of the viral flora composition on the surface of the skin, whose alteration may 
eventually be used to diagnose and/or monitor disease, particularly skin disor-
ders and tumors (Foulongne et al., 2012).

In similar studies of the intestinal microbiota, viruses that replicate in eu-
karyotic cells and in bacteria have been detected. Such studies have also high-
lighted the presence of viruses that infect plants, presumably introduced along 
with the diet (Minot et al., 2011). The emerging evidence regarding resident vi-
ruses and their interactions with the immune system, in which the intestine plays 
a key role, suggests that these pathways are very complex. For instance, it has 
been observed that mice latently infected with either murine gammaherpesvirus 
68 or murine cytomegalovirus, which are genetically very similar to the human 
pathogens Epstein-Barr virus and human cytomegalovirus, are resistant to lethal 
infection with both Listeria monocytogenes and Yersinia pestis. This protec-
tion has been convincingly ascribed to the increased production of interferon 
γ (IFN-γ) expression and systemic activation of macrophages triggered by the 
latent bacterial infection (Barton et al., 2007).
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Conversely, and more recently, Handley et al., have demonstrated that en-
teric viral infections may affect AIDS enteropathy and disease progression. In 
particular, in nonhuman primates, the enteric virome has been shown to enhance 
the progression of SIV infection to AIDS by causing damage to the intestinal 
epithelium and activating the immune system through pathogen release (Hand-
ley et al., 2012). It is therefore evident that the release of bacterial, viral, fungal, 
or other PAMPs and antigens into host tissues and the systemic circulation can 
have a wide variety of effects in various disease states, and future investigations 
into the interactions between resident and invading organisms and the immune 
system will no doubt have huge repercussions on patient management and hu-
man health.

5.4  NEXT-GENERATION SEQUENCING IN CLINICAL 
MICROBIOLOGY

As well as its appeal in the research field, next-generation sequencing (NGS) is 
finding a growing range of applications in basic and clinical laboratory micro-
biology. It is proving useful in the diagnosis of emerging infections, molecular 
epidemiology of pathogens, and drug-resistance testing (Dunne et al., 2012), 
and enables detection of viruses as well as viral genome sequencing. By these 
means, NGS is providing us additional information on viral genome variability, 
molecular epidemiology of viral infections, quasi-species and virus–host inter-
action, adaptation strategies, and resistance to antiviral molecules, fueling the 
search for vaccine discovery. In addition, NGS has been applied to a metage-
nomics-based approach to identify and characterize communities of previously 
unknown viruses (Bexfield and Kellam, 2011; Radford et al., 2012). These far-
reaching techniques are even opening up avenues in terms of their applications 
in diagnostic virology, not merely replacing conventional or molecular methods.

5.4.1  APPLICATIONS OF NGS IN VIROLOGY

The most influential new application of NGS in virology is whole genome se-
quencing, and the list of viral genomes now unlocked is growing rapidly. This, 
in turn, is enabling us to shine a light on viral genome diversity and evolution, 
for example in HIV-1 (Tebit and Arts, 2011). Since its isolation, different molec-
ular methods applied to a variety of samples have vastly improved knowledge 
regarding the origins and genetic evolution of HIV-1, in particular in terms of 
the geographical distribution of subtypes and how their forms are changing over 
time. Indeed, once the HIV-1 genome had been fully sequenced, we were able 
define a specific classification of subtypes and recombinants, as well the various 



quasispecies circulating within infected individuals. Current data on new circu-
lating recombinant forms (CRFs), which are continuously emerging worldwide, 
emphasize the importance of NGS methods in keeping abreast of developments, 
further to the future control and prevention of HIV (Tebit and Arts, 2011).

Aside from such medium-to-long-term research targets, as reported by Bail-
lie et al. (2012), whole-genome analysis, molecular epidemiology and surveil-
lance can also be used to investigate rapidly evolving viruses, such as the influ-
enza virus, during the course of a single epidemic or pandemic, (Baillie et al., 
2012). In this way full-length sequencing can not only provide information vital 
for defining vaccination strategies, but also affect viral fitness and the outcome 
of antiviral therapies, in HCV for instance, by enabling the identification of 
pathogenic mutations of the virus genome (Ninomiya et al., 2012).

Ultra-deep targeted sequencing can be used for virus genotyping (e.g., HCV, 
human papillomaviruses), as well as analysis of viral populations, and identifi-
cation of quasispecies, virulence factors and drug-resistance genes (Barzon et 
al., 2011; Ninomiya et al., 2012). For instance, Gorzer et al. (2010) discovered 
different HCMV human cytomegalovirus genotypes in clinical samples isolated 
from lung transplant patients by genotyping three of the most variable genes 
within the HCMV genome. In this study genotyping of gN, gO, and UL139 
genes by ultra-deep pyrosequencing (UDPS) technology revealed a very high 
assortment of HCMV genotype populations in patients with mixed HCMV 
infection. This approach also evidenced distinct quantitative distribution pat-
tern, relative to each other, of HCMV strains (Gorzer et al., 2010). Deep RNA 
sequencing methodologies have also been used to conduct genome-wide tran-
script (transcriptome) analysis, thereby identifying new viral genes and tran-
script isoforms of the gammaherpesviruses (γHVs) (Concha et al., 2012). This is 
particularly important when one considers that the gammaherpesviruses (γHV), 
such as Epstein-Barr virus (EBV) or Kaposi’s sarcoma-associated herpesvirus 
(KSHV), are correlated with risk of developing several cancers. Although her-
pesvirus genomes are known to possess a definite genomic organization con-
taining nonoverlapping ORFs with virus-specific unique genes, the great assort-
ment of novel RNA transcripts from coding and “non-coding” regions detected 
by RNA sequencing methods suggest that their genome map is very complex 
indeed. Using such methods to unlock the organization, biogenesis, and func-
tion of these novel RNA transcripts will doubtless further increase our bank of 
information on the pathogenesis and oncogenic mechanisms triggered by such 
viruses.
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5.4.2  APPLICATIONS OF NGS IN BACTERIOLOGY

Not only virology will benefit from such in-depth analysis. Whole-genome se-
quencing of bacterial populations is clarifying various aspects of within-host 
evolution, transmission history, and population structure, thereby providing in-
sights into the in vivo evolution and modification of bacterial pathogens, as well 
as their pathogenic mechanisms, i.e., the etiology of bacteria-related diseases.

As regards within-host bacterial dynamics, NGS has been applied to sev-
eral bacterial pathogens, mainly with a view to resequencing individual isolates. 
Nevertheless, with respect to viruses, very little is known about the evolution 
of bacteria in vivo. This knowledge gap is mainly due to the large size of bac-
terial genomes, which also demonstrate less genetic variation, and a slow rate 
of mutation, even in many of the most virulent bacterial pathogens (Achtman, 
2008, 2012; Wilson, 2012). That being said, whole genome sequencing has re-
cently been used to investigate the evolution of S. aureus in a single asymptom-
atic long-term carrier during progression to a fatal bloodstream infection. The 
results of this study showed that protein-shortening mutations in the genome 
of this invasive bacteria, particularly the substitution of knockout mutations, 
induced by premature stop codons, could be linked to the transition to invasive 
disease (Young et al., 2012). S. aureus has also been studied by Golubchik et 
al., who looked at its evolutionary dynamics and population genomics in as-
ymptomatic carriers. Using NGS they were able to detect short-term bacterial 
change, both within individual hosts and along host-to-host transmission chains 
(Golubchik et al., 2013). S. aureus is a common commensal and highly patho-
genic bacteria, and studies such as these can provide major insights into the way 
it interacts with and evolves with its human hosts. In particular, its links to and 
behavior during chronic cystic fibrosis infection of the airways has been studied 
extensively. McAdam et al., (2011), for instance, performed genome quencing 
of 3 S. aureus strains isolated from the sputum of a cystic fibrosis patient over 
a 26-month period, to investigate its molecular adaptation in vivo. They found 
differences in phage content and isolate-specific polymorphisms in genes with 
links to antibiotic resistance and virulence regulation. The genetic and pheno-
typic diversification they detected was highly suggestive of a heterogeneous 
infecting population arising from a single infecting strain.

Mycobacterium tuberculosis is also known to evolve during the course of 
infection, and this capacity to acquire chromosomal mutations confers drug re-
sistance. Recent signs of resistance to the preferred drug isoniazid (INH) in 
latent tuberculosis have therefore prompted whole genome sequencing of the 
bacterium, and the mutation rate of Mycobacterium tuberculosis has thus been 
analyzed in isolates from cynomolgus macaques during active, latent, and re-
activation phases of the disease. The distribution of single-nucleotide polymor-



phisms (SNPs) observed indicated that mutation rates during latent and active 
phases are similar, and the polymorphism pattern suggested a link between in 
vivo mutational and oxidative DNA damage (Ford et al., 2011).

In addition, whole-genome sequencing can help us investigate transmis-
sion history, detecting transmission events and historical transmission patterns 
via population genomics. This improves our capacity to assess outbreaks and 
transmission chains, with clear advantages over traditional approaches. This 
has been demonstrated in a study on the clonal lineage of methicillin-resistant 
Staphylococcus aureus (MRSA), which tracked its evolution during hospital 
and intercontinental transmission (Harris et al., 2010). On a more domestic 
scale, whole genome sequencing has also been used to study the frequency of 
within-household transmission of a uropathogenic Escherichia coli clone, high-
lighting the effects of host transmission on genetic mutation rates (Reeves et 
al., 2011). Interestingly, a total of 20 base mutations in this bacterium, which 
causes persistent urinary tract infection (UTI), were noted in the 14 isolates 
analyzed from several members of the household, including a dog, over a 3-year 
period. Overall, 11 genotypes were identified, and the phylogenetic tree of the 
mutational changes evidenced 6 host transfer events over the monitoring period, 
with the family dog being infected at least twice. By yielding data on host-to-
host transmission, and demonstrating host-specific adaptation during long-term 
infection, such investigations have major implications on recurrent epidemiol-
ogy, helping to shed light on its etiology. In this particular case, it demonstrated 
that recurrent urinary tract infection can be caused by reinfection from family-
associated clones, rather than from the normal resident microbiota of the host, 
or treatment failure.

5.5  CONCLUSION

Population genomics are also enabling us to reconstruct the spread patterns of 
ancient bacteria, identifying the geographical and temporal origin of historical 
pandemics and thereby the dominant routes behind global transmission. In par-
ticular, the spread of leprosy has been studied by sequencing over 400 isolates 
of Mycobacterium leprae, including strains from Brazil, Thailand, the United 
States, and skeletal remains from in and around Europe (Monot et al., 2009). By 
these means, Mycobacterium leprae was classified into 16 SNP subtypes, re-
vealing a strong geographical association pointing to leprosy arising in East Af-
rica and then being transmitted along easterly and westerly trade routes (the Silk 
Road) linking Europe and China. Whole genome sequencing has also enabled 
us to identify differences between Mycobacterium leprae strains collected from 
patients with different clinical presentations, and to distinguish between virulent 
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and nonvirulent isolates. Virulence is due to production of toxins, adhesins, cap-
sule synthesis and other virulence factors, and a comprehensive knowledge of 
population structure may improve preventive public health interventions.

Interestingly a study carried out on more than 300 Group A Streptococcus 
pyogenes strains demonstrated that the capability to cause invasive disease is 
not restricted to specific strains, and closely related bacteria may be invasive or 
not (Beres et al., 2010; Shea et al., 2011). This observation supports a model 
in which in vivo mutation plays an important role in progression to invasive 
disease. In short, NGS is already helping us to unveil the mysteries of the mi-
croorganisms that surround us in intricate detail, and as its limitations (data 
processing, accuracy, practicability) are overcome, its applications in health and 
disease, whether past, present or future, are seemingly endless.
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6.1  INTRODUCTION

6.1.1  PROSTATE CANCER

Prostate cancer is the most common cancer in western men and causes the most 
frequent cancer-related death after lung cancer. The incidence and death rates 
are gradually increasing and it is estimated that in the USA alone there will be 
218,890 new cases and 27,050 deaths in 2007 (Jemal et al., 2007). There are 
several risk factors for prostate cancer such as age, family history and ethnicity. 
Prostate cancer occurs mostly in men aged more than 65 years old and African 
Americans have the highest incidence and mortality rate compared to European 
and Caucasian American men (Powell, 2007). In addition, a diet that is high in 
fat content is suspected to increase the likelihood of being diagnosed with pros-
tate cancer (Stacewicz-Sapuntzakis et al., 2008).

Digital rectal examination, transrectal ultrasonography, and measurement of 
serum levels of prostate-specific antigen (PSA) are useful tools for detection 
of prostate cancer. PSA screening has resulted in the majority of men being 
diagnosed with low to intermediate risk for disease-specific mortality and will 
die with prostate cancer, not from prostate cancer. PSA screening has led to 
the overtreatment of prostate cancer thereby resulting in men receiving radical 
prostatectomy or radiation therapies when they may never develop symptoms 
of the disease in their lifetime (Etzioni et al., 2002). These forms of therapy 
can produce significant morbidities such as incontinence and impotence. With 
the extensive adoption of PSA screening test for men over 50, the rate of false 
positives of prostate cancer has also increased dramatically. The high false posi-
tive rate and the existence of less aggressive forms of prostate cancer indicate 
a demand for additional tests to verify the most effective course of treatment. 
There is an urgent need to discover prognostic markers to allow for selective 
intervention to spare those men from receiving unnecessary treatment, but still 
provide radical curative treatment for men who will develop clinically signifi-
cant disease.

Current treatment options for prostate cancer include hormone therapy, radi-
cal surgery, radiation therapy and chemotherapy based on the grade and stage 
of the disease, age, general health, and life expectancy of the patient. Generally 
radical prostatectomy and radiation therapy are effectively used for localized 
prostate cancer and androgen ablation can be used neoadjuvantly or adjuvantly 
to reduce tumor burden and improve survival for some patients receiving radia-
tion therapy. Androgen ablation is also used as a palliative therapy for prostate 
cancer patients with recurrent and/or systemic disease. Unfortunately androgen 
ablation therapy will eventually fail when the disease progresses to a hormone 
refractory or androgen independent stage. Thus, new treatment options are ur-
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gently required owing to the lack of curative treatment for recurrent and meta-
static disease (Nelson et al., 2007).

6.1.2  PROTEOMICS

Sequencing of the human genome has provided the potential to identify the 
genetic basis of cancer. However it is probable that most cancers are caused 
by multiple genes that require investigation at the protein level for changes in 
protein expression, structure, interactions and activities. Proteomics addresses 
the relative abundance of the protein product, posttranslational modifications, 
subcellular localization, turnover, interaction with other proteins, and functional 
aspects; all of which cannot be addressed by RNA analysis. A poor correlation 
of less than 0.5 has been determined between mRNA and protein levels. This 
is due to differences in the rates of degradation of individual mRNAs and pro-
teins, and because many proteins are modified after they have been translated. 
Also, one mRNA transcript can give rise to more than one protein. Posttransla-
tional modification of proteins is highly important for biological processes and 
the propagation of cellular signaling pathways. Of these modifications, phos-
phorylation is known to play a critical role. Verification of a gene product by 
proteomic methods is an important step in genomic annotation providing key 
information about true levels of expression, posttranslational modifications, and 
intracellular localization of gene products.

The major challenges for proteomic approaches involve the dynamic range 
of detection methods and the inability to amplify proteins thereby making de-
tection of low-abundance proteins difficult. In human cells the dynamic range 
is estimated to be 107-108 and in plasma this increases to 1012 (Anderson and 
Anderson, 2002). However, methods have been developed to decrease com-
plexity and improve detection of low abundance proteins. Recent advances in 
proteomic techniques and high throughput analysis gives rise to more compre-
hensive systematic approaches on molecular components and mechanisms in 
cell functions. The development of mass spectrometry technologies has acceler-
ated the ability to gather a huge amount of data elucidating a quantitative and 
qualitative analysis of protein expression, function, interactions, and structure. 
Application of proteomics in prostate cancer research will lead to delineation of 
signaling pathways and new therapeutic targets for development of new drugs 
plus aid in the discovery of novel prognostic biomarkers that can distinguish 
aggressive tumors from latent tumors.

Cancer proteomics was categorized as “expression proteomics” and “func-
tional proteomics” (Hoeben et al., 2006). The former includes the expression of 
gene products or active molecules in the cell, tumor and body fluids by protein 
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profiling and comparison of differences between the “normal” and for exam-
ple a prostate cancer group. Any protein which shows a significantly different 
change in expression in the prostate cancer group can be tested as a potential 
biomarker. “Functional proteomics” includes analysis of protein-protein, DNA 
or RNA interactions and posttranslational modifications to provide insight into 
the molecular mechanisms and biological processes in cancer cells (Mocellin 
et al., 2004). Proteomic technology is based on protein separation followed by 
protein identification using mass spectrometry and bioinformatics tools. Gel-
based protein separation such as two-dimensional gel electrophoresis (2-DE) 
followed by mass spectrometry analysis is the fundamental of current various 
proteomic techniques. Currently, mass spectrometry technology coupled with 
a variety of separation methods especially liquid-based methods makes it pos-
sible to examine the expression of hundreds of proteins with better sensitivity, 
resolution and decrease the complexity of the samples. Microarray technology 
is also efficient for functional proteomics with a wide range of applications. 
Many advanced new proteomic technologies are introduced more and more to 
give better analytical capabilities, automated preparation, fractionation methods 
and bioinformatics tools with greater resolution, sensitivity, accuracy and higher 
throughput processing. In this review, we describe the current application of 
proteomic technologies in prostate cancer research with their advantages and 
limitations.

6.1.3  PROFILING PROTEOMICS STRATEGY IN PROSTATE 
CANCER

The key goal of a profiling strategy is the identification of biomarkers that have 
therapeutic or prognostic value by comparison of protein levels between the 
normal and disease population (Celis and Gromov, 2003). The application of 
this approach in prostate cancer research has provided a rich opportunity to de-
velop many novel markers. PSA is the most commonly used serum marker for 
the screening of prostate cancer. However, the sensitivity and specificity of PSA 
are limited owing to false negatives and false positives (Thompson et al., 2004). 
Many candidate biomarkers have been discovered and suggested for prostate 
cancer (Bradford et al., 2006), but require validation studies to ensure sensitiv-
ity and specificity. Some candidate biomarkers discovered for prostate cancer 
are described in Table 6.1. High-throughput analysis with the aid of mass spec-
trometry technology and development of separation methods has led to profiling 
of whole proteins expressed in a cell, tissue or biofluids such as serum, plasma 
and urine. Here various proteomics tools currently being applied to the drug-
discovery process and biomarker discovery for prostate cancer are explained.
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TABLE 6.1  Candidate biomarkers for detection of prostate cancer.

Marker Description References
AMACR α-methylacyl-CoA racemase; Isomerase overex-

pressed in all prostate cancers; Peroxisomal and 
mitochondrial enzyme involved in fat metabolism and 
expressed in prostate tissues

Rogers et al., 2004

ApoA-II 
isoform

Belongs to the apolipoprotein A2 family; may stabi-
lize HDL (high density lipoprotein) structure by its as-
sociation with lipids, and affect the HDL metabolism

Malik et al., 2005

Chromo 
granin A

Prohormone peptide secreted by neuroendocrine cells 
in the prostate gland; belongs to the chromogranin/
secretogranin protein family; unknown function that 
may have a paracrine and/or autocrine role related to 
its calcium-binding properties

Fracalanza et al., 2005; 
Marszalek et al., 2005

DBP Vitamin D-binding protein; multifunctional protein 
found in plasma, ascitic fluid, cerebrospinal fluid, and 
urine and on the surface of many cell types; associ-
ates with membrane-bound immunoglobulin on the 
surface of B-lymphocytes and with IgG Fc receptor 
on the membranes of T-lymphocytes

Corder et al., 1993

EPCA Early prostate cancer antigen; prostate cancer associ-
ated nuclear matrix protein; unknown function but 
possibly involved in early prostate carcinogenesis

Leman et al., 2007; 

Paul et al., 2005

hK-2 Human glandular kallikrein-2; belongs to a family 
of serine protease; overexpressed in prostate cancer 
tissues

Kurek et al., 2004; 

Stephan et al., 2000;

Stephan et al., 2006
IGF family Insulin-like growth factors; IGF-1 is limited to its 

association with preclinical stages of prostate cancer, 
whereas the IGF-binding proteins (IGFBPs) appear 
to play a direct role in prostate cancer detection and 
prognosis

Chan et al., 1998; 

Harman et al., 2000

PSA Prostate-specific antigen; glycoprotein secreted by 
prostatic epithelium; serine protease involved in the 
liquefaction of seminal fluids

Wang et al., 1981

PSCA Prostate stem cell antigen; prostate specific gly-
coprotein expressed on the cell surface of prostate 
basal cells; unknown function but may play a role in 
progenitor cell function

Reiter et al.,1998

PSMA Prostate-specific membrane antigen; 100-kDa type 
2 integral membrane glycoprotein overexpressed by 
PCA epithelial cells; unknown function but may have 
carboxypeptidase activity

Troyer et al.,1995

SAA-1 Serum amyloid A protein-1; major acute phase reac-
tant; Apolipoprotein of the HDL complex; G-protein-
coupled receptor binding

Le et al., 2005
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TABLE 6.2  Commonly used affinity tags.
Tags Size 

(aa)
Sequence Binding 

agent
Elution agent References

CBP 26 KRRWKKNFIAVS-
AANRFKKISSSGAL

Calmodulin EGTA Stofko-Hahn et al., 
1992

Cellulose-
binding 
domain

27-189 Domains Cellulose Family I: 
guanidine HCl 
or urea, Family 
II/III: ethylene 
glycol

Xu et al., 2002

Chitin-
binding 
domain

51 TNPGVSAWQVNTAY-
TAGQLVTYNGKTYK-
CLQPHTSLAGWEP-
SNVPALWQLQ

Chitin DTT, β-ME or 
cysteine

Humphries et al., 2002; 
Sharma et al., 2005

c-myc 11 EQKLISEEDL Monoclonal 
antibody

Low pH Terpe, 2003

FLAG 8 DYKDDDDK Anti-FLAG 
monoclonal 
antibody

Low pH or 
EDTA

Einhauer and Jungbau-
er,2001; Knappik and 
Pluckthun, 1994; 
Slootstra et al., 1997

GST 211 Protein Glutathione Reduced 
glutathione

Scheich et al., 2003; 
Smyth et al., 2003; 
Purbey et al., 2005

MBP 396 Protein Amylose Maltose Eliseev et al., 2004; 
Feher et al., 2004

Poly-Arg 5-6 RRRRR Cation-
exchange 
resin

NaCl Sassenfele and 
Brewer,1984

Poly-His 5-10 HHHHHH Ni2+-NTA, 
Co2+-CMA

Imidazole Chaga et al., 1999; 
Chatterjee et al., 2005; 
Ratnala et al., 2004

S 15 KETAAAKFERQH-
MDS

S-fragment 
of RNase A

Guanidine 
thiocyanate, 
MgCl2

Slootstra et al., 1997

SBP 38 MDEKTTGWRGGHV-
VEGLAGELEQLRAR-
LEHHPQGQREP

Streptavidin Biotin Wilson et al., 2001

Strep-
tag II

8 WSHPQFEK Strep-Tactin 
(modified 
streptavidin)

Desthiobiotin Skerra and Schmidt, 
2000; Witte et al., 2004; 
Junttila et al., 2005

Abbreviations: (CBP) Calmodulin-binding peptide/protein; (GST) Glutathione S-transferase; (MBP) 
Maltose-binding protein; (DTT) Dithiothreitol; (β-ME) β-mercaptoethanol

6.1.3.1  TWO-DIMENSIONAL GEL ELECTROPHORESIS (2-DE)

2-DE was established by O’Farrell for comprehensive protein analysis by separa-
tion of proteins according to their net charge value in one dimension followed by 
separation in a second dimension by molecular weight (O’Farrell, 1975). 2-DE 
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with immobilized pH gradients followed by mass spectrometry analysis has been 
one of the most powerful methods for profiling of proteins (Görg et al., 2000). 
This is due the power of separation by 2-DE and the ability to detect posttrans-
lational modifications. It is estimated that 2-DE can optimally separate approxi-
mately 2,000 protein spots with high resolution to provide quantitative data. An 
individual cell may express more than 6,000 primary translation products (Celis 
and Gromov, 1999), and the posttranslational and chemical modifications can be 
extensive. The proteins spots are visualized by staining with either Coomassie 
blue dye, silver stains, fluorescent dyes or by radiolabeling. Lower limits of de-
tection are approximately one nanogram depending on the method of visualiza-
tion. Celis and coworkers have shown that 2-DE immunoblotting in combina-
tion with enhanced chemiluminescence can detect as little as 100-500 protein 
molecules in unfractionated cellular extracts (Celis et al., 1995). Low abundance 
proteins can be detected by metabolic labeling followed by 2-DE (Celis and Gro-
mov, 1999). Alternatively since low-abundance proteins are often missed due to 
the presence of high-abundance “housekeeping” proteins, which can be present 
at 10,000 times the concentration of low-abundance proteins, a form of enrich-
ment can be employed. The simplest way to achieve enrichment is by cellular 
fractionation (e.g., cytoplasm, nuclear extract and plasma membrane extracts).

In an early proteomic study, a comparison of the profiles of proteins obtained 
from stromal and epithelial prostate cells using tissue obtained by radical pros-
tatectomy were carried out using 2-DE to detect different levels of cytokeratins 
(Sherwood et al., 1989). Recently, a number of proteins have been identified in 
seminal fluids (Utleg et al., 2003), urine (M’Koma et al., 2007) and sera (Diaz 
et al., 2004) from prostate cancer patients by enhancing the profiling capacity of 
2-DE technology (Stastná and Slais, 2005). Weaknesses of the approach include 
sensitivity and the relatively large amount of protein required for detection of 
resolved spots. There are also technical difficulties in resolving proteins that are 
very acidic or basic, hydrophobic, or extremely large or extremely small. Ad-
vances are being made for improved separation and fractionation, lysis buffers, 
and methods of detection (Celis and Gromov, 2000).

6.1.3.2  TWO-DIMENSIONAL DIFFERENCE GEL 
ELECTROPHORESIS (2D-DIGE)

Reproducibility and reliability of 2-DE has been improved by the incorporation 
of fluorescent dyes into samples. Two-dimensional difference gel electrophore-
sis (2D-DIGE) gives direct comparison of protein changes between groups in 
one single gel at the same time by labeling with different fluorescent dyes and 
measuring intensities of each gel at a specific wavelength respectively (Unlü et 
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al., 1997). Numerous components which could be potential targets for develop-
ment of novel therapeutic agent in prostate cancer disease management were 
identified using 2D-DIGE (Wright et al., 2003; Martin et al., 2004; Rowland 
et al., 2007). One of the major technical problems associated with analysis of 
the plasma or serum proteome is the large dynamic range and complexity of 
the sample. Through the application of 2D-DIGE with chromato-focusing frac-
tionation a reduction of the complexity of the serum proteome from prostate 
cancer patients facilitated the identification of low abundance proteins (Qin et 
al., 2005).

6.1.3.3  LASER CAPTURE MICRODISSECTION (LCM)

The identification of potential biomarkers for early stage prostate cancer is chal-
lenging because of the heterogeneity of cells present in a clinical sample. Laser 
capture microdissection (LCM) was developed for rapid tissue harvesting proce-
dures and collection of enriched cell populations to reduce cellular heterogeneity 
and capture “normal” cells from malignant cells (Emmert-Buck et al., 1996). The 
prostate gland is composed of stroma, basal and luminal epithelium, with rare oc-
currences of neuroendocrine cells, macrophages and blood cells. LCM is a useful 
tool in proteomic research to enrich populations of malignant prostate epithelial 
cells from “normal” or stromal cells (Ornstein et al., 2000; Ornstein et al., 2000; 
Best and Emmert-Buck, 2001; Paweletz et al., 2001; Grubb et al., 2003). Cellular 
proteomes of “normal” and cancerous cells from clinical samples of human pros-
tate tissue prepared by LCM were separated and analyzed using 2-DE (Ahram et 
al., 2002) or Surface-Enhanced Laser Desorption/Ionization (SELDI) (Wright et 
al., 1999; Cazares et al., 2002; Wellmann et al., 2002; Zheng et al., 2003; Cheung 
et al., 2004) followed by identification of proteins using mass spectrometry. LCM 
can be very precise to provide a highly enriched cell population. However, this 
technique is expensive, labor-intensive (Fuller et al., 2003; Hunt and Finkelstein, 
2004) and presents a number of challenges due to the requirement for minimal 
fixation with no staining, and time constraints to ensure negligible degradation of 
proteins during the procedure (Hoeben et al., 2006).

6.1.3.4  MASS SPECTROMETRY TECHNOLOGY: MALDI, ESI AND 
SELDI

Mass spectrometry has become the method of choice for analysis of a wide dy-
namic range of complex protein samples. Prostate cancer research has benefited 
from this technology by the identification and analysis of various biomarkers for 
cancer detection. Two ionization techniques, MALDI (Matrix-Assisted Laser 
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Desorption/Ionization) and ESI (Electro-Spray Ionization) coupled to the mass 
spectrometer time-of flight (TOF) produced outstanding achievements in pro-
tein biochemistry (Aebersold and Mann, 2003).

SELDI-TOF mass spectrometry is commonly used to facilitate protein cap-
ture, purification and analysis with high-throughput protein profiling (Petricoin 
et al., 2002b). SELDI has the capability to identify changes in levels of pro-
teins using solid-phase protein chip-based mass spectrometry approach with the 
properties of affinity based chromatographic separation of proteins. Based on 
these features, SELDI has been used extensively in cancer research to iden-
tify candidate biomarkers. SELDI has the advantage of rapid and reproducible 
data generation with a high degree of sensitivity and access to posttranslational 
modification in a high-throughput process (Cazares et al., 2002). Typically the 
limit of detection of the ProteinChip surfaces is in the low femtomole range with 
a linear response over 2-3 orders of magnitude (Xiao et al., 2000; Diamond et 
al., 2001). The average % coefficients of variation (% CV) observed for peaks 
across the 2,500-150,000m/z range can be better than 25% and peaks in the 
10,000-15,000m/z range are on average %CV of 20% (Le et al., 2005). Several 
biomarkers for prostate cancer have been discovered using SELDI that have 
excellent sensitivity and specificity (Petricoin et al., 2002a; Qu et al., 2002; Le 
et al., 2005). Mass spectrometry through the use of SELDI offers the ability to 
identify small proteins, polypeptides, hydrophobic and low-molecular weight 
proteins that were previously difficult to detect (Rai and Chan, 2004). However, 
SELDI is not suitable for high molecular weight proteins and has low resolution 
compared to other mass spectrometry technologies.

6.1.3.5  CHROMATOGRAPHIC TECHNIQUES: MULTIDIMENSIONAL 
PROTEIN IDENTIFICATION TECHNOLOGY (MUDPIT)

The large-scale analysis of a wide dynamic range of proteins requires multiple 
separation technologies such as differential centrifugation, multiple chroma-
tography, one/two-dimensional gel electrophoresis, or capillary electrophoresis 
(Hochstrasser et al., 2002). Multidimensional Protein Identification Technology 
(MudPIT) was introduced by Yates and coworkers (Washburn et al., 2001) to 
enable the direct identification of proteins in a large scale analysis (Wolters 
et al., 2001). Proteins are digested usually with trypsin and then separated by 
charge and hydrophobicity using a strong cation exchange resin and reverse 
phase chromatography, respectively. MudPIT is quicker than 2-DE with im-
proved sensitivity, dynamic range and high-throughput analysis as well as en-
ables characterization of proteins which are difficult to identify with a gel, such 
as hydrophobic proteins, low abundance proteins, very acidic and basic pro-
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teins. We recently employed MudPIT to identify 82 peptides coimmunoprecipti-
ated with the androgen receptor from prostate cancer cell treated with androgen 
(Comuzzi and Sadar, 2006). A power of this relatively unbiased approach was 
the ability to identify interactions with different pools of the androgen receptor. 
However, compared to some other methods available MudPIT is still relatively 
low throughput, time consuming with complications in comparison of different 
samples because only one sample can be run at a time. Importantly, MudPIT 
does not provide quantitative data.

6.1.3.6  ISOTOPE-TAGGED PROTEOMICS: O18-LABELING, ICAT, 
ITRAQTM AND SILAC 

A multitude of proteomic approaches have been developed for quantitation of 
proteins with the modification of specific amino acids with isotope incorpora-
tion. The abundance of a peptide in the analyzed samples is not always reflected 
by the signal intensity of a peptide ion measured in a mass spectrometry analy-
sis. This is because ionization with ESI or MALDI is variable and sometimes 
other ions in the sample influence the measured ion intensity of a specific pep-
tide ion. Thus, incorporation of stable isotope tags in vitro or in vivo can be 
used to normalize quantitative variations among different mass spectrometry 
measurements (Yan and Chen, 2005). Although proteomics technologies that 
employ stable isotope tags followed by mass spectrometry can produce highly 
reliable data for quantification of proteins, any single method is not without 
some limitations and each of these approaches has merits and disadvantages. 
Therefore the choice of method depends on the particular biological question 
to yield meaningful data that will ultimately have to be validated by alternative 
approaches (Kolkman et al., 2005).

6.1.3.7  O18-LABELING

One approach to chemically introduce stable isotopes specific to the carboxyl 
termini of peptides is by using an enzymatic reaction. During an in gel digestion 
with trypsin, proteins from normal and disease samples can be treated exclu-
sively in heavy water (H2O

18) and normal water (H2O
16) to be incorporated into 

the C-termini of peptides. Proteins are quantified by the ratio of ion intensities 
of O16- to O18-labeled peptides measured by mass spectrometry (Mirgorodskaya 
et al., 2000; Stewart et al., 2001; Wang et al., 2001; Yao et al., 2004). A major 
drawback of this method is the complication of quantitation owing to incom-
plete incorporation of isotopic labels or possible losses. If the sample is highly 
complex, all proteins may not be completely labeled. Back exchange of O16 
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water and O18 water with the terminal isotope-labeled hydroxyl groups can oc-
cur when the two digests are mixed together. To circumvent this problem, for-
mic acid can be added if the samples are not processed quickly (Stewart et al., 
2001). This method is particularly useful in quantifying specific subsets of the 
proteome, such as protein mixtures separated by immunoprecipitation or organ-
elle fractionation procedures (Yan and Chen, 2005). To date, application of this 
method to prostate cancer has not been reported.

6.1.3.8  ISOTOPE-CODED AFFINITY TAG (ICAT)

ICAT technology involves the chemical tagging of proteins on cysteine residues 
with a “heavy” (deuterated or C13) or “light” (nondeuterated or C12) stable iso-
tope label. ICAT reagent has three components that are a thiol-specific reactive 
group that labels cysteines only, an ethylene glycol linker group that occurs in a 
“heavy” or “light” state, and a biotin tag (Gygi et al., 1999). The cysteine side 
chains of proteins are labeled in two different cell states using “heavy” ICAT 
reagent for one state and “light” ICAT reagent for the other state before combin-
ing both labeled mixtures and digesting using proteolytic enyzmes. The digested 
mixtures are run on a strepavidin column which significantly reduces sample 
complexity because only peptides containing a cysteine with the biotin tag are 
retained on the column and subsequently analyzed by nanoscale liquid chroma-
tography-tandem mass spectrometry. The result of this reduction in complexity 
is the improved detection and quantitation of low-abundant proteins. This ap-
proach has the power to analyze proteins that are acidic, basic, hydrophobic, 
membrane proteins, and high molecular weight proteins (Griffin et al., 2001). 
Unfortunately the approach detects only tractable cysteine-containing peptides 
and may miss peptides with posttranslational modifications. Strepavidin col-
umns may also introduce artifacts from nonspecific and irreversible binding 
(Moseley, 2001). However, this problem occurred with the original deuterium 
label and has been rectified in the second generation labels that use C13 and C12. 
ICAT peptides may be isobaric with untagged peptides that have eluted from the 
strepavidin column thereby leading to erroneous results. Cleavable ICAT (cIC-
AT) tag was developed with the benefits of more sensitivity and improvement 
in the quality of CID fragmentation spectra obtained from modified peptides, 
especially larger species (Yi et al., 2005). ICAT has been used to quantitatively 
identify differentially expressed proteins in prostate cancer cells (Wright et al., 
2003; Meehan and Sadar, 2004).
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6.1.3.9  ISOTOPE TAGS FOR RELATIVE AND ABSOLUTE PROTEIN 
QUANTITATION (ITRAQTM)

Recently an amine group-based isotope labeling methodology was developed 
using isobaric tags to provide relative and absolute quantitation (iTRAQTM) 
(Ross et al., 2004). Peptides are labeled on lysine residues and the N-terminus 
with a cleavable iTRAQTM reagent to produce tandem mass spectrometry sig-
nature ions with relative peaks corresponding to the proportion of the labeled 
peptides. The labeling strategy ensures that most proteins will be labeled at least 
once. The approach is similar to ICAT but has the advantage of allowing four 
different samples to be analyzed within a single mass spectrometry run to sig-
nificantly reduce costs. This is possible due to isobaric labels that enable abso-
lute and accurate quantitation from multiplex samples as well as to increase the 
probability of correct peptide identification (Yan and Chen, 2005). The isobaric 
tags contain reporter and balancer groups. The reporter group is cleaved dur-
ing collision-induced dissociation (CID) to yield quantitative data for a single 
peptide from each sample in the mass spectrometry run at a known mass. The 
balancer group is to keep each isotopic tag at the exact same mass. Protein vari-
ants (e.g., posttranslational modification) also are problematic. It is possible to 
give false attribution to down-regulation of a parent protein if the peptide has 
a posttranslational modification such that it is not isobaric. Such modifications 
may also result in the peptide being isobaric with other peptides to confound 
interpretation of the data. iTRAQTM differs from ICAT by not having a step that 
reduces complexity which may result in limitations of resolution by liquid chro-
matography and co-elution of peptides. iTRAQTM is time-consuming because 
every peptide must be subjected to tandem mass spectrometry analysis. Many 
studies have shown promising results using iTRAQTM coupled to mass spec-
trometry for proteomic analyses of breast cancer (Gagné et al., 2007), chronic 
myeloid leukemia (Griffiths et al., 2007), and lung cancer (Keshamouni et al., 
2006), but currently there are no reports for prostate cancer.

6.1.3.10  STABLE ISOTOPE LABELING BY AMINO ACIDS IN CELL 
CULTURE (SILAC)

Stable isotope labeling by amino acids in cell culture (SILAC) is the one of 
the more widely used methods for proteomics and is based on in vivo label-
ing of whole cellular proteomes for relative quantitation by mass spectrometry. 
Cells are grown in a culture medium where the natural form of an amino acid 
is replaced with a stable isotope form, such as lysine or arginine (e.g., C13 and 
N15) (Ong et al., 2002). Incorporation of the “heavy” amino acid takes place 
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through cell growth, protein synthesis and turnover with passaging of the cells. 
The isotope label is usually 100% incorporated into newly synthesized proteins 
to replace the naturally occurring amino acids after approximately 5 passages 
(Amanchy et al., 2005). The “normal” behavior of the protein and the growth 
and morphology of cells are not altered by replacement of the naturally oc-
curring amino acids with the isotope-containing amino acids (Amanchy et al., 
2005; Ong and Mann, 2007). Arginine and lysine are usually the heavy isotopes 
of choice because trypsin cleaves after these residues which allow every peptide 
ending with an arginine or lysine to be quantitated and compared to the “light 
state”. Incorporation of both arginine and lysine isotopes provides greater pro-
tein coverage which increases confidence of identification. SILAC has been 
successfully used to quantitate relative protein abundance (Everley et al., 2004), 
protein-protein interactions (Blagoev et al., 2003), and potentially phosphoryla-
tion (Ibarrola et al., 2003; Gruhler et al., 2005). This technology revealed 88 out 
of 440 proteins have significant changes of levels of expression in metastatic 
prostate cancer cells (Everley et al., 2004). SILAC is useful for quantitative 
proteomic analysis but is limited to cells that can be grown in culture and cannot 
be used for in vivo samples such as tissue or body fluids.

6.2  FUNCTIONAL PROTEOMICS STRATEGY IN PROSTATE CANCER

Proteomics technologies for protein profiling have been successful in identify-
ing potential biomarkers and cataloging proteins expressed in prostate cancer 
samples. However, the large dynamic range of levels of protein expression in 
biological systems still presents a caveat that requires more precise mass spec-
trometry-based quantitation followed by extensive validation. Functional pro-
teomics focuses on the common involvement in a cellular function performed 
by the association of proteins that act together like a molecular machine (Al-
berts, 1998). Many different functional proteomic technologies are currently 
used and being developed. For example some of these technologies are based on 
affinity purification methods and measurement of the associated protein partners 
such as chip technologies (Zhu and Snyder, 2003), various two-hybrid systems 
and computational prediction methods based on known three-dimensional (3D) 
structures and binding motifs (Marcotte et al., 1999; Aloy and Russell, 2006).

Initially prostate cancer is a hormone-responsive tumor that can be treated 
by blocking the synthesis and action of androgens. The effects of androgens are 
mediated through the androgen receptor which is ligand-activated transcription 
factor. To provide the identification of novel molecular targets of prostate cancer 
and their application into clinical practice, much research has focused on the 
complex molecular pathways involved in the pathogenesis of malignant trans-
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formation and hormonal progression of prostate cancer to the terminal androgen 
independent stage. Potential mechanisms of hormonal progression in prostate 
cancer may involve amplification of the androgen receptor gene, mutations that 
may alter the sensitivity of androgen receptor to low levels of androgen (ligand) 
or enable transactivation by related steroids, or ligand-independent activation 
of the androgen receptor (Wang and Sadar, 2006). Many of these mechanisms 
rely on the transactivation of the androgen receptor which involves co-activator 
and corepressor proteins. Failure of androgen ablation treatment may be caused 
by the alteration in the balance of the coregulatory proteins required by the 
receptor to carry out its function. Unfortunately, very little proteomics work 
has been done with the androgen receptor. Studies have demonstrated that an-
drogen receptor has three isoforms (Xia et al., 2000) and different phosphoiso-
forms (Wong et al., 2004) which may have significant functionally importance. 
There is considerable evidence supporting that some growth factors, such as 
interleukin-6, insulin like growth factor, keratinocyte growth factor, and epi-
dermal growth factor (Culig et al., 1994) as well as HER-2/neu which acti-
vates mitogen-activated protein kinase (Craft et al., 1999) can activate androgen 
receptor in the absence of ligand. The AKT signaling cascade (Vivanco and 
Sawyers, 2002; Ghosh et al., 2003) is also known to contribute tumorigenesis 
with antiapoptotic activity caused by phosphorylation and inactivation of sev-
eral pro-apoptotic proteins (Feldman and Feldman, 2001). Besides the investi-
gation of complicated signaling cascades that are correlated with cell growth, 
migration, invasion and resistance to apoptosis, it is important to know how 
multiple pathways are altered in between normal and disease groups because 
most proteins are not isolated but often involved in one or more cellular path-
ways. Thus screening of the function of proteins that includes multiple altera-
tions in protein-protein and protein-nucleic acid interactions would be of great 
advantage to identify molecular targets as well as its interacting molecules that 
may account for androgen independent prostate cancer (Soares et al., 2004). 
Functional approaches are relatively diverse. For example the most established 
yeast two-hybrid (Y2H) system (Uetz et al., 2000), affinity purification with 
epitope tagging techniques, phage display, and protein microarray (Mac Beath 
and Schreiber, 2000; Zhu et al., 2001) can offer a platform to rapidly assess 
the function of expressed proteins. We discuss here different strategies for ex-
perimental functional proteomics that have been applied to prostate cancer with 
their general advantages and disadvantages.

6.2.1  TWO-HYBRID SYSTEMS

The yeast two-hybrid (Y2H) system is one of the most broadly applied high-
throughput screening methods to yield a comprehensive map of protein-protein 
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interactions that occur in the cell (Fields and Song, 1989; Ito et al., 2001). The 
Y2H system has been used in prostate cancer to reveal interactions between 
the androgen receptor and coregulators. Examples include ARA70 (Yeh and 
Chang, 1996), ARA55 (Fujimoto et al., 1998), small nuclear RING finger pro-
tein (Moilanen et al., 1998), and JMJD1C (Wolf et al., 2007). The Y2H system 
is based upon the modular structure of transcription factors containing a DNA-
binding domain (DBD) and a transcription activation domain (TAD). The assay 
requires a given protein (“bait” protein) to be fused to the DBD of GAL4 and a 
library of unknown partners (“prey” proteins) be fused to the TAD. Interaction 
is identified when a functional transcription factor is generated (Chien et al., 
1991). Isolation of positive clones of yeast is achieved using nutritional markers 
and enzymatic reporters. The success of this system comes from its simplicity, 
low cost, and the ability to scale-up for high-throughput analyses. However, 
investigation of weak protein-protein interactions may require a strong TAD 
that can lead to increased false positives. Selection of the strain of yeast requires 
careful consideration to achieve success. Increased copies of the upstream acti-
vation sequence in the reporter are another way to increase the sensitivity of the 
assay with the downside of increasing false positives. False positives arise from 
“sticky” proteins and proteins that interact with the reporter (Stephens and Ban-
ting, 2000). Overexpression of some proteins in yeast may alter permeability 
and toxicity. There are estimates of 47-91% false-positive rates using genome-
wide screens (Mrowka et al., 2001). To reduce false positives, a third selec-
tion marker can be used or strategies that include simultaneous use of different 
reporter genes and multiple strains of yeast. “True” interactions can be isolated 
by classical transformation followed by a second screening with a yeast genetic 
mating technique (Tyagi et al., 2000). The original Y2H system is based in the 
nucleus with transcriptional activation of reporter genes. Thus this method can-
not be applied to proteins that may be localized in other intracellular compart-
ments. Some proteins may require posttranslational modifications or cleavage 
for interactions to occur that are cell-specific or may be absent in yeast (Colland 
and Daviet, 2004). A number of variations of the Y2H system have been devel-
oped including the mammalian two-hybrid system (Toby and Golemis, 2001; 
Lee and Lee, 2004).

6.2.2  PHAGE DISPLAY

Phage display screening system is a selection method which displays peptides 
or proteins of interest using recombinant DNA technology. The peptides or pro-
teins of interest are fused to a capsid or coat protein from a relevant library from 
the C-terminus of phage-coat protein on the surface of bacteriophage (Parmley 
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and Smith, 1989; Scott and Smith, 1990). Phage display has been used for high-
throughput screening of protein interactions and libraries to identify protein do-
mains, ligands for receptors and epitopes for monoclonal antibodies. Applica-
tions also include analysis of transcription factors which are not applicable to the 
Y2H system and identification of signaling molecules in the epidermal growth 
factor receptor signal transduction pathway (Zozulya et al., 1999). Specific ap-
plications in prostate cancer research include the identification of peptides that 
bind to PSA and modulate the activity of this enzyme (Wu et al., 2000). Ligands 
with applications for imaging prostate cancer have also been identified using 
phage display. The peptide FRPNRAQDYNTN has specific binding to prostate 
carcinoma cells but low binding affinity to nontumor cells showing potential as 
a diagnostic tracer for this disease (Zitzmann et al., 2005). Phage display has 
identified peptides to prostate cancer cell-specific receptors that affect attach-
ment and invasion (Romanov et al., 2001).

6.3  AFFINITY PURIFICATION WITH EPITOPE TAGGING 
TECHNIQUES: TAP, FLAG-TAG, GST-PULL DOWN

A complementary approach to the two-hybrid system to identify protein-protein 
interaction is affinity purification of tagged protein complexes in conjunction 
with tandem mass spectrometry (Dziembowski and Séraphin, 2004). Affinity 
purification with epitope tagging technique is an excellent method to purify and 
identify interactions involving a large number of protein complexes. It greatly 
reduces the time and costs of purification by selective binding to a fused affinity 
tag (Fritze and Anderson, 2000). There are many different affinity purification 
tags available (Table 6.2), but many have low affinity. Technical difficulties 
include the identification of transient protein interactions and low abundance 
proteins that are generally recovered in low yield. These affinity based purifica-
tion methods have contributed to clarify molecular mechanisms and identify 
novel interacting partners involved in prostate cancer.

6.3.1  TANDEM AFFINITY PURIFICATION (TAP)

One of the best known methods to purify protein complexes is the Tandem Af-
finity Purification (TAP) method and a detailed protocol can be found at http://
www-db.embl-heidelberg.de/. Basically the approach requires transfection of an 
expression vector for a fusion protein of the target of interest. The fusion protein 
and associated proteins are immunoprecipitated from cell lysates using an anti-
body to the tag. The immunoprecipated proteins can be resolved by SDS-PAGE 
for subsequent mass spectrometry analysis and identification. Alternatively the 
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proteins in the complex can be proteolytically cleaved and analyzed by multidi-
mensional liquid chromatography – tandem mass spectrometry or TAP-MudPIT 
(Graumann et al., 2004). TAP-technique enhances the specificity of the purifi-
cation procedure and reduces nonspecific binding as compared to other affin-
ity purification methods. However the identification of low-abundance binding 
partners requires a relatively large amount of starting sample for purification 
and with increasing purification steps comes increased cost. A transient or weak 
protein-protein interaction may be lost during the series of purification steps 
(Bauch and Superti-Furga, 2006) and low abundance proteins may not be de-
tected due to the detection limit of the mass spectrometry instruments. In addi-
tion, this approach has false positive and false negative errors (Edwards et al., 
2002; Kemmeren et al., 2002) and depends on transfection which may result in 
aberrant localization and nonphysiological levels of expression. In spite of these 
limitations, extensive efforts have achieved reliable high-throughput protein in-
teraction data from yeast (Bader and Hogue, 2002). To date, there is no study 
using the TAP-method for prostate cancer research.

6.3.2  FLAG-TAG

Sometimes single tags are used to purify protein complexes from a variety of 
sources by affinity purification because it may increase the yield of low-affinity 
binding molecules. Commonly used tags for this application are Flag-tag, Myc-
tag, LAP-tag, or HA-tag (Terpe, 2003). Flag-tag is recognized by a monoclonal 
antibody (Einhauer and Jungbauer, 2001). The Flag-tag system has a short, hy-
drophilic 8-amino-acid peptide, DYKDDDDK which binds to the antibody M1 
or M2 and M5 as additional targets with different recognition and binding char-
acteristics (Knappik and Plückthun, 1994). Flag-tag can be fused to the C- or 
N-terminus of the protein and has been used in bacteria, yeast and mammalian 
cells (Blanar and Rutter, 1992; Kunz et al., 1992; Schuster et al., 2000). The 
pitfalls of the system are poor specificity, levels of contamination, and stability 
of the monoclonal antibody during purification as compared to nickel-nitrilo-
triacetic acid (NTA). Protein interactions and molecular mechanisms including 
signaling pathways in prostate cancer have employed this system. Examples 
include the regulation of stability of the helix-loop-helix Id-1 protein by tumor 
necrosis factor-alpha through the ubiquitin/proteasome degradation pathway 
(Ling et al., 2006) and the forkhead transcription factor, FOXO1, by androgen 
through a proteolytic mechanism (Huang et al., 2004). In addition, the role of 
mitogen activated protein kinase in apoptosis of prostate cancer cells induced by 
phenethyl isothiocyanate has been reported (Xiao et al., 2005).
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6.3.2.1  GST PULL-DOWN

The glutathione S-transferase (GST) pull-down assay is an in vitro approach for 
identifying protein-protein interactions. This assay can be used for the purifica-
tion of recombinant proteins for the confirmation of suspected interactions from 
results obtained with other approaches such as the Y2H assay or for identifying 
novel interactions with a known protein. Both bait and prey may be recombinant 
fusion proteins. Alternatively the prey may be overexpressed in cells. The bait is 
expressed as a GST fusion protein usually prepared from E. coli and then immo-
bilized on a glutathione-agarose resin or column. To identify unknown interact-
ing proteins, cell extracts are run over the column that has the immobilized bait 
protein. Proteins from the extract that interact with the GST-fusion protein can 
be eluted and identified with the aid of mass spectrometry (Dziembowski et al., 
2004). Success with this assay relies on the selection and formation of the bait 
protein and if the interaction under study is stable or transient. There are several 
weaknesses of the assay that should be realized.

This approach does not consider that the proteins may not colocalize in 
the cell and never come into proximity with one another under physiological 
conditions. Mixing together high concentrations of recombinant proteins may 
yield aberrant interactions from “sticky” proteins. Generally there is a false-
positive rate of 61% and false-negative rate of 38% (Edwards et al., 2002). High 
background levels arise from nonspecific binding to the column. Elution of the 
complex from the column usually employs SDS-PAGE sample buffer which 
destroys the 3D conformation and denaturizes protein and the protein complex. 
It is important that proteins maintain a correctly folded conformation to allow 
access for interactions that represent that obtained in vivo. Conditions of the as-
say may result in loss of correct folding and lead to aberrant interactions. One 
relevant example for prostate cancer is the N-terminal domain (NTD) of the 
androgen receptor that has a high degree of intrinsic disorder with limited struc-
ture and is incorrectly folded under in vitro conditions (Reid et al., 2002). The 
GST-pulldown assay has been used to identify specific interactions between the 
androgen receptor with coregulators (Yeh et al., 1998; He et al., 2002).

6.3.2.2  FLUORESCENCE RESONANCE ENERGY TRANSFER (FRET)

Fluorescence (Förster) resonance energy transfer (FRET) is a powerful method 
to validate interactions between proteins and can be applied to high-throughput 
screening of drugs that may alter such interactions. FRET is based on the energy 
transfer from a donor to an acceptor molecule by the overlap of the emission 
spectrum with the absorption spectrum of fluorophores of the donor and accep-
tor, respectively, when they are sufficiently close together. FRET was first de-
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scribed in the late 1940s (Forster, 1948) and has provided a method to measure 
the dynamic conformational changes by inter- and/or intra-molecular interac-
tions of proteins such as transcription factors (Day, 1998). The most powerful 
feature of FRET is the ability to measure protein interactions in the living cell. 
Unfortunately there can be a relatively high background of cellular autofluores-
cence (Piehler, 2005). FRET has been used to examine the androgen receptor 
and revealed different recruitment of LXXLL and FXXLF peptides between the 
wild-type and T877A mutant androgen receptor (Ozers et al., 2007), and intra-
molecular and intermolecular amino-carboxy interactions of this transcription 
factor (Schaufele et al., 2005).

6.3.2.3  PROTEIN ARRAYS

One of the emerging proteomic strategies in prostate cancer is the protein ar-
ray. This approach has been useful to screen the expression of proteins and ex-
amine protein interactions involved in signaling pathways and other functional 
states (Liotta et al., 2003). The principle underlying the protein array is similar 
in concept to the cDNA array and involves immobilizing a variety of proteins 
onto a membrane or surface-coated glass slide. The molecules that bind to these 
proteins are detected by direct labeling or by labeled secondary antibodies. 
Antibodies to proteins can also be immobilized onto a membrane or surface-
coated glass slide and biological samples subsequently applied (Bañez et al., 
2005). This approach revealed that immunoreactivity against alpha-methylacyl-
coenzyme A racemase (AMACR) was significantly higher in sera from prostate 
cancer patients (Sreekumar et al., 2004). Protein arrays still have substantial 
limitations but great potential. High-throughput in vitro screening for discovery 
of new drug targets, protein identification, quantification and activity studies 
are all possible but limited to detection of proteins targeted by the probes and 
many different kinds of probes are required to be synthesized. Perhaps one of 
the biggest problems has been the lack of specificity of most available anti-
bodies. Cross reactivity of probes and possible loss of binding of proteins with 
posttranslational modifications also should be kept in mind. The protein array 
requires enhanced development in sample handling and detection before it will 
meet its expected potential to combine the identification of binding partners by 
screening and characterization of the mechanism of interaction.

6.3.2.4  3D STRUCTURAL APPROACHES

An important component of functional proteomics requires investigation of the 
three dimensional (3-D) structure of proteins. The 3-D structure can aid in vir-
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tual docking for drug design and screening and facilitate prediction of function 
of uncharacterized proteins. 3-D structure together with bioinformatic analyses 
can save time, labor and cost compared to traditional methods for drug discov-
ery. In prostate cancer, one validated molecular target in successful drug screen-
ing is the androgen receptor that has distinct functional domains that include the 
ligand-binding domain (LBD), a DNA-binding domain (DBD), and an NTD 
that contains one or more transcriptional activation domains. Studies providing 
valuable information for rational drug design based on the structure of androgen 
receptor LBD have been reported (Söderholm et al., 2005; Tamura et al., 2006). 
Although 3-D structural proteomics generate essential information that can be 
used to predict protein-protein interactions and drug development, these studies 
are based on the ability to crystallize the protein which may not be feasible. One 
relevant example is the NTD of the androgen receptor which has recently been 
shown to be a potential drug target for advanced prostate cancer (Quayle et al., 
2007). It is also possible that the crystal structure of a protein does not reflect its 
structure in solution.

6.3.2.5  POSTTRANSLATIONAL MODIFICATIONS –
PHOSPHORYLATION

The most remarkable advantage of proteomics is the study of posttranslational 
modifications of proteins. If we draw on the androgen receptor as an exam-
ple, it is a ligand-dependent transcription factor and regulates the expression 
genes by translocating to the nucleus and interacting with coregulators to form 
a transcriptional complex (Gelmann, 2002). Posttranslational modifications of 
the androgen receptor include phosphorylation, acetylation, and sumoylation 
(Poukka et al., 2000; Gioeli et al., 2002; Fu et al., 2004; Popov et al., 2007; 
Wu and Mo, 2007). These modifications can alter protein function, turnover, 
cellular localization, and protein-protein interactions. There are more than 170 
proteins that have been reported to interact with the androgen receptor (Heemers 
and Tindall, 2007) many of which are also posttranslationally modified to alter 
function. One example of an important protein that interacts with the androgen 
receptor is steroid receptor coactivator-1 (SRC-1) which is covalently modified 
by sumoylation, acetylation and phosphorylation (Li and Shang, 2007). Phos-
phorylation of SRC-1 facilitates its interaction with p300/CBP. This interaction 
elicits optimal activation of both ligand-dependent and ligand-independent tran-
scription of the androgen receptor (Ueda et al., 2002a). This is potentially an 
important mechanism that could be involved in advanced prostate cancer.

Functional proteomic strategies are powerful approaches to monitor global 
molecular responses to the activation of signaling pathways. A large scale pro-



Proteomics and Prostate Cancer	 163

filing of posttranslational modifications can be completed using the isotope-
tagged proteomic strategies coupled to a preenrichment step to purify the pep-
tides of interest. In the case of phosphorylated proteins or peptides they can be 
enriched by immobilized metal affinity chromatography (IMAC) or titanium 
dioxide (TiO2) column. Protein phosphorylation is very rapid and reversible that 
occurs on at least one third of all proteins in a mammalian cell (Cohen, 1999). 
Identification of different phosphoprotein isoforms and their phosphorylation 
sites provides information into signaling pathways. Phosphorylation sites on the 
androgen receptor have been demonstrated using in vitro assays (Zhou et al., 
1995) and in vivo samples (Gioeli et al., 2002). In the absence of cognate ligand, 
the androgen receptor can be activated in prostate cells by molecules which 
stimulate the protein kinase A pathway, interleukin-6 and growth factors (Culig 
et al., 1994; Nazareth and Weigel, 1996; Sadar, 1999; Sadar and Gleave, 2000; 
Ueda et al., 2002b). Studies examining changes in the phosphorylation sites of 
the androgen receptor have not been thoroughly examined in response to many 
of these signal transduction pathways. Androgen also stimulates rapid signaling 
involving kinases through nongenotropic mechanisms, but to date there are no 
reports of large scale analyses of the phosphoproteome.

6.4  CONCLUSION

A significant contribution of several proteomic approaches has been to charac-
terize the dynamic range of protein expression, localization, posttranslational 
modification, and interactions. These advances have played an important role in 
the identification of potential therapeutic targets and novel biomarkers. Recent 
improvements and advanced progress of high-throughput techniques with vari-
ous identification and separation methods have accelerated the identification of 
biomarkers and aided in functional studies in prostate cancer. Protein profiling 
has been successfully performed using gel-based systems, mass spectrometry-
based methods with chromatographic separation systems and isotope-tagged 
proteomic approaches. Profiling and comparative proteomics of prostate cancer 
samples will continue to contribute to the discovery of key proteins and path-
ways to enhance our understanding of the disease and uncover new therapeutic 
approaches.
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7.1  INTRODUCTION

RNA interference (RNAi) was first reported by Andrew Fire and Craig Mello 
in Caenorhabditis elegans (Fire et al., 1998). For this discovery, they were be-
stowed with the Nobel Prize in Physiology or Medicine for the year 2006 (Push-
paraj et al., 2008). RNAi exists in plants as a defense strategy against viruses 
or uncontrolled transposon recruitment (Bernstein et al., 2001). It was observed 
that dsRNAs can cause specific knockdown of homologous mRNAs (Ahlquist 
et al., 2002; Schiffelers et al., 2004). Later, it was experimentally documented 
that small RNAs (21- to 25-nucleotides) were indeed essential for RNAi called 
as small interfering RNAs (siRNAs) (Bernstein et al., 2001). Moreover, RNAi 
phenomenon was also recorded in flies (Kennerdell et al., 2000; Ahlquist et al., 
2002), and vertebrates (Kennerdell et al., 2000; Li et al., 2000). In this chapter, 
we discuss the RNAi phenomenon in the past, present, and future in therapeutics.

7.2  siRNA IN EXPERIMENTAL THERAPEUTICS

siRNAs can be exploited in therapeutics to specifically silence genes 
implicated in transcription and translation of proteins (Pushparaj et al., 
2008) that code for enzymes and receptors (Figure 7.1). We and others 
have extensively reviewed on RNAi and its potential applications in basic 
research and experimental therapeutics (Pushparaj et al., 2008; Manikandan 
et al., 2008; Davidson and McCray, 2011). Since siRNAs represent ideal 
molecules for therapeutic targeting of genes implicated in disease pathways, 
various Investigational New Drug (IND) submissions had been filed with the 
United States (US) Food and Drug Administration (FDA) for the approval of 
clinical trials using siRNAs (Uprichard, 2005).

FIGURE 7.1  The basis of RNAi therapeutics. Small interfering RNAs (siRNAs) that 
include small synthetic dsRNAs and short hairpin RNAs (shRNAs) can be synthesized in 
laboratory to specifically knockdown the disease-causing genes. They bind and then degrade 
the mRNA produced by the gene before the mRNA can start producing a harmful protein, 
which actually causes the illness. Conversely, microRNAs (miRNAs) are synthesized by 
inherent mechanisms to regulate various vital cellular and molecular processes, within a cell 
(Pushparaj et al., 2008; Manikandan et al., 2008).
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Recent literature reviews on RNAi therapeutics have shown that several siR-
NAs are currently tested in various phases of clinical trials for the treatment of 
cancer, ocular and retinal diseases, antiviral therapy, kidney disorders, lowering 
of LDL cholesterol, etc. (Pushparaj et al., 2008; Davidson and McCray, 2011). 
Studies have reported that siRNAs can be exploited in infection, immunity and 
inflammation, neurobiology, cancer biology, oral biology, medicine, etc. (Push-
paraj et al., 2008; Davidson and McCray, 2011).

7.2.1  CANCER

RNAi has been extensively studied in cancer biology and medicine (Kittler and 
Buchholz, 2003; Lu et al., 2003; Wall and Shi, 2003). Many apoptotic genes 
such as Bcl-2, p53 and Bcr-Abl (which expresses an oncoprotein in chronic my-
elogenous leukemia (CML) (Wilda et al., 2002), carcinogenic k-ras transcripts, 
which induces tumor in colon and pancreas (Brummelkamp et al., 2002), can 
be silenced using RNAi for cancer therapy (Cioca et al., 2003). Combinatorial 
approach using multiple siRNAs against VEGF-A, VEGFR1 and VEGFR2 has 
proven to be useful for controlling angiogenesis compared with single siRNAs 
(Kim et al., 2006). Studies have identified various siRNA targets for the fight 
against vascular diseases and tumor development (Pushparaj et al., 2008; Mani-
kandan et al., 2008; Davidson and McCray, 2011). 

7.2.2  NEUROLOGICAL DISORDERS

Experimental RNAi of neurological diseases/disorders has been recently re-
viewed (Ramachandran et al., 2014; Deng et al., 2014). Studies have clearly 
revealed that neurological disease, caused by polyglutamine toxicity, such as 
Huntington’s disease, can be effectively controlled by siRNAs (Xia et al., 2002; 
wood et al., 2003; Davidson and Paulson, 2004). RNAi targeting of β-secretase 
(BACE1) decreased β-amyloid peptides Ab140 and Ab142 secretion in vitro and 
reduced cell death. BACE1 is upregulated in Alzheimer’s disease (AD) patient’s 
brain and the knockout mice of BACE1 were found to be protected against the 
development of AD like phenotype (Kao et al., 2003). Furthermore, RNAi tar-
geting of Huntingtin genes in mice reduced the development of Huntington’s 
disease (Pushparaj et al., 2008; Yu et al., 2014).

7.2.3  DOWNSTREAM MODULATORS OF DISEASE

Studies have precisely proved, using hydrodynamic method of siRNA delivery, 
that liver is the primary organ for siRNA uptake in mice (Zhang et al., 1999; 
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Chu et al., 2005). RNAi therapeutics is exploited in fas-mediated apoptosis in 
various hepatic diseases. siRNAs directed against fas diminished the develop-
ment of fulminant hepatitis and effectively silence fas for 10 days (Song et al., 
2003). Furthermore, siRNAs targeting of caspase 8 prevents the development 
of acute liver failure (ALF) in mice (Contreras et al., 2004) and vouches for the 
importance of RNAi therapy for liver disorders in the near future (Gitlin et al., 
2002; Pushparaj et al., 2008).

7.2.4  VIRAL DISEASES

Studies have shown that siRNAs can be effectively used to target viral genes 
(McCaffrey et al., 2002; Clayton, 2004). It has been experimentally shown that 
both polio virus and human immunodeficiency virus (HIV) propagation can be 
effectively tackled by RNAi strategies and thus viral infections may be reduced 
by RNAi vectors (Jacque et al., 2002; Lee et al., 2002; Novina et al., 2002; 
Kapadia et al., 2003). RNAi of fas cell death receptor (Zender et al., 2003) 
and caspase 8 (Sen et al., 2003) that are involved in apoptotic cascades in ALF 
due to viral infections have been studied using RNAi therapeutics. Combination 
of siRNAs targeting the Severe Acute Respiratory Syndrome virus reduced the 
viral activity and thereby gives a cue for anti-SARS management and possible 
treatment in the near future (Zheng et al., 2004).

7.2.5  DOMINANT GENE DISORDERS

The familial amyotrophic lateral sclerosis (ALS) or Lou Gehrig’s disease can 
be treated using RNAi strategies in the near future. In ALS, the mutation in Cu/
Zn superoxide dismutase (encoded by SOD1) leads to the death of motor neu-
rons. RNAi silencing of SOD1 can reduce the disease progression and death in 
vivo (Raoul et al., 2005; Ralph et al., 2005). Several targeting strategies can be 
utilized, namely, direct mutation targeting (Gonzalez-Alegre et al., 2003; Miller 
et al., 2003), indirect mutation targeting (Miller et al., 2003), and targeting ab-
errant splicing isoforms (Ryther et al., 2004) to specifically silence the mutant 
SOD1 in ALS.

7.3  siRNA PRODUCTION AND PROCESSING INSIDE THE CELL

The long dsRNAs are cleaved into 21-25 bp siRNAs by an enzyme called Dicer 
(Hammond et al., 2000; Zamore et al., 2000; Hutvagner and Zamore, 2002; 
Pushparaj et al., 2008). The 21-25 bp siRNAs are unwound by helicase and 
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incorporated into a multi-subunit RNA-induced silencing complex (RISC), 
which targets complementary mRNAs for enzymatic degradation (Elbashir et 
al., 2001) and selectively inhibiting target gene expression (Figure 7.2).

FIGURE 7.2  RNAi Dogma. The dsRNA is processed into 21–25 bp small interfering RNAs 
(siRNA) by an RNaseIII-like enzyme called Dicer. The siRNAs are unwound by a helicase 
before entering into a multi-subunit RNA-induced silencing complex (RISC). The target 
mRNA complementary to the siRNA integrates into RISC and it is cleaved by an endonuclease 
present within RISC and inhibits the translation of specific mRNA transcripts. However, the 
synthetic siRNAs (21-25 bp) skip the Dicer step and are directly unwound by the helicase and 
enter into the RISC for specific degradation of mRNA transcripts. In mammalian cells, both 
microRNAs (miRNAs) and siRNAs are believed to utilize the same RISC, where they direct 
the degradation or translational silencing, depending on the complementarity of the target 
mRNAs (Pushparaj et al., 2008; Manikandan et al., 2008).

7.4  EX VIVO AND IN VIVO DELIVERY OF siRNAs

We have extensively reviewed the ex vivo and in vivo siRNA delivery strate-
gies (Pushparaj et al., 2008).  Viral vectors such as lentiviral vectors can be 
effectively used to deliver siRNAs into blood and bone marrow cells (Clayton, 
2004). However, the toxicity associated with viral vectors will be a major deter-
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rent for its use in humans (Clayton, 2004; Hannon and Rossi, 2004). The death 
of a cancer patient who got administered with adenovirus raised the concern 
about use of viral vectors in RNAi therapeutics in humans (Reid et al., 2002). 
Cationic liposomes and electroporation have been used to deliver siRNAs and 
shRNAs in vitro and in vivo (Calegari et al., 2002; Sorensen et al., 2003; Mat-
suda and Cepko, 2004). However, tissue specific delivery of siRNAs and shR-
NAs is certainly a key issue to address in RNAi therapeutics (Clayton, 2004). 
Electroporation has been used to deliver siRNAs into mice muscles and can be 
further developed to deliver siRNAs specifically into tissues and organs (Lewis 
et al., 2002; Golzio et al., 2005). siRNAs can be injected in vivo through portal 
vein with Lipiodol (pale yellow iodized poppy seed oil) (Contreras et al., 2004), 
intranasal delivery to the lungs (Zhang et al., 2004) and direct application of 
siRNAs into the rat brain (Iascson et al., 2003) had previously been found to 
cause RNAi of target genes. 

An innovative study by McCaffrey et al. (2002) has experimentally shown 
the in vivo delivery of siRNAs in mice liver, using the hydrodynamic transfec-
tion method. The majority of studies performed in mice have adopted this meth-
od of delivery of dsRNAs into various organs (McCaffrey et al., 2002; Golzio 
et al., 2005). However, this method cannot be translated for clinical applications 
of siRNAs in humans (Pushparaj et al., 2008).

7.5  EX VIVO AND IN VIVO EFFICIENCY OF siRNA

Previous studies have shown that siRNAs are more stable in vitro and in vivo 
compared to antisense oligodeoxyribonuceic acids (ODNs) (Bertrand et al., 
2002; Pushparaj et al., 2008). However, efficacy differs with various target 
genes both siRNAs and ODNs (Miyagishi et al., 2003). Since mammalian cells 
do not have a system, unlike C. elegans and plants to amplify and propagate 
RNAi, the gene knockdown efficiency of siRNAs is transient and the transfect-
ed siRNAs are effective up to 7 days and degraded (Pushparaj et al., 2008). It is 
highly reliant on the rate of cell division (Clayton, 2004). Henceforth, chemical 
modifications are introduced in siRNA molecules (Figure 7.3) to increase their 
stability and efficiency in mammalian cells (Braasch et al., 2003). It includes 
2’-O-methylation, 2’-fluoropyrimidines (Amarzguioui et al., 2003; Chiu and 
Rana, 2003; Czauderna et al., 2003), phosphorothioate modifications (replace-
ment of one of the nonbridging oxygen atoms in the phosphodiester bond by sul-
fur) (Dorsett and Tuschl, 2004). We have recently reviewed the siRNA delivery 
strategies in vitro and in vivo (Pushparaj et al., 2008).
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FIGURE 7.3  (A) siRNAs can be chemically modified such as 2’-fluoropyrimidines and 
2’-O-methylpurines, for more stability. Asymmetrical Dicer–substrate siRNAs, with two 
DNA bases (DD) in the blunt end, can also be produced to increase the efficiency. (B) Long 
hairpin RNAs (lhRNAs) generates multiple Dicer-processed siRNA species. More than one 
Pol III promoter can be used in one vector to trigger the expression of a variety of shRNAs. 
Besides, vectors with Pol II or Pol III promoters produce longer precursor RNAs, including 
miRNA mimics and polycistronic shRNA transcripts, processed by both Dicer and Drosha for 
exerting RNAi phenomenon (Kim and Rossi, 2007).

7.6  MAJOR OBSTACLES IN siRNA THERAPEUTICS

Delivery of siRNAs to specific target tissue in RNAi therapeutics is always a 
major challenge as well as an obstacle for effective clinical translation. The 
activation of interferon (IFN) response, especially when larger dsRNAs are 
expressed from viral vectors and nonspecific gene silencing are observed in in 
vivo RNAi studies (Pushparaj et al., 2008). The endogenous silencing or inhi-
bition of miRNAs by the exogenous siRNAs is another obstacle observed in 
RNAi therapeutics. However, by using either small dsRNAs as well as vector-
mediated delivery of large dsRNAs can reduce these side effects (Lieberman 
et al., 2003). The dsRNA activates type 1 IFN response and signal transducer 
and activator of transcription (STAT) mediated expression of dsRNA depen-
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dent protein kinase (PKR) that activates eukaryotic initiation factor 2 (eIF2α) 
by phosphorylation of its small subunit which in turn inhibits translation and 
induces apoptosis (Stark et al., 1998). We have previously reviewed in detail 
the major challenges of RNAi therapeutics in vitro and in vivo (Pushparaj et 
al., 2008).

7.7  siRNA IN FUTURE THERAPEUTICS

RNAi is a robust technology to specifically silence the gene expression in 
living organisms (Pushparaj et al., 2008). Since RNAi is very precise, we can 
target splice variants, foreign, or mutant genes in experimental therapeutics. 
Recent advancements in the next generation sequencing (NGS) strategies lead 
to the deduction of complete human genome will facilitate the precise design-
ing of RNAi vectors against an array of genes implicated in various disease 
pathologies. Designing RNAi libraries to target specific genes in the mam-
malian genome provides us a unique opportunity to study loss of function 
studies in vitro and in vivo. RNAi is a reversible methodology when compared 
with gene knockout and transgenic approaches. The expression of a particular 
gene can be reversed and the attenuated genetic information can be regained 
without losing background genetic and regulatory machinery. The endogenous 
gene silencing can be restored once the RNAi vector is removed or silenced. 
Consequently, the expression of a gene can be attenuated or induced at any 
given time to characterize the role of a gene or a set of genes in various dis-
ease pathologies (Zhou et al., 2002). siRNAs can be delivered into specific 
targets in vivo using protamine-antibody fusion protein linked with specific 
siRNA and has a huge potential for the development of RNAi therapeutics 
in the near future (Song et al., 2005). Enormous technological advancements 
have occurred in the design, synthesis, and purification of siRNAs over the 
last few years (Pushparaj et al., 2008). High-throughput analysis of thousands 
of gene targets using RNAi can be carried out at different levels of throughput 
with or without automation. Recently, RNAi cell microarrays are developed 
for high-throughput analysis in drug target identification and genome-wide 
RNAi screening (Wheeler et al., 2005). This method could be used for clinical 
diagnosis and the development of personalized medicine for various diseases 
in the near future (Figure 7.4).
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FIGURE 7.4  The potential applications of RNAi in clinical diagnosis and 
personalized medicine. Genome-wide RNAi screening in mammalian cells could 
be used for clinical diagnosis of various disease pathologies in the near future. The 
potential discovery of a gene or a group of genes by microarray experiments can be 
silenced by high-throughput whole genome RNAi chips for further analyses. Robust 
computational strategies coupled with high-throughput RNAi in clinics might be 
considered for designing personalized treatments for patients suffering from various 
disease pathologies.

7.8  FUTURE PERSPECTIVES

In this chapter, we have critically dissected the therapeutic potential of RNAi in 
human diseases. Importantly, RNAi has enormous commercial, economic, and 
scientific prospects in modern era. Besides, RNAi offers researchers a robust, 
less laborious, and relatively cost-effective tool for investigating biological sys-
tems by selectively blocking any gene(s) of interest both in vitro and in vivo. On 
the contrary, the study of gene function using gene knockouts, transgenic animal 
models, and AS-ODNs are costly, laborious, time-consuming and not relatively 
compatible with high-throughput gene silencing studies. The designing of siR-
NAs are quiet simple and relatively straight forward approach than other gene 
silencing molecules such as AS-ODNs. The bioactivity of siRNAs is found to be 
more than 100 folds higher than AS-ODNs and hence used in high-throughput 
drug discovery research (Pushparaj et al., 2008; Manikandan et al., 2008).

However, proper siRNA designing strategies using in silico methods, opti-
mized transfection and robust expression vectors can further aid in the develop-
ment of RNAi therapeutics in translational medicine. Nevertheless, RNAi has 
significantly augmented biomedical research in drug target discovery and func-
tional genomics. Interestingly, the recent discovery of RNA activation (RNAa) 
phenomenon by small dsRNAs (Li et al., 2006) presents us another dimension 
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to RNAi therapeutics. We have previously reviewed the RNAa phenomenon in 
biological systems (Pushparaj et al., 2008). The RNAi and RNAa represent two 
different but complementary concepts of genetic regulation (Figure 7.5) and 
hence we termed it as RNAi/RNAa as the “Yin and Yang” of RNAome (Push-
paraj et al., 2008). In conclusion, RNAi therapeutics in the past and present has 
shown tremendous potential for translating into future therapy for various hu-
man diseases.

FIGURE 7.5  RNAa/RNAi mechanism observed in cellular and molecular systems exemplifies 
the “Yin and Yang” phenomenon (adapted and modified from Pushparaj et al., 2008).
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8.1  INTRODUCTION

The hepatitis C virus is a small enveloped positive-strand RNA virus belonging 
to the genus Hepacivirus of the Flaviviridae family (Lindenbach et al., 2007). 
The HCV genome encodes a single precursor polyprotein of about 3,000 amino 
acids. This protein is cleaved co- and posttranslationally into functional struc-
tural and nonstructural proteins by host and viral proteases. The structural pro-
teins assemble into HCV particles of about 55–60 nm in diameter (Kaito et al., 
1994; Shimizu et al., 1996; Wakita et al., 2005). HCV is thought to adopt a 
classical icosahedral scaffold in which the two envelope glycoproteins E1 and 
E2 are anchored to the host cell-derived double-layer lipid envelope (Penin et 
al., 2004). E1 and E2 are type I transmembrane glycoproteins forming non-
covalent heterodimers. Underneath the envelope lies the nucleocapsid which 
is probably composed of multiple copies of the core protein in complex with 
the viral genome (Penin et al., 2004). The nonstructural proteins have various 
functions involved in viral RNA replication and proteolytic processing: the two 
viral autoproteases NS2 and the serine protease NS3; the NS4A polypeptide, 
an essential cofactor for the NS3 protease; the NS4B and NS5A proteins; and 
finally the NS5B RNA-polymerase (Barth et al., 2006; Moradpour et al., 2007). 
The nonstructural proteins coordinate viral replication by the formation of a 
membrane-bound replication complex. Apart from these, an additional protein, 
termed F (for frameshift)-protein, has been proposed which is encoded by an 
overlapping reading frame in the core protein coding sequence.

HCV is principally transmitted through blood and blood-derived products 
(Alter, 1997). It mainly targets the liver thereby inducing hepatitis that may 
progress to liver cirrhosis and ultimately lead to hepatocellular carcinoma (Alter 
et al., 1992). 50–80 %  of patients develop a chronic HCV infection and 4–20 
%  of patients with chronic hepatitis C will develop liver cirrhosis within 20 
years. In patients with liver cirrhosis the risk to develop HCC is 1–5 %  per 
year (Di Bisceglie et al., 2002; Pawlotsky, 2004). Therapeutic options are still 
limited and a protective vaccine is not available to date. The current treatment 
for chronic HCV infection is the combination of pegylated interferon and the 
oral antiviral drug ribavirin given for 24 or 48 weeks. However, this treatment 
is characterized by limited efficacy, high cost and substantial side effects (Di 
Bisceglie et al., 2002; Pawlotsky, 2004). Therefore, more effective and better 
tolerated therapeutic strategies are needed. The development of novel antiviral 
strategies depends on a detailed molecular understanding of the viral life cycle. 
However, studies of the HCV life cycle have long been hampered by the lack 
of an efficient cell culture system to generate infectious virus in vitro. Several 
model systems have thus been developed for the study of defined aspects of 
the HCV life cycle such as viral entry, replication, assembly and release (Barth 



Molecular Mechanisms of Hepatitis C Virus Entry	 191

et al., 2006). Recombinant HCV envelope glycoproteins (Pileri et al., 1998), 
HCV-like particles (HCV-LPs) (Baumert et al., 1998; Wellnitz et al., 2002; 
Barth et al., 2005) and retroviral HCV pseudotypes (HCVpp) (Bartosch et al., 
2003b; Hsu et al., 2003) have been successfully used to analyze virus binding 
and entry. Most recently, efficient in vitro model systems for the production of 
infectious recombinant virions (HCVcc) have been described (Lindenbach et 
al., 2005; Wakita et al., 2005; Zhong et al., 2005) that allow to study the com-
plete HCV life cycle. This model system also enables to determine the role of 
host cell factors in productive HCV infection. 

Attachment of the virus to the cell surface followed by viral entry is the 
first step in a cascade of interactions between the virus and the target cell that is 
required for successful infection (Marsh et al., 2006). These steps are important 
determinants of tissue tropism and pathogenesis and thus represent major targets 
for host neutralizing responses as well as antiviral therapies.

8.2  MOLECULAR MECHANISMS OF HCV BINDING AND ENTRY 
INTO TARGET CELLS

8.2.1  VIRAL DETERMINANTS OF HCV BINDING AND ENTRY: 
ENVELOPE GLYCOPROTEINS E1 AND E2

HCV envelope glycoproteins E1 and E2 are critical for host cell entry. It has 
been shown that HCVpp assembled with either E1 or E2 glycoproteins were 
significantly less infective than HCVpp containing both envelope glycoproteins 
(Bartosch et al., 2003b) and that HCVcc derived from a E1E2-deleted construct 
are not infectious (Wakita et al., 2005). In addition, they key role for envelope 
glycoprotein E2 in virus-host cell interaction was confirmed by studies dem-
onstrating that antibodies targeting both linear and conformational epitopes of 
envelope glycoprotein E2 are able to inhibit HCV-LP binding, HCVpp entry and 
HCVcc infection (Baumert et al., 1998; Wellnitz et al., 2002; Bartosch et al., 
2003b; Hsu et al., 2003; Barth et al., 2005; Lindenbach et al., 2005; Wakita et 
al., 2005; Zhong et al., 2005). The exact role of E1 still remains unknown. It has 
been suggested that E1 may directly interact with cell surface molecules and/
or contribute to proper folding and processing of E2. E1-cell surface interaction 
may contribute to viral binding and entry as antibodies targeting the N-terminal 
region of E1 have been shown to inhibit HCV-LP binding (Triyatni et al., 2002; 
Barth et al., 2005) as well as HCV infection of a B-cell-derived cell line (Keck 
et al., 2004). In addition to mediating HCV binding to target cells, recent studies 
suggest that HCV envelope proteins E1 and E2 are probably also involved in 
viral fusion (Takikawa et al., 2000; Lavillette et al., 2007).
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8.2.2  CELLULAR DETERMINANTS OF HCV BINDING AND 
ENTRY

Using the above mentioned model systems, several cell surface molecules have 
been identified interacting with HCV during viral binding and entry: CD81 
(Pileri et al., 1998), the low-density lipoprotein (LDL) receptor (Agnello et 
al., 1999), scavenger receptor class B type I (SR-BI) (Scarselli et al., 2002), 
DC-SIGN (dendritic cell-specific intercellular adhesion molecule 3 grabbing 
nonintegrin)/L-SIGN (DC-SIGNr, liver and lymph node specific) (Pohlmann 
et al., 2003; Lozach et al., 2004), highly sulfated heparan sulfate (Barth et al., 
2003) and claudin-1 (Evans et al., 2007). Experimental data using HCVpp and 
HCVcc have confirmed functional roles for heparan sulfate (Koutsoudakis et 
al., 2006b) as well as CD81 (Lindenbach et al., 2005; Wakita et al., 2005; Kout-
soudakis et al., 2006b), claudin-1 (Evans et al., 2007) and SR-BI (Bartosch et 
al., 2003c; Catanese et al., 2007; Grove et al., 2007; Kapadia et al., 2007; Zeisel 
et al., 2007b) in HCV binding and entry, respectively. 

8.3  HOST CELL FACTORS INVOLVED IN HCV BINDING AND 
ATTACHMENT

8.3.1  GLYCOSAMINOGLYCANS: HEPARAN SULFATE

Various viruses and other microorganisms may bind to eukaryotic cells by in-
teracting with linear polysaccharide chains attached to cell surface proteins or 
glycosaminoglycans (GAG). Heparan sulfate is a GAG serving as a binding 
molecule for several viruses including HCV. Heparin - a structural homolog of 
highly sulfated heparan sulfate – reduced HCV-LP binding to human hepatoma 
cells (Barth et al., 2003) and markedly inhibited serum-derived HCV or VSV/
HCV pseudotype binding to target cells (Germi et al., 2002; Basu et al., 2004). 
In addition, pretreatment of cells with heparinases reduced HCVcc infectivity 
(Koutsoudakis et al., 2006b) confirming the important role of heparan sulfate in 
HCV-host cell interaction.

8.3.2  LECTINS: DC-SIGN/L-SIGN

C-type lectins have a dual role and act both as adhesion molecules and as patho-
gen recognition receptors. The mannose binding C-type lectins DC-SIGN and 
L-SIGN mediate contact between dendritic cells, T lymphocytes and endothe-
lial cells. DC-SIGN and L-SIGN recognize carbohydrate structures on patho-
gens (Koppel et al., 2005) and have been shown to bind envelope glycoprotein 
E2 with high affinity (Gardner et al., 2003; Pohlmann et al., 2003). As neither 
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DC-SIGN nor L-SIGN are expressed in hepatocytes, these molecules are not 
directly involved in HCV infection of hepatocytes. However, these lectins are 
expressed on cells localized close to hepatocytes. DC-SIGN is expressed in 
Kupffer cells (van Kooyk et al., 2003) and L-SIGN is highly expressed in liver 
sinusoidal endothelial cells. Coculture model systems have suggested that these 
lectins may capture circulating HCV and transmit the virus to neighboring hepa-
tocytes to allow infection: L-SIGN and DC-SIGN expressed on human Radji B 
cells or HeLa cells are able to capture and transmit HCVpp to human hepatoma 
Huh7 cells (Cormier et al., 2004a; Lozach et al., 2004). This process may thus 
contribute to the pathogenesis of viral infection by facilitating viral infection of 
hepatocytes which are not in direct contact with circulating blood.

8.4  HOST CELL FACTORS INVOLVED IN HCV ENTRY

8.4.1  TETRASPANINS: CD81 AND CLAUDIN-1

Tetraspanins are composed of four transmembrane domains, short intracellular 
domains and two extracellular loops, the small extracellular loop (SEL) and 
the large extracelullar loop (LEL). These proteins are widely expressed and 
are involved in regulating numerous cellular processes (Hemler, 2005). CD81 
has first been identified as an HCV E2 binding molecule by expression cloning 
(Pileri et al., 1998). Further studies then demonstrated the important role of 
CD81 in HCV infection: anti-CD81 antibodies and soluble form of CD81 LEL 
have been shown to inhibit HCVpp and HCVcc entry into Huh-7 hepatoma cells 
and human heptocytes (Bartosch et al., 2003b; Hsu et al., 2003; Cormier et al., 
2004a; McKeating et al., 2004; Zhang et al., 2004; Lindenbach et al., 2005; 
Wakita et al., 2005; Zhong et al., 2005) and silencing of CD81 expression in 
hepatoma cells by small interfering RNAs inhibited HCVpp entry as well as 
HCVcc infectivity. Moreover, expression of CD81 in hepatoma cell lines that 
are resistant to HCVpp and HCVcc infection conferred susceptibility to HCV 
infection (Bartosch et al., 2003c; Cormier et al., 2004a; Zhang et al., 2004; 
Akazawa et al., 2007) and CD81 expression levels on hepatoma cells correlate 
with HCV infectivity (Koutsoudakis et al., 2006a; Akazawa et al., 2007). These 
results provide an explanation for HCV tissue tropism in vivo as they suggest 
that susceptibility to HCV infection may be linked to CD81 density on the cell 
surface. However, CD81 does not seem to be the determinant for the species 
specificity of HCV as CD81 from HCV refractory species are able to bind HCV 
E2 (Meola et al., 2000) and CD81 of various species may confer susceptibility 
to HCV infection (Flint et al., 2006). Most recently, expression cloning studies 
identified another member of the tetraspanin family, claudin-1 (CLDN1), as an-
other host cell factor important for HCV infection (Evans et al., 2007). CLDN1 
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is not a liver-specific molecule but is highly expressed in the liver as well as in 
other tissues (Furuse et al., 1998). HCV permissiveness correlates with CLDN1 
expression. In addition, expression of CLDN1 in nonhepatic 293T cells ren-
dered them susceptible to HCVpp entry and overexpression of this molecule 
in CD81-deficient HepG2 hepatoma cells increased their HCV permissivity 
(Evans et al., 2007). Interestingly, murine CLDN1 also supports HCVpp entry, 
demonstrating that CLDN1, as CD81, is not a determinant for species host range 
(Evans et al., 2007). Taken together, these results suggest that CLDN1 is not an 
alternative entry pathway to CD81 (Evans et al., 2007) but rather that several 
HCV coreceptors may form an HCV receptor complex. As tetraspanins are able 
to form associations with a wide variety of proteins as well as cholesterol and 
gangliosides (Hemler, 2005) it is conceivable that several receptors associate in 
discrete membrane domains to mediate HCV infection.

8.4.2  SCAVENGER RECEPTORS: SR-BI AND SR-BII

SR-BI or CLA-1 (CD36 and LIMPII Analogous-1) is a glycoprotein with a 
large extracellular loop anchored to the plasma membrane at both the N- and 
C- termini by transmembrane domains with short extensions into the cytoplasm 
(Krieger, 2001). SR-BI is a multiligand receptor able to bind native high-density 
lipoprotein (HDL) and low density lipoproteins (LDL) as well as modified li-
poproteins such as oxidized LDL (oxLDL). SR-BI is involved in bidirectional 
cholesterol transport at the cell membrane. SR-BI is not a liver specific factor 
but is highly expressed in liver and steroidogenic tissues (Krieger, 2001) as 
well as human monocyte-derived dendritic cells but not on any other peripheral 
blood mononuclear cells (Yamada et al., 2005). Class B scavenger receptors 
may serve as pattern recognition receptors for bacteria as SR-BI and its splicing 
variant SR-BII have been found to mediate binding and uptake of a broad range 
of bacteria into nonphagocytic human epithelial cells overexpressing SR-BI and 
SR-BII (Philips et al., 2005; Vishnyakova et al., 2006). SR-BI was identified as 
an HCV E2 binding molecule by cross-linking studies (Scarselli et al., 2002). 
The role of SR-BI in HCV infection of target cells was confirmed by demon-
strating that antibodies directed against cell surface expressed SR-BI inhibited 
binding of recombinant envelope glycoproteins and HCV-like particles to pri-
mary hepatocytes (Barth et al., 2005) as well as HCVpp entry (Bartosch et al., 
2003c; Lavillette et al., 2005a; Lavillette et al., 2005b). The interaction between 
SR-BI and HCV seems to be complex and may be modulated by physiological 
SR-BI ligands, such as HDL or oxLDL: HDL and oxLDL have been shown to 
enhance and inhibit HCVpp entry, respectively (Bartosch et al., 2005; Voisset et 
al., 2005; von Hahn et al., 2006), whereas both HDL and LDL inhibited HCV 
replication in human hepatocytes infected with serum-derived HCV (Molina 
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et al., 2007). Most recently, several studies demonstrated the important role of 
SR-BI in productive HCV infection using the HCVcc system: overexpression 
of SR-BI and SR-BII increased HCVcc infectivity (Grove et al., 2007) whereas 
siRNA-mediated down-regulation of SR-BI in human hepatoma cells reduced 
HCVcc infection (Zeisel et al., 2007a). Moreover, anti-SR-BI antibodies spe-
cifically inhibited HCVcc infection (Catanese et al., 2007; Zeisel al., 2007a). 
HDL is also able to modulate HCVcc infection: it has been reported that these 
lipoproteins may enhance (Dreux et al., 2006; Zeisel et al., 2007a) or inhibit 
(Catanese et al., 2007) HCVcc infection of human hepatoma cells.

8.4.3  LDL RECEPTOR

The LDL receptor (LDLR) transports cholesterol-containing lipoproteins into 
the cell by endocytosis via clathrin-coated pits. LDL and very low-density li-
poproteins (VLDL) are the major LDLR ligands. The LDLR was suggested to 
mediate HCV binding and entry as HCV is able to associate with LDL and 
VLDL in serum (Thomssen et al., 1992; Andre et al., 2002). The LDLR has 
been shown to bind and internalize virus-LDL particles (Agnello et al., 1999). 
Moreover, antibodies directed against LDLR, apoB (contained in LDL) and 
apoE (contained in VLDL) were able to inhibit HCV endocytosis (Agnello et 
al., 1999; Wunschmann et al., 2000; Germi et al., 2002; Bartosch et al., 2003b). 
A recent study suggested that LDLR plays a role in an early step of serum-
derived HCV infection of primary human hepatocytes (Molina et al., 2007). 
However, studies using the HCVpp system where HCV is not associated with 
lipoproteins suggest that LDLR does not appear to play a role for infection of 
Huh7 cells with HCVpp (Bartosch et al., 2003b). Further studies using HCVcc 
and human hepatocytes will allow gaining more insight into the role of LDLR 
in HCV infection.

8.4.4  MOLECULAR MECHANISMS OF HCV ENTRY

Recent studies using the HCVpp and HCVcc model systems investigated the 
kinetics of the early steps of interaction between HCV and target cells by de-
termining the ability of different agents interfering with heparan sulfate, CD81, 
CLDN1, SR-BI, or endosomal acidification to inhibit HCV entry when admin-
istered at different intervals during the early phase of infection. These studies 
suggest that HCV binding and entry is a complex multistep process (Figure 8.1). 
Heparin inhibited HCVcc infection only when it was present during HCVcc 
attachment to target cells, suggesting that interaction between heparan sulfate 
and HCV mainly contributes to viral attachment but not to viral entry into tar-
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get cells (Koutsoudakis et al., 2006b). In contrast, antibodies directed against 
CD81 (Cormier et al., 2004b; Koutsoudakis et al., 2006b, Evans et al., 2007) 
and SR-BI (Zeisel et al., 2007a) markedly inhibited HCVcc infection when 
added following viral binding and up to 1 h after viral attachment suggesting 
that CD81 and SR-BI function as HCV entry coreceptors after docking of the 
virus to attachment molecules. Moreover, as the entry steps mediated by these 
two receptors occur at a similar time-point (Zeisel et al., 2007a) and as blocking 
of both receptors inhibited HCVcc infection more potently than blocking each 
receptor alone (Kapadia et al., 2007; Zeisel et al., 2007a), SR-BI and CD81 
most likely act in concert to mediate HCV entry. In addition, kinetic studies 
using HCVpp entry into Flag-tagged CLDN1 overexpressing 293T cells and 
anti-Flag antibodies showed that CLDN1 acts at a postbinding step after HCV 
interaction with CD81 (Evans et al., 2007). Side-by-side studies using HCVcc 
and antibodies directed against these three cell surface molecules will allow to 
gain further insights into the kinetics of HCV entry and define the early steps of 
virus-host cell interaction.

Taken together, these data suggest that initial binding of HCV to target cells 
may be mediates by GAGs, such as heparan sulfate. The virus is then transferred 
to a first set of cell surface entry receptors, including SR-BI and CD81, and finally 
interacts with molecules involved in late steps of viral entry, such as CLDN1, be-
fore being endocytosed (Blanchard et al., 2006; Codran et al., 2006; Meertens et 
al., 2006), transported into endosomes (Meertens et al., 2006) where a pH-depen-
dent fusion process ultimately delivers HCV genome into the cytosol (Blanchard 
et al., 2006; Tscherne et al., 2006; Lavillette et al., 2007) (Figure 8.1).

FIGURE 8.1  Model of the hepatitis C virus binding and entry into the host cell. HCV 
binding and entry is a multistep process:(1) attachment of viral envelope glycoproteins 
E1 and E2 to host cell surface molecules; (2) entry into the host cell via clathrin-mediated 
endocytosis; (3) fusion between viral and endosomal membranes leads to the release of the 
viral genome into the cytoplasm (adapted from Zeisel et al., 2007a).
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8.5  CONCLUSION AND FUTURE PERSPECTIVES

Using various HCV model systems, several host cell factors involved in HCV 
binding and entry have been uncovered. To date, all HCV permissive cell lines 
that have been identified express CD81, SR-BI and CLDN1 and are of hepatic 
origin. However, various cell lines of nonhepatic origin which express all HCV 
receptor candidates are nonpermissive for HCV (Bartosch et al., 2003a; Bar-
tosch et al., 2003b; Bartosch et al., 2003c; Zhang et al., 2004). In addition, 
none of the HCV receptor candidates has a liver-specific expression profile. 
This suggests that there are most likely additional liver specific factors mediat-
ing HCV infection which are still to be discovered. Interfering with HCV entry 
holds promise for drug design and discovery as the understanding of molecu-
lar mechanisms underlying HCV interaction with the host cell is growing. The 
complexity of the virus entry process offers several new therapeutic targets.
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9.1  INTRODUCTION

Sequencing projects provide scientists with large amounts of molecular data, 
mostly in the form of nucleotide or amino acid sequences. The increasing 
availability of entire and partial genome sequences allows researchers to com-
pare sequences of specific parts of genes, complete genes, groups of genes, 
and entire genomes with regard to DNA sequence homologies and genome 
organization. These data contain information about the structure, function, bi-
ological, and biochemical properties of the molecules, and they can also help 
us to reveal mechanisms affecting the evolutionary processes acting on the 
sequences. The information stored in biological sequences can be extracted 
using various techniques, and the comparison of DNA sequences of genes and 
genomes can provide us with insights into the possible evolutionary relation-
ships of genetic information among living organisms. Phylogenetic analysis 
can reveal genetic variability both within and between species, and help us 
to assess evolutionary relationships between more distantly related species 
(Arber, 2000).

Molecular phylogenetics belongs to a steadily evolving area of analytical 
techniques with a significant use among various biological domains. It has been 
successfully applied not only in the molecular systematics, but also in com-
parative genomics (e.g., analysis of gene homology, gene family diversification 
(Spaethe and Briscoe, 2004; Remington et al., 2004; Yoo et al., 2006), predic-
tion of relationships between structure and function of proteins (Miki et al., 
2005; Theobald and Wuttke, 2005; Cai and Zhang, 2006), pathogen diversity 
mapping (Zozio et al., 2005; Kauser et al., 2005; Devi et al., 2006), epidemiol-
ogy (Klein et al., 2006; Zhang et al., 2006), biodiversity studies (Sušnik et al., 
2006; Martínez-Solano et al., 2006) and many others.

9.1.1  EVOLUTION AND VARIATION IN BIOLOGICAL 
SEQUENCES, AND MOLECULAR CLOCK

DNA sequences are complex sources of genetic variation. The majority of 
mechanisms that contribute to genetic variation can be grouped into three 
qualitatively different natural strategies (Arber, 2000). The first category is 
local changes in DNA sequences, which cause nucleotide substitutions – de-
letions and insertions of one or a few base pairs, eventually a local jumbling 
of few base pairs. The second, is rearrangements of DNA segments within 
genome, such as duplications, deletions, or transpositions of mobile genetic 
elements (DNA inversions, deletions formation, etc.). The third, is the ac-
quisition of DNA by horizontal gene transfer, which allows the recipient 
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organism to share the evolutionary inventions made by other organisms. The 
site patterns in the alignment of nucleic acid (amino acid) sequences carry 
information about the evolutionary history of the corresponding gene or spe-
cies, which can be used to construct the phylogenetic tree of speciation or 
trace the divergence of different organismal lineages (although, the history 
of the genes does not always correspond to the history of the corresponding 
species). Sequences that are identical at most positions imply that the spe-
cies are closely related, and therefore that they are closer to each other in 
the phylogenetic tree. More diverse sequences imply greater evolutionary 
distinction (Steel, 2005).

In 1965, Zuckerkandl and Pauling (1965) proposed a theory of a molecu-
lar clock, which assumes an approximately constant rate of molecular evo-
lution over time for all proteins in all lineages. They observed that the rate 
of evolution for proteins (e.g., hemoglobin) were relatively constant among 
different mammalian species. The molecular clock hypothesis had large im-
pact on the field of molecular biology. First, if proteins evolved at constant 
rate, they could be used to reconstruct phylogenetic relationships among dif-
ferent organisms and to estimate dates of their divergence and specification. 
The surprising observation of rate constancy was explained by the effective 
neutrality of most changes to genes (Kimura, 1983). The neutral theory pro-
posed that changes in the amino acid sequence have little influence on the 
fitness of an organism, and so the rates of change are not affected by natural 
selection. Thus, the rate of molecular evolution should equate to the neutral 
mutation rate, independent of factors such as environmental changes and 
population sizes. In the last two decades, DNA sequences have become more 
available and have revealed that the molecular clock does not hold for most 
genes or species groups, except when sequences are from closely related 
species (Yang, 2002). This opened up a question about the dating of diver-
gence time, which is the most common use of the clock. The dates computed 
using molecular sequences were in controversy with the fossil records. A 
part of the discrepancy probably arises from the incompleteness of fossil 
data, and another part seems to arise from inaccuracies in molecular date 
estimation, which is very sensitive to violation of the molecular clock. From 
a mathematical point of view, the molecular clock is considered to be a sto-
chastic process. Molecular changes accumulate randomly according to the 
Poisson distribution, so that random fluctuations are expected, although the 
underlying rate is constant over time. Further, different genes or proteins (or 
even different regions of the same gene) may have very different evolution-
ary rates—their clocks tick at different rates. Under the theory of neutrality, 
this can be explained by the fact that different genes are under different 
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selective constraints. The number of neutral mutations will be fewer among 
genes with very strong selective constraints, and so these genes will evolve 
at lower evolutionary rates. The last assumption that holds for molecular 
clock, is that it is not expected to be universal; instead it should only be 
applied to a group of species (e.g., clock holds for a particular gene within 
mammals) (Yang, 2002).

9.1.2  DATA FOR MOLECULAR PHYLOGENETICS

Molecular phylogenetics uses features either in the form of biomolecular se-
quences or various genome-level data (Boore, 2006). Different sources of data 
each have their strengths and weaknesses that may vary according to the studied 
taxa or according to the questions one might wish to investigate. To reconstruct 
phylogenetic relationships and to estimate the divergence times among taxa ac-
cording to sequence data, both DNA and amino acid sequences are used. Usu-
ally, DNA sequences are used to infer relatively recent events, whereas amino 
acid sequences, because they are more conserved, are then used for more an-
cient events since DNA sequences are usually too divergent to make accurate 
estimates, (Hedges, 2002). Molecular phylogenetics based on genome-level 
characters utilizes features such as gene-order data, position of mobile genetic 
elements, genome rearrangements, structural data of protein subunits, and sec-
ondary structure of rRNAs and tRNAs. These kinds of data have the potential to 
resolve many fundamental, controversial relationships for which no other data 
are useful (Boore, 2006).

Methods used in phylogenetic reconstruction require an input in the form of 
a set of characters (i.e., the character matrix) (Figure 9.1A), or in the form of a 
distance matrix (Figure 9.1B). Sequence characters are obtained from aligned 
DNA or protein sequences where each column in the alignment represents a 
character. Thus, characters obtained from the sequence data have either four 
states (nucleotide sequences) or twenty-one states (amino-acid sequences) (Len-
zini and Marianelli, 1997). For the methods based on distance matrix data, the 
input is represented by a symmetric matrix Mnxn indicating distances between 
pairs of organisms, with entry Mij representing the distance between organism i 
and organism j. Distance matrix M is computed usually by transforming the data 
in the character form into distance values.



FIGURE 9.1  (A) Distance matrix represents distances between i-th and j-th species. The 
matrix is symmetric and lower triangular (i.e., the elements above the main diagonal are the 
same as elements below the main diagonal and thus are usually not displayed). The values on 
the main diagonal are equal to zero (the distance of the species from itself is zero) and thus 
are usually not displayed. (B) Alignment of DNA sequences represents a character matrix of 
the size m x n. Each column (i.e., each site in the alignment) corresponds to one character.

9.2  EVOLUTIONARY MODELS FACILITATE ESTIMATION OF 
EVOLUTIONARY CHANGE

Mathematical models have been accommodated in various biological areas (e.g., 
ecology, population genetics, physiology) to estimate behavior of the biological 
processes. Some processes are very simple and thus require simple mathemati-
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cal expressions; others are complex and require complex models. A model in-
corporates parameters, representing factors taking part in an underlying process, 
and mathematical expressions that put the parameters into mutual relationships 
to describe and formalize the mechanism.

In molecular phylogenetics, evolutionary models play a key role. Models 
actually describe, how individual nucleotides (amino acids) evolve and can be 
used to estimate the amount and character of evolutionary change at a given nu-
cleotide site through time. If we assume that the modeled process has generated 
the analyzed data, we are not only able to reconstruct evolutionary relationships 
between the sequences, but we are also able to resolve properties of an underly-
ing evolutionary mechanism and to test various evolutionary hypotheses.

Although, there exist a variety of methods for inferring evolutionary rela-
tionships, none of them is assumption-free. The assumptions are either implicit 
(e.g., the evolution of lineages is tree-like; mutations are independent and iden-
tically distributed – i.i.d. assumption; mutations can revert to a previous state – 
reversibility; the evolution is parsimonious, etc.) (Kelchner and Thomas, 2006), 
or the assumptions are mathematically explicit – they are formulated as “param-
eters of the model”. Since the numerical values of the parameters are usually not 
known a priori, they need to be estimated from the model. Examples of such pa-
rameters are the lengths of branches in a tree, the frequency of each base (amino 
acid) in the sequence (averaged over all sequence sites and over the tree), the 
rate of substitution of each nucleotide (i.e., relative tendencies of bases to be 
substituted for one another), or parameters estimating heterogeneity of substitu-
tion rates (i.e., among-site-variation), etc. Each estimable parameter represents 
a specific feature of sequence evolution and has a logical biological foundation 
for its use. Evolutionary models combine implicit assumptions with explicit pa-
rameters; although usually in context of phylogeny estimation, it is the explicit 
parametrical component that is referred to as the “model”. Most of the methods 
for reconstructing phylogenetic relationships (e.g., the distance-based methods, 
maximum-likelihood, Bayesian inference methods) require explicit evolution-
ary models that, when applied to nucleotide or amino-acid sequence data facili-
tate the estimation of the parameters of the corresponding evolutionary process, 
as well as the reconstruction of evolutionary relationships.

9.2.1  SURVEY OF COMMONLY USED MODELS IN 
MOLECULAR PHYLOGENETICS

Since nucleotide substitutions are the primary unit of sequence differences, 
the basic class of models are so called substitution models. The majority of 
the substitution models used in phylogenetic estimation are based on the first 



order Markov stochastic process (Lió and Goldman, 1998). These models 
assume that the mechanism of evolution is a stochastic (random) Markov 
process that acts either on four states (changes between nucleotides A, T, C, 
G) (Figure 9.2) or 20 states (changes in amino acids). Markov processes have 
several important properties: (1) a lack of memory - substitution events are 
not influenced by the previous substitution at the same site, (2) homogeneity 
– the pattern of substitution remains the same among all lineages, in 
different parts of the tree, (3) stationarity – the nucleotide frequences have 
remained more or less the same during the evolution, (4) the assumption 
of independent and identical distribution of characters along the sequence 
(i.i.d.) - each nucleotide changes irrespectively and independently to other 
nucleotides in the sequence. Another assumption often used to simplify 
numerical calculations is reversibility - mutations can revert to a previous 
state.

FIGURE 9.2  Markov process in nucleotide sequences causes changes at its four states 
(individual nucleotides A, T, G, C). rij represents the rate of substitution from nucleotide i to 
nucleotide j.

Consider a stochastic model of DNA or amino-acid sequence evolution. We 
assume an independence of evolution at different sequence sites, which allows 
us to work with probabilities Pij(t) that the base i will have changed to base j af-
ter a time t (i and j take the values 1, …, 4 to represent the nucleotides A,T, C, G 
for DNA sequences and 1, …, 20 for amino acid sequences) (Liò and Goldman, 
1998). In this model, a matrix of instantaneous substitution rates Q = {qij} is 
given, where each element qij represents the rate of substitution from nucleotide 
i to nucleotide j. Time (or distance or branch length) is then measured by the ex-
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pected number of nucleotide substitutions per site. Given the rate matrix Q, the 
matrix of transition probabilities over time t can be calculated as P(t) = {pij(t)} = 
eQt, where pij(t) is the probability that nucleotide i changes into nucleotide j after 
time t (Liò and Goldman, 1998). A standard numerical algorithm can be used to 
calculate the eigenvalues and eigenvectors of Q to calculate P(t) (Yang, 1994a).

The most commonly used substitution models in molecular phylogenetics 
belong to the class of General Time Reversible models (GTR) (time 
reversibility means, that the substitution from a base i to j is treated equally 
as substitution from j to i). Examples of important parameters used to 
distinguish among various models are base frequencies, the frequency of 
transitions versus transversions, or the rate of evolution. The simplest, the 
Jukes and Cantor model (JC) (Jukes and Cantor, 1969) assumes equal base 
frequencies and no difference between transitions and transversions. The 
HKY model (Hasegawa et al., 1985) considers that the four nucleotides occur 
at different frequencies and distinguishes between transition and transversion 
frequencies. Other commonly used models belonging to the GTR class are 
the Kimura (K80) model (Kimura, 1980) known as the K2P model or the 
Felsenstein model (F81) (Felsenstein, 1981b) (Figure 9.3 displays matrices 
of instantaneous substitution rates Q for the simplest models).

FIGURE 9.3  Matrices of instantaneous substitution rates for the simplest substitution 
models: the JC model with parameter α representing equal rates of evolution for each 
nucleotide. The K2P model distinguishes between the rate of transitions per site (α) and 
transversions (β). The F81 model takes into account different frequencies of individual bases, 
adding 3 free parameters πi to JC model, i = A, T, C, G. The HKY model implements different 
transition/transversion rates into the F81 model.



The previously described models assume that the columns of characters in 
the sequence alignment are independent and identically distributed, which is 
very often not appropriate. It is known that these assumptions are often violated 
and that the number of substitutions at a site is strongly dependent on its posi-
tion along the DNA sequence (Li and Graur, 1991). One obvious reason for this 
is that there are different functional constraints on each site. There exist several 
different approaches to account for the site-dependent variation in the number of 
substitutions; both discrete and continuous models have been created to describe 
this variation. Discrete models usually assume two or more rate classes. In the 
discrete Hidden Markov model (Felsenstein and Churchil, 1996), the rates of 
evolution at different sites are assumed to be drawn from a finite set of possible 
rates. This method allows for substitution rates to differ between sites in the mo-
lecular sequence and for correlations to exist between the rates of neighboring 
sites. Gamma-distributed rate models (Uzzel and Corbin, 1971; Wakeley, 1994; 
Yang, 1994a), which are suitable for analysis of observed patterns of rate varia-
tion in coding regions of both nuclear DNA and mtDNA (Yang, 1994a) are also 
very popular. Further, “covarion models” are used to deal with sites that vary 
together (Fitch and Markowitz, 1970; Lockhart et al., 1996; Tuffley and Steel, 
1998). The idea behind this approach is that at any given time some sites are 
invariable owing to functional or structural constraints. However, as mutations 
are fixed elsewhere in the sequence, these constraints may change, and sites that 
were previously invariable may become variable and vice versa. There have 
been also developed specific models useful for ribosomal RNA analysis (Tillier 
and Collins, 1995; Smith et al., 2004) in which loop regions are treated differ-
ently than stem regions (the stem regions are treated as hydrogen-bonded pairs).

The computation of evolutionary distances from amino acid sequences is 
similar to the computation of distances from nucleic acid sequences, and various 
models accounting for amino acid substitutions have been proposed (e.g., Pois-
son correction model (Zuckerkandl and Pauling, 1965; Dickerson, 1971); codon 
mutation model (Goldman and Yang, 1994; Yang and Nielsen, 2000); model 
of protein evolution (Dayhoff, 1972; Dayhoff et al., 1978) and many others). 
Once a model is specified with its parameters and the data have been collected, 
it is necessary to evaluate the goodness-of-fit of the model, that is, how well the 
model fits the observed pattern of data.

9.2.2  MODEL SELECTION AND EVALUATION

A basic dilemma when starting with phylogenetic analyses is to decide which 
evolutionary model to choose—how complex the model should be for a given 
problem. A model with too few parameters may be too unrealistic given certain 
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data and thus can give improper results. Nevertheless, increasing the number of 
parameters of the model to improve its fit to this data does not necessarily im-
prove the phylogeny estimation. The reason is that parameter-rich models must 
estimate more parameters from the same amount of data. The more parameters 
that must be estimated from the finite dataset, the higher is the variance associ-
ated with each parameter, and the lower the precision of parameter estimates 
can be (Kelchner and Thomas, 2006). This situation is called “overfitting” of 
the data by the model.

The advantage of using models with explicit assumptions about the substitu-
tion process is that it enables us to compare alternative models of evolution in a 
statistical context. Choosing an appropriate substitution model is a crucial step. 
The importance of model-fit depends on the phylogenetic technique used and 
also on questions to be investigated (Kelchner and Thomas, 2006) (Figure 9.4). 
For example, estimating only tree topology (which is also one of the parameters) 
is relatively robust to the violation of model assumptions. In contrast, estimating 
parameters such as substitution rates, branch lengths, genetic distance (Yang, 
1994b; Buckley et al., 2001) or estimating the support of the tree topology using 
bootstrap techniques (Felsenstein, 1985; Bos and Posada, 2005) can be more 
drastically affected by the violation of model assumptions. The outcome of one 
model compared to another often differs such that the choice of the model can 
often be more important than the method of phylogenetic reconstruction (Bos 
and Posada, 2005).

FIGURE 9.4  Importance of goodness of fit of the model (according to Kelchner and 
Thomas, 2006).

Goodness-of-fit of the model to the data is assessed by finding parameter 
values of a model that best fit the data. This procedure is called parameter esti-
mation. The commonly used methods for parameter estimation and model eval-
uation are based on statistical approaches. We distinguish between two classes 
of statistical testing of substitution models (Posada and Crandall, 2001).



The first category of tests is designed to compare two (or more) different 
models. We can consider them using two different statistical approaches: the 
likelihood framework or the Bayesian framework. Under each of these methods, 
the model is first chosen based on an initial fixed-tree topology that is computed 
using a fast, approximate tree-building approach (e.g., neighbor-joining or par-
simony (Huelsenbeck and Crandall, 1997; Frati et al., 1997). Then, the search 
over the tree space is performed using the chosen model to find the best estimate 
of the tree (branch lengths and topology) and the best estimate for model param-
eters (Abdo et al., 2005). In a likelihood framework, the fit of the model to the 
data is measured by using the likelihood function (Edwards, 1972; Felsenstein, 
1981a). The likelihood function is proportional to the probability of observing 
data (D) given the model (M), P(D|M). Parameter values are sought that maxi-
mize the likelihood function and thus make the data most probable. The most 
popular tests in this framework are various versions of likelihood ratio tests 
(LRTs) (Felsenstein, 1988; Yang et al., 1994; Frati et al., 1997; Huelsenbeck and 
Crandall, 1997), where the test statistics of LRT is following:

	 δ = 2 (lnL1–lnL0)

where lnL1 (resp. lnL0) is the maximized log-likelihood score of the more com-
plex (resp. more simple) model. In LRTs, given one dataset, the maximized log-
likelihood estimates of two nested models are compared (the alternative model 
l1 (i.e., the more complex model) is compared to the null model l0 (i.e., the 
simpler model)). In this case, δ usually follows asymptotically χ2 distribution 
under the null hypothesis with n degrees of freedom, where n is the difference 
in the number of free parameters between the null and alternative model. The 
p-value is then used to determine the significance. The models are nested in the 
case, when they are all special cases of the most general model in the candidate 
class (e.g., models belonging to the class of General Time Reversible models). 
For example, it is not possible to compare any of GTR models with covarion 
models.

Akaike information criterion (AIC) (Akaike, 1974) also uses the likelihood 
function to provide a measure of fit between the model and the data. In addition, 
AIC includes a penalty for overparametrization (i.e., it penalizes models with 
too many parameters). The AIC for a particular model i is calculated as follows:

	 AICi = -2 lnLi + 2ki,

where lnLi is the maximum log-likelihood of the of the data under i-th model 
and ki is the number of parameters in model i. An advantage of AIC is that the 
AIC value is computed for an individual model, and thus AIC values can be 
used to compare nonnested models. The model with the lowest AIC value is the 
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one that is preferred. AIC can be modified to enable correction for small sample 
size (small is defined as n/ki ≤ 40; where n indicates number of sequence sites 
(Sullivan and Joyce, 2005).

In a Bayesian framework, testing using Bayes factors (Kass and Raftery, 
1995) and Bayesian information criterion (BIC) (Schwarz, 1974) is commonly 
used. Bayes factors (BF) quantify the relative support of two competing models 
given the observed data. BF is the Bayesian analog of the LRT that can be ap-
plied to nested, as well as to nonnested models. In BF, model likelihoods P(D|M) 
are calculated by integrating (not maximizing as in maximum-likelihood frame-
work) over all possible parameter values (Posada and Buckley, 2004). BFs com-
pare the support provided by the data for two competing models i and j:

	 Bij = )|(
)|(

j

i

MDP
MDP

,

Evidence for Mi is considered very strong if Bij >150; Bij <1 supports Mj over 
Mi (Raftery, 1996). Bayesian information criterion provides and approximation 
to the natural logarithm of the Bayes factor, especially when the sample size is 
large and competing models are nested (Kass and Wasserman, 1994). The BIC 
is suitable to test nested and nonnested models. BIC for a particular model i is 
calculated as follows:

	 BICi = -2lnLi + kilnn;

where lnLi is the maximum log-likelihood of the data under i-th model, ki is the 
number of free parameters in model i, and n is the sample size (i.e., the sequence 
length). The smaller the BIC, the better the model fits to the data. Although, 
BIC is similar to AIC, it differs in penalizing sample size as well as the number 
of estimable parameters (Kelchner and Thomas, 2006). BIC is more likely to 
select less complex models than the models selected by Bayes factors (Posada 
and Buckley, 2004).

A relatively new approach is model testing using decision theory (Minin 
et al., 2003). This approach focuses on phylogenetic performance, the ability 
of the model to estimate branch lengths that determine its quality, and not the 
overall fit of the model to the data.

The second way to assess models is to test the overall adequacy of a par-
ticular model. Parametric bootstrapping using Monte Carlo simulation (Gold-
man, 1993; Whelan et al., 2001) is often used to generate the null distribution 
for the δ statistics from LRT (in cases when χ2 distribution cannot be used). In 
this procedure, the null distribution of test statistic is calculated by simulating 
many datasets. The maximum-likelihood values of the model parameters for the 
simulations are estimated from the original data under the assumption that null 



hypothesis are correct. For each simulated dataset, the likelihood ratio is calcu-
lated by maximizing the likelihood under the null and alternative hypotheses. 
The proportion of replicates in which the likelihood ratio calculated using the 
original data is exceeded by the ratio calculated using the simulated data repre-
sents the significance level of the test.

9.3  MOLECULAR PHYLOGENETICS

All living organisms are related by the common ancestry creating a “tree of 
life”. Evolutionary biologists have put enormous effort into resolving the pat-
tern of relationships in the tree of life. Phylogenies, the evolutionary histories of 
groups of organisms, are one of the most widely used tools throughout the life 
sciences. They are also used as objects of research in systematics, evolutionary 
biology, epidemiology, etc. The evolutionary process not only determines rela-
tionships among species, but also allows prediction of structural, physiological, 
and biochemical properties (Chambers et al., 2000) and thus many biological 
processes can be effectively modeled and summarized in this fashion. Most of 
the methods used in phylogenetic inference construct phylogenetic trees.

The reconstruction of evolutionary relationships in molecular phylogenetics 
is a hierarchical process (Steel, 2005) (Figure 9.5). First, analyzed sequences 
are aligned to determine site-by-site homologies and to detect DNA or amino 
acid differences. Correct alignment of the sequences is a critical component of 
phylogenetic analysis, but can be difficult when (1) there are a large number of 
sequences to compare, (2) the sequences are too long, or (3) the sequences have 
are too divergent. Second, a mathematical model describing the evolution of 
the sequences is established. The model can be built empirically, using proper-
ties calculated through comparisons of observed sequences, or parametrically, 
using chemical or biological properties of DNA and amino acids. Evolutionary 
models enable the estimation of the evolutionary distance between two homolo-
gous sequences. Evolutionary distance is measured by the expected number of 
nucleotide substitutions per site that have occurred in the evolutionary pathway 
between two compared sequences and their most recent common ancestor (i.e., 
evolutionary distance = evolutionary rate x evolutionary time (Pybus, 2006)). 
Distances may be represented as branch lengths in a phylogenetic tree stretch-
ing from the extant sequences at the tips of the tree to the hypothetical ancestral 
sequences, which are generally not known, at the internal nodes.
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FIGURE 9.5  A basic hierarchy of phylogenetic reconstruction.

Third, a suitable statistical method is applied to find the tree topology and 
branch lengths that best describe the phylogenetic relationships of the sequenc-
es. The last step consists of the evaluation of the accuracy of the tree and the 
interpretation of the results.

9.3.1  PHYLOGENIES AND PHYLOGENETIC TREES

Phylogenetic relationships resemble the structure of a tree which is an acyclic 
connected graph used to model the actual evolutionary history of a group of se-
quences or organisms. A phylogenetic tree (phylogeny) (Figure 9.6A) represents 
the actual pattern of historical relationships that we try to estimate: it is a model 
of the evolution of a set of taxa (species, genes, strains). The extant taxa being 
compared are placed on the terminal nodes (leaves or tips) of the tree (i.e., leaf-
labeled tree). These taxa are often called Operation Taxonomic Units (OTUs). 
Internal nodes of the tree correspond to the speciation events from the most 
recent common ancestor, and they represent the hypothetical ancestor of the pair 
of taxa connected by this node. Phylogenetic trees are usually bifurcating (i.e., 
the nodes are of the degree two). This means that at the time of speciation or 
gene duplication the sequence splits into two descendant sequences. However, 
sometimes multifurcating tree with nodes of the degree more than two may 



appear, for example when interior branches show no nucleotide substitution, 
and thus the evolutionary distance represented by the length of the branches is 
equal to zero (Nei and Kumar, 2000). Nodes are joined by branches (edges). The 
branch length often represents the amount of evolution that took place between 
two nodes in the tree, which is usually calculated by comparing the differences 
between sequences, or elapsed evolutionary time, which is measured in years. 
Evolutionary trees in which branches are denoted by the length values are often 
called weighted trees. According to the meaning of the branch lengths, it is pos-
sible to distinguish between various kinds of phylogenetic trees (Figure 9.6).

FIGURE 9.6  The types of phylogenetic trees regarding the meaning of the branch lengths.

Further, the trees can be either rooted (Figure 9.7B) or unrooted (Figure  
9.7C) with a specific topology representing the branching pattern of a tree (Page 
and Holmes, 1998). A rooted phylogenetic tree is a directed tree with a unique 
node (i.e., the root) representing the most recent common ancestor from which 
all the sequences at the tips of the tree descended. Hence, placing the root on 
the tree enables us to estimate the direction of the evolutionary process that 
corresponds to the evolutionary time. This means that given a pair of nodes con-
nected by a branch, the node closer to the root is an ascendant of the node further 
away from the root. For example, trees constructed using the molecular clock 
assumption are always rooted. An unrooted tree lacks this directionality; it only 
displays the relationships between the taxa. Furthermore, an unrooted tree does 
not provide any information about whether neighboring taxa are really close 
relatives. There are several options for how to place a root on a tree (Swofford 
and Begle, 1993). For example, by enforcing molecular clock, midpoint root-
ing, in which the root of an unrooted tree is placed at the midpoint of the longest 
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distance between two taxa in a tree) (Farris, 1972), Lundberg rooting in which 
the root is placed at the point where the outgroup/hypothetical ancestor would 
attach most parsimoniously, or rooting the tree using an outgroup, a taxon, that 
is clearly less related to the rest of the group than are any two members in the 
group to each other to root the tree. The outgroup chooses the root so that the 
ingroup, the group of taxa for which we want to construct phylogenetic relation-
ships, is monophyletic (the group is monophyletic, if it consists of an inferred 
common ancestor and all its descendants). However, several problems arise with 
outgroup rooting, for example, in choosing how divergent the outgroup should 
be, or whether to use one or more outgroups (Felsenstein, 2004).

FIGURE 9.7  (A) Description of individual parts of a phylogenetic tree. (B) A rooted tree 
(rooting enforced by molecular clock) (i.e., an equal amount of character change is observable 
from the root to the tips of the tree), (C) an unrooted tree.

9.3.2  TREE-BUILDING METHODS IN MOLECULAR 
PHYLOGENETICS

The choice of an appropriate tree-building method is one of the most complex 
issues during the process of phylogenetic construction. A useful way of how to 
classify these methods is according to (1) how the methods handle the data, and 
(2) what approach is taken to construct the optimal phylogenetic tree (Page and 
Holmes, 1998).

The first group of method-classification may be separated by distance-based 
methods and character-based methods. Distance-based methods compute pair-
wise distances according to some measure typically by transforming the se-
quence data to distance values; then, the actual data in the form of sequence 
alignment (character matrix) are neglected and the fixed distances are used in 
the construction of the tree. Trees derived using character-based methods are 



optimized according to the distribution of actual data patterns in relation to a 
specified character in the character matrix.

The second classification scheme distinguishes methods according to how 
they build a tree. Clustering methods produce a tree by following series of 
steps (i.e., clustering algorithm). These methods are computationally very fast, 
but often produce only a single tree and thus do not enable the comparison of 
competing tree topologies. Criterion-based methods use an optimality criterion 
(e.g., the least number of changes in the tree) for comparing alternative trees to 
one another and deciding which one fits better. Criteria-based methods decide 
among each possible tree by assigning a score to each one. It is thus possible to 
rank resulting phylogenies in order of preference. This conveys to the user an 
immediate knowledge about the strength of support for that tree.

9.3.2.1  COMPARISON CRITERIA FOR TREE-BUILDING METHODS

Given the range of tree-building methods available, it is important to be able 
to decide which ones are better than others. Steel and Penny (2000) treat the 
method of inferring evolutionary trees as being composed of three largely inde-
pendent parts: (1) the choice of optimality criterion, (2) the search strategy over 
the space of trees, and 3) assumptions about the model of evolution. Penny et al. 
(1992) identified five properties that a tree-building method should have:

The efficiency (also called power) of a method is a measure of how close 
the parameter estimates are to the true value as the amount of the data increas-
es (i.e., the variance of the estimate is small). Efficiency may be measured in 
terms of the number of characters required to find the correct solution at a given 
sample size (the number of nucleotides needed to find the correct tree with a 
probability of >0.99 ranges from about 200 to more than 109, depending on the 
method used (Hillis, 1995)). The consistency of the phylogenetic method given 
evolutionary model refers to, whether the method will converge on the true tree 
with the addition of more and more data in the dataset. However, a more practical 
question is how the method will perform given limited data under more realistic 
conditions (Hillis et al., 1994). The robustness (support) is the sensitivity of 
a method to violation of its underlying parameters or to perturbation in the 
data. These three criteria are the most relevant when assessing accuracy of the 
tree-building method. Further important criteria are computational speed, and 
discriminating ability (falsifiability) of the method, whether the data are able, in 
principle, to reject the model.

The performance of phylogenetic methods can be tested using either known 
phylogenies (Hillis et al., 1992) or by computer simulations. The availability of 
known phylogenies provides the most compelling evidence of whether the used 
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method is successful, though the knowledge of the actual evolutionary relation-
ships of organisms or sequences is rather rare. An alternative way to test phyloge-
netic methods is by computer simulation. In this case, computer programs, sup-
plied with a tree topology and evolutionary model, simulate sequences according 
to this information. Tree-building methods then use the simulated data, and their 
performance is assessed according to their ability to recover the original tree to-
pology. Simulation is a good tool for comparing alternative methods because the 
model for generating the data is known and the differences in performance can 
thus be readily interpreted (Hillis, 1995). It is worth noting that each method has 
its limitations: the ideal method that satisfies all criteria is not likely to exist, and 
the performance of the methods is still a challenge in the field of phylogenetics.

9.3.2.2  DISTANCE BASED METHODS

Distance methods require knowledge of evolutionary distance (i.e., the num-
ber of changes that have occurred along the branches between two sequences) 
between all pairs of taxa (usually in the form of a matrix) as an input. These 
methods are based on the assumption that evolutionary distances between taxa 
represent their evolutionary relationships. The distance (branch length) di can 
be considered as a function of evolutionary time ti elapsed along the branch i 
with a rate of nucleotide substitution ri, such that di = rit. The value of rit repre-
sents the expected number of changes along the branch, including those changes 
that are visible as well as those that are unobservable to us (multiple changes). 
The phylogenetic tree is then constructed according to the relationship between 
the distance values, and the original data is no longer used. It is also worth not-
ing that distances are entities that must satisfy certain mathematical and statisti-
cal requirements (Page and Holmes, 1998). In general, distance methods can be 
distinguished according to (1) whether they seek a tree that best accounts for the 
observed distances, or (2) whether they seek the tree with the minimum sum of 
branch lengths (Felsenstein, 2004).

The least-squares methods (Cavalli-Sforza and Edwards, 1967; Fitch and 
Margoliash, 1967) minimize the discrepancy between observed and expected 
distances using the least-squares criterion. The minimum evolution method 
(Rzhetsky and Nei, 1992) uses two criteria at once: the branch lengths are de-
termined using the least-squares criterion, and the tree topology is determined 
using the minimum evolution criterion (i.e., the total branch length of the tree 
should be minimal). These methods search for a tree with the best value accord-
ing to the criterion on which they are based.

Another group of distance methods is based on a clustering procedure. It is 
a basic technique that constructs a tree by successively deciding which pair of 
terminal nodes should be neighbors, and so reducing the size of the input at each 



step when the nearest neighbors are clustered together and a new node is cre-
ated. The differences are in how the distances are estimated, how the neighbor-
hood decision is made, and how the distance matrix is then modified. The Un-
weighted pair-group method using arithmetic averages – UPGMA (Sokal and 
Michener, 1958) is based on the assumption that sequences evolve according to 
a molecular clock (i.e., in all lineages the evolutionary rate is the same). When 
the data do not evolve according to the molecular clock assumption, UPGMA 
will fail to recover the true tree. The most commonly distance-based method 
used nowadays in molecular phylogenetics is the Neighbour-joining method 
(NJ) (Saitou and Nei, 1987).

9.3.2.3  NEIGHBOR-JOINING METHOD

NJ is a very popular method of phylogeny reconstruction, and it is probably the 
most widely used distance-based algorithm in practice (Mailund et al., 2006). 
NJ takes a distance matrix based on pair-wise alignment scores as an input, and 
for the tree reconstruction it uses a precise clustering algorithm rather than any 
optimality criterium. It starts with a star-like tree (Figure 9.8A) with only one 
internal node connecting all sequences in analysis (without previous clustering). 
Then a pair of the nearest neighbors is chosen under a principle of minimum 
evolution (i.e., it reconstructs a phylogenetic tree from evolutionary distances so 
that the sum of the branch lengths in the total tree is minimized) (Figure 9.8B). 
This process continues until a bifurcating tree results. The method provides both 
the topology and branch lengths of the phylogenetic tree.

FIGURE 9.8  Construction of a phylogenetic tree using the neighbor-joining method. (A) 
A starlike tree with no hierarchical structure; (B) a tree in which taxon 1 and 2 are clustered.
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With a running time of O(n3) on n taxa (Studier and Kepler, 1988), it is 
relatively fast and thus suitable for large datasets. Empirical work shows it to 
be reasonably accurate, at least for cases in which evolutionary rates among 
lineages do not vary rapidly. NJ is a model-based method (i.e., it requires ex-
plicit evolutionary model to compute evolutionary distances). The distances can 
then be corrected according to assumptions about the nature of evolutionary 
changes (e.g., correction for multiple substitutions, such as A→T→A, which 
are usually not observable). In distance methods that assume that sequences 
evolve according to molecular clock, the correction for multiple substitutions is 
not necessary (Rzhetsky and Sitnikova, 1996). Distance methods without such 
an assumption (neighbor joining method) use a specific evolutionary model to 
correct for unobservable changes. On the other hand, the goodness-of-fit of the 
distances is substantially dependend upon the choice of the model (nearly cor-
rect model will produce nearly correct distances). The neighbor-joining method 
does not require a uniform molecular rate, and thus is less sensitive to different 
branch lengths (in contrast to UPGMA), and it can be used to quickly generate 
a good tree topology that can be used as an initial tree for the optimization with 
other methods, such as the maximum-likelihood method. An objection to the 
distance-based methods in general is that converting the data from alignment to 
the distances results in the loss of the information, although studies show that 
this loss is remarkably small (Felsenstein, 2004).

9.3.2.4  FURTHER APPROACHES IN DISTANCE-BASED METHOD

Many new distance-based approaches have been proposed. For example BIONJ 
(Gasquel, 1997) or Weighbor (Bruno et al., 2000), which are improved, though 
approximate versions of Neighbor-joining method. Further, methods based on 
quartets of species (i.e., methods that use all possible combinations of four-
species subtrees to infer the overall tree topology) are the Short Quartet Method 
(Erdös et al., 1997), the Split decomposition method (Bandelt and Dress, 1992) 
or Disk-covering methods (Huson et al., 1998). Although these methods seem to 
be promising, there has not yet been enough experimental performance analysis 
on real data sets for the methods to be well understood.

9.3.2.5  CHARACTER-BASED METHODS

In contrast to distance-based methods, character-based (discrete) methods oper-
ate directly on the aligned sequences, or on functions derived from the sequenc-
es, rather than on pairwise distances. Thus, they endeavor to avoid the loss of 
information that occurs when sequences are converted into distances.



9.3.2.6  MAXIMUM PARSIMONY

Maximum parsimony (MP) methods (Edwards and Cavalli-Sforza, 1963; Ca-
min and Sokal, 1965; Fitch, 1977) are very popular methods of tree inference, 
mainly because they are easy to understand. The justification of MP is based on 
the principle known as Occam’s razor: when explaining the observations, the 
simpler evolutionary hypothesis is preferred to the more complicated one. In 
MP, we are trying to maximize the similarity arising from the common ancestry 
of the sequences. If any character does not fit the phylogenetic relationship, 
it indicates that similarity arose due to the homoplasy and not due to the ori-
gin from a common ancestor. MP performs a site-by-site analysis and identi-
fies a tree (or a tree) that involves the smallest number of changes necessary 
to explain the differences among the data under investigation. The optimality 
score (often referred as the tree length) is the minimum number of changes for 
a tree. The best hypothesis is a tree requiring the fewest changes (i.e., the most 
parsimonious one). Parsimony based approaches usually involve two separate 
components: (1) a procedure to find the minimum number of changes needed to 
explain the data for a given tree topology, and (2) a search through the space of 
trees to find the optimal topology.

9.3.2.7  FINDING THE MINIMUM NUMBER OF CHANGES 

Instead of directly building a tree, MP assigns a “cost” (i.e., the score) to each 
tree. The aim is to find a tree that minimizes the cost. The characters at the 
internal nodes are also determined such that they give the minimum cost func-
tion value for a given tree topology. In traditional parsimony (Fitch, 1971), the 
cost function is 1 if two characters are different and 0 if they are the same. 
MP searches all possible tree topologies for the optimal (minimal) tree; how-
ever, the number of unrooted trees that have to be analyzed rapidly increases 
with the number of OTUs (having 10 OTUs, 34 459 425 unrooted trees have 
to be searched). For each tree topology, MP computes a minimum number of 
nucleotide changes that are required to explain the observed site pattern (Figure  
9.9). However, not all sites in the sequence alignment are used for analysis. MP 
works only with informative sites, sites that enable us to distinguish between 
different tree topologies to choose the most parsimonious between them, while 
uninformative (invariant) sites are eliminated from the analysis (e.g., site with 
GGGG is invariant because there is no change, as well as CACC is invariant, 
because it always requires only one change for any tree topology). Invariant 
sites are uninformative only in terms of maximum parsimony, in other meth-
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ods such as distance methods or maximum-likelihood they are informative. The 
number of changes is then summed over all informative sites in the alignment 
to give a parsimony score for each tree topology. The topology with the small-
est total number of changes is taken as the estimate of the phylogeny – the most 
parsimonious tree.

FIGURE 9.9  Reconstruction of the most parsimonious trees for given sites 1–4 for a given 
tree topology.

It is important to note that branch lengths are not considered in parsimony 
analysis. Multiple equally parsimonious trees may each arrive at the final state 
in a different way. Thus, the number of steps along individual branches (or the 
length of each branch) is not determined, and only the total number of steps for 
a tree is considered. Traditional parsimony is an unweighted MP method. It as-
sumes that nucleotide or amino acid substitutions occur with equal (or nearly 
equal) probability, though in reality, certain substitutions occur more often than 
the other (e.g., transitions vs. transversions). Therefore, it is useful to put dif-
ferent weights to different types of substitutions when the minimum number 
of substitutions for a given topology is computed (Nei and Kumar, 2000) or to 
differently weight changes that occur at various codon positions. Weighted 



parsimony also enables us to give weights to sites which evolve at different rates 
(Farris, 1969; Swofford et al., 1996).

Although MP methods are often claimed as being “assumption-free”, this 
is not true. MP does not require a selection of an explicit model, but it does 
make implicit assumptions about the nature of evolutionary change, assuming 
independence and specific model of character transformation that is often called 
a step-matrix or weighting scheme. A commonly used weighting scheme is to 
assign equal weights to each character change. This was originally viewed as 
strength of the MP methods; however, it does not enable the investigation of 
the biological implications of different evolutionary models. MP methods may 
give more reliable trees than other methods when the extent of sequence di-
vergence is low (Miyamoto and Cracraft, 1991), when there are no backward 
or parallel substitutions, when the rate of nucleotide substitution low and the 
number of nucleotides examined is large (Sourdis and Nei, 1988). Furthermore, 
the parsimony analysis is very useful for some types of molecular data (e.g., in-
sertion sequences, insertions/deletions, gene order or short interspersed nuclear 
elements—SINEs (Steel and Penny, 2000).

However, in reality, nucleotide sequences are often subject to backward and 
parallel substitutions, and the number of nucleotides is rather small. In this case, 
MP methods tend to give incorrect topologies. In some cases, MP may suf-
fer from inconsistencies (i.e., an increasing amount of data does not tend to 
give the true topology) giving incorrect topologies when the rate of nucleotide 
substitution varies extensively with evolutionary lineage (Felsenstein, 1978). 
This can also happen when the rate is constant within all lineages (Hendy and 
Penny, 1989; Zharkikh and Li, 1993; Takezaki and Nei, 1994; Kim, 1996). This 
problem is known as long-branch attraction (Hendy and Penny, 1989; Berg-
sten, 2005) (in contrast to the short-branch attraction (Nei, 1996). Long-branch 
(respectively short-branch) attraction occurs, when rapidly (respectively slow-
ly) evolving lineages are inferred to be closely related, regardless of their true 
evolutionary relationships. The combinations of conditions within which these 
problems occur are called “Felsenstein zone” (Huelsenbeck, 1997). However, 
long-branch attraction is not only an issue of maximum parsimony; other meth-
ods (e.g., maximum-likelihood) also suffer under this problem. It can be effec-
tively solved by using methods that incorporate differential rates of substitution.

9.3.3  VARIOUS APPROACHES IN PARSIMONY METHODS

There exist a variety of techniques based on maximum parsimony that are ap-
plicable on various biological data. In molecular phylogenetics, the traditional 
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maximum parsimony approach is usually applied on multistate characters, 
such as nucleotide sequences with four states, with the assumption that one 
state can change to any other. This concept is called Wagner parsimony. 
Although, there are many methods that can also work for binary states. Per-
haps the simplest parsimony method is Camin-Sokal parsimony (Camin and 
Sokal, 1965), where there are only changes from the state 0 to the state 1 
without any reversals. This model is suitable when exploring the evolution 
of small deletions in DNA, where the reversals do not occur. Another MP ap-
proach is called Dollo parsimony (Le Quesne, 1974). It allows characters to be 
lost, but never gained again in the same form. This method can be applied for 
the analysis of gain and loss of restriction sites in DNA (Felsenstein, 2004). 
Polymorphism parsimony (Farris, 1978; Felsenstein, 1979) assumes that par-
allel changes of state are not independent. Although commonly used when an-
alyzing morphological features, it is easily applicable in explaining changes in 
karyotype due chromosome inversions. All mentioned variants of parsimony 
also enable the reconstruction of the ancestral state for each character. This is 
usually done by applying the Sankoff algorithm (Sankoff, 1975; Sankoff and 
Rousseau, 1975), which is similar to the Fitch algorithm (Fitch, 1971) used in 
traditional parsimony to compute the minimum number of changes for each 
tree topology.

9.3.4  MAXIMUM LIKELIHOOD

The maximum-likelihood (ML) method for phylogenetic inference (Cavalli-
Sforza and Edwards, 1967; Neyman, 1971; Felsenstein, 1981a) is a well-
established statistical method of parameter estimation in phylogenetics that 
is very efficient in extracting information from the data. Maximum likeli-
hood methods are very powerful tools of statistical inference for several 
reasons: (1) they use all of the available data, (2) they can incorporate vari-
ous evolutionary models, (3) they permit estimation of parameters and their 
associated standard errors, and (4) they allow the comparison of different 
evolutionary hypotheses (i.e., evolutionary models or phylogenetic trees) 
through their maximum-likelihood statistics (for examples of evolutionary 
hypotheses refer Figure 9.10).



FIGURE 9.10  Examples of hypotheses about evolutionary processes that can be tested 
using likelihood framework (according to Huelsenbeck and Rannala, 1997).

In phylogenetic inference, the likelihood is an entity proportional to the 
probability of observing the data (e.g., a set of aligned nucleotide sequences or 
rather the number of site patterns that occur in a set of aligned sequences) under 
a given phylogenetic tree and a specified model of evolution: L = P(Data|tree, 
model). The principles of maximum-likelihood suggest that the explanation that 
makes the observed outcome the most likely (i.e., the most probable) is the one 
to be preferred. In other words, if we consider that a phylogenetic tree represents 
the pathway of sequence evolution, we are looking for a tree (an evolutionary 
pathway) that gave rise to our data with the highest probability. ML requires an 
explicit evolutionary model for the data to specify the probability of observing 
different site patterns. A phylogenetic model consists of (1) a tree of relation-
ships between sequences, (2) branch lengths of the tree representing expected 
number of changes per site, and (3) a model of the substitution process. The 
probability of observing the data under the assumed model changes depending 
on the parameter values of the model. ML chooses the parameter values that 
maximize the probability of observing the data. Examples of the parameters 
are the branch lengths (interspeciation times and rates of mutation representing 
how much evolution took place along each branch), parameters associated with 

Molecular Phylogenetics for Evolutionary Processes	 227



228	 Genomics and Proteomics: Principles, Technologies and Applications

the substitution matrix (e.g., transition/transversion bias), or parameters that de-
scribe how rates vary across sites (Steel and Penny, 2000).

9.3.5  FINDING A TREE TOPOLOGY WITH MAXIMUM 
LIKELIHOOD

To sketch the procedure of maximum-likelihood computation for a phylogenetic 
tree, let us consider following example (inspired by Nei and Kumar, 2000). Let 
us assume a tree with four taxa (M, N, O, P) and a dataset of aligned DNA se-
quences corresponding to each taxon with a length of n nucleotides (the align-
ment is without any insertions or deletions). For the k-th site (k = 1,..,n) in the 
alignment, we observe a nucleotide i (i = A, T, G, C) for each taxon. The nucleo-
tides at the nodes x, y, and z are not known a priori (Figure 9.11A).

FIGURE 9.11  (A) A rooted tree with four taxon M, N, O, P. (B) A corresponding unrooted 
tree.

Let us consider k-th nucleotide site and let Pij(t) be the probability that nu-
cleotide i becomes nucleotide j within the time t at a given site (i and j indicate 
any of A, T, G, C) (evolutionary time is measured in term of branch length, i.e., 
the expected number of substitution per branch di = riti ). The branch lengths are 
considered parameters, and the estimate is computed by maximizing the likeli-
hood function for a given set of observed nucleotides. The likelihood function 
for a k-th site is given by

	 lk = pxPxy(t5)PyMi(t1)PyNi(t2)Pxz(t6)PzOi(t3)PzPi(t4)



where px is the prior probability that node x has a nucleotide i. px is usually cal-
culated from the substitution model as the equilibrium frequency of nucleotide 
i in the entire set of sequences.

Pij(t) is computed according to the specific model of substitution. To sim-
plify the computation, we assume reversibility of the substitution process (this 
enables us to eliminate the root from the tree in Figure 9.11A and to work with 
the tree in Figure 9.11B, where t5+t6 = t5). We assume that evolutionary change 
starts from the node y, and we can then write the equation for lk as follows:

	 lk = pyPyMi(t1)PyNi(t2)Pyz(t5)Pxz(t6)PzOi(t3)PzPi(t4)

Since in practice we do not know character states at nodes y and z, the likeli-
hood will be the sum of the above quantity over all possible nucleotides at the 
nodes y and z:

	 ( ) ( ) ( ) ( ) ( )51 2 3 4i iiiy yzyM yN zPzOk y z
L p P t P t P t P t P t  =      

∑ ∑
The above calculations consider only one nucleotide site. The likelihood 
for the entire sequence is thus the sum of Lk’s for each site, and the log-
likelihood of the entire tree then becomes

	 1
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k
k

L L
=
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We can change the parameter ti (i.e., branch lengths) to obtain the maximal val-
ue of lnL (having maximum lnL, in turn we obtained the maximum-likelihood 
estimates of branch lengths for the tree topology). To obtain likelihood values 
for all four possible taxon tree topologies, we have to do the above calculations 
individually for all of them. For each tree, the combination of branch lengths 
and other parameters that maximizes the likelihood of the tree (by maximiz-
ing the likelihood function) is found. This is done numerically, usually by the 
Newton-Raphson method. The topology with the highest likelihood value is 
then considered to be the maximum-likelihood estimate of the phylogeny. It is 
obvious that visiting all possible trees and calculating the likelihood for each of 
them is computationally a very expensive procedure. There are two tasks when 
searching in a space of trees with branch lengths (Felsenstein, 2004). The first 
is to find the optimum branch lengths for each given tree topology. This step 
can be considerably simplified using various algorithms (Felsenstein, 1981a; 
Adachi and Hasegawa, 1996). To speed up the maximum-likelihood estima-
tion, it is also possible to determine the initial tree topology using some non-
ML method (the best seems to be the Neighbor-joining method that is fast and 
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suitable even for large datasets (Strimmer and von Haeseler, 1996) and then to 
optimize branch lengths. The second task involves searching the space of tree 
topologies for the one with branch lengths that gives it the highest likelihood.

The development of the methods based on maximum-likelihood goes hand 
in hand with progress in computational techniques as well as with the refine-
ment of evolutionary models to approach biological realism. What makes ML 
very attractive is the ease with which hypotheses can be formulated and tested 
(Huelsenbeck and Crandall, 1997). It is also very powerful in extracting the 
information from the data. ML can handle complex models that can incorporate 
various biologically important processes. The maximum-likelihood estimates 
are asymptotically efficient, meaning that the variance of a maximum-likeli-
hood estimate is equal to the variance of any unbiased estimate as the sample 
size increases (Huelsenbeck and Crandall, 1997). However, maximum-likeli-
hood estimates are often biased (Huelsenbeck and Crandall, 1997). A technical 
difficulty concerns computing the likelihood itself; it is computationally very 
time consuming, and there may exist more than one maximum-likelihood value 
for a given tree (i.e., the existence of local optima) making it difficult to guaran-
tee that the likelihood value for that tree is maximal. Further, ML examines all 
possible topologies in searching for the ML-tree. Since the number of all pos-
sible topologies rapidly increases with the number of sequences, it makes ML 
extremely time consuming for analyses of larger datasets. Competing methods 
of analysis, such as maximum parsimony, involve much less computation, but 
they do not make use of all the data. Consequently, every advance in computing 
speed makes maximum-likelihood more and more attractive.

9.3.5.1  SEARCH FOR AN OPTIMAL TREE

The procedure of phylogeny reconstruction is in a computational context a 
combinatorial optimization problem (Weber et al., 2006). Since commonly used 
methods (MP, ML, Bayesian inference) explore each possible tree, the combi-
natorial aspect involves a search among all such trees (i.e., a search through a 
tree space). Combinatorial optimization problems are known to be NP-hard (i.e., 
there exists no efficient algorithm to solve the problem in polynomial time). The 
optimization is represented by a special function (maximum-likelihood func-
tion, maximum parsimony criterion) that provides an approximate measure of 
how close the reconstructed phylogenetic tree is to the real phylogenetic rela-
tionships (Nei, 1996; Swofford et al., 1996). This means that the preferred tree 
is determined by assigning an optimality score to all possible topologies accord-
ing to a certain procedure and choosing the topology that shows the highest or 
the lowest optimal score.



In the case of maximum parsimony, the minimum number of evolutionary 
changes is computed for each topology, and the one with the smallest value is 
chosen as the preferred (i.e., most parsimonious) tree. In maximum-likelihood 
methods, in contrast, for each topology the log-likelihood value (lnL) represents 
the optimality score, and the tree showing the highest lnL is chosen as the max-
imum-likelihood estimate of a phylogenetic tree. There are various algorithms, 
which search the tree space and attempt to find the optimal tree based on the pre-
specified criteria and objective function (Fitch, 1971; Swofford and Maddison, 
1987). These methods include an exhaustive search (i.e., testing every possible 
tree topology), which is applicable only when the number of taxa is small (less 
than 10). Therefore, methods such as MP and ML rely on heuristics (i.e., algo-
rithms that are empirically shown to work, but not always, or that give nearly the 
right answer) that obtain optimal trees in reasonable computing time. Different 
algorithms of the heuristic search for MP trees are now available (Maddison and 
Maddison, 1992; Swofford and Begle, 1993). The most popular algorithm is 
the stepwise addition of taxa algorithm and branch swapping procedures (e.g., 
nearest-neighbor interchanges (NNI), subtree pruning regrafting (SPR) or tree 
bisection-reconnection (TBR) (Swofford and Begle, 1993). Other successful 
algorithms for solving hard optimization problems are genetic algorithms (Hol-
land, 1975) or simulated annealing (Metropolis et al., 1953).

Finding the ML tree is computationally very intensive, because the tree 
likelihood depends not only on the tree topology but also on numerical param-
eters (e.g., branch lengths, substitution rates, etc.). Therefore, it is necessary to 
employ heuristic methods. Many of them are similar to the heuristics used for 
obtaining MP trees, though the efficiencies of these algorithms in obtaining the 
correct topology are not always the same (Takahashi and Nei, 2000). Stochas-
tic approaches for optimizing each tree have been described (based on Markov 
chain Monte Carlo methods in Bayesian inference), but iterative “hill-climbing” 
methods are usually considered faster and sufficient for numerous combinato-
rial optimization problems (Aarts and Lenstra, 1997). One of the most important 
algorithmic progresses to get optimized evolutionary models and trees using 
ML is represented by PHYML package (Guindon and Gascuel, 2003). With 
computational speed equal to distance- or parsimony-based methods and with 
the high topological accuracy, it is very suitable also for large datasets and it also 
greatly facilitates the building of multiple trees in bootstrap analysis.

9.3.5.2  CONSENSUS TREES

It may happen that it is not possible to determine the final topology unambigu-
ously (e.g., we have several optimal topologies) or it may be that we have two 
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or more different tree topologies for the same group of taxa constructed using 
different data. We may be interested in (1) how to obtain one overall estimate of 
the tree topology, or (2) whether it is possible to assess the extent of difference 
between the trees. One way to solve this problem is to create a composite tree 
that represents all the trees. Such a composite tree is called a consensus tree. 
There exist several ways how to construct a consensus tree (Felsenstein, 2004). 
The most commonly used are the strict consensus method (Rohlf, 1982) and 
majority-rule consensus method (Margush and McMorris, 1981). The strict con-
sensus method constructs a tree that contains all groups that occur on all trees 
(Figure 9.12A). Majority-rule consensus method creates a tree that consists of 
those groups that are present in a majority of the trees (Figure 9.12B). It is pos-
sible to set up the parameter ℓ that represents a percentage of time that a group 
is represented in the trees whose consensus is being created (e.g., if ℓ = 80, the 
majority-rule tree will consist of groups that occur more than 80 % of the time). 
It is important to note that consensus tree does not take into account the strength 
of the evidence supporting the clades in each original trees. Consensus trees 
should therefore not be interpreted as the primary hypothesis of a phylogeny as 
are the original trees, but rather as a summary of such hypotheses (Felsenstein, 
2004). To be able to measure differences between trees, several distance mea-
sures have been proposed, such as the symmetric difference (Bourque, 1978), 
the quartet distance (Estabrook et al., 1985) or the nearest-neighbor interchange 
distance (Waterman and Smith, 1978).

FIGURE 9.12  Reconstruction of (A) strict consensus tree and (B) majority-consensus tree 
(according to Felsenstein, 2004).



9.3.5.3  BAYESIAN INFERRENCE

Bayesian analysis is closely related to maximum-likelihood methods. Although, 
it is not a recent invention, it has only been recently recognized in the area of 
phylogenetic analysis, and has been applied to numerous interesting problems, 
such as the estimation of ancestral states on a phylogeny (Yang et al., 1995), the 
search for positively seleted sites (Nielsen and Yang, 1998), inferences about 
the history of cospeciation (Huelsenbeck et al., 2000a), or divergence time es-
timation (Thorne et al., 1998). As with maximum-likelihood methods, Bayes-
ian estimation of phylogenies (Larget and Simon, 1999; Huelsenbeck et al., 
2001a) requires data and the same stochastic substitution models consisting of 
tree topology, branch lengths, and parameters (Figure 9.13). Bayesian analysis 
is based on the entity called the posterior probability of a tree, P[Tree i|Data], 
which is a probability of the tree conditional on the observed data. The posterior 
probability represents a combination of the prior probability (i.e., the knowledge 
about the evolutionary process that we have before the data have been sampled) 
(P[Tree i]), and a likelihood for each tree (P[Data|Tree i]) (Figure 9.10) using 
Bayes‘s formula 

	

[ | ] [ ][ | ]
[ ]

P Data Tree P TreeP Tree Data
P Data

×
=

Parameters of interest are viewed as a posterior probability distribution (i.e., a 
range of probability values which a parameter can obtain) rather than a point 
(“best”) estimate (i.e., the best guess about the value of the parameter), as in 
MP or ML. The tree with the highest posterior probability represents the best 
estimate of the phylogeny. For example, imagine that we are tossing a coin. Our 
prior is that the coin is fair, and so we expect that after 1000 tosses we would 
obtain 50 % of heads and 50 % of tails. However, after tossing the coin 1000 
times, we observed 210 heads and 790 tails, so the posterior probability of toss-
ing head or tail is not 0.5 and we can conclude that the prior assumption (i.e., 
the coin is fair) was not right.
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FIGURE 9.13  The cornerstones of Bayesian phylogenetics (according to Huelsenbeck et 
al., 2001).

9.3.5.4  COMPUTATION OF POSTERIOR PROBABILITIES

Although, the posterior probability is easy to formulate, in practice it involves 
a summation over all trees and, for each tree, integration over all possible com-
binations of branch lengths and substitution model parameter values, which can 
be infeasible even for fairly small trees (Huelsenbeck et al., 2001):
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The most popular method, which helps to solve these problems is the Mar-
kov Chain Monte Carlo (MCMC) technique also called Metropolis-Hastings 
algorithm (Metropolis et al., 1953; Hastings, 1970). With the development of 
powerful computers, MCMC has enabled a revolution in Bayesian phylogenetic 
inference, as well as a way to study many problems in evolutionary biology 
and genetics. The basic principle is to construct a Markov chain with the state 
space created by the parameters we wish to estimate (i.e., parameters in the used 
evolutionary model, such as tree topology, branch lengths, substitution rates, 
etc.) and a stationary distribution that is the joint posterior probability distribu-
tion of the parameters. The Markov chain represents a random walk through 



the parameter space so that any probability distribution can be approximated 
by periodically sampling the values. Each step in a Markov chain consists of 
random modification of the tree topology, branch lengths, and other parameters 
in the evolutionary model. If the posterior probability computed for a proposed 
step is higher than the probability of the current tree and parameter values, the 
proposed step is accepted, and the new tree becomes the subject for further 
perturbations. The principle is that for a properly constructed Markov chain, the 
proportion of the time that any tree is visited is an approximation of the posterior 
probability of that tree (Tierney, 1994). For example, if we are asking, what is 
the probability that a certain clade in the tree is true, we can run a Markov chain 
and let it sample 100000 trees. If the clade of interest is present in 85000 trees, 
then the probability (given the data) that this clade is true is approximately 0.85. 
It is immediately obvious that Bayesian analysis provides a natural way to in-
corporate uncertainty into a phylogeny – the probability that a tree is correct is 
the posterior probability of the tree conditioned on the data and the model that 
are assumed to be correct. Posterior probabilities can be approximated using 
MCMC even under complex substitution models in much shorter time than in 
maximum-likelihood bootstrapping (Huelsenbeck and Rannala, 2004), which 
is the closest analog to a Bayesian analysis of a phylogeny (Larget and Simon, 
1999).

Bayesian inference of phylogeny brings new perspective to numerous prob-
lems in evolutionary biology and phylogenetics. It suggests a natural way to 
accommodate uncertainty into phylogenies and provides an intuitive measure 
of support for trees and a practical way to estimate large phylogenies using a 
statistical approach (Huelsenbeck et al., 2000b). The posterior probability is, in 
contrast to bootstrap values, the true probability of the support for the tree. The 
most exciting aspect of MCMC Bayesian inference is its computational effi-
ciency. The method allows the incorporation of complex models of DNA substi-
tution, and other aspects of evolution. This increases the realism of the models, 
improving the accuracy of the methods. Bayesian analysis searches for the best 
set of trees (unlike ML, which seeks for the single most likely tree) represented 
by the consensus tree (Larget and Simon, 1999). Further, Bayesian methods en-
able the analysis of large datasets, since instead of searching for the optimal tree, 
it samples trees according to their posterior probabilities.

Although Bayesian analysis using MCMC is an elegant method for solving 
many problems, it is relatively new, and there are a number of unresolved ques-
tions that have not yet been solved (Huelsenbeck et al., 2002). A practical but 
serious problem is the convergence of the Markov chain – the determination of 
how long to run the chain to produce a reasonable sample from the posterior dis-
tribution. Another inconvenient problem is the discrepancy between Bayesian 
posterior probabilities and nonparametric bootstrap test values (Huelsenbeck and 
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Rannala, 2004). A third problem is that Bayesian analysis requires the specifica-
tion of any prior knowledge and thus all parameters in the evolutionary model 
(topology, branch lengths, substitution parameters) must be associated with pri-
or probability distributions. There exist three classes of priors on trees (Felsen-
stein, 2004): (1) priors from a birth-death process, (2) flat priors, and (3) priors 
using an arbitrary distribution for branch lengths (e.g., exponential distribution). 
What prior to use is a serious issue of Bayesian inference.

9.3.5.5  PHYLOGENETIC NETWORKS

The previously described methods for phylogenetic inference produce trees. 
Phylogenetic trees often oversimplify the mechanisms of evolution, since they 
do not account for events such as horizontal gene transfer in bacteria, hybrid 
speciation, or recombination events creating specific links among organisms 
and thus contributing to the reticulate evolution. Phylogenetic networks enable 
us to model evolutionary processes of organisms where such reticulations (i.e., 
nontree events) ocurred. A network is represented by directed acyclic graph, 
where due to reticulations edges connecting nodes from different branches of 
a tree arise. Despite the importance of phylogenetic networks, for a long time 
the reconstruction of reticulate evolution has been troublesome. In recent years, 
a lot of effort has been taken to address the construction of networks and their 
evaluation (Maddison, 1997; Linder et al., 2004; Makarenkov et al., 2004; Na-
khleh et al., 2005; Huson and Bryant, 2006; Jin et al., 2006).

9.3.5.6  ASSESSMENT OF THE ACCURACY OF THE 
PHYLOGENETIC TREE

With the increasing emphasis in biology on the reconstruction of phylogenetic 
trees, questions have arisen as to how confident the phylogenetic tree should 
be and how support for phylogenetic trees should be measured. To answer this 
question, several methods for assessing accuracy and precision of the tree-build-
ing methods have been proposed (Felsenstein, 2004). In general, there are two 
types of statistical tests of a branching pattern of phylogenetic trees (Sitnikova, 
1996). The first class involves testing estimates of branch length, represented as 
deviations of estimated branch lengths from the true (expected) branch lengths. 
These tests include for example, the interior-branch test (Nei et al., 1985; Li, 
1989; Rzhetsky and Nei, 1992), and its bootstrapped version (Dopazo, 1994). 
These tests are applicable only to trees produced by distance methods. Another 



option is to use tests based on likelihood ratio test (LRT) (Felsenstein, 1988; An-
isimova and Gascuel, 2006), which compare an alternative hypothesis of a posi-
tive branch length to the nested null hypothesis with the branch of interest con-
strained to a zero-length. The second class of tests examines how the resulting 
topology differs from the true or expected topology. The most commonly used 
test of the reliability of an inferred tree is a nonparametric bootstrap test (Felsen-
stein, 1985). In the bootstrap test (Figure 9.14), the reliability of an inferred 
tree is evaluated by using a bootstrap resampling technique (Efron, 1982). This 
technique provides assessments of “confidence” for each clade of an observed 
tree based on the proportion of bootstrap trees showing that same clade. In this 
method, numerous (usually 500-2000) “pseudoreplicate” data sets are generated 
from the original data matrix of the same size as the original data matrix by resa-
mpling characters (columns) with replacement from the original dataset. Subse-
quently, applying any of the treebuilding techniques on each pseudodataset as 
well as on original dataset, trees are built and the topologies are screened. The 
proportion (percentage) of bootstrap replicates in which a given clade (i.e., the 
branching pattern) appears is called a bootstrap value. Bootstrap values indicate 
the statistical support for the given clade and have been proposed as a confi-
dence interval for the accuracy of the clade. Results are usually displayed in the 
form of consensus tree (usually a majority-rule consenus tree), where each clade 
is evaluated by a bootstrap value. Bootstrap results are commonly interpreted 
as a measure of the probability that a phylogenetic estimate represents the true 
phylogeny. In general, bootstrap values of 95 %, 99 % or higher are considered 
as a significant support for a particular branching order. Although bootstrapping 
is commonly used, it should be interpreted cautiously. It only provides an indi-
cation of the degree of support given by a particular technique for a particular 
clade. In cases in which the given method is positively misleading, the bootstrap 
values will support a clade, even if the probability that the clade is real may be 
quite low (Hillis and Bull, 1993). Under many conditions, bootstrapping can be 
used as a highly conservative measure of accuracy, but the magnitude of bias 
will differ from branch to branch and study to study. Therefore the values cannot 
be directly compared among studies (Hillis and Bull, 1993).
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FIGURE 9.14  A scheme of nonparametric bootstrap test (according to Baldauf, 2003).

Another method commonly used in assessing the sampling error in phyloge-
netic trees construction is the Jack-knife nonparametric method (Efron, 1982) 
similar to nonparametric bootstrapping, or Bayesian inference (Huelsenbeck et 
al., 2001a; Huelsenbeck et al., 2002). In Bayesian phylogenetics, parameters 
such as the tree topology, branch lengths, or substitution parameters, are mod-
eled as posterior probability distributions. The posterior probability of a tree 
can be interpreted as the probability that the tree is correct or that a clade is true 
(Huelsenbeck et al., 2001a). Since the posterior probability is conditional on 
the information content asserted in the prior view, on the data and the model, it 
cannot be considered as a universal measure of the probability of the truth (Sim-
mons et al., 2004).

9.3.6  HOMOLOGY VERSUS HOMOPLASY

The majority of the disciplines using phylogenetic reconstruction are focused in 
phylogenetic relationships between species. However, most phylogenetic stud-
ies use methodologies for estimation of gene trees assuming that gene trees will 
be congruent with species trees. The reliable inference of phylogenetic relation-
ships is only possible using homologous characters, e.g., characters whose simi-
larity arose after divergence from their common ancestor. There exist several 
types of homology (Fitch, 2000). For example, orthology is a type of homology 
arising from the sequence divergence followed after speciation. Orthology gives 
rise to sequences whose true phylogeny corresponds to the true phylogeny of the 



corresponding organisms (only orthologous genes have this feature). Paralogy 
means that sequence divergence followed after gene duplication. Paralogous 
genes may descend and diverge while existing side by side in the same lineage. 
Mixing orthologous and paralogous genes leads to a tree that does not corre-
spond to the species tree. Xenology refers to the presence of horizontal gene 
transfer, thus the descent is not from parent to offspring. Such events have a 
great impact on the tree topology, especially if they are not recognized. Another 
relationship between characters is analogy. Analogous characters show similar-
ity that arose due to convergent and parallel processes (i.e., they do not share the 
common ancestor) (Figure 9.15). The processes of gene duplication, horizon-
tal gene transfer, convergent, and parallel evolution are sources of homoplasy, 
which refers to the relationship of any two identical character states that arose 
independently given a specific tree. Homoplasy is known to create incongruent 
relationships in a phylogenetic tree tieing together similar but unrelated taxa. 
Homoplasy can provide misleading evidence of the phylogenetic relationship if 
mistakenly interpreted as homology. That is why it is very important to distin-
guish reliable evidence of homology from confusing evidence of homoplasy and 
much attention should be paid to proper sampling of the data for the analysis.

FIGURE 9.15  Various types of evolutionary relationship between characters (according to 
Fitch, 2000). (A) The hypothetical evolution of a gene (black lines) in a species tree (gray 
background) from the common ancestor, evolving into three species (A,B,C) (according to 
Fitch, 2000). There are two speciation and two duplication events. The genes C2 and C3 are 
paralogous to each other. Both are orthologous to B2, while paralogous to B1 and orthologous 
to A1. AB1 gene originated due to horizontal gene transfer from species B to species A, and 
is thus xenologous to all other genes. (B) Other sources of homoplasy.
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9.3.6.1  GENE TREES VERSUS SPECIES TREES

In many biological fields, there is a focus is on reconstructing phylogenetic 
trees of species so as to understand the evolutionary relationships between them. 
With the accumulation of sequence data, with the development of powerful sta-
tistical methods and more realistic evolutionary models, scientists are getting 
closer and closer to resolving and understanding the tree of life. Although, the 
vast majority of methodologies construct gene trees assuming that gene trees 
simply reflect the relationships between species, it has become clear that this is 
often not true due to complex relationships between genes caused by processes 
such as horizontal gene transfer, interspecific gene flow, or by gene duplication 
or loss (Page and Charleston, 1997). Thus it is questionable whether sequences 
or gene trees are better to use as direct estimator of the species tree. Several 
approaches have been suggested to infer species trees from the gene trees. The 
combined-data approach, also known as the total evidence approach (Kluge, 
1989; Kluge and Wolf, 1993; Nixon and Carpenter, 1996), is based on the as-
sumption that nucleotides can be used as direct estimators of species trees, which 
should be estimated using the whole sequence of the genome. In this approach, 
sequences from all available genes are concatenated into a single alignment (su-
permatrix) (this could also include other characters, such as morphology). How-
ever, since it assumes that nucleotides are independent estimators of the species 
trees, the goodness of species tree estimate may be influenced by the length of 
the sequences (the longer the sequences, the better the estimate of the species 
tree). Thus, the species tree estimation is more likely to be determined by the 
genes with long sequences rather than by the short genes and it can be biased if 
the gene trees for the long genes have wrong topologies (Slowinski and Page, 
1999). Another method for inferring species trees is the gene parsimony method 
(Maddison, 1997; Page and Charleston, 1997). The justification of this method 
is that having both a correct gene tree and a species tree that do not correspond 
to each other, one can reconstruct the circumstances under which both trees 
could be true. The algorithm searches for a combination of species tree and gene 
tree that minimizes the total number of substitutions (e.g., gene duplications and 
gene losses). This approach enables one to determine the number of substitution 
events that took place in the tree and where in evolutionary time they occurred. 
This is especially useful for analysis of large gene families. Duplication events 
also provide an alternative way to locate the root of the tree (Felsenstein, 2004). 
This is useful in cases when a suitable outgroup is missing. Supertree methods 
(Bininda-Edmonds, 2005) are able to combine diverse sources of information, 
using phylogenetic trees as the primary data as opposed to using character data, 
such as characters in sequence alignment. These methods construct a compre-
hensive phylogeny by combining source trees that only partially overlap in their 



taxon sets (in contrast to consensus trees that combine only trees labeled with 
the same taxons). However, this approach does not rely on any biological jus-
tification for explaining incongruence between genes or input trees (Edwards 
et al., 2007). A very recent methodology uses a Bayesian hierarchical model 
to estimate the phylogenetic relationships of a group of species using multiple 
estimated gene tree distributions (e.g., those originating in a Bayesian analysis 
of DNA sequences) (Liu and Pearl, 2007). It enables us to employ substitution 
models as in traditional phylogenetic methods, together with coalescent theory 
to explain genealogical signals from species trees to gene trees and from gene 
trees to sequence data. In this way, a complete stochastic model is formed to 
simultaneously estimate gene trees, species trees, ancestral population sizes, and 
species divergence times.

9.3.7  PHYLOGENIES FOR LARGE DATASETS

Phylogenetic inference has become very important in the study of molecular 
evolution and genomics. The ever-increasing amount of orthologous genes from 
various species and sequences from multigene families put extreme importance 
on the development of phylogenetic methods that can handle huge amounts of 
data. With the increase in the data, the number of possible tree topologies in-
creases astronomically, and the probability of finding the optimal tree rapidly 
diminishes. As a result, the reconstruction of phylogenetic trees for very large 
datasets is computationally very difficult.

Various approaches have been proposed for any of the tree-building meth-
ods to analyze large datasets. The neighbor-joining method with its substan-
tial computational speed can be effectively used to generate initial phylogenies 
of large datasets (Tamura et al., 2004). Considering maximum parsimony and 
maximum-likelihood methods, reconstructing optimal phylogenies is a very 
challenging task. Current methods usually rely on heuristics, such as hill-climb-
ing, simulated annealing, genetic algorithms, or divide-and-conquer algorithms, 
which allow the analysis of large datasets in a reasonable time. For maximum 
parsimony, heuristics implemented in the program TNT (Tree analysis using 
New Technology) (Goloboff et al., 2000) perform very well. Another solution 
for MP and ML trees is using Disk Covering Methods (Huson et al., 1998). For 
maximum-likelihood based analyses, PHYML software based on the nearest-
neighbor-interchange heuristic is very effective for reconstructing large phylog-
enies in reasonable time. Bayesian methods are also considered very suitable to 
deal with large datasets (e.g., in the implementation in MrBayes (Huelsenbeck 
and Ronquist, 2001b)). A substantial increase in the speed of the analysis can be 
also achieved by using clusters of computers using parallel tools and methods 
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(Keane et al., 2005). This divides the problem into smaller subproblems, where 
each subproblem is allocated between parallel platforms.
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10.1  INTRODUCTION

Protein prenylation is the posttranslational, covalent attachment of an isopren-
oid lipid to a protein. Usually, prenylated proteins are modified by thioether 
linkage of a carboxyl-terminal cysteine residue to a fifteen carbon farnesyl or 
a twenty carbon geranylgeranyl group (Clarke, 1992; Zhang and Casey, 1996; 
Randall and Crowell, 1999; Rodríguez-Concepción et al., 1999; Crowell, 2000; 
Galichet and Gruissem, 2003). Three distinct protein prenyltransferases, with 
different substrate preferences, have been described in plants (e.g., Arabidopsis, 
tomato, tobacco, pea), animals, and yeast. Protein farnesyltransferase (PFT) is a 
heterodimeric enzyme consisting of a- and b- subunits. This enzyme catalyzes 
the transfer of a farnesyl moiety from farnesyl diphosphate (FPP) to the cysteine 
residue of a carboxyl-terminal CaaX motif, where “C” is cysteine, “a” is an ali-
phatic amino acid, and “X” is usually methionine, glutamine, alanine, cysteine 
or serine (Reid et al., 2004). PFT is a zinc metalloenzyme and requires magne-
sium for activity (Clarke, 1992; Zhang and Casey, 1996; Crowell, 2000). Protein 
geranylgeranyltransferase type I (PGGTI) is also a heterodimeric enzyme con-
sisting of an a - subunit identical to that of PFT and a distinct b-subunit. This 
enzyme catalyzes the transfer of a geranylgeranyl moiety from geranylgeranyl 
diphosphate (GGPP) to the cysteine residue of a carboxyl-terminal CaaX motif, 
where “ X” is leucine or isoleucine (Reid et al., 2004). Like PFT, PGGTI is a 
zinc metalloenzyme, but does not require magnesium for activity (Clarke, 1992; 
Zhang and Casey, 1996; Crowell, 2000). Protein geranylgeranyltransferase type 
II (PGGTII), or Rab geranylgeranyltransferase, consists of distinct a - and b- 
subunits and catalyzes the transfer of a geranylgeranyl moiety from GGPP to 
one or two cysteine residues at the carboxyl terminus of a Rab GTPase that 
is associated with the Rab Escort Protein (REP). Rab GTPases typically have 
a CCXX, XCXC, XCCX, or XXCC motif at the carboxyl terminus, although 
some possess a carboxyl-terminal CaaX motif (Clarke, 1992; Zhang and Casey, 
1996; Crowell, 2000; Leung et al., 2006; Leung et al., 2007).

Proteins modified in the cytoplasmic compartment by either PFT or PGGTI 
undergo further processing in the endoplasmic reticulum (Clarke, 1992; Zhang 
and Casey, 1996; Crowell, 2000). First, the three amino acids at the carboxyl ter-
minus are proteolytically removed by one of two specific zinc metalloproteases 
(CaaX proteases) and, second, the prenylcysteine residue at the new carboxyl 
terminus is methylated by a specific prenylcysteine methyltransferase (PCMT; 
Plate 10.I) (Clarke et al., 1988; Gutierrez et al., 1989; Hancock et al., 1989; Ong 
et al., 1989; Kawata et al., 1990; Yamane et al., 1990; Fujiyama et al., 1991; 
Hrycyna et al., 1991; Clarke, 1992; Sapperstein et al., 1994; Fukada, 1995; 
Boyartchuk et al., 1997; Tam et al., 1998; Crowell, 2000). Some, but not all, 
Rab proteins are also modified by proteolysis and/or carboxyl methylation (Wei 
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et al., 1992; Leung et al., 2006; Leung et al., 2007). In Saccharomyces cerevi-
siae, the protein products of the STE24 and RCE1 genes catalyze the proteolysis 
of prenylated CaaX sequences, and the protein product of the STE14 gene cata-
lyzes the methylation of the resulting carboxyl-terminal prenylcysteine residue 
(Hrycyna and Clarke, 1990; Hrycyna et al., 1991; Hrycyna and Clarke, 1992; 
Ashby et al., 1993; Sapperstein et al., 1994; Boyartchuk et al., 1997; Ashby, 
1998; Romano et al., 1998; Schmidt et al., 1998; Tam et al., 1998; Desrosiers 
et al., 1999; Trueblood et al., 2000). In some cases, prenylated proteins are also 
palmitoylated at upstream cysteine residues via thioester linkage (Hancock et 
al., 1989).

PLATE 10.I  Prenylation of proteins with carboxyl terminal CaaX motifs in plant cells. A 
substrate of PFT is represented by a blue circle. A substrate of PGGT I (ROP) is represented 
by a green octagon. PFT, PGGT I, CaaX proteases, and PCMT are indicated in red lettering.

Prenylation is necessary for protein-membrane interactions and, in some cas-
es, protein-protein interactions (Clarke, 1992; Zhang and Casey, 1996; Crowell, 
2000). Examples of protein-protein interactions that are prenylation-dependent 
include the interactions of 1) heterotrimeric G-protein a - subunits with bg-
subunits (Dietrich et al., 2003), 2) yeast Ras2 with adenylate cyclase (Kuroda et 
al., 1993), 3) RAB6 with RAB GDI (GDP-dissociation inhibitor) (Beranger et 
al., 1994), and 4) human K-ras4(B) with hSOS1 (a guanine nucleotide exchange 
factor, or GEF) (Porfiri et al., 1994). However, prenylation is often necessary 
but insufficient for protein-membrane or protein-protein interactions. Carboxyl 
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terminal proteolysis, methylation, and either an upstream polybasic domain or 
fatty-acylated cysteine residue, are often required for the functions and interac-
tions of prenylated proteins with membranes and/or other proteins (Hancock et 
al., 1989; Hancock et al., 1991; Sapperstein et al., 1994; Parish et al., 1995; Par-
ish et al., 1996; Bergo et al., 2000; Rodríguez-Concepción et al., 2000; Chen et 
al., 2000; Bergo et al., 2001; Bergo et al., 2002; Bergo et al., 2004; Bergo et al., 
2004). Indeed, in some cases, carboxyl methylation and S-acylation have been 
shown to regulate the localization and function of prenylated proteins, which is 
not surprising given the reversibility of these modifications. For example, pren-
ylcysteine methylation is necessary for efficient plasma membrane localization 
of a prenylated calmodulin-like protein from petunia (CaM53) (Rodríguez-Con-
cepción et al., 2000). Prenylcysteine methylation was also recently shown to be 
necessary for the membrane association of Arabidopsis ROP proteins and for 
negative regulation of ABA signaling (Huizinga D.H., Omosegbon O., Crowell 
D.N., unpublished data). In another example, activation of a geranylgeranyl-
ated ROP GTPase from Arabidopsis (AtROP6) in the presence of GTPgS was 
shown to correlate with fatty acylation and association of the protein with the 
detergent-resistant membrane fraction (lipid raft fraction) (Sorek et al., 2007). 
This is an interesting result in view of the fact that most prenylated proteins are 
excluded from lipid rafts (Melkonian et al., 1999). But proteolysis and carboxyl 
methylation are not, in all cases, required for proper localization and function 
of prenylated proteins. In a recent report, postprenylation processing was shown 
to be necessary for the localization of farnesylated Ras, but not geranylgeranylated 
Rho GTPases in mammalian cells (Michaelson et al., 2005).

10.2  CELLULAR MECHANISMS FOR PRENYLATION AND POST-
PRENYLATION PROCESSING OF PLANT PROTEINS

10.2.1  PROTEIN PRENYLTRANSFERASES

Protein prenylation in plants was first demonstrated in suspension-cultured to-
bacco cells (Randall et al., 1993). In this study, in vivo protein prenylation was 
detected by [14C]mevalonate-labeling of tobacco cultures and in vitro protein 
prenylation confirmed the presence of PFT and PGGTI activities in cell free 
extracts of cultured tobacco cells (Randall et al., 1993). PFT, PGGTI, and PG-
GTII activities and/or subunits were subsequently identified and characterized 
from pea (Pisum sativum) (Yang et al., 1993; Qian et al., 1996; Zhou et al., 
1997), tobacco (Zhou et al., 1996), tomato (Lycopersicon esculentum) (Loraine 
et al., 1996; Schmitt et al., 1996; Yalovsky et al., 1997), and Arabidopsis (Cut-
ler et al., 1996; Pei et al., 1998; Running et al., 2004; Johnson et al., 2005). In 
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Arabidopsis, the ERA1 (ENHANCED RESPONSE TO ABA 1, At5g40280) gene 
codes for the b-subunit of PFT (Cutler et al., 1996; Pei et al., 1998). Knock-
out mutations in this gene cause an enhanced response to abscisic acid (ABA) 
in seed germination and stomatal closure assays, suggesting that at least one 
farnesylated protein functions as a negative regulator of ABA signaling (Cutler 
et al., 1996; Pei et al., 1998). The era1 phenotype is associated with increased 
anion channel activation following ABA treatment of guard cells and is suf-
ficient to cause reduced water loss during drought stress (Pei et al., 1998). In-
deed, transgenic canola plants transformed with an ERA1 antisense construct 
under the control of the drought-inducible rd29A promoter were drought toler-
ant with respect to seed yield, but without effects on seed composition (Wang 
et al., 2005). Subsequently, et a1 mutants were found to be allelic to wiggum 
mutants, which exhibit enlarged meristems and supernumerary floral organs 
(Running et al., 1998; Bonetta et al., 2000; Yalovsky et al., 2000; Ziegelhof-
fer et al., 2000). Thus, protein farnesylation also has a role in meristem devel-
opment (i.e., negative regulation of meristem size). Similarly, loss-of-function 
mutations in the Arabidopsis PLP (PLURIPETALA, At3g59380) gene, which 
encodes the shared a-subunit of PFT and PGGT I, cause dramatically larger 
meristems with disruptions in the pattern of cell layers and flowers with signifi-
cantly greater numbers of floral organs, especially petals (Running et al., 2004). 
Thus, protein prenylation is essential for normal control of cellular prolifera-
tion within shoot and floral meristems. In contrast, knock-out mutations in the 
GGB (GERANYLGERANYL-TRANSFERASE BETA, At2g39550) gene, which 
encodes the b-subunit of PGGTI, did not cause any developmental phenotypes 
(Johnson et al., 2005). However, ggb plants exhibited an enhanced response to 
ABA in stomatal closure assays, which correlated with a reduced rate of water 
loss from excised leaves. Interestingly, ggb plants did not exhibit an enhanced 
response to ABA in seed germination assays (Johnson et al., 2005). Knock-out 
mutations in the GGB gene also caused an enhanced response to auxin-induced 
lateral root formation, but auxin inhibition of primary root growth was unaf-
fected. Thus, PGGTI negatively regulates ABA signaling in stomata, but not 
seeds, and negatively regulates auxin-induced lateral root initiation, but does not 
affect auxin inhibition of primary root growth (Johnson et al., 2005). These re-
sults establish roles for geranylgeranylated proteins in tissue-specific ABA and 
auxin responses. ERA1, PLP, and GGB are all single-copy genes in Arabidopsis 
and functional redundancy has been demonstrated for PFT and PGGTI (True-
blood et al., 1993). For instance, the floral phenotype of plp plants is much more 
severe than that of era1 plants, suggesting that PGGTI compensates for loss of 
PFT in era1 plants (Bonetta et al., 2000; Yalovsky et al., 2000; Ziegelhoffer et 
al., 2000; Running et al., 2004). In addition, overexpression of the GGB gene 
partially suppressed the et a1 phenotype (Johnson et al., 2005).
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The Arabidopsis genome contains two PGGTII a-subunit (At4g24490, 
At5g41820) and two PGGTII b-subunit genes (At3g12070, At5g12210). Ho-
mozygous mutants with T-DNA insertions in either of the two PGGTII a-sub-
unit genes lacked an obvious developmental phenotype, suggesting that the two 
genes are functionally redundant (D.N. Crowell, unpublished observations). 
These mutants have been crossed and the F1 plants, which are expected to pro-
duce double homozygotes at a frequency of 0.0625 (1/16) in the F2 generation, 
are currently being analyzed. Given the important role of Rab proteins in the 
secretory pathway, PGGTII double homozygotes are expected to be embryo-
lethal. The Arabidopsis genome also contains one Rab Escort Protein gene 
(At3g06540). The Arabidopsis REP gene is expressed primarily in leaves and 
flowers and its protein product has been shown to interact with Rab3A in vitro 
(Wojtas et al., 2007).

Recently, protein polyisoprenylation was reported in Arabidopsis (Gutkows-
ka et al., 2004). [3H]mevalonate-labeling and fractionation of Arabidopsis seed-
lings revealed labeled proteins in nuclear, chloroplast, mitochondrial, ER, and 
cytoplasm/light vesicle fractions, although cross-contamination could account 
for the appearance of labeled proteins in some of these fractions. Nevertheless, 
methyl iodide treatment released primarily farnesol and geranylgeraniol from 
these fractions, consistent with the cysteinyl thioether linkage typical of prenyl-
ated proteins. Treatment with KOH, on the other hand, released polyprenols, 
including Pren-9, Pren-10, Dolichol-14, -15, -16, and -17, suggesting ester link-
age of long chain polyisoprenoids to proteins in all fractions except the nuclear 
fraction. The functional significance of, and prenyltransferases responsible for, 
protein polyisoprenylation remain unknown (Gutkowska et al., 2004). Polyiso-
prenylated proteins in plant mitochondria and chloroplasts have been reported 
but the identities and functions of these proteins remain elusive (Shipton et al., 
1995; Parmryd et al., 1997; Parmryd et al., 1999).

10.2.2  PROCESSING OF PRENYLATED PROTEINS IN PLANTS

As described above, most prenylated proteins undergo further processing, 
which includes proteolysis and carboxyl methylation. In Arabidopsis, orthologs 
of the S. cerevisiae STE24 and RCE1 genes have been identified (Bracha et al., 
2002; Cadiñanos et al., 2003). These genes, called AtSTE24 (At4g01320) and 
AtFACE-2 (At2g36305), respectively, encode CaaX proteases that cleave the 
“aaX” portion of the CaaX motif after prenylation of the cysteine residue. Two 
prenylcysteine methyltransferase (PCMT) genes corresponding to the S. cere-
visiae STE14 gene have also been identified (Crowell et al., 1998; Crowell and 
Kennedy, 2001; Narasimha Chary et al., 2002). These genes, called AtSTE14A 
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(At5g23320) and AtSTE14B (At5g08335), encode prenylcysteine methyltrans-
ferases that catalyze the methylation of biologically relevant prenylcysteine 
substrates (i.e., farnesylcysteine and geranylgeranylcysteine, but not geranyl-
cysteine) using S-adenosyl-L-methionine as a methyl donor. However, the two 
enzymes exhibit dramatically different kinetic properties. Specifically, the At-
STE14B gene encodes an enzyme with lower apparent Kms for prenylcysteine 
substrates and higher specific activities than the AtSTE14A-encoded enzyme 
(Narasimha Chary et al., 2002). Furthermore, AtSTE14A and AtSTE14B exhibit 
different patterns of expression in the tissues and organs of intact Arabidopsis 
plants, as judged by semiquantitative RT-PCR, and promoter-GUS constructs 
reveal vastly different activities associated with the AtSTE14A and AtSTE14B 
promoters (i.e., AtSTE14B promoter activity is much greater and more widely 
distributed in Arabidopsis tissues and organs) (Narasimha Chary et al., 2002).

Recently, a specific prenylcysteine methylesterase (PCME) activity was de-
scribed in Arabidopsis membrane fractions and the corresponding gene identi-
fied (Deem et al., 2006). This gene encodes a protein with significant relatedness 
to sterol esterases, insect juvenile hormone esterases, and carboxyl ester lipases, 
and possesses a predicted trans-membrane domain and carboxyl esterase type-
B serine active site. Moreover, recombinant PCME expressed in S. cerevisiae 
catalyzed the specific hydrolysis of biologically relevant prenylcysteine methyl 
ester substrates. Because the reversible methylation and demethylation of pre-
nylated proteins could potentially regulate the membrane association and func-
tion of prenylated negative regulators of ABA signaling, we analyzed transgenic 
Arabidopsis plants harboring a PCMT overexpression construct and other plants 
with T-DNA insertions in the PCME gene. In both cases, the plants exhibited 
significant ABA insensitivity, suggesting that 1) PCMT is a negative regulator 
of ABA signaling, 2) PCME is a positive regulator of ABA signaling, and 3) 
prenylated negative regulators of ABA signaling are incompletely methylated in 
planta (i.e., if they were fully methylated, overexpression of PCMT would not 
have resulted in an ABA insensitive phenotype) (Huizinga D.H., Omosegbon 
O., Crowell D.N., unpublished data). Furthermore, the PCME gene was shown 
to be ABA-inducible. These data establish a positive feedback loop whereby 
ABA induction of the PCME gene causes the demethylation and inactivation of 
prenylated negative regulators of ABA signaling, resulting in ABA hypersensi-
tivity (Huizinga D.H., Omosegbon O., Crowell D.N., unpublished data). This 
makes biological sense given the long-term role of ABA in seed dormancy and 
drought responsiveness. Moreover, these results are consistent with the observa-
tion that ABA induces the expression of ABA biosynthetic genes (Xiong et al., 
2002; Barrero et al., 2006). Thus, ABA is under positive feedback control at the 
level of ABA synthesis and perception (Figure 10.1).
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FIGURE 10.1  Model for ABA regulation of ABA responsiveness in Arabidopsis via 
induction of PCME expression and demethylation (i.e., inactivation) of prenylated negative 
regulators of ABA signaling. ABA promotes seed dormancy and stomatal closure, but also 
increases the expression of the PCME gene, which is a positive regulator of ABA signaling.

In a recent report, Arabidopsis plants were shown to contain a specific farne-
sylcysteine lyase (FCLY) activity that oxidizes farnesylcysteine to farnesal and 
cysteine and the corresponding gene was identified (Crowell et al., 2007). Farn-
esal is subsequently reduced to farnesol by an NAD(P)H-dependent reductase/
NAD(P)-dependent dehydrogenase. FCLY activity is necessary for the oxida-
tion of farnesylcysteine released upon degradation of prenylated proteins. In-
deed, mutants with reduced FCLY activity exhibited an enhanced response to 
ABA, presumably via accumulation of farnesylcysteine, which is a competitive 
inhibitor of PCMT (Crowell et al., 2007). Thus, like PCMT, the FCLY gene is a 
negative regulator of ABA signaling. Unlike mammalian prenylcysteine lyases, 
which oxidize farnesylcysteine and geranylgeranylcysteine with comparable 
efficiencies (Zhang et al., 1997; Tschantz et al., 1999; Tschantz et al., 2001; 
Beigneux et al., 2002; Digits et al., 2002), Arabidopsis FCLY exhibits specific-
ity for farnesylcysteine, suggesting that geranylgeranylcysteine is metabolized 
by a different mechanism.
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10.3  IDENTIFICATION AND FUNCTIONAL CHARACTERIZATION 
OF PRENYLATED PLANT PROTEINS

The first systematic screen for prenylated plant proteins was performed in the 
mid-1990s, years before the sequencing of the Arabidopsis genome and oth-
er plant genomes made in silico searches for proteins with carboxyl-terminal 
CaaX motifs possible (Biermann et al., 1994). This early screening effort took 
advantage of the fact that 1) few, if any, E. coli proteins are spuriously pre-
nylated in vitro using purified PFT or PGGTI or plant cell extracts containing 
PFT and PGGTI, and 2) protein prenylation only requires a carboxyl-terminal 
CaaX sequence without any requirements for secondary structure. Thus, “pre-
nyl screening” was accomplished by introducing a plant (Arabidopsis, tobacco, 
or soybean) cDNA library into an E. coli expression vector, plating the cDNA 
expression library on LB-agar plates, making lifts of the colonies onto nylon 
filters and placing the filters, colony-side up, on fresh LB-agar plates containing 
IPTG (to induce colony growth and recombinant protein expression). Colonies 
were then lysed in situ by placing the filters, colony-side up, on a sheet of What-
man #1 paper saturated with 150 mM NaCl, 100 mM Tris-HCl, pH 8.0, 5 mM 
MgCl2, 2 mg/ml DNaseI, and 50 mg/ml lysozyme, and then transferring them to 
a second sheet of Whatman paper saturated with 150 mM NaCl, 0.1 % SDS, 0.1 
M NaOH. The filters were then neutralized on a third sheet of Whatman paper 
saturated with 150 mM NaCl, 100 Tris-HCl, pH 6.5, air dried, and blocked by 
incubation in the presence of Tris-buffered saline containing 20 mg/ml bovine 
serum albumin and 0.05 % Tween 20. Prenylation reactions were performed by 
placing the filters in a reaction mixture containing [3H]FPP or [3H]GGPP and 
a source of protein prenyltransferase activity in 50 mM Hepes, pH 7.5, 20 mM 
MgCl2, 5 mM dithiothreitol (5 mL/filter). Unincorporated label was removed by 
successive washes in 50 % ethanol and 95 % ethanol, and cDNA-encoded, in 
vitro prenylated, proteins were identified using Amplify fluorographic reagent 
and Kodak XAR-5 film. This procedure resulted in the identification of both 
known and novel prenylated proteins (Biermann et al., 1994; Biermann et al., 
1996; Dykema et al., 1999). Among the known proteins identified were mem-
bers of the ROP family of small GTPases (in Arabidopsis, 8 out of 11 ROP pro-
teins are geranylgeranylated), members of the RAB family of small GTPases, 
and the prenylated plant molecular chaperone ANJ1 (an ortholog of the protein 
encoded by the E. coli dnaJ gene). These findings implicated protein prenyl-
ation in signal transduction and cytoskeletal organization (i.e., ROP proteins), 
vesicle transport (i.e., RAB proteins), and the plant response to heat shock (i.e., 
ANJ1) (Biermann et al., 1996; Dykema et al., 1999). The previously unknown 
prenylated proteins that were identified included a prenylated v-SNARE protein 
related to the Ykt6p protein of S. cerevisiae, a prenylated guanylate-binding 
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protein called AIG1 implicated in the response of Arabidopsis plants containing 
the RPS2 resistance gene to bacterial pathogens carrying the avrRpt2 avirulence 
gene, and a family of prenylated transition metal-binding proteins (i.e., ATFP3) 
(Dykema et al., 1999). These findings suggest roles for protein prenylation in 
vesicle docking and fusion (i.e., Ykt6p), plant disease responses (i.e., AIG1), 
and regulation of heavy metal homeostasis (i.e., ATFP3). 
With the sequencing of various plant genomes, many gene products with 
carboxyl-terminal CaaX sequences have been identified as known or 
putative prenylated proteins (Rodríguez-Concepción et al., 1999; Crowell, 
2000; Galichet and Gruissem, 2003; Maurer-Stroh et al., 2007). These 
include ROP proteins, RAB proteins, Membrane-anchored Ub-fold (MUB) 
proteins, peroxisome biogenesis factor-19 (PEX19), G-protein g-subunits 
(in Arabidopsis encoded by the AGG1 and AGG2 genes), nucleosome 
assembly protein-1 (NAP-1;1), APETALA1, S-locus cysteine-rich proteins, 
glutathione transporter proteins, calmodulin-like proteins, and AUX2-11 
(Table 10.1). These predictions suggest that protein prenylation affects many 
cellular processes in addition to those described above, including protein 
ubiquitination, peroxisome biogenesis, nucleosome assembly, transcriptional 
regulation of floral meristem development, self-incompatibility, glutathione 
transport, calcium signaling, and auxin signaling. It is important to point 
out, however, that these proteins may not all be prenylated, depending on 
subcellular location and accessibility of the carboxyl terminus to protein 
prenyltransferases. What follows is a description of what is currently known 
about some of these proteins.

TABLE 10.1  In silico screening for clusters of putative prenylated plant proteins (Maurer-
Stroh et al., 2007).

Protein Farnesylated (F) 
and/or Geranyl-
geranylated (GG)

Species Function

ROP GTPases GG Arabidopsis – ROP1-
8, rice, cotton, etc.

Actin organization, polar-
ized growth, hormone 
signaling, etc.

RAB GT-
Pases

GG Arabidopsis, tomato, 
etc.

Vesicle formation, trans-
port, and docking to target 
membranes

CCH Copper 
Chaperone-
related

F, GG Arabidopsis – ATFP3, 
Cdl19

Heavy metal homeostasis
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Protein Farnesylated (F) 
and/or Geranyl-
geranylated (GG)

Species Function

Ub-fold 
proteins

F, GG Arabidopsis, rice, etc. Unknown

Synapto-
brevin-like 
SNARE 
protein (Ykt6-
like)

GG Arabidopsis – ATGP1, 
tobacco – NTGP1

Vesicle docking and fusion 
to target membranes

DnaJ-like 
heat shock 
chaperones

F Arabidopsis – AtJ2, 
AtJ3; Atriplex, 
tobacco

Heat shock molecular 
chaperones

Pex19-like F Arabidopsis Peroxisome biogenesis
G protein γ 
subunit

GG Arabidopsis – AGG1, 
AGG2

ABA, auxin signaling, and 
plant defense

Nucleosome 
assembly pro-
tein, NAP1-
like

F Arabidopsis Cell division and expansion

AIG1-
like; plant 
resistance to 
bacteria

F, GG Arabidopsis RPS2 – mediated plant 
defense against bacteria 
carrying avrRpt2

Floral homeo-
tic MADS 
box protein 
APETALA1

F Arabidopsis Floral meristem identity, 
sepal, and petal identity (A 
function)

S-locus 
cysteine-rich 
protein

F Brassica oleracea – 
SCR3, SCR16

Self-incompatibility

Glutathione, 
peptide trans-
porter, Isp4-
like protein

F, GG Arabidopsis Glutathione, peptide 
transport

Calmodulin-
related 

GG (can also be 
farnesylated in 
vitro)

Petunia – CaM53; rice 
– CaM61

Calcium signaling

AUX2-11 
(IAA4), 
AUX/IAA 
protein

GG Arabidopsis Negative regulation of 
auxin signaling

TABLE 10.1  (Continued)
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10.4  ROPS

In Arabidopsis, there are eleven ROP genes (Yang, 2002; Vernoud et al., 2003). 
Eight of these encode proteins, called Type I ROPs (ROP1-8), that are predicted 
to be geranylgeranylated (i.e., they bear a CaaL motif at the carboxyl terminus), 
whereas the other three encode proteins, called Type II ROPs (ROP9-11), that 
are S-acylated at two or three carboxyl-terminal cysteines (Lavy et al., 2002; 
Yang, 2002; Vernoud et al., 2003; Lavy and Yalovsky, 2006). The prenylated, 
Type I ROP proteins have been shown to be involved in many cellular processes, 
including actin organization (ROP1-6: Fu et al., 2001; Lemichez et al., 2001; Fu 
et al., 2002; Yang, 2002; Gu et al., 2003; Gu et al., 2005), pollen tube tip growth 
(ROP1: Lin et al., 1996; Li et al., 1999; Fu et al., 2001; Yang, 2002; Gu et 
al., 2003; Gu et al., 2005), negative regulation of ABA signaling in guard cells 
(ROP6: Lemichez et al., 2001; Yang, 2002) and seeds (ROP2: Li et al., 2001; 
Yang, 2002), auxin-induced lateral root initiation (ROP2: Li et al., 2001; Yang, 
2002) and root hair formation (ROP2, ROP4, ROP6, NtRac1: Molendijk et al., 
2001; Jones et al., 2002; Tao et al., 2002; Yang, 2002), auxin-induced gene ex-
pression (ROP1, ROP3, ROP6, ROP11, NtRac1: Tao et al., 2002), directional 
cell expansion during organogenesis (ROP2: Fu et al., 2002; Yang, 2002), em-
bryo development (ROP2: Li et al., 2001), seedling development (ROP2: Li et 
al., 2001), shoot growth and apical dominance (ROP2: Li et al., 2001), brassino-
lide-mediated hypocotyl elongation (ROP2: Li et al., 2001; Yang, 2002), H2O2 
production (OsRac1, Cotton Rac13: Potikha et al., 1999; Ono et al., 2001; Yang, 
2002; Molendijk et al., 2004; Morel et al., 2004), secondary cell wall forma-
tion (Cotton Rac13: Potikha et al., 1999), and defense responses (OsRac1: Ono 
et al., 2001; Suharsono et al., 2002). ROPs are themselves regulated by gua-
nine nucleotide exchange factors (GEFs), GTPase-activating proteins (GAPs), 
and GDP dissociation inhibitor proteins (GDIs) (Yang, 2002; Molendijk et al., 
2004; Raftopoulou and Hall, 2004). In addition, a ROP GTPase was found to 
be associated with active CLAVATA1 (CLV1) complexes, suggesting that CLA-
VATA3 activation of CLV1 leads to activation of ROP (Trotochaud et al., 1999). 
Thus, ROP GTPase(s) appear to have a role in meristem development. Tobacco 
NtRac1 is activated by auxin (Tao et al., 2002). Thus, auxin signaling appears 
to operate, at least in part, via activation of specific ROPs, which positively 
regulate auxin-induced lateral root initiation, root hair formation, and gene ex-
pression (Tao et al., 2002; Tao et al., 2005). In contrast, Arabidopsis ROP6 is 
inactivated by ABA (Lemichez et al., 2001). Thus, ABA signaling in guard cells 
operates, at least in part, via inactivation of ROP6, a negative regulator of ABA 
signaling (Lemichez et al., 2001).
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10.5  RABS

RAB proteins are members of the small GTPase family that participate in the 
formation, transport, and docking of vesicles to target membranes in the se-
cretory pathway (Jürgens and Geldner, 2002; Rutherford and Moore, 2002; 
Deneka et al., 2003; Vernoud et al., 2003; Molendijk et al., 2004). RABs have 
been shown to be necessary for docking of ER vesicles to cis-Golgi, post-Golgi 
vesicles to endosomes and vacuoles, retrograde Golgi vesicles to ER, and secre-
tory vesicles to the plasma membrane (i.e., polarized secretion) (Rutherford and 
Moore, 2002; Jürgens and Geldner, 2002; Deneka et al., 2003; Vernoud et al., 
2003; Molendijk et al., 2004). Mutations in, and localization of, RAB proteins 
have implicated this large class of GTPases in numerous cellular functions, in-
cluding targeted secretion of cell wall components (Preuss et al., 2004; Preuss et 
al., 2006; Samaj et al., 2006), polar growth of root hairs and pollen tubes (Preuss 
et al., 2004; Preuss et al., 2006; Samaj et al., 2006), sterol endocytosis (Grebe 
et al., 2003), targeting of cargo proteins to the vacuole (Sohn et al., 2003; Bolte 
et al., 2004), and ethylene signaling (Moshkov et al., 2003). RABs are also 
involved in plant development and adaptation to environmental stresses (Bolte 
et al., 2000; Lu et al., 2001). Prenylation and, in some cases, carboxyl methyla-
tion, are required for RAB protein localization and function (Ueda et al., 2001; 
Vernoud et al., 2003).

10.6  ANJ1

ANJ1 is a farnesylated molecular chaperone with similarity to the DnaJ pro-
tein of E. coli (Zhu et al., 1993; Dykema et al., 1999). This 47 kDa protein, 
is heat-shock inducible and thought to be involved in Hsp70-mediated protein 
folding and import into organelles at elevated temperatures (Zhu et al., 1993). 
Orthologs of ANJ1 from a number of plant species have been shown to be pre-
nylated (Dykema et al., 1999). The Arabidopsis genome contains two genes 
(At5g22060, At3g44110) that are predicted to encode farnesylated DnaJ-like 
proteins (AtJ2 and AtJ3, respectively).

10.7  V-SNARES

One of the proteins identified in the “prenyl screen” described above was an 
Arabidopsis geranylgeranylated protein called ATGP1 (Arabidopsis thaliana 
geranylgeranylated protein 1) (Biermann et al., 1994; Dykema et al., 1999). 
ATGP1 exhibited signifiant relatedness to the S. cerevisiae v-SNARE protein 
Ykt6p (McNew et al., 1997; Zhang and Hong, 2001). Ykt6p is a member of the 
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docking complex that mediates fusion of ER vesicles to the Golgi apparatus, 
although Ykt6p has also been implicated in vacuolar vesicle fusion (Søgaard et 
al., 1994; Ungermann et al., 1999; Kweon et al., 2003). Whereas the two Ara-
bidopsis Ykt6-like proteins are geranylgeranylated (At5g58060, At5g58180), 
Ykt6p is farnesylated (McNew et al., 1997). Nevertheless, these proteins are 
thought to be membrane-anchored via the isoprenoid tail because they lack a 
predicted trans-membrane domain like other v-SNARE proteins. v-SNARE and 
RAB proteins function in concert to mediate specific docking and fusion of 
vesicles to target membranes (Søgaard et al., 1994; Clague, 1999).

10.8  AIG1

Another protein identified by “prenyl screening” was a tobacco protein called 
NTGP4 (Nicotiana tabacum geranylgeranylated protein 4). NTGP4 exhibited 
relatedness to the Arabidopsis AIG1 protein, which possesses a consensus CaaX 
motif at its carboxyl terminus (Biermann et al., 1994; Dykema et al., 1999). 
This protein has been shown to be involved in the response of Arabidopsis 
plants containing the RPS2 resistance gene to bacterial pathogens carrying the 
avrRpt2 avirulence gene (Reuber and Ausubel, 1996). AIG1 contains a nucleo-
tide binding domain with sequence relatedness to that of mammalian interferon-
induced guanylate binding proteins (Bourne et al., 1991; Cheng et al., 1991). 
Interestingly, the Arabidopsis genome contains two clusters of AIG1-like genes. 
The cluster on chromosome 1 includes the At1g33890, At1g33900, At1g33910, 
At1g33930, At1g33950, At1g33960 (AIG1), and At1g33970 genes, which 
bear the carboxyl-terminal motifs CSIL, CNML, CNIL, CNIL, CNIL, CSIL, 
and CINL, respectively. The cluster on chromosome 4 includes the At4g09930, 
At4g09940, and At4g09950 genes, which bear the carboxyl-terminal motifs 
CIIL, CIIM, and CTVL, respectively. Thus, nine of the ten AIG1-like proteins 
are predicted to be geranylgeranylated, and one is predicted to be farnesylated. 
These findings implicate prenylated proteins in the plant response to pathogen 
attack and suggest multiple, perhaps redundant, roles for AIG-1-like proteins in 
plant defense (Reuber and Ausubel, 1996). 

10.8.1  HEAVY METAL BINDING PROTEINS

ATFP3 (Arabidopsis thaliana farnesylated protein 3) was one of several related 
proteins identified by prenyl screening that was predicted to be farnesylated 
(Biermann et al., 1994; Dykema et al., 1999). These proteins bear at least one 
CXXC motif upstream of the CaaX sequence and were empirically shown to 
bind heavy metals, including Cu2+ and Zn2+. ATFP3 is identical to Cdl19, which 
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was originally identified as the product of a Cd2+-responsive gene, but was later 
shown to be responsive to Hg2+, Fe2+, and Cu2+ as well (Suzuki et al., 2002). The 
protein product of this gene bound directly to Cd2+ and conferred Cd2+ tolerance 
when expressed in recombinant S. cerevisiae cells. A GFP-Cdl19 fusion protein 
expressed in tobacco BY-2 cells was plasma membrane localized, whereas a 
mutant GFP-Cdl19M with the cysteine of the CaaX motif changed to glycine 
was not. In addition, overexpression of Cdl19 in transgenic Arabidopsis plants 
conferred Cd2+ tolerance, suggesting that Cdl19 is involved in heavy metal 
homeostasis or detoxification (Suzuki et al., 2002). Three Arabidopsis genes 
are predicted to encode prenylated heavy metal-binding proteins; two farne-
sylated proteins (At5g63530, At5g24580) and one geranylgeranylated protein 
(At5g50740).

10.8.2  CALMODULIN-LIKE PROTEINS

Calmodulin-like proteins from petunia (CaM53) and rice (CaM61) have been 
shown to be prenylated, suggesting a role for protein prenylation in calcium 
signal transduction (Rodríguez-Concepción et al., 1999; Xiao et al., 1999). 
The petunia protein, called CaM53, is functional in vitro and in recombinant S. 
cerevisiae cells, and ectopic expression of the corresponding gene in Nicotiana 
benthamiana caused significant growth inhibition, stem thickening, leaf curl-
ing, chlorosis, and necrosis. However, a mutant CaM53 with the cysteine of the 
CTIL motif changed to serine did not cause stunting and necrosis, suggesting 
that these effects are dependent on CaM53 prenylation (Rodríguez-Concepción 
et al., 1999). CaM53 was efficiently geranylgeranylated and farnesylated in vi-
tro by recombinant plant PGGTI, demonstrating isoprenoid cross-specificity for 
PGGTI in the presence of this protein substrate. In addition, the polybasic do-
main upstream of the CaaX motif of CaM53 increased the efficiency of CaM53 
prenylation. GFP fused to CaM53 was plasma membrane localized, whereas 
GFP fused to the mutant STIL form was nuclear (Caldelari et al., 2001), and 
plasma membrane localization was shown to be dependent on both prenylation 
and carboxyl methylation  (Rodríguez-Concepción et al., 1999; Rodríguez-Con-
cepción et al., 2000).

10.9  APETALA1

The Arabidopsis shoot apical meristem (SAM), after the transition to reproduc-
tive development, is called an inflorescence meristem (IM). The Arabidopsis 
IM is indeterminate and produces secondary inflorescence meristems and floral 
meristems (FM) on its flanks by cell division activity within the peripheral zone 
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(Doerner, 1999). A floral meristem, which is determinate and develops into a 
single flower composed of four sepals, four petals, six stamens, and two carpels, 
forms on the flank of the Arabidopsis IM at sites of high LFY (LEAFY) and AP1 
(APETALA1) gene expression (Boss et al., 2004; Putterill et al., 2004). LFY and 
AP1 both have floral meristem identity function, but LFY is expressed earlier in 
flower development than AP1 (Hempel et al., 1997; Boss et al., 2004; Putterill 
et al., 2004). However, LFY activates the AP1 gene and vice versa, forming a 
positive feedback loop within the FM that maintains floral meristem identity 
(Liljegren et al., 1999). The TFL1 (TERMINAL FLOWER 1) gene represses LFY 
and AP1 expression in the IM to preserve the indeterminate nature of the IM, 
whereas LFY and AP1 repress TFL1 gene expression in the floral meristem to 
maintain determinacy and promote the development of a flower (Liljegren et al., 
1999). Consistent with its floral meristem identity function, AP1 is expressed 
throughout the floral meristem in stage 1 and 2 flowers (Gustafson-Brown et 
al., 1994; Simon et al., 1996). However, in stage 3 flowers, AP1 expression be-
comes restricted to the first and second whorls of the developing flower, where 
it assumes a role in specification of sepals and petals, respectively (Gustafson-
Brown et al., 1994). The flowers of ap1 mutants lack petals and show a partial 
conversion to inflorescence meristem fate, with bracts formed instead of se-
pals and secondary flowers occasionally developing in the axils of the bracts 
(Bowman et al., 1993). AP1 is one of many MADS domain transcription factors 
governing flower development. The AP1 carboxyl-terminal domain is not only 
interesting because of its transactivation and protein interaction functions, but 
also because it is prenylated (Rodríguez-Concepción et al., 1999; Yalovsky et 
al., 2000). AP1 possesses a CFAA motif at the carboxyl terminus and it, or a 
carboxyl-terminal fragment of it, is prenylated by PFT both in vitro and in vivo 
(Yalovsky et al., 2000). Moreover, prenylation of AP1 may be necessary for 
meristem identity function because overproduction of a mutant ap1 protein that 
cannot be prenylated (ap1mS, where the CaaX cysteine is changed to serine) 
in wild type Arabidopsis, or overproduction of wild type AP1 in a PFT mutant 
of Arabidopsis (era1), did not result in a terminal flower phenotype (Yalovsky 
et al., 2000). Conversely, overproduction of wild type AP1 in wild type Arabi-
dopsis caused the inflorescence meristem to assume floral meristem identity, 
resulting in a terminal flower phenotype. While these results suggest that AP1 
is farnesylated and that farnesylation may be necessary for the floral meristem 
identity function of AP1, other data suggest that prenylation does not affect 
AP1 function. For example, Krizek and Meyerowitz (1996) demonstrated that 
the carboxyl terminus of AP1 can be replaced by the carboxyl terminus of the 
AG (AGAMOUS) protein, an unprenylated MADS domain transcription fac-
tor involved in stamen and carpel development, and the resulting protein was 
capable of rescuing an ap1 mutant and causing a terminal flower overexpres-
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sion phenotype. In addition, Ng and Yanofsky (2001) demonstrated that a VP16 
transactivation domain fused to the carboxyl terminus of AP1, which disrupts 
the carboxyl-terminal location of the CaaX motif, result in a functional protein. 
These results indicate that prenylation is not required for AP1 function. Further-
more, if prenylation were required for the floral organ identity function of AP1, 
plp mutants of Arabidopsis would be expected to exhibit an apetala phenotype 
(no petals). However, as described above, plp mutants exhibit the opposite phe-
notype (extra petals) (Running et al., 2004). Together, these results suggest that 
prenylation may attenuate the floral organ identity function of AP1, may be 
important only in the context of an AP1 carboxyl-terminal domain, and may 
differentially affect the floral meristem identity and floral organ identity func-
tions of AP1. At present, it is not known how prenylation affects the biochemical 
properties of AP1, such as DNA binding, interactions with other MADS domain 
transcription factors, subnuclear localization, cell-to-cell movement, and activa-
tion of downstream target genes.

10.10  NAP1

Protein prenylation was shown to be associated with cell division in the mid-
1990s (Morehead et al., 1995; Qian et al., 1996), but the prenylated protein(s) 
responsible for this association were not known. However, in a recent report, 
Arabidopsis nucleosome assembly protein 1 (AtNAP1;1) was shown to be a 
farnesylated protein that regulates cell proliferation and expansion during leaf 
development (Galichet and Gruissem, 2006). Farnesylated, but not unfarne-
sylated, AtNAP1;1 rescued a nap1 mutant of S. cerevisiae but, surprisingly, 
AtNAP1;1 localization was not dependent on farnesylation (i.e., a mutant At-
NAP1;1 with the cysteine of the CaaX motif changed to serine did not exhibit 
altered localization in plant cells). More importantly, ectopic overexpression 
of AtNAP-1;1 disrupted leaf development in a farnesylation-dependent man-
ner (Galichet and Gruissem, 2006). Three Arabidopsis genes are predicted to 
encode farnesylated paralogs of NAP1 – AtNAP1;1, AtNAP1;2, and AtNAP1;3 
(At4g26110, At2g19480, and At5g56950, respectively).

10.11  MUBS

A unique class of ubiquitin-fold proteins with carboxyl-terminal CaaX sequenc-
es was recently reported (Downes et al., 2006). These Membrane-anchored Ub-
fold proteins (MUBs) were found in Arabidopsis, rice, and a variety of animal 
and fungal species. In Arabidopsis, six MUBs were described. Five of these are 
either farnesylated (AtMUB1 and AtMUB4) or geranylgeranylated (AtMUB3, 
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AtMUB5, and AtMUB6), while the sixth (AtMUB2) is palmitoylated. Ubiqui-
tin-fold proteins are posttranslational modifiers involved in a variety of cellular 
processes, including regulated protein degradation (Ub and SUMO, which com-
petes with Ub; Melchior, 2000), activation of the Cullin subunit of SCF (Skip-
Cullin-F-box) complexes (RUB1; Petroski and Deshaies, 2005), and autophagy 
(ATG-8 and ATG-12; Ohsumi, 2001). Given that MUBs have a carboxyl-ter-
minal prenylcysteine, it is unlikely that they are posttranslational protein modi-
fiers. However, it is possible that MUBs serve as docking sites on the plasma 
membrane for other proteins (Downes et al., 2006).

10.12  AUX2-11

AtAUX2-11, also called IAA4, is a member of the AUX/IAA family of transcrip-
tional repressors (Wyatt et al., 1993). AUX/IAA proteins repress ARF-mediated 
transcription of auxin-responsive genes. In response to auxin, which binds the 
F-box subunit (TIR1) of the SCFTIR1 complex (Dharmasiri et al., 2005), AUX/
IAA proteins are ubiquitinated and degraded, allowing for transcription of auxin-
regulated genes, including AUX/IAA genes (Dharmasiri and Estelle, 2002). Thus, 
auxin-induced ubiquitination and degradation of AUX/IAA proteins leads to the 
activation of auxin-regulated genes and reestablishment of an AUX/IAA pool. 
This negative feedback loop ensures that auxin responses are transient. AUX2-11 
is unique among the AUX/IAA proteins because it has a carboxyl-terminal CGGL 
motif, which has been shown to be a substrate for PGGTI (Caldelari et al., 2001). 
Interestingly, ggb mutants lacking PGGTI activity exhibit an enhanced response 
to auxin-induced lateral root initiation, possibly via inactivation of AUX2-11 and 
increased transcription of auxin-regulated genes (Johnson et al., 2005).

10.12.1  HETEROTRIMERIC G PROTEIN g-SUBUNITS

The Arabidopsis genome contains only one heterotrimeric G-protein α-subunit 
gene (GPA1, At2g26300), one G-protein β-subunit gene (AGB1, At4g34460), 
and two G-protein γ-subunit genes (AGG1, At3g63420 and AGG2, At3g22942). 
AGG1 and AGG2 are both geranylgeranylated, and AGG2 is also S-acylated 
(Zeng et al., 2007). Consequently, both are associated with the plasma mem-
brane, but AGG1 is also associated with internal membranes (Zeng et al., 2007). 
AGG1 and AGG2 can be prenylated by both PFT and PGGTI, illustrating the 
functional redundancy between PFT and PGGTI in Arabidopsis, and do not re-
quire a functional Gα subunit for plasma membrane localization (Zeng et al., 
2007). AGG1-deficient mutants exhibited decreased resistance to necrotrophic 
pathogens, reduced expression of the plant defensin PDF1.2, and hyposensi-
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tivity to methyl jasmonate (Trusov et al., 2007). However, both AGG1- and 
AGG2-deficient mutants exhibited an enhanced response to auxin-induced lat-
eral root formation, suggesting that both function to repress auxin-mediated ini-
tiation of lateral roots. As described above, ggb mutants lacking PGGTI exhibit 
an enhanced response to auxin-induced lateral root formation (Johnson et al., 
2005; Trusov et al., 2007), a phenotype that may, in part, be due to inactivation 
of AGG1 and AGG2 (as well as AUX2-11). Two G-protein-coupled receptors 
(GCR1 and GCR2) have been described and both appear to affect ABA signal-
ing (Pandey and Assmann, 2004; Liu et al., 2007). Whereas GCR1 is a negative 
regulator of GPA1-mediated ABA signaling in guard cells, GCR1 acts in concert 
with GPA1 and AGB1 to negatively regulate ABA signaling during seed ger-
mination (Pandey and Assmann, 2004). Interestingly, ggb mutants lacking PG-
GTI exhibit an enhanced response to ABA in guard cells, but not seeds (John-
son et al., 2005). This finding suggests that geranylgeranylation, and plasma 
membrane localization, of AGG1 and/or AGG2 may be necessary for negative 
regulation of GPA1-mediated ABA responses in guard cells, but not in seeds 
where GCR1, GPA1, and AGB1 function together to negatively regulate ABA 
signaling. GCR2 has been definitively shown to be an ABA receptor but, unlike 
GCR1, GCR2 positively regulates ABA signaling (Liu et al., 2007). Given these 
findings, it seems likely that AGG1 and/or AGG2 mutants exhibit an enhanced 
response to ABA in guard cells, but this has not been reported.

10.13  OTHER BIOLOGICAL ROLES FOR PROTEIN PRENYLATION 
IN PLANTS

The results discussed above implicate protein prenylation in seed germination, seed-
ling development, leaf development, flower development, phytohormone (ABA, 
Auxin, and Brassinolide) signaling, calcium signaling, actin organization, vesicle 
docking and fusion, H2O2 production, pathogen defense, secondary cell wall forma-
tion, response to heat shock, and heavy metal homeostasis and detoxification.

A role for protein prenylation in secondary metabolism was also recently 
reported. In Catharanthus roseus, which produces monoterpenoid indole al-
kaloids (ajmalicine, serpentine, vincristine, and vinblastine), PFT and PGGTI 
were found to be necessary for induction of genes in the 2-C-methyl-erythritol 
4-phosphate pathway (MEP pathway, otherwise known as the plastidial isopren-
oid biosynthetic pathway) following auxin depletion of C. roseus suspension 
cultures (Courdavault et al., 2005). This conclusion was based on the observa-
tion that RNAi-mediated decreases in PFT β-subunit or PGGTI β-subunit gene 
expression caused a decrease in MEP pathway gene expression and monoterpe-
noid indole alkaloid production. In addition to supplying the isoprenoid portion 
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of the monoterpenoid indole alkaloids in C. roseus, the MEP pathway is respon-
sible for the production of trans-zeatin, monoterpenes (C10), diterpenes (C20), 
tetraterpenes (C40), phytol, carotenoids, plastoquinone-9, gibberellin, abscisic 
acid, and possibly the GGPP for protein geranylgeranylation (Lichtenthaler, 
2000; Gerber et al., 2007). The mevalonate (MVA) pathway, on the other hand, 
is located in the cytoplasmic compartment and is responsible for the biosynthe-
sis of sesquiterpenes (C15), triterpenes (C30), phytosterols, and steroids. The 
MVA pathway also provides the FPP for protein farnesylation (Crowell, 2000).

KEYWORDS

•• ABA signaling

•• ABA synthesis
•• Actin organization
•• Arabidopsis genome
•• Calmodulin-like proteins
•• Carboxyl methylation
•• Demethylation
•• Escort protein gene
•• Farnesylcysteine
•• Functional redundancy
•• Geranylgeranylcysteine
•• Heterodimeric enzyme
•• Mammalian cells
•• Phytohormone signaling
•• Phytosterols
•• Plant development
•• Plant proteins
•• Postprenylation processing
•• Prenyl screening
•• Prenylcysteine methylation
•• Protein prenylation
•• Protein-membrane interactions
•• Protein-protein interactions
•• Proteolysis
•• Secondary metabolism
•• Vesicle docking



Protein Prenylation and Processing in Plant Development	 271

REFERENCES

Ashby, M. N. CaaX converting enzymes. Curr Opin Lipidol 1998, 9, 99-102.
Ashby, M. N.; Errada, P. R.; Boyartchuk, V. L.; Rine, J. Isolation and DNA sequence of the STE14 

gene encoding farnesyl cysteine: Carboxyl methyltransferase. Yeast 1993, 9, 907-913.
Barrero, J. M.; Rodríguez, P. L.; Quesada, V.; Piqueras, P.; Ponce, M. R.; Micol, J. L. Both abscisic 

acid (ABA)-dependent and ABA-independent pathways govern the induction of NCED3, AAO3 
and ABA1 in response to salt stress. Plant Cell and Environ 2006, 29, 2000-2008.

Beigneux, A.; Withycombe, S. K.; Digits, J. A.; Tschantz, W .R.; Weinbaum, C .A.; Griffey, S .M.; 
Bergo, M.; Casey P. J.; Young S. G. Prenylcysteine lyase deficiency in mice results in the ac-
cumulation of farnesylcysteine and geranylgeranylcysteine in brain and liver. J Biol Chem 2002, 
277, 38358-38363.

Beranger, F.; Cadwallader, K.; Porfiri, E.; Powers, S.; Evans, T.; De Gunzburg, J.; Hancock, J. F. 
1994. Determination of structural requirements for the interaction of Rab6 with RabGDI and 
Rab geranylgeranyltransferase. J Biol Chem 2002, 269, 13637-13643.

Bergo, M. O.; Ambroziak, P.; Gregory, C.; George, A.; Otto, J. C.; Kim, E.; Nagase, H.; Casey, P. 
J.; Balmain, A.; Young, S. G. Absence of the CAAX endoprotease Rce1: Effects on cell growth 
and transformation. Mol Cell Biol 2002, 22, 171-181.

Bergo, M. O.; Gavino, B. J.; Hong, C.; Beigneux, A. P.; Mcmahon, M.; Casey, P. J.; Young, S. G. 
Inactivation of Icmt inhibits transformation by oncogenic K-Ras and B-Raf. J Clin Invest 2004, 
113, 539-550.

Bergo, M. O.; Leung, G. K.; Ambroziak, P.; Otto, J. C.; Casey, P. J.; Gomes, A. Q.; Seabra, M. 
C.; Young, S. G. Isoprenylcysteine carboxyl methyltransferase deficiency in mice. J Biol Chem 
2001, 276, 5841-5845.

Bergo, M. O.; Leung, G. K.; Ambroziak, P.; Otto, J. C.; Casey, P. J.; Young, S. G. Targeted inactivation 
of the isoprenylcysteine carboxyl methyltransferase gene causes mislocalization of K-Ras in 
mammalian cells. J Biol Chem 2000, 275, 17605-17610.

Bergo, M. O.; Lieu, H. D.; Gavino, B. J.; Ambroziak, P.; Otto, J. C.; Casey, P. J.; Walker, Q. M.; 
Young, S. G. On the physiological importance of endoproteolysis of CAAX proteins: Heart-spe-
cific RCE1 knockout mice develop a lethal cardiomyopathy. J Biol Chem 2004, 279, 4729-4736.

Biermann, B.; Randall, S. K.; Crowell, D. N. Identification and isoprenylation of plant GTP-bind-
ing proteins. Plant Mol Biol 1996, 31, 1021-1028.

Biermann, B. J.; Morehead, T. A.; Tate, S. E.; Price, J. R.; Randall, S. K.; Crowell, D.N. 1994. 
Novel isoprenylated proteins identified by an expression library screen. J Biol Chem 1996, 269, 
25251-25254.

Bolte, S.; Brown. S.; Satiat-Jeunemaitre, B. The N-myristoylated Rab GTPase m-RABmc is in-
volved in post-Golgi trafficking events to the lytic vacuole in plant cells. J Cell Sci 2004, 117, 
943-954.

Bolte, S.; Schiene, K.; Dietz, K. J. Characterization of a small GTP-binding protein of the rab5 
family in Mesembryanthemum crystallinum with increased level of expression during early salt 
stress. Plant Mol Biol 2000, 42, 923-936.

Bonetta, D.; Bayliss, P.; Sun, S.; Sage, T.; Mccourt, P. Farnesylation is involved in meristem or-
ganization in Arabidopsis. Planta 2000, 211, 182-190.

Boss, P. K.; Bastow, R. M.; Mylne, J. S.; Dean, C. Multiple pathways in the decision to flower: 
Enabling, promoting, and resetting. Plant Cell 2004, 16, S18-S31.

Bourne, H. R.; Sanders, D. A.; Mccormick, F. The GTPase superfamily: Conserved structure and 
molecular mechanism. Nature 1991, 349, 117-127.



272	 Genomics and Proteomics: Principles, Technologies and Applications

Bowman, J. L.; Alvarez, J.; Weigel, D.; Meyerowitz, E.; Smyth, D. R. Control of flower develop-
ment in Arabidopsis thaliana by APETALA1 and interacting genes. Development 1993, 119, 
721-743.

Boyartchuk, V. L.; Ashby, M. N.; Rine, J. Modulation of Ras and a-factor function by carboxyl-
terminal proteolysis. Science 1997, 275, 1796-1800.

Bracha, K.; Lavy, M.; Yalovsky, S. The Arabidopsis AtSTE24 is a CAAX protease with broad 
substrate specificity. J Biol Chem 2002, 277:29856-29864.

Cadiñanos, J.; Varela, I.; Mandel, D. A.; Schmidt, W. K.; Díaz-Perales, A.; López-Otín, C.; Freije, 
J. M. AtFACE-2, a functional prenylated protein protease from Arabidopsis thaliana related to 
mammalian Ras-converting enzymes. J Biol Chem 2003, 278, 42091-42097.

Caldelari, D.; Sternberg, H.; Rodríguez-Concepción, M.; Gruissem, W.; Yalovsky, S. Efficient 
prenylation by a plant geranylgeranyltransferase-I requires a functional CaaL box motif and a 
proximal polybasic domain. Plant Physiol 2001, 126, 1416-1429.

Chen, Z.; Otto, J. C.; Bergo, M. O.; Young, S. G.; Casey, P. J. The C-terminal polylysine region 
and methylation of K-Ras are critical for the interaction between K-Ras and microtubules. J Biol 
Chem 2000, 275, 41251-41257.

Cheng, Y. S.; Patterson, C. E.; Staeheli, P. Interferon-induced guanylate-binding proteins lack an 
N(T)KXD consensus motif and bind GMP in addition to GDP and GTP. Mol Cell Biol 1991, 11, 
4717-4725.

Clague, M. J. Membrane transport: Take your fusion partners. Curr Biol 1999, 9, R258-R260.
Clarke, S. Protein isoprenylation and methylation at carboxyl-terminal cysteine residues. Annu Rev 

Bioche 1992, 61, 355-386.
Clarke, S.; Vogel, J. P.; Deschenes, R. J.; Stock, J. Posttranslational modification of the Ha-ras 

oncogene protein: Evidence for a third class of protein carboxyl methyltransferases. Proc Natl 
Acad Sci USA 1988, 85, 4643-4647.

Courdavault, V.; Burlat, V.; St-Pierre, B.; Giglioli-Guivarc'h, N. Characterisation of CaaX-prenyl-
transferases in Catharanthus roseus: Relationships with the expression of genes involved in the 
early stages of monoterpenoid biosynthetic pathway. Plant Sci 2005, 168, 1097-1107.

Courdavault, V.; Thiersault, M.; Courtois, M.; Gantet, P.; Oudin, A.; Doireau, P.; St-Pierre, B.; 
Giglioli-Guivarch, N. CaaX-prenyltransferases are essential for expression of genes involved in 
the early stages of monoterpenoid biosynthetic pathway in Catharanthus roseus cells. Plant Mol 
Biol 2005, 57, 855-870.

Crowell, D. N. Functional implications of protein isoprenylation in plants. Prog Lipid Res 2000, 
39, 393-408.

Crowell, D. N.; Huizinga, D. H.; Deem, A. K.; Trobaugh, C.; Denton, R.; Sen, S. E. Arabidopsis 
thaliana plants possess a specific farnesylcysteine lyase that is involved in detoxification and 
recycling of farnesylcysteine. Plant J 2007, 50, 839-847.

Crowell, D. N.; Kennedy M. Identification and functional expression in yeast of a prenylcysteine 
alpha-carboxyl methyltransferase gene from Arabidopsis thaliana. Plant Mol Biol 2001, 45, 
469-476.

Crowell, D. N.; Randall, S. K.; Sen, S. E. Prenycysteine alpha-carboxyl methyltransferase in sus-
pension-cultured tobacco cells. Plant Physiol 1998, 118, 115-123.

Cutler, S.; Ghassemian, M.; Bonetta, D.; Cooney, S.; Mccourt, P. A protein farnesyl transferase 
involved in abscisic acid signal transduction in Arabidopsis. Science 1996, 273, 1239-1241.

Deem, A. K.; Bultema, R. L.; Crowell, D. N. Prenylcysteine methylesterase in Arabidopsis thali-
ana. Gene 2006, 380, 159-166.



Protein Prenylation and Processing in Plant Development	 273

Deneka, M.; Neeft, M.; Van Der Sluijs, P. Regulation of membrane transport by Rab GTPases. Crit 
Rev Biochem Mol Biol 2003, 38, 121-142.

Desrosiers, R. R.; Nuguyen, Q. T.; Beliveau, R. The carboxyl methyltransferase modifying G pro-
teins is a metalloenzyme. Biochem Biophys Res Commun 1999, 261, 790-797.

Dharmasiri, N.; Dharmasiri, S.; Estelle, M. The F-box protein TIR1 is an auxin receptor. Nature 
2005, 435, 441-445.

Dharmasiri, S.; Estelle, M. The role of regulated protein degradation in auxin response. Plant Mol 
Biol 2002, 49, 401-409.

Dietrich, A.; Scheer, A.; Illenberger, D.; Kloog, Y.; Henis, Y. I.; Gierschik, P. Studies on G-protein 
alpha.betagamma heterotrimer formation reveal a putative S-prenyl-binding site in the alpha 
subunit. Biochem J 2003, 376, 449-456.

Digits, J. A.; Pyun, H. J.; Coates, R. M.; Casey, P. J. Stereospecificity and kinetic mechanism of 
human prenylcysteine lyase, an unusual thioether oxidase. J Biol Chem 2002, 277, 41086-41093.

Doerner, P. Shoot meristems: Intercellular signals keep the balance. Curr Biol 1999, 9, R377-R380.
Downes, B. P.; Saracco, S. A.; Lee, S. S.; Crowell, D. N.; Vierstra, R. D. MUBs, a family of 

ubiquitin-fold proteins that are plasma membrane-anchored by prenylation. J Biol Chem 2006, 
281, 27145-27157.

Dykema, P. E.; Sipes, P. R.; Marie, A.; Biermann, B. J.; Crowell, D. N.; Randall, S. K. A new class 
of proteins capable of binding transition metals. Plant Mol Biol 1999, 41, 139-150.

Fu, Y.; Li, H.; Yang, Z. The ROP2 GTPase controls the formation of cortical fine F-actin and the 
early phase of directional cell expansion during Arabidopsis organogenesis. Plant Cell 2002, 
14, 777-794.

Fu, Y.; Wu, G.; Yang, Z. Rop GTPase-dependent dynamics of tip-localized F-actin controls tip 
growth in pollen tubes. J Cell Biol 2001, 152, 1019-1032.

Fujiyama, A.; Tsunasawa, S.; Tamanoi, F.; Sakiyama, F. S-farnesylation and methyl esterification 
of C-terminal domain of yeast RAS2 protein prior to fatty acid acylation. J Biol Chem 1991, 
266, 17926-17931.

Fukada, Y. Prenylation and carboxylmethylation of G-protein gamma subunit. Methods Enzymol 
1995, 250, 91-105.

Galichet, A.; Gruissem, W. Protein farnesylation in plants-conserved mechanisms but different 
targets. Curr Opin Plant Biol 2003, 6, 530-535.

Galichet, A.; Gruissem, W. Developmentally controlled farnesylation modulates AtNAP1;1 func-
tion in cell proliferation and cell expansion during Arabidopsis leaf development. Plant Physiol 
2006, 142, 1412-1426.

Gerber, E.; Hemmerlin, A.; Hartmann, M.; Heintz, D.; Crowell, D. N.; Rohmer, M.; Bach, T. J. 
Evidence for the plastidial origin of the isoprenyl residue used for the geranylgeranylation of 
a chimeric green fluorescent protein in BY-2 cells: A test system for inhibitors. Proc. 8th Eur. 
Symp. Plant Isoprenoids 2007; p. 12.

Grebe, M.; Xu, J.; Mobius, W.; Ueda, T.; Nakano, A.; Geuze, H. J.; Rook, M. B.; Scheres, B. 
Arabidopsis sterol endocytosis involves actin-mediated trafficking via ARA6-positive early en-
dosomes. Curr Biol 2003, 13, 1378-1387.

Gu, Y.; Fu, Y.; Dowd, P.; Li, S.; Vernoud, V.; Gilroy, S.; Yang, Z. A Rho family GTPase controls 
actin dynamics and tip growth via two counteracting downstream pathways in pollen tubes. J 
Cell Biol 2005, 169, 127-138.

Gu, Y.; Vernoud, V.; Fu, Y.; Yang, Z. ROP GTPase regulation of pollen tube growth through the 
dynamics of tip-localized F-actin. J Exp Bot 2003, 54, 93-101.



274	 Genomics and Proteomics: Principles, Technologies and Applications

Gustafson-Brown, C.; Savidge, B.; Yanofsky, M. F. Regulation of the Arabidopsis floral homeotic 
gene APETALA1. Cell 1994, 76, 131-143.

Gutierrez, L.; Magee, A. I.; Marshall, C. J.; Hancock, J. F. Post-translational processing of p21ras 
is two-step and involves carboxyl-methylation and carboxy-terminal proteolysis. EMBO J 1989, 
8, 1093-1098.

Gutkowska, M.; Biekowski, T.; Hung, V. S.; Wanke, M.; Hertel, J.; Danikiewicz, W.; Swiezewska, 
E. Proteins are polyisoprenylated in Arabidopsis thaliana. Biochem Biophys Res Commun 2004, 
322, 998-1004.

Hancock, J. F.; Cadwallader, K.; Marshall, C. J. Methylation and proteolysis are essential for ef-
ficient membrane binding of prenylated p21K-ras(B). EMBO J 1991, 10, 641-646.

Hancock, J. F.; Cadwallader, K.; Paterson, H.; Marshall, C. J. A CAAX or a CAAL motif and a 
second signal are sufficient for plasma membrane targeting of ras proteins. EMBO J 1991, 10, 
4033-4039.

Hancock, J. F.; Magee, A. I.; Childs, J. E.; Marshall, C. J. All ras proteins are polyisoprenylated but 
only some are palmitoylated. Cell 1989, 57, 1167-1177.

Hempel, F. D.; Weigel, D.; Mandel, M. A.; Ditta, G.; Zambryski, P. C.; Feldman, L. J.; Yanofsky, 
M. F. Floral determination and expression of floral regulatory genes in Arabidopsis. Develop-
ment 1997, 124, 3845-3853.

Hrycyna, C. A.; Clarke, S. Farnesyl cysteine C-terminal methyltransferase activity is dependent 
upon the STE14 gene product in Saccharomyces cerevisiae. Mol Cell Biol 1990, 10, 5071-5076.

Hrycyna, C. A.; Clarke, S. Maturation of isoprenylated proteins in Saccharomyces cerevisiae. Mul-
tiple activities catalyze the cleavage of the three carboxyl-terminal amino acids from farnesylat-
ed substrates in vitro. J Biol Chem 1992, 267, 10457-10464.

Hrycyna, C. A.; Sapperstein, S. K.; Clarke, S.; Michaelis, S. The Saccharomyces cerevisiae STE14 
gene encodes a methyltransferase that mediates C-terminal methylation of a-factor and RAS 
proteins. EMBO J 1991, 10, 1699-1709.

Johnson, C. D.; Chary, S. N.; Chernoff, E. A.; Zeng, Q.; Running, M. P.; Crowell, D. N. Protein 
geranylgeranyltransferase I is involved in specific aspects of abscisic acid and auxin signaling in 
Arabidopsis. Plant Physiol 2005, 139, 722-733.

Jones, M. A.; Shen, J. J.; Fu, Y.; Li, H.; Yang, Z.; Grierson, C. S. The Arabidopsis Rop2 GTPase 
is a positive regulator of both root hair initiation and tip growth. Plant Cell 2002, 14, 763-776.

Jürgens, G.; Geldner, N. Protein secretion in plants: From the trans-Golgi network to the outer 
space. Traffic 2002, 3, 605-613.

Kawata, M.; Farnsworth, C. C.; Yoshida, Y.; Gelb, M. H.; Glomset, J. A.; Takai, Y. Post translation-
ally processed structure of the human platelet protein smg p21B: Evidence for geranylgeranyla-
tion and carboxyl methylation of the C-terminal cysteine. Proc Natl Acad Sci USA 1990, 87, 
8960-8964.

Krizek, B. A.; Meyerowitz, E. M. Mapping the protein regions responsible for the functional spe-
cificities of the Arabidopsis MADS domain organ-identity proteins. Proc Natl Acad Sci USA 
1996, 93, 4063-4070.

Kuroda, Y.; Suzuki, N.; Kataoka, T. The effect of posttranslational modifications on the interaction 
of Ras2 with adenylyl cyclase. Science 1993, 259, 683-686.

Kweon, Y.; Rothe, A.; Conibear, E.; Stevens, T. H. Ykt6p is a multifunctional yeast R-SNARE that 
is required for multiple membrane transport pathways to the vacuole. Mol Cell Biol 2003, 14, 
1868-1881.

Lavy, M.; Bracha-Drori, K.; Sternberg, H.; Yalovsky, S. A cell-specific, prenylation-independent 
mechanism regulates targeting of type II RACs. Plant Cell 2002, 14, 2431-2450.



Protein Prenylation and Processing in Plant Development	 275

Lavy, M.; Yalovsky, S. Association of Arabidopsis type-II ROPs with the plasma membrane re-
quires a conserved C-terminal sequence motif and a proximal polybasic domain. Plant J 2006, 
46, 934-947.

Lemichez, E.; Wu, Y.; Sanchez, J. P.; Mettouchi, A.; Mathur, J.; Chua, N. H. Inactivation of AtRac1 
by abscisic acid is essential for stomatal closure. Genes Dev 2001, 15, 1808-1816.

Leung, K. F.; Baron, R.; Ali, B. R.; Magee, A. I.; Seabra, M. C. Rab GTPases containing a CAAX 
motif are processed post-geranylgeranylation by proteolysis and methylation. J Biol Chem 2007, 
282, 1487-1497.

Leung, K. F.; Baron, R.; Seabra, M. C. Thematic review series: Lipid posttranslational modifications. 
geranylgeranylation of Rab GTPases. J Lipid Res 2006, 47, 467-475.

Li, H.; Lin, Y.; Heath, R. M.; Zhu, M. X.; Yang, Z. Control of pollen tube tip growth by a Rop 
GTPase-dependent pathway that leads to tip-localized calcium influx. Plant Cell 1999, 11, 1731-
1742.

Li, H.; Shen, J. J.; Zheng, Z. L.; Lin, Y.; Yang, Z. The Rop GTPase switch controls multiple devel-
opmental processes in Arabidopsis. Plant Physiol 2001, 126, 670-684.

Lichtenthaler, H. K. Non-mevalonate isoprenoid biosynthesis: Enzymes, genes and inhibitors. Bio-
chem Soc Trans 2000, 28, 785-789.

Liljegren, S. J.; Gustafson-Brown, C.; Pinyopich, A.; Ditta, G. S.; Yanofsky, M. F. Interactions 
among APETALA1, LEAFY, and TERMINAL FLOWER1 specify meristem fate. Plant Cell 
1999, 1, 11007-1018.

Lin, Y.; Wang, Y.; Zhu, J. K, Yang, Z. Localization of a Rho GTPase implies a role in tip growth and 
movement of the generative cell in pollen tubes. Plant Cell 1996, 8, 293-303.

Liu, X.; Yue, Y.; Li, B.; Nie, Y.; Li, W.; Wu, W. H.; Ma, L. A G protein-coupled receptor is a plasma 
membrane receptor for the plant hormone abscisic acid. Science 2007, 315, 1712-1716.

Loraine, A. E.; Yalovsky, S.; Fabry, S.; Gruissem, W. Tomato Rab1A homologs as molecular tools 
for studying Rab geranylgeranyl transferase in plant cells. Plant Physiol 1996, 110, 1337-1347.

Lu, C.; Zainal, Z.; Tiucker, G. A.; Lycett, G. W. Developmental abnormalities and reduced fruit 
softening in tomato plants expressing an antisense Rab11 GTPase gene. Plant Cell 2001, 13, 
1819-1833.

Maurer-Stroh, S.; Koranda, M.; Benetka, W.; Schneider, G.; Sirota, F. L.; Eisenhaber, F. Towards 
complete sets of farnesylated and geranylgeranylated proteins. Comp Biol 2007, 3, 634-648.

Mcnew, J. A.; Søgaard, M.; Lampen, N. M.; Machida, S.; Ye, R. R.; Lacomis, L.; Tempst, P.; Roth-
man, J. E.; Sollner, T. H. Ykt6, a prenylated SNARE essential for endoplasmic reticulum-Golgi 
transport. J Biol Chem 1997, 272, 17776-17783.

Melchior, F. SUMO-nonclassical ubiquitin. Annu Rev Cell Dev Biol 2000, 16, 591-626.
Melkonian, K. A.; Ostermeyer, A. G.; Chen, J. Z.; Roth, M. G.; Brown, D. A Role of lipid modifica-

tions in targeting proteins to detergent-resistant membrane rafts. Many raft proteins are acylated, 
while few are prenylated. J Biol Chem 1999, 274, 3910-3917.

Michaelson, D.; Ali, W.; Chiu, V. K.; Bergo, M.; Silletti, J.; Wright, L.; Young, S. G.; Philips, M. 
Postprenylation CAAX processing is required for proper localization of Ras but not Rho GT-
Pases. Mol Biol Cell 2005, 16, 1606-1616.

Molendijk, A. J.; Bischoff, F.; Rajendrakumar, C. S.; Friml, J.; Braun, M.; Gilroy, S.; Palme, K. 
2001. Arabidopsis thaliana Rop GTPases are localized to tips of root hairs and control polar 
growth. EMBO J 2005, 20, 2779-2788.

Molendijk, A. J.; Ruperti, B.; Palme, K. Small GTPases in vesicle trafficking. Curr Opin Plant 
Biol 2004, 7, 694.



276	 Genomics and Proteomics: Principles, Technologies and Applications

Morehead, T. A.; Biermann, B. J.; Crowell, D. N.; Randall, S. K. Changes in protein isoprenyla-
tion during the growth of suspension-cultured tobacco cells. Plant Physiol, 1995, 109, 277-284.

Morel, J.; Fromentin, J.; Blein, J. P.; Simon-Plas, F.; Elmayan, T. Rac regulation of NtrbohD, the 
oxidase responsible for the oxidative burst in elicited tobacco cell. Plant J 2004, 37, 282-293.

Moshkov, I. E.; Mur, L. A.; Novikova, G. V.; Smith, A. R.; Hall, M. A. Ethylene regulates mono-
meric GTP-binding protein gene expression and activity in Arabidopsis. Plant Physiol 2003, 
131, 1705-1717.

Moshkov, I. E.; Novikova, G. V.; Mur, L. A.; Smith, A. R.; Hall, M. A. Ethylene rapidly up-regu-
lates the activities of both monomeric GTP-binding proteins and protein kinase(s) in epicotyls of 
pea. Plant Physiol 2003, 131, 1718-1726.

Narasimha Chary, S.; Bultema, R. L.; Packard, C. E.; Crowell, D. N. Prenylcysteine alpha-carboxyl 
methyltransferase expression and function in Arabidopsis thaliana. Plant J 2002, 32, 735-747.

Ng, M.; Yanofsky, M. F. Activation of the Arabidopsis B class homeotic genes by APETALA1. 
Plant Cell 2001, 13, 739-753.

Ohsumi, Y. Molecular dissection of autophagy: Two ubiquitin-like systems. Nature Rev Mol Cell 
Biol 2001, 2, 211-216.

Ong, O. C.; Ota, I. M.; Clarke, S.; Fung, B. K. The membrane binding domain of rod cGMP phos-
phodiesterase is posttranslationally modified by methyl esterification at a C-terminal cysteine. 
Proc Natl Acad Sci USA 1989, 86, 9238-9242.

Ono, E.; Wong, H. L.; Kawasaki, T.; Kodama, O.; Shimamoto, K. Essential role of the small GT-
Pase Rac in disease resistance of rice. Proc Natl Acad Sci USA 2001, 98, 759-764.

Pandey, S.; Assmann, S. M. The Arabidopsis putative G protein-coupled receptor GCR1 interacts 
with the G protein alpha subunit GPA1 and regulates abscisic acid signaling. Plant Cell 2004, 
16, 1616-1632.

Parish, C. A.; Smrcka, A. V.; Rando, R. R. Functional significance of beta gamma-subunit carboxy-
methylation for the activation of phospholipase C and phosphoinositide 3-kinase. Biochemistry 
1995, 34, 7722-7727.

Parish, C. A.; Smrcka, A. V.; Rando, R. R. The role of G protein methylation in the function of a 
geranylgeranylated beta gamma isoform. Biochemistry 1996, 35, 7499-7505.

Parmryd, I.; Andersson, B.; Dallner, G. Protein prenylation in spinach chloroplasts. Proc Natl Acad 
Sci USA 1999, 96, 10074-10079.

Parmryd, I.; Shipton, C. A.; Swiezewska, E.; Dallner, G.; Andersson, B. Chloroplastic prenylated 
proteins. FEBS Lett 1997, 414, 527-531.

Pei, Z. M.; Ghassemian, M.; Kwak, C. M.; Mccourt, P.; Schroeder, J. I. Role of farnesyltransferase 
in ABA regulation of guard cell anion channels and plant water loss. Science 1998, 282, 287-290.

Petroski, M. D.; Deshaies, R. J. Function and regulation of cullin-RING ubiquitin ligases. Nature 
Rev Mol Cell Biol 2005, 6, 9-20.

Porfiri, E.; Evans, T.; Chardin, P.; Hancock, J. F. Prenylation of Ras proteins is required for ef-
ficient hSOS1-promoted guanine nucleotide exchange. J Biol Chem 1994, 269, 22672-22677.

Potikha, T. S.; Collins, C. C.; Johnson, D. I.; Delmer, D. P.; Levine, A. The involvement of hydro-
gen peroxide in the differentiation of secondary walls in cotton fibers. Plant Physiol 1999, 119, 
849-858.

Preuss, M. L.; Schmitz, A. J.; Thole, J. M.; Bonner, H. K. S.; Otegui, M. S.; Nielsen, E. A role for 
the RabA4b effector protein PI-4Kbeta1 in polarized expansion of root hair cells in Arabidopsis 
thaliana. J Cell Biol 2006, 172, 991-998.



Protein Prenylation and Processing in Plant Development	 277

Preuss, M. L.; Serna, J.; Falbel, T. G.; Bednarek, S. Y.; Nielsen, E. The Arabidopsis Rab GTPase 
RabA4b localizes to the tips of growing root hair cells. Plant Cell 2004, 16, 1589-1603.

Putterill, J.; Laurie, R.; Macknight, R. It's time to flower: The genetic control of flowering time. 
Bioessays 2004, 26, 363-373.

Qian, D.; Zhou, D.; Ju, R.; Cramer, C. L.; Yang, Z. Protein farnesyltransferase in plants: Molecular 
characterization and involvement in cell cycle control. Plant Cell 1996, 8, 2381-2394.

Raftopoulou, M.; Hall, A. Cell migration: Rho GTPases lead the way. Dev Biol 2004, 265, 23-32.
Randall, S. K.; Crowell, D. N. Protein isoprenylation in plants. Crit Rev Biochem Mol Biol 1999, 

34, 325-338.
Randall, S. K.; Marshall, M. S.; Crowell, D. N. Protein isoprenylation in suspension-cultured to-

bacco cells. Plant Cell 1993, 5, 433-442.
Reid, T. S.; Terry, K. L.; Casey, P. J.; Beese, L. S. Crystallographic analysis of CaaX prenyltrans-

ferases complexed with substrates defines rules of protein substrate selectivity. J Mol Biol 2004, 
343, 417-433.

Reuber, T. L.; Ausubel, F. M. Isolation of Arabidopsis genes that differentiate between resistance 
responses mediated by the RPS2 and RPM1 disease resistance genes. Plant Cell 1996, 8, 241-
249.

Rodríguez-Concepción, M.; Toledo-Ortiz, G.; Yalovsky, S.; Caldelari, D.; Gruissem, W. Carboxyl-
methylation of prenylated calmodulin CaM53 is required for efficient plasma membrane target-
ing of the protein. Plant J 2000, 24, 775-784.

Rodríguez-Concepción, M.; Yalovsky, S.; Gruissem, W. Protein prenylation in plants: Old friends 
and new targets. Plant Mol Biol 1999, 39, 865-870.

Rodríguez-Concepción, M.; Yalovsky, S.; Zik, M.; Fromm, H.; Gruissem, W. The prenylation sta-
tus of a novel plant calmodulin directs plasma membrane or nuclear localization of the protein. 
EMBO J 1999, 18, 1996-2007.

Romano, J. D.; Schmidt, W.K.; Michaelis, S. The Saccharomyces cerevisiae prenylcysteine car-
boxyl methyltransferase Ste14p is in the endoplasmic reticulum membrane. Mol Biol Cell 1998, 
9, 2231-2247.

Running, M. P.; Fletcher, J. C.; Meyerowitz, E. M. The WIGGUM gene is required for proper regu-
lation of floral meristem size in Arabidopsis. Development 1998, 125, 2545-2553.

Running, M. P.; Lavy, M.; Sternberg, H.; Galichet, A.; Gruissem, W.; Hake, S.; Ori, N.; Yalovsky, 
S. Enlarged meristems and delayed growth in plp mutants result from lack of CaaX prenyltrans-
ferases. Proc Natl Acad Sci USA 2004, 101, 7815-7820.

Rutherford, S.; Moore, I. The Arabidopsis Rab GTPase family: Another enigma variation. Curr 
Opin Plant Biol 2002, 5, 518-528.

Samaj, J.; Muller, J.; Beck, M.; Bohm, N.; Menzel, D. Vesicular trafficking, cytoskeleton and sig-
nalling in root hairs and pollen tubes. Trends Plant Sci 2006, 11, 594-600.

Sapperstein, S.; Berkower, C.; Michaelis, S. Nucleotide sequence of the yeast STE14 gene, which 
encodes farnesylcysteine carboxyl methyltransferase, and demonstration of its essential role in 
a-factor export. Mol Cell Biol 1994, 14, 1438-1449.

Schmidt, W. K.; Tam, A.; Fujimura-Kamada, K.; Michaelis, S. Endoplasmic reticulum membrane 
localization of Rce1p and Ste24p, yeast proteases involved in carboxyl-terminal CAAX protein 
processing and amino-terminal a-factor cleavage. Proc Natl Acad Sci USA 1998, 95, 11175-
11180.

Schmitt, D.; Callan, K.; Gruissem, W. Molecular and biochemical characterization of tomato farne-
syl-protein transferase. Plant Physiol 1996, 112, 767-777.



278	 Genomics and Proteomics: Principles, Technologies and Applications

Shipton, C. A.; Parmryd, I.; Swiezewska, E.; Andersson, B.; Dallner, G. Isoprenylation of plant 
proteins in vivo. Isoprenylated proteins are abundant in the mitochondria and nuclei of spinach. 
J Biol Chem 270, 566-572.

Simon, R.; Igeno, M. I.; Coupland, G. 1996. Activation of floral meristem identity genes in Arabi-
dopsis. Nature 1995, 384, 59-62.

Søgaard, M.; Tani, K.; Ye, R. R.; Geromanos, S.; Tempst, P.; Kirchhausen, T.; Rothman, J. E.; 
Sollner, T. A rab protein is required for the assembly of SNARE complexes in the docking of 
transport vesicles. Cell 1994, 78, 937-948.

Sohn, E. J.; Kim, E. S.; Zhao, M.; Kim, S. J.; Kim, H.; Kim, Y. W.; Lee, Y. J.; Hillmer, S.; Sohn, 
U.; Jiang, L.; Hwang, I. Rha1, an Arabidopsis Rab5 homolog, plays a critical role in the vacuolar 
trafficking of soluble cargo proteins. Plant Cell 2003, 15, 1057-1070.

Sorek, N.; Poraty, L.; Sternberg, H.; Bar, E.; Lewinsohn, E.; Yalovsky, S. Activation status-coupled 
transient S acylation determines membrane partitioning of a plant Rho-related GTPase. Mol Cell 
Biol 2007, 27, 2144-2154.

Suharsono, U.; Fujisawa, Y.; Kawasaki, T.; Iwasaki, Y.; Satoh, H.; Shimamoto, K. The heterotri-
meric G protein alpha subunit acts upstream of the small GTPase Rac in disease resistance of 
rice. Proc Natl Acad Sci USA 2002, 99, 13307-13312.

Suzuki, N. Y.; Koizumi, N.; Sano, H. Functional characterization of a heavy metal binding protein 
Cdl19 from Arabidopsis. Plant J 2002, 32, 165-173.

Tam, A.; Nouvet, F. J.; Fujimura-Kamada, K.; Slunt, H.; Sisodia, S. S.; Michaelis, S. Dual roles 
for Ste24p in yeast a-factor maturation: NH2-terminal proteolysis and COOH-terminal CAAX 
processing. J Cell Biol 1998, 142, 635-649.

Tao, L. Z.; Cheung, A. Y.; Nibau, C.; Wu, H. M. RAC GTPases in tobacco and Arabidopsis mediate 
auxin-induced formation of proteolytically active nuclear protein bodies that contain AUX/IAA 
proteins. Plant Cell 2005, 17, 2369-2383.

Tao, L. Z.; Cheung, A. Y.; Wu, H. M. Plant Rac-like GTPases are activated by auxin and mediate 
auxin-responsive gene expression. Plant Cell 2002, 14, 2745-2760.

Trotochaud, A. E.; Hao, T.; Wu, G.; Yang, Z.; Clark, S. E. The CLAVATA1 receptor-like kinase 
requires CLAVATA3 for the assembly into a signalling complex that includes KAPP and a Rho-
related protein. Plant Cell 1999, 11, 393-405.

Trueblood, C. E.; Boyartchuk, V. L.; Picologlou, E. A.; Rozema, D.; Poulter, C. D.; Rine, J. The 
CaaX proteases, Afc1p and Rce1p, have overlapping but distinct substrate specificities. Mol Cell 
Biol 2000, 20, 4381-4392.

Trueblood, C. E.; Ohya, Y.; Rine, J. Genetic evidence for in vivo cross-specificity of the CaaX-box 
protein prenyltransferases farnesyltransferase and geranylgeranyltransferase-I in Saccharomy-
ces cerevisiae. Mol Cell Biol 1993, 13, 4260-4275.

Trusov, Y.; Rookes, J. E.; Tilbrook, K.; Chakravorty, D.; Mason, M. G.; Anderson, D.; Chen, J. 
G.; Jones, A. M.; Botella, J. R. Heterotrimeric G protein gamma subunits provide functional 
selectivity in G beta-gamma dimer signaling in Arabidopsis. Plant Cell 2007, 19, 1235-1250.

Tschantz, W. R.; Digits, J. A.; Pyun, H. J.; Coates, R. M.; Casey, P. J. Lysosomal prenylcysteine 
lyase is a FAD-dependent thioether oxidase. J Biol Chem 276, 2321-2324.

Tschantz, W. R.; Zhang, L.; Casey, P. J. Cloning, expression, and cellular localization of a human 
prenylcysteine lyase. J Biol Chem 1999, 274, 35802-35808.

Ueda, T.; Yamaguchi, M.; Uchimiya, H.; Nakano, A. Ara6, a plant-unique novel type Rab GTPase, 
functions in the endocytic pathway of Arabidopsis thaliana. EMBO J 2001, 20, 4730-4741.



Protein Prenylation and Processing in Plant Development	 279

Ungermann, C.; Von Mollard, G. F.; Jensen, O. N.; Margolis, N.; Stevens, T. H.; Wickner, W. Three 
v-SNAREs and two t-SNAREs, present in a pentameric cis-SNARE complex on isolated vacu-
oles, are essential for homotypic fusion. J Cell Biol 1999, 145, 1435-1442.

Vernoud, V.; Horton, A. C.; Yang, Z.; Nielson, E. Analysis of the small GTPase gene superfamily 
of Arabidopsis. Plant Physiol 2003, 131, 1191-1208.

Wang, Y.; Ying, J.; Kuzma, M.; Chalifoux, M.; Sample, A.; Mcarthur, C.; Uchacz, T.; Sarvas, C.; 
Wan, J.; Dennis, D. T.; Mccourt, P.; Huang, Y. Molecular tailoring of farnesylation for plant 
drought tolerance and yield protection. Plant J 2005, 43, 413-424.

Wei, C.; Lutz, R.; Sinensky, M.; Macara, I. G. p23rab2, a ras-like GTPase with a -GGGCC C-
terminus, is isoprenylated but not detectably carboxymethylated in NIH3T3 cells. Oncogene 
1992, 7, 467-473.

Wojtas, M.; Swiezewski, S.; Sarnowski, T. J.; Plochocka, D.; Chelstowska, A.; Tolmachova, T.; 
Swiezewska, E. 2007. Cloning and characterization of Rab Escort Protein (REP) from Arabidop-
sis thaliana. Cell Biol Int 31, 246-251.

Wyatt, R. E.; Ainley, W. M.; Nagao, R. T.; Conner, T. W.; Key, J. L. Expression of the Arabidopsis 
AtAux2-11 auxin-responsive gene in transgenic plants. Plant Mol Biol 1993, 22, 731-749.

Xiao, C.; Xin, H.; Dong, A.; Sun, C.; Cao, K. A novel calmodulin-like protein gene in rice which 
has an unusual prolonged C-terminal sequence carrying a putative prenylation site. DNA Res 
1999, 6, 179-181.

Xiong, L.; Lee, H.; Ishitani, M.; Zhu, J. K. Regulation of osmotic stress-responsive gene expres-
sion by the LOS6/ABA1 locus in Arabidopsis. J Biol Chem 2002, 277, 8588-8596.

Yalovsky, S.; Kulukian, A.; Rodríguez-Concepción, M.; Young, C. A.; Gruissem, W. Functional 
requirement of plant farnesyltransferase during development in Arabidopsis. Plant Cell 2000, 
12, 1267-1278.

Yalovsky, S.; Rodríguez-Concepción, M.; Bracha, K.; Toledo-Ortiz, G.; Gruissem, W. Prenylation 
of the floral transcription factor APETALA1 modulates its function. Plant Cell 2000, 12, 1257-
1266.

Yalovsky, S.; Trueblood, C. E.; Callan, K. L.; Narita, J. O.; Jenkins, S. M.; Rine, J.; Gruissem, W. 
Plant farnesyltransferase can restore yeast Ras signaling and mating. Mol Cell Biol 17, 1986-
1994.

Yamane, H. K.; Farnsworth, C. C.; Xie, H. Y.; Howald, W.; Fung, B. K.; Clarke, S.; Gelb, M. H.; 
Glomset, J. A. 1990. Brain G protein gamma subunits contain an all-trans-geranylgeranylcyste-
ine methyl ester at their carboxyl termini. Proc Natl Acad Sci USA 1997, 87, 5868-5872.

Yang, Z. Small GTPases: Versatile signaling switches in plants. Plant Cell 2002, 14:S375-388.
Yang, Z.; Cramer, C. L.; Watson, J. C. Protein farnesyltransferase in plants. Molecular cloning 

and expression of a homolog of the beta subunit from the garden pea. Plant Physiol 1993, 101, 
667-674.

Zeng, Q.; Wang, X. J.; Running, M. P. Dual lipid modification of Arabidopsis G gamma-subunits is 
required for efficient plasma membrane targeting. Plant Physiol 2007, 143, 1119-1131.

Zhang, F. L.; Casey, P. J. Protein prenylation: Molecular mechanisms and functional consequences. 
Annu Rev Biochem 1996, 65, 241-269.

Zhang, L.; Tschantz, W. R.; Casey, P. J. Isolation and characterization of a prenylcysteine lyase 
from bovine brain. J Biol Chem 1997, 272, 23354-23359.

Zhang, T.; Hong, W. Ykt6 forms a SNARE complex with syntaxin 5, GS28, and Bet1and partici-
pates in a late stage in endoplasmic reticulum-Golgi transport. J Biol Chem 276, 27480-27487.



280	 Genomics and Proteomics: Principles, Technologies and Applications

Zhou, D.; Qian, D.; Cramer, C. L.; Yang, Z. Developmental and environmental regulation 
of tissue- and cell-specific expression for a pea protein farnesyltransferase gene in transgenic 
plants. Plant J 1997, 12, 921-930.

Zhou, D.; Yang, Z.; Cramer, C. L. A cDNA clone encoding the beta subunit of protein farnesyltrans-
ferase from Nicotiana glutinosa (Accession No. U73203). Plant Physiol 1996, 112, 1398-1399.

Zhu, J. K, Bressan, R. A.; Hasegawa, P. M. Isoprenylation of the plant molecular chaperone ANJ1 
facilitates membrane association and function at high temperature. Proc Natl Acad Sci USA 
1993, 90, 8557-8561.

Zhu, J. K, Shi, J.; Bressan, R. A.; Hasegawa, P. M. Expression of an Atriplex nummularia gene 
encoding a protein homologous to the bacterial molecular chaperone DNA. J Plant Cell 1993, 
5, 341-349.

Ziegelhoffer, E. C.; Medrano, L. J.; Meyerowitz, E. M. Cloning of the Arabidopsis WIGGUM gene 
identifies a role for farnesylation in meristem development. Proc Natl Acad Sci USA 2000, 97, 
7633-7638.



CHAPTER 11

MANGOMICS: INFORMATION 
SYSTEMS SUPPORTING ADVANCED 
MANGO BREEDING

DAVID J. INNES, NATALIE L. DILLON, HEATHER E. SMYTH,  
MIRKO KARAN, TIMOTHY A. HOLTON, IAN S.E. BALLY, and  
RALF G. DIETZGEN

CONTENTS

11.1	 Introduction........................................................................................... 282
11.2	 Information Systems.............................................................................. 283
11.3	 Nucleotide Sequence Data..................................................................... 284
11.4	 Molecular Marker Discovery................................................................ 289
11.5	 Biochemical Pathways.......................................................................... 293
11.6	 Phenotypes............................................................................................. 296
11.7	 Flavour and Aroma Chemistry.............................................................. 298
11.8	 Tools and Applications.......................................................................... 300
11.9	 Conclusion and Future Perspectives...................................................... 303
Keywords........................................................................................................ 303
References....................................................................................................... 304



282	 Genomics and Proteomics: Principles, Technologies and Applications

11.1  INTRODUCTION

Mango (Mangifera indica L.) is an important tropical fruit crop. It is thought 
to be an allotetraploid species (2n = 40 chromosomes) with an estimated ge-
nome size of 439 mega base pairs (Mukherjee, 1950; Arumuganathan and Earle, 
1991). Total worldwide mango production exceeded 38 million tons in 2010. Of 
the ~100 mango-producing countries, India was the largest single producer pro-
viding 42 % of worldwide production; over 16 million tons in 2010. Overall, 75 
% of mangoes produced annually come from India, China, Thailand, Pakistan, 
Mexico, and Indonesia.

The Australian mango industry is predominantly based on the variety Kens-
ington Pride, which despite its popularity with consumers has a number of ag-
ronomically undesirable characteristics that impact fruit quality and productiv-
ity. Issues include excessive tree vigor, irregular fruit production, short shelf 
life, inconsistent external coloring, susceptibility to sap burn and some fungal 
diseases. Fortunately, other important varieties maintained in the Australian Na-
tional Mango Genbank have desirable attributes that when used as breeding 
parents can contribute to mango tree and fruit quality improvements (Kulkarni 
et al., 2002). Traditional approaches to develop mangoes with increased quality 
and nutrition, pest and disease resistance and improved tree architecture may 
take years to lead to the release of a new variety. Like in other horticultural 
fruit crops such as kiwifruit and apple, use of genetic and genomic data to sup-
port breeding efforts can achieve mango improvement more efficiently through 
marker-assisted selection.

The horticultural properties (Bally, 2006; Bally et al., 2009; Bally, 2011) 
and biotechnological advances (Krishna and Singh, 2007; Dietzgen et al., 2012) 
in mango breeding and production have been well reviewed in recent years. 
These reviews focus on the advances in tissue culture technologies as well as 
some applications of established marker systems such as microsatellites, ran-
dom amplification of polymorphic DNA (RAPD), restriction fragment (RFLP) 
and amplified fragment (AFLP) length polymorphisms. There is, however, little 
scientific literature on the application of “omics” technologies in mango apart 
from an analysis of the mango leaf proteome (Renuse et al., 2012). A query 
into sequence resources housed at the National Centre for Biotechnology In-
formation (NCBI) revealed that as of 2012 there were only 622 nucleotide and 
1,665 expressed sequence tag (EST) sequences publically available. By way of 
comparison, there is in excess of 55,000 ESTs publically available for kiwifruit 
(Actinidia deliciosa) and many other similar comparisons can be drawn.

The Queensland Mango Genomics Initiative is a multidisciplinary proj-
ect involving researchers with expertise in mango breeding, variety selection, 
physiology, molecular biology, biochemistry, genetics, bioinformatics, and food 
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technology (Figure 11.1). These disciplines generate distinct data sets, each of 
which provides a great capacity for expediting mango improvement (Dietzgen 
et al., 2009). It is the linking and interactions between these data sets that has 
the potential to deliver powerful molecular and bioinformatic tools to the mango 
industry.

FIGURE 11.1  Overview of the Queensland Mango Genomics Initiative and its approaches.

11.2  INFORMATION SYSTEMS

The Mango Genomics Information System (MGIS) was built using industry 
standard, open source technologies. The key criterion upon which the design 
strategies were selected was that all researchers involved in the Mango Genom-
ics Initiative should have access to a complete suite of datasets and tools irre-
spective of geographical location or research agency. Web-based databases and 
tools naturally facilitate this level of information sharing and networking. All 
version control management occurs at a single site, the web host, so there is no 
need to push data files and interface updates to all users. These updates happen 
seamlessly and are available as deployed to the web server.

The web site was built using PHP 5.3 connected to a MySQL version 5.5 
database and is served via an Apache 2 web server. Most routine database que-
ries are built as stored procedures while complex dynamic SQL statements are 
built in PHP and the MySQL databases are accessed through the mysqli module. 
Client-side scripting with JavaScript helps give the web site a native desktop 
application look and feel as well as reducing the number of web page refreshes. 
Graphs are not prerendered images but rather they are drawn live using PHPlot. 
Security is moderated by encrypted user-password authentications and all site 
activity is logged. Prepared statements are used to circumvent SQL injection at-
tacks. While there are security concerns when placing data in the public domain, 
databases on the web also promote future collaborations. User-access controls 
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built into the system allows external parties to view genes of interest, for ex-
ample, though full access to sequence information can be restricted until formal 
partnerships are entered into. The following sections contain information about 
the datasets accessed through MGIS and provide some examples of how these 
data and tools are applied to mango research and development of improved 
varieties.

11.3  NUCLEOTIDE SEQUENCE DATA

DNA sequencing technologies and platforms are advancing at a great rate. Read 
lengths are getting longer, accuracy is improving and cost per base is diminish-
ing. Throughout the Mango Genomics Initiative, we have used a combination 
of long read capillary Sanger sequencing and second generation platforms such 
as Roche 454 and Illumina GAII to partially profile the mango genome and 
proteome (Metzker, 2010). By examining these sequences we may be able to 
identify sequence and expression variations between varieties that can be ex-
ploited in breeding programs.

11.3.1  EXPRESSED SEQUENCE TAGS

Expressed sequence tags are typically single pass sequences of cloned cDNAs 
derived from transcribed genes (transcripts) present in tissue samples. The 
sequences identified in this manner are subject to tissue specificity, temporal 
variation and response to a wide range of biotic and abiotic stresses. The lim-
ited mango gene sequences available to date suggested that selecting a range of 
tissues from mature, fruit bearing trees would be a suitable choice for generat-
ing initial reference EST sets. The cDNA libraries were prepared from RNA 
extracted from Kensington Pride variety red leaf, fruit skin and flesh, flower, 
and root tissues. A library was similarly prepared from RNA extracted from the 
red leaves from Irwin variety trees. The libraries were constructed in pSPORT 1 
plasmid vector using the Invitrogen SuperScript Plasmid System for cDNA Syn-
thesis and Cloning. This system resulted in directionally cloned cDNAs, which 
facilitated the production of 5’ EST sequences. As these cDNAs were prepared 
using oligo-dT, the use of a directional cloning strategy minimized sequencing 
through the difficult-to-sequence polyA tails. Automated bacterial colony pick-
ing of cDNA containing clones and single pass capillary sequencing was done at 
the Australian Genome Research Facility (AGRF; Brisbane, Australia).

Prior to analyzing and annotating the sequence data, the raw chromatograms 
were processed to remove cloning vector sequences and low quality base calls. 
The pSPORT 1 vector sequence was added to a CrossMatch database and vector 



clipping and quality score trimming of the raw chromatograms was performed 
within the Staden package (Staden et al., 2000) at the Queensland Facility for 
Advanced Bioinformatics (QFAB; Brisbane, Australia). During the clipping 
process, polyA sequences were retained. The experiment file (exp) output from 
the Staden package, a tagged text file, was parsed using a custom PERL script 
to produce multifasta sequence and quality files containing only the vector 
trimmed and quality clipped sequence reads. In addition to source file and out-
put file names, this PERL script also takes an optional sequence length param-
eter. Invoking this parameter allowed filtering of smaller EST sequences. This 
analysis was done for each of the EST libraries as well as for a set of reads from 
all libraries combined. The nomenclature used for each EST meant that it could 
easily be traced back to the source variety and tissue type.

The parsed and length-filtered sequence sets were assembled into contig-
uous sequences using cap3 (Huang and Madan, 1999). For each library, the 
contigs and unassembled singletons were merged to produce a unigene set. In 
order to easily track the source of each contigs, the sequences were renamed 
to append the mango variety and tissue type as a prefix to each contig name. 
The resulting sequence and assembly information was parsed into the database. 
These sequence sets served as source data for gene discovery using comparative 
genomics as well as the elucidation of putative single nucleotide polymorphism 
(SNP) and simple sequence repeat (SSR) markers applicable to mapping and 
marker-assisted breeding.

11.3.2  GENOMIC SEQUENCES

A complete genome sequence for mango is not currently available. The study of 
the genome offers some advantages over expressed sequences. With the com-
plete complement of genes present in the genome, the tissue specificity, tem-
poral expression patterns and gene expression patterns in response to external 
stresses that confound transcriptome analysis are overcome. The challenges 
with whole genome analysis of orphan species, such as mango, is that de novo 
assemblies can be difficult and a range of sequencing strategies are required 
to produce a high quality draft sequence. These strategies include shotgun se-
quencing of paired-end libraries with large (Illumina mate-pair) and small (Il-
lumina pair-end) fragment sizes, transcriptome sequencing and, where possible, 
additional resources such as bacterial artificial chromosome (BAC) clones and 
physical mapping data.

At the time we commenced the analysis of the mango genome in 2005, it was 
not feasible to generate a complete genome sequence as the costs outweighed 
the benefits. There are a range of genomics approaches that can be applied to 
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the study of species for which complete genome sequences are not available. 
Low-pass “shotgun” sequencing has been applied to the identification of gene 
sequences in plant species (Wicker et al., 2008) and the ever-decreasing costs 
has made genotyping by sequencing a viable approach to identifying sequence 
variations between varieties.

An alternative set of approaches is an adaptation of established marker 
technologies such as restriction fragment length and amplified fragment length 
polymorphisms. Unlike the shotgun approach that randomly size-fragments 
the genome and sequences a pool of these random fragments, these methods 
combine next-generation sequencing with fragmentation of the genome about 
specific genomic landmarks, namely restriction endonuclease recognition se-
quences. A range of new complexity reduction methods exist including reduced 
representation libraries (RRLs; Maughan et al., 2009), complexity reduction of 
polymorphic sequences (CRoPS; van Orsouw et al., 2007) and restriction-site-
associated DNA sequencing (RAD-seq; Willing et al., 2011). This is also the 
strategy used by Diversity Array Technologies for their DArT markers (Jaccoud 
et al., 2001). Davey et al. (2011) reviews genotyping approaches using next-
generation sequencing.

The use of restriction-site based fragmentation methods requires no prior 
genome sequence knowledge and so is well suited to nonmodel species such as 
mango. The major advantage that sequencing restriction fragments offers over 
sequencing pools of random fragments is that a high proportion of fragments 
will be in common between varieties. This promotes the rapid discovery of SNP 
and SSR markers between varieties that can be applied to breeding programs 
and mapping populations. The platforms that fill the high output sequencing 
space vary in approach and output. Generally, SOLiD (Life Technologies) and 
Illumina (Solexa) produce greater sequence output than Roche 454-pyrose-
quencing, at the expense of read length. Conversely, 454-pyrosequencing pro-
duces fewer numbers of reads, and lower output overall, but generates much 
longer single reads. 

One of the primary outcomes of the Mango Genomics Initiative was to gen-
erate molecular markers that could be applied to mapping and marker-assisted 
selection. These applications require the conversion of putative SNP and SSR 
markers into either PCR or higher throughput screening techniques such as Se-
quenom MassArray, Illumina GoldenGate or capillary fragment analysis. The 
design of these assays requires a degree of sequence flanking the polymorphic 
sites so the increased read length of the 454-pyrosequencing chemistry was cho-
sen over the shorter, higher-output platforms. The length of fragments and size 
of the fragment pool can be tailored by the choice of restriction endonucleases. 
Classically, AFLP protocols use a combination of restriction enzymes such that 
one has a 6-base recognition sequence and a second enzyme with a more fre-



quent 4-base recognition sequence. In the post-genomics era, it is possible to 
model the pool of reduced complexity fragments that would be produced by in 
silico digests of model species’ genome sequences with different combinations 
of enzymes (Figure 11.2). Not only will this give insights into the size of the 
fragment pool that will be available for sequencing, but can be extended using 
tools such as the Basic Local Alignment Search Tool (BLAST; Altschul et al., 
1997) to identify the number of fragments that will be in genic regions. Finally, 
depending on the size of the fragment pool and the desired depth of coverage, 
samples can be multiplexed by incorporating a specific DNA sequence barcode 
during the preparation of each RRL.

FIGURE 11.2  Tool for in silico predictions of reduced representation library fragments.	

An overview of the preparation of RRLs for 454-pyrosequencing is provided 
by Maughan et al. (2009) and the libraries prepared from mango DNA samples 
for Kensington Pride and Irwin species essentially followed this method. Se-
quencing was done at the AGRF (Brisbane, Australia) using the Titanium chem-
istry on a Roche GS-FLX pyrosequencer. Even though the process of generating 
RRLs requires PCR amplification, these types of libraries have commonalities 
to both shotgun and amplicon approaches when it comes to sequencing as the 
number of individual amplicons is typically measured in the thousands.

Integrated RAD-seq tools, such as Rainbow (Chong et al., 2012), were not 
available when these libraries were being sequenced so the raw sequence reads 
were preprocessed using PERL scripts in order to remove reads that failed to 
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meet a minimum length requirement of typically 100 bases. As the templates 
of these sequences were produced using restriction endonucleases, the terminal 
bases of each fragment were also verified against the expected bases for the 
restriction enzyme combination. The cleaned sets of reads were clustered using 
cap3. For this clustering, the parameters were much more stringent than those 
used for assembling the EST unigenes. This is due to the nature of the frag-
mentation such that no long contiguous sequences will be formed as each frag-
ment represents a discrete segment of the genome. Compare this with random 
genome fragmentation where there is an expectation that individual short reads 
will be extended into longer contiguous sequences. As with the EST sequences, 
contigs, and unassembled single sequences were combined to produce a unique 
sequence set comprising genomic survey and partial gene sequences each ap-
pended with the name of the variety the sequence was generated from. The final 
unique sequence set, along with assembly information was placed in the data-
base and passed into the SSR and SNP molecular marker discovery pipelines in 
order to identify sequence variations.

11.3.3  SEQUENCE ANNOTATION

Comparative analysis against the annotated sequences of well-characterized 
plant genomes, primarily Arabidopsis thaliana, formed the basis of functional 
assignment of mango DNA sequences. Tools such as BLAST, InterProScan 
(Zdobnov and Apweiler, 2001) and the gene ontology tools blast2go (Conesa 
et al., 2005) and Mercator (Thimm et al., 2004; Crowhurst et al., 2008) were 
used to assign putative function based on sequence and structural similarity. The 
compiled set of unique sequences generated from each EST and RRL were an-
notated using blastx (Altschul et al., 1997) against A. thaliana peptides from the 
Arabidopsis Information Resource (TAIR8; Swarbreck et al., 2008) and a refer-
ence set of plant proteins extracted from sequence databases housed at NCBI. 
These protein datasets were chosen in order to produce a comprehensive and 
reliable set of annotations. The use of the A. thaliana peptides provides sev-
eral other advantages. Firstly, the Arabidopsis genome is the most thoroughly 
investigated in the plant kingdom and is now in its tenth revision (Lamesch et 
al., 2012). Using high quality species-centric databases such as TAIR, also al-
lows leveraging of information from other resources such as AraCyc (Mueller 
et al., 2003) and AraPath (Lai et al., 2012) for analyzing pathways as well as 
the breadth of comparative knowledge and tools provided in databases acces-
sible through the Plant Metabolic Network (www.plantcyc.org) and Phytozome 
(www.phytozome.net; Goodstein et al., 2012). Complementing the Arabidopsis 
resource with a high quality reference set of protein sequences from representa-



tives across the plant kingdom serves not only to reinforce the annotations as-
signed to sequences based on matches to Arabidopsis but also to assign potential 
function to gene sequences with no match to peptides in the TAIR dataset. Func-
tional annotations were related to sequences and contig assemblies in the data-
base. Powerful sequence search facilities provide a powerful way of collating 
sequences based on sequence name, mango variety, and description keywords.

11.4  MOLECULAR MARKER DISCOVERY

Molecular markers are sequence variations which, when queried, provide in-
formation about the sample being assessed. This information may contribute to 
the knowledge of relatedness between trees in a breeding program or at a global 
level in diversity studies. Sequence variations linked to phenotypes can be used 
to make selections and track the pedigree of that selection through subsequent 
rounds of genetic crosses. There is a large range of molecular marker technolo-
gies that have been applied to mango. In 2007, Vasanthaiah et al. provided an 
overview of the application of molecular markers as applied to genetic analy-
sis in mangoes. This review covered the use of non-DNA, isozyme typing, as 
well as a suite of DNA marker methods which included random amplification 
of polymorphic DNA and simple sequence repeat markers in genetic diversity 
applications. The increased availability of high information output sequencing 
technologies has shifted the focus from examining random banding patterns, 
such as those produced in RAPDs, to interrogating specific nucleotides within 
the genome and typing panels of such variations in order to produce a genetic 
profile associated with either traits or genetic interrelatedness. 

11.4.1  SIMPLE SEQUENCE REPEAT DISCOVERY

Simple sequence repeats, short tandem repeats (STRs) or microsatellites are 
repeating units of two (dinucleotide repeat) to six (hexanucleotide repeat) base 
pair DNA sequences. These codominantly inherited sequences, believed to arise 
as a result of slipped-strand mispairing during replication (Levinson and Gut-
man, 1987), have been the basis of human forensic and paternity testing since 
replacing RFLPs in the mid-1990s. In agriculture, SSR markers have been ap-
plied to mapping, parentage assignment and verification, as well as inferring 
phylogenetic relationships between species and varieties. Microsatellite enrich-
ment libraries have been prepared from mango genomic DNA and used to ex-
amine the genetic relationship between 28 mango genotypes from diverse geo-
graphic regions (Viruel et al., 2005). SSR variations within expressed sequences 
(EST-SSRs) can have a pronounced effect on the structure of the protein product 
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and can serve as potential molecular markers for traits influenced by these gene 
products.

Computational tools, such as SPUTNIK (Abajian, 1994), facilitate the iden-
tification of simple sequence repeat motifs within DNA sequences. These origi-
nal tools have subsequently been extended to automatically design PCR primers 
in the sequences flanking these motifs. Tools, such as SSRprimer (Jewell et al., 
2006), use the functionality of SPUTNIK to identify SSR sequences and feed 
the output into primer3 (Rozen and Skaletsky, 2000), an industry standard PCR 
primer design tool, to generate ready to use assays.

The mango EST unigene and RRL unique sequences were scanned for puta-
tive SSR motifs using an in-house Python script and the primer3 core (Table 
11.1). Runs of homopolymers were ignored and the minimum length of dinucle-
otide repeats was set at six units and four repeat units for tri-, tetra-, penta- and 
hexanucleotide repeats. EST-SSR containing sequences were processed through 
the primer3 stage three times in order to generate suitable primers for PCR am-
plicons ranging from 150 to 250 base pairs, 250 to 350 base pairs and 350 to 
450 base pairs. This allows for more complex and higher density multiplexed 
SSR panels to be assembled. In total, 7 % of the mango EST sequences con-
tained SSRs while only 1 % of the RRL sequences contained repeat motifs. The 
number of SSR containing sequences where PCR primers could be designed dif-
fered considerably between the datasets with 31 % of the RRL-SSRs resulting 
in suitable assays compared to 72 % for the longer EST-SSR sequences (Innes 
et al., 2009). Putative SSRs, along with assay information, are indicated in the 
Mango Genomics database and primer characteristics such as sequence and Tm 
are displayed in a dedicated panel (Figure 11.3).

TABLE 11.1  Summary of putative SSRs identified within EST and RRL sequences*.

Putative SSRs Di Tri Tetra Penta Hexa Total

KP red leaf 84 347 12 3 8 454
KP fruit skin 60 210 19 1 8 298
KP flower 51 245 9 9 12 326
KP root 39 355 22 2 20 438
Irwin red leaf 62 210 8 4 2 286
EST total 296 1367 70 19 50 1802
Putative SSRs Di Tri Tetra Penta Hexa Total
RRL (EcoRI/MseI) 186 349 72 18 13 638
RRL (PstI/CviAII) 309 476 73 12 9 879
Genomic Total 495 825 145 30 22 1517



Putative SSRs Di Tri Tetra Penta Hexa Total

Putative SSR Assays
KP red leaf 42 262 10 1 6 321
KP fruit skin 34 152 9 1 7 203
KP flower 16 206 1 2 10 235
KP root 30 279 16 2 18 345
Irwin red leaf 33 167 5 1 2 208
EST total 155 1066 41 7 43 1312
RRL (EcoRI/MseI) 32 104 10 3 3 152
RRL (PstI/CviAII) 108 200 17 3 3 331
Genomic Total 140 304 27 6 6 483

*SSRs were mined from EST sequence libraries from Kensington Pride (KP) red leaf, fruit 
skin, flower, and root tissue. EST sequences were also generated from red leaf tissue collected 
from the Irwin variety. Genomic SSRs were identified from KP genomics DNA digested with 
two enzyme combinations: EcoRI/MseI and PstI/CviAII (Innes et al., 2009).

FIGURE 11.3  EST sequence containing a trinucleotide repeat and associated PCR primers; 
the SSR motif is marked in italics whilst the location of the forward and reverse primer 
sequences are underlined.

11.4.2  SINGLE NUCLEOTIDE POLYMORPHISM DISCOVERY

Single nucleotide polymorphisms are the most common type of sequence vari-
ation. It is estimated that SNPs occur at approximately every 700 base pairs 

TABLE 11.1  (Continued)
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across the Bos taurus genome, every 285 base pairs across the Bos indicus ge-
nome (Bovine HapMap Consortium et al., 2009) and at the time of writing there 
was over 5 million rice SNPs listed in databases at NCBI. SNPs are mostly 
biallelic and generally do not have the power of a single microsatellite locus but 
are far more abundant and evenly spaced throughout the genome making them 
excellent candidates as molecular markers. For example, flesh color in papaya 
has been linked to SNPs in the chromoplast-specific lycopene β-cyclase (Blas et 
al., 2010; Devitt et al., 2010). From a technology perspective, high-throughput 
SNP typing platforms make the analysis of large number of SNP variants sig-
nificantly simpler than assessing SSR markers by capillary electrophoresis of 
fluorophore-labeled PCR products.

AutoSNPdb (Barker et al., 2003) and QualitySNP (Tang et al., 2006) are 
just two open source examples of software solutions for mining SNP data from 
contig assembly data. Commercial software packages, such as Geneious (Bio-
matters, New Zealand) and CLC Genomics Workbench (CLC Bio, Denmark), 
provide an integrated approach to sequence assembly, annotation, and variant 
discovery using a combination of custom and industry standard algorithms and 
approaches. SNPs within the Sanger sequenced mango ESTs were identified us-
ing QualitySNP directly from the ace files produced during the cap3 assembly 
processes. 

Identifying high quality SNPs from pyrosequenced RRLs can require some 
additional processing. Pyrosequencing converts the serial addition of nucleo-
tides (flows) complementary to the template sequence into a series of base calls 
by measuring light emission. These emissions result from the activities of lu-
ciferase. The luciferase substrate, ATP, is generated by sulfurylase and the py-
rophosphate released during the incorporation of nucleotides (Ronaghi, 2001). 
Prior to novel sequence being generated, a four base key comprising one of each 
base is used to reference the light intensities that correlate to the incorporation 
of a single nucleotide. When multiple nucleotides of the same type are added in 
a single flow, the intensity of light emissions should be proportional to the num-
ber of bases added. In some cases, ambiguous intensities can result in an either 
over- or underestimation of the number of bases being added. This pyrosequenc-
ing noise can confound SNP identification and downstream SNP assay design 
so it is important to remove these artifacts prior to generating SNP lists. Current 
methodologies for “denoising” pyrosequencing data come from metagenomics 
research using microbial 16S ribosomal subunit gene sequences for organism 
identification and inferring phylogeny (Quince et al., 2009; Caporaso et al., 
2010; Schloss et al., 2011). These projects rely on accurate sequence alignments 
to predict the relationships between organisms and for the identification of po-
tentially new species. Potential sequence aberrations resulting from the insertion 



of spurious bases were removed using tools developed locally. In the absence of 
a reference sequence, gaps in each contig consensus were interrogated against 
each individual reads in the contig assembly. These gaps were subsequently 
removed where the sequence context suggested they were the result of pyro-
sequencing noise. This was determined by examining the nucleotides flanking 
the gap for the presence of short homopolymeric runs. Once all the gaps in the 
consensus sequence have been examined, a clean assembly was produced and 
passed into the SNP discovery pipeline. An overview of the sequence analy-
sis and identification pipeline is provided in Figure 11.4. SNP information was 
parsed out of the marker discovery pipeline into the Mango Genomics database. 
On viewing the sequence assemblies, the read alignments can be reduced to 
haplotypes displaying only variations in a consecutive block (Figure 11.5).

FIGURE 11.4  Sequence analysis and annotation pipeline.

11.5  BIOCHEMICAL PATHWAYS

Many mango fruit traits, including flesh color and flavor, can be linked to dis-
crete sets of biochemical compounds. During the ripening process, fruit soften, 
change color and exhibit other altered sensory characteristics. Many of these 
changes are mediated by gene products in well-characterized pathways and 
these pathways are conserved between plant species. Using sequence annota-
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tions based on A. thaliana, together with information available in AraCyc, the 
MGIS allows extensive searching of biochemical pathways based on a pathway 
name, enzyme commission number, or the name of either an enzyme of a com-
pound. The system supports an extensive list of compound synonyms in order to 
alleviate the need to provide the exact compound name as it appears in the Ara-
Cyc database. The database was used to search for sequences of genes involved 
in the development of fruit color. A search for the anthocyanin and carotenoid 
biosynthesis pathways identified a number of sequences for enzymes involved 
in these pathways within the Mango Genomics database. These results are sum-
marized in Table 11.2 (Innes et al., 2009) and the results of these searches have 
been applied to microarray and target enrichment experiments to aid in further 
understanding the roles these play in color development.

TABLE 11.2  Candidate gene sequences for anthocyanin and carotenoid biosynthesis 
identified within expressed sequence tag (EST) and reduced representation (RRL) libraries 
(Innes et al., 2009).

Arabidopsis Gene Gene Function/Activity EST RRL

Candidate Anthocyanin Genes

TT4 chalcone synthase √ √

TT5 chalcone isomerase √ √

F3H flavanone 3-hydroxylase √

TT3 dihydroflavonol 4-reductase √ √

TT8 flavonoid 3-hydroxylase √ √

TT18 anthocyanidin synthase √ √

UGT73B2 flavonoid 3-glucosyltransferase √ √

AACT1 anthocyanin 5-aromatic acyltransferase √ √

ANL2 anthocyaninless √ √

PAP2 Myb transcription factor √

ATAN11 WD-repeat family protein √

Candidate Carotenoid Genes

PSY Phytoene synthase √ √

PDS Phytoene desaturase √ √

ZDS Zeta-carotene desaturase √

CRTISO Carotenoid isomerase √

LCY-B Lycopene beta-cyclase √ √



Arabidopsis Gene Gene Function/Activity EST RRL

LCY-E Lycopene epsilon-cyclase √ √

CHY1 Beta-carotene hydroxylase √

LUT5 Carotene beta-hydroxylase √

ZEP Zeaxanthin epoxidase √ √

NCED 9-cis-epoxycarotenoid dioxygenase √ √

In addition to desirable tropical fruit traits, mangoes are a potential source 
of bioactive compounds with a range of health promoting activities (Wilkinson 
et al., 2008; Wilkinson et al., 2011; Taing et al., 2012). Flavonoids, such a quer-
cetin, are found in a wide variety of fruits and nuts, including mango. These 
compounds exhibit a range of bioactivities including acting as antihyperten-
sives, anti-inflammatories, and vasodilators as well as preventing the oxidation 
of low-density lipoproteins. By contrast, mangiferin, also found in mango, is 
found in a smaller number of plant species. Separation sciences such as liq-
uid chromatography and mass spectrometry are allowing researchers to iden-
tify chemical compounds present within a range of mango fruit skin and pulp 
fractions (Wilkinson et al., 2011). These studies examine subsets of the mango 
metabolome, sets of small molecules produced by the network of chemical reac-
tions occurring within the mango cells.

The facility to search for chemical reactions, enzymes, and compounds 
makes sequence and molecular marker data associated with these compounds 
easily available. Figureure 11.5 shows an example search for the compound 
quercetin. The initial search results display the name of the compound, the name 
of the enzyme that facilitates the reaction, and the Arabidopsis gene identifier 
(Figure 11.5a). A mango icon next to the Arabidopsis gene id indicates that a 
homologous mango sequence is present in the database. Clicking on either the 
enzyme name or Arabidopsis gene id will open a new browser tab displaying 
the gene’s PlantCyc entry housed at the Plant Metabolic Network. Selecting the 
mango icon opens a summary of the sequences stored in the Mango Genomics da-
tabase that have the matching Arabidopsis gene id annotation (Figure 11.5b). In 
addition to the sequence name and length, this screen also displays the sequence 
depth for assembled contigs and if any sequence variations or putative molecu-
lar markers are associated with each sequence. From here, selected sequences 
can also be retrieved in fasta format for further analysis in third party software 
tools. Clicking on a sequence name opens a tab containing specific information 
pertaining to the sequence (Figure 11.5c). This data includes a fasta version 

TABLE 11.2  (Continued)
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of the sequence, the complete blast annotation profile, an assembly viewer for 
sequence contigs and a summary of any sequence variations. A checkbox pre-
sented under the contig viewer allows the assembled sequences to be reduced 
to haplotypes which, when used in conjunction with the variations list, make 
identifying and selecting putative SNPs very simple.

FIGURE 11.5  Search results for quercetin. a: search results for quercetin; b: a screen capture 
showing the result of clicking on the mango icon next to AT5G07990; c: a sample sequence 
information card. The inset shows the output when the “show variations” checkbox is ticked.

11.6  PHENOTYPES

Facilities such as The Plant Accelerator (South Australia, Australia) and The High 
Resolution Plant Phenomics Centre (Canberra, Australia) provide technology 
platforms for high-throughput plant phenotying capable of handling hundreds of 
plants per day. These facilities, which combine highly configurable growth 
environments with multiple imaging, image analysis and sensing technologies, 
are especially well suited to phenotyping crops such as wheat and barley as well 



as Arabidopsis (Furbank and Tester, 2011). Horticultural species, such as mango, 
provide challenges in phenotyping, which are not easily handled by current high-
throughput methodologies. Characteristics such as large tree architecture and long 
generation times mean that phenotypic data is largely manually collected and 
curated. Repeated measurements are made for phenotypes with significance and 
application to consumer traits (fruit weight, skin color, blush color and intensity, 
pulp color and flavor), production traits (tree bloom intensity) and tree architec-
ture characteristics such as trunk diameter and branch angles.

Detailed phenotypic measurements made across multiple production sea-
sons are essential for identifying putative QTLs and developing molecular 
markers through association mapping. While managing the phenotypic data of a 
small number of parental lines used in a breeding program may be feasible, the 
complexity of assessing the performance of hundreds of progeny for multiple 
phenotypes can be greatly simplified using information management and data 
presentation strategies. In addition to being able to use familiar search strate-
gies to identify accessions that meet any combination of phenotypic criteria, 
The Mango Genomics database uses a heat map approach for displaying pheno-
typic variations for a large number of accessions simultaneously (Figure 11.6). 
This presentation of phenotypic data provides a single location where breeders 
and researchers can quickly assess phenotypes and make selections for further 
breeding or larger scale production.

FIGURE 11.6  Heat Map approach to viewing phenotypic information for two different 
phenotypes.
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11.7  FLAVOUR AND AROMA CHEMISTRY

Mangoes exude a large range of volatile compounds that contribute to the highly 
desirable mango aroma and flavor. Approximately 70 % to 90 % of these com-
pounds are either monoterpenes or sesquiterpenes. Variability in volatile con-
stituents has been demonstrated between cultivars (MacLeod and Pieris, 1984) 
and has been shown to change during development and maturation (Pandit et 
al., 2009). These volatiles are typically analyzed by gas chromatography (GC) 
or GC in combination with mass spectrometry (GC-MS) on extracted fruit pulp, 
skin, or other tissues. Some researchers profile mango flavor volatiles using 
trained panel tasters (Suwonsichon et al., 2012) while others use chemosensors 
such as the zNose (Li et al., 2009). The sensory data collected as part of the 
Mango Genomics Initiative come from GC-MS traces derived from mango pulp 
extracts prepared at the eating-ripe stage. These measurements were replicated 
for extracts from 20 parental lines and hundreds of hybrids. Over 8,000 raw data 
points per GC trace were collected and stored in the Mango Genomics database 
(Dietzgen et al., 2009). Storing the raw data rather than generating prerendered 
trace images allows for a range of enhanced functionality, most notably the abil-
ity to zoom in on particular regions of the trace as well as performing data 
manipulations in real time. Currently, any number of GC traces for individual 
samples can be viewed. This is useful for looking at the sensory chemical profile 
of a hybrid progeny as well as its parents. If only two samples are selected, the 
trace information provided changes slightly. In addition to displaying the traces 
for the individual samples, a third trace resulting from the subtraction of one 
trace from the other gives a concise view of what compounds are differentially 
present and the magnitude of the difference. For example, peaks above the x-
axis in this difference graph are in excess in the first sample selected whilst 
those below the x-axis are more prevalent in the second selected sample (Figure 
11.7). The mass spectrometry data, which is used to identify the compounds un-
der each peak, is used to create a HTML image map which overlays the traces. 
These compounds are related to pathway data, gene sequences and variations 
stored in the database allowing researchers to select a peak on a trace and have 
access to all other information related to that peak. By using these chemical fin-
gerprints and their characteristic differences allows researchers to quickly find 
genes and variations within genes or their expression, that may be involved in 
the different sensory experiences that drive consumer preferences.



FIGURE 11.7  Gas chromatography traces for mango varieties Kensington Pride and Nam 
Doc Mai. a: Kensington Pride GC trace displaying peaks with retention times between 11 and 
13.5 minutes; b: Nam Doc Mai GC trace displaying peaks with retention times between 11 
and 13.5 minutes; c: a graph of the differences between Kensington Pride and Nam Doc Mai 
samples. Peaks above the x-axis are more prevalent in the Kensington Pride variety whilst 
those below the x-axis are more specific to Nam Doc Mai.
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11.8  TOOLS AND APPLICATIONS

The Mango Genomics information is a large repository of sequence, genotype, 
phenotype, and consumer chemistry data, which has been subsequently used in 
a range of applications to enhance production of new mango varieties. Sequence 
data has been mined in order to construct microarrays for examining changes in 
gene expression in leaf, fruit skin, fruit flesh and flower tissues. Using largely 
EST sequence data, multiple probes per transcript were designed and micro-
array analysis undertaken to profile gene expression changes during the fruit 
development and ripening processes.

Solution and solid phase oligonucleotide hybridization methodologies such 
as Roche NimbleGen and Agilent SureSelect when used in conjunction with 
next-generation sequencing platforms allow deep resequencing of a large num-
ber of candidate genes putatively involved in production and consumer traits. 
Sequence data housed in the Mango Genomics database was incorporated in a 
custom pipeline for the design of oligonucleotide probes applicable for SureSe-
lect hybrid selection. This pipeline took curated candidate gene sequences and 
produced a validated set of tiled oligonucleotide probe sequences. The probe set 
generated was suitable for submitting to the SureSelect eArray design tool. The 
processing pipeline ensured all source sequences were in the same orientation 
and all probe sequences were compared to the entire mango genomics dataset 
to ensure any nonspecific and inter-probe interactions were eliminated. Finally, 
probes comprising low complexity sequences were identified using blast and 
removed from the probe set (Figure 11.8). The probe sequences produced from 
this pipeline were used to produce biotinylated cRNA baits that have been used 
to resequence 280 candidate genes for color, flavor, and tree architecture from 
over a dozen mango varieties. An example assembly of a section of captured 
sequence shown in Figure 11.9 demonstrates how additional sequence, in this 
case as small intron, is obtained from capturing fragmented mango DNA using 
these SureSelect baits.



FIGURE 11.8  Design of tiled sequence enrichment oligonucleotides for sequencing mango 
color and flavor candidate genes. The short horizontal lines depict regions covered by tiled 
oligonucleotides whilst the long bar represents the source gene sequence. a: a tiled array for a 
gene sequence without inter-probe complementarity or low complexity sequences; b: a tiled 
array for a gene sequence with oligonucleotide complementarity. The arrow marks a gap in 
the source sequence where no probes were designed to avoid undesirable or unpredictable 
probe interactions.
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FIGURE 11.9  Assembly of enriched sequence reads shows the capturing of additional 
sequence. Exonic sequences are marked by the unshaded bases in the assembly diagram 
while shaded bases are used to illustrate the small intron. As the probes were designed against 
cDNA sequences, the intron represents additional sequence information obtained by the 
hybridization of probes against fragmented genomic DNA.

The process of generating new commercial mango varieties involves the 
production of hybrid populations following the selection of suitable parental 
lines. The generation of these hybrids lines is a labor-intensive process requir-
ing hand pollination of each recipient plant with pollen from the donor. This is 
essential to eliminate interspecific hybrids and self-pollination in varieties that 
are not self-incompatible. An alternative approach is to produce hybrids through 
open pollination and screen the progeny seedlings using molecular markers spe-
cific to each parent in order to select progeny that are the result of the desired 
cross. We have used SSR markers to screen open pollinated seedlings and have 
shown that these low cost markers can be readily applied to the identification of 
hybrid progeny (unpublished data; Figure 11.10).

FIGURE 11.10  SSR markers used to distinguish parental lines in the mango breeding 
program. a: Irwin, solid lined boxes indicate alleles that discriminate Irwin; b: Kensington 
Pride (KP), dotted line boxes highlight an allele for discriminating KP from the other parental 
lines; c: Tommy Atkins, the dashed rectangle shows an example of an allele specific for 
Tommy Atkins.



11.9  CONCLUSION AND FUTURE PERSPECTIVES

The interactive analysis of the linked diverse dataset in the MGIS provides a 
powerful bioinformatics search tool for improved understanding of mango va-
riety relationships, genetic diversity, and biological and chemical traits. This in 
turn will be a valuable tool to assist breeders in the selection of progeny with 
desired characteristics using molecular markers for specific traits already at the 
seedlings stage, thereby considerably improving breeding efficiency. As with 
any computer-based tool, user acceptance is critical to the success of the ap-
plication. The science of human-computer interaction and current dogma for 
user interface design has been integral to the development of the MGIS. Behind 
the scenes, the database houses in excess of 375,000 genomic and 25,000 EST 
sequences and annotations, 42,000 phenotypic measurements, and over 6.4 mil-
lion GC data points. It has the capacity for further growth and through the inputs 
of researchers with diverse backgrounds and demands, it is our aim to produce 
a series of tools and frameworks that meet the needs of a dynamic breeding 
program which itself aims to provide improved varieties to the global mango 
market. 
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12.1  INTRODUCTION

Current developments in biotechnology with respect to newer tools and novel 
technologies in food, agriculture, and environmental sector have changed our 
understanding of potential benefits and harmful effects of modern approaches 
in crop productivity, food consumption and environmental preservation. Sev-
eral classes of modern approaches have been developed, in order to raise food 
production to meet the demands of ever expanding global population. Among 
these, development of newer drops with disease resistance against bacterial, 
viral, and fungal pathogens, crops with drought, temperature, and cold toler-
ance, better nutritional and fruit quality and of having increased shelf life, all 
had greater attention among the scientific community and general public due 
to their potentially visible impact on the society (Butschi et al., 2009). These 
viable technologies have been increasingly used to develop even better energy 
and feed crops in the steady change in climate scenario (Butschi et al., 2009). 
The increase in usage of chemical fertilizers and synthetic pesticides in the past 
few decades have shown much alterations in the environmental quality and soil 
fertility in particular (Single et al., 2003; Girvan et al., 2004; Saeki and Toyota 
2004; Marschner and Baumann, 2003).

With the advent of molecular marker assisted and transgenic technologies, 
several disease resistant and drought tolerant crops have been developed so 
for and are planted across the globe hoping that the crop productivity can be 
greatly improved to feed the global population. There are two main reasons 
for the development of transgenic crops. Firstly, insects and pests such as fruit 
borer, tomato, and diamond black moth in cauliflower, fruit, and shoot borer in 
brinjal are uncontrollable and create challenge for farmers with the available 
conventional methods ultimately it reduces the yield of fruits and vegetables. 
Secondly pesticide residues on fruits and vegetables are exceeds the permissible 
limit which leads to health hazards to consumers and farmers. Though there is 
an enormous potential in the usage of these molecular approaches, also of the 
greater environmental, cultural, ethical, and concerns on the negative impact of 
the so called transgenic foods. These transgenic goods appears to have deleteri-
ous effects on the soil quality, serious effect on nontarget organisms and pos-
sible role in altering the soil geochemical cycles and thereby affecting the soil 
microbiota. In this chapter, we summarize the known impact of transgenic crops 
on rhizosphere microbial diversity and its impact on the soil microbial com-
munity. Molecular methods used for the assessment of microorganisms are also 
discussed with the future perspectives of transgenic crops on soil environment.
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12.2  INTERNATIONAL SCENARIO ON TRANSGENIC CROPS

Great progress has been achieved in agricultural biotechnology after four de-
cades of first GMO produced (1973). 15 years after commercialization of trans-
genic crops, there are still only two genetic traits that are available and only 
four crops that represent more than 99 % acreage are soybean, maize, cotton, 
and canola. Based on 2009 reports, the leading country in using transgenic crop 
is United States of America with 57.7 million hectares, followed by Argentina 
(19.1 million hectares), Brazil (15 million hectares), Canada (7 million hect-
ares), India (6.2 million hectares) and China (3.8 million hectares). In Europe 
the cultivation of transgenic crop is very less and in limit. In 2007 they used only 
110,000 hectares for the cultivation of transgenic crops (Butschi et al., 2009).

Unique opportunity of engineering plants with desired genetic traits has 
been achieved based on the rapid developments in the areas of recombinant 
DNA technology and plant tissue culture. In 1996, first transgenic plants such as 
cotton, corn, and soybean were engineered for insect resistance. After discovery 
of genetic traits, in three decades about 52.6 million hectares have been planted 
with herbicide and insect tolerance such as cotton, corn, soybean, papaya, po-
tato, and canola. Industrialized countries are occupying 74 % of the transgenic 
area sown than developing countries which has 26 %. Most of the transgenic 
area is covered in USA (68 %), Argentina (22 %), Canada (6 %) and China (3 %) 
based on the country wise list of the distribution of the transgenic area (http://
www.tifac.org). In 1996, Bt cotton was first commercialized in USA and fol-
lowed by Australia in 1996, Argentina and China in 1997, Mexico and South Af-
rica in 1998, Colombia and India in 2002 (Mohan and Manjunath, 2002). At first 
time, Bt plant commercially planted in 1996 in Mexico and United States. Dur-
ing 2000, Mexico reached 26,300 hectares of Bt cotton area which is one third 
of the country’s cotton growing area. Monsanto and Delta & Pineland Co., have 
marketed NuCOTN 33B and NuCOTN 35B Bt cotton varieties in six countries 
including USA and Mexico from 1996 (Traxler and Godoy-Avila, 2004).

At present, recombinant technology covers around 30–40 % of the cotton 
area in USA and China. Recent studies demonstrate that USA, South Africa, 
Mexico, and Chinese Bt adopters realize significant pesticide and cost savings 
(Pray et al., 2002; Traxler and Godoy-Avila, 2004). However, still hesitation 
among the society related to the technology’s impact and sustainability under 
different agroecological and socioeconomic conditions are going on (Qaim et 
al., 2003).

For the first time in 1996, USA started to cultivate Bt maize for commercial 
purpose and these plants are resistant toward lepidopteran. In 2003, introduced 
genetically modified maize having resistance toward beetle grubs. By the end 
of 2009 to 2010, Bt maize has been cultivated in 63 % acres for domestic use. 
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The different Bt maize growers are from Illinois, Minnesota, and Wisconsin. 
Now 80 % maize produced in US is genetically modified. Genetically modified 
maize crops started to grow from 1997 in Europe especially Spain involves in 
large production, say 79,269 hectares compared to Portugal and Germany. Over-
all, Europe produce 173 million tones ensilage maize, 56 million tons of grain 
maize and 10 million tons are imported to Argentina. Genetically modified tech-
nology also adopted in India for different crops, in that maize is also one. Mon-
santo involved in research engagements with India for corn breeding and test-
ing. Thousands of small farmers started to use Bt white maize in South Africa. 
Bt Alfalfa for commercial purpose was done in USA planting 20,000 hectares in 
the year 2005. Bt Sugar beet was first time grown in USA and Canada. Papaya 
resistance toward PRSV (papaya ring spot virus) was planted in 2000 hectares 
in Hawaii and at China 6275 hectares. GM soybeans were produced worldwide 
among them USA produces more than Brazil, Argentina, Chain, India, and Para-
guay. Europe imports 40 million tons of soybeans from Brazil and USA. From 
1996 Bt rapeseed was grown at 5.1 million hectares in Europe whereas it is very 
less in US and in Australia. All around the world, GM rapeseed used is having 
resistance toward weed. Bt rice also started to produce in different countries 
around the world, particularly in US at 2006 by USDA (US Department of Ag-
riculture) which produced transgenic rice variety called LL601. Bt rice in India 
is in active pipeline, it may take 3 years to complete the process. USA for the 
first time approved potato producing Bt toxin, which is safe to the environment 
in 1995. Bt tomato variety 5345 which is resistance toward pest was first done 
by US in 1998. Bt brinjal in India was produced to make pest resistance that was 
developed by Maharashtra Hybrid Seed Company (MAHYCO) and this was 
planted in India, Bangladesh, and in Philippines.

12.3  INDIAN SCENARIO ON TRANSGENIC CROPS

India is among the few developing countries which have instituted biosafety 
regulations and incorporated them in national laws as far back in 1989. The 
Department of Biotechnology (DBT) is the nodal agency under the Ministry of 
Science and Technology, Government of India which deals with all aspects of 
transgenic research, while the Ministry of Environment and Forest deals with 
the commercial release of the transgenics. Under the Indian Council of Agricul-
tural Research (ICAR), the National Bureau of Plant Genetic Resources (NB-
PGR) plays a pivotal role in the import and quarantine processing of transgenic 
planting material in the country (Mangal et al., 2003).

India has the largest planted area in the world and it was the first to develop 
transgenic cotton hybrids. 92.8 % of its areas are used to grow crops. India is 



one of the largest cotton growing countries in the world, entered the club of 
GMO countries during 2002, with 8.7 million hectares which is equivalent to 
25 % of the world cotton growing area. In 2002, India received approval to 
release of the three transgenic Bt-cotton hybrids. With this agreement Bt cotton 
growing countries increased from 6 in 1996 to 16 in 2012. However, transgenic 
planting material such as variety CISA 614 and HD123 for research purposes 
was imported during 2004–2007 in 32 locations of India and recorded mean 
seed cotton yield of 2204 Kg/Ha and 1834 Kg/Ha respectively (Mangal et al., 
2003). The variety CISA 164 recorded highest seed cotton yield of 3792 Kg/Ha 
in agronomy trials (Gotmare, 2010).

Central Institute of Cotton Research (CICR), India has developed CISA 310 
of Gossypium arboretum for cultivation due to its superiority in both seed cotton 
and lint yield; fiber quality and less insect damage in North zone and notified 
vide Gazette of India No. 171, 2010 for cultivation. This variety has been tested 
in Punjab, Haryana, and Rajasthan during 2000–2004 and has recorded overall 
mean seed cotton yield of 21.7 Q/ha as against 19.7 Q/ha RG8. It has constantly 
out yielded the zonal check and the maximum increase was upto 40.1 % in irri-
gated conditions of north zone with mean increase of 10.1 %. The variety CISA 
310 recorded a mean ginning outturn of 36.5 % and was higher than zonal check 
and qualifying varieties. Less damage by diseases and pests was recorded in this 
variety (Gotmare, 2010).

The Indian Council of Agricultural Research (ICAR) has developed a new 
transgenic variety of cotton, which is under trial at different locations. The new 
cotton variety will be known as “Bikaneri Narma”. The seed which Indian farm-
ers use is actually a hybrid variety. They have to be dependent on seed compa-
nies for transgenic cotton. The new variety will be available to them in 2 years’ 
time. Government of India approving commercial cultivation of Bt-cotton, it can 
now be expected that in the future other transgenic crops will also be approved 
for commercialization, because it is clear that developing countries, including 
India need genetically modified crops to maintain sustainable agricultural pro-
duction. The Government of India policies (Vision 2010 of DBT, Vision 2020 
of ICAR and other documents of other ministries) and scientific climate in India 
are strongly supportive of the applications of biotechnological tools, including 
transgenic for achieving sustainable improvement in agricultural productivity.

In India 6.3 million small farmers started to grow Bt crops. Some research-
ers are involved in Bt crop research in developing countries especially in India. 
Their main concentration in research development was taken in Bt cotton and Bt 
brinjal. In 2002 Bt cotton was approved for commercial cultivation and named 
as Bollgard. From the last 6 years, the growth is increasing and production was 
taken more than 75 % in different places in India. The main work carried out 
in India for the development of Bt cotton are Dow Agro Sciences, JK, Agrige-
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netics Ltd, Mahyco, Metahelix, and CICR. Bt genes involved in production of 
cotton plants are cry1Ac, cry1F, cry1EC, cry2A, CP4EPSPS, and cry1C. Bt brinjal 
research process was carried out in Tamil Nadu Agricultural University, Maha-
rashtra Hybrid Seeds Company and University of Agricultural Sciences, Banga-
lore having resistance toward insect pest by using cry1Ac gene. Bt rice research 
process was done in Maharashtra Hybrid Seeds Company and also in Bayer by 
using cry1Ac and cry1Ab to get rid of pests in rice field. Okra is also genetically 
modified by using cry1Ac that leads to develop insect resistant plant and this 
process was carried out in Maharashtra Hybrid Seeds Company.

12.4  IMPACT OF TRANSGENIC CROPS ON SOIL QUALITY

Soil plays an important role for the growth and development of plants as soil 
contain different species of microorganisms which uses extracts of plants and 
convert them into organic matter, humus, and maintain fertile soil. Plant extract 
and waste produced by the plants are utilized by the microorganisms for their 
survival. If there are any changes in the content of waste and extract of plants 
directly it will affect sometimes to the microorganisms and their functioning in 
maintaining soil fertility also and that finally affect the growth and development 
of plants. In recent times, since there is a steady increase in the usage of trans-
genic plants to get rid of pest damage, weeds, and stress, there are chances of 
transgenic genes entering in to the soil and sometimes it may affect the function-
ing of microorganisms. Therefore it is very much necessary to study the impact 
of transgenic crops on soil microflora by using different molecular techniques 
like DGGE and use of ELISA method, gives to differentiate the function of mi-
croorganism on transgenic and nontransgenic plants.

12.5  IMPORTANCE OF SOIL MICROBIAL DIVERSITY

Soil microbial community plays vital role in biogeochemical cycle (Wall and 
Virginia, 1999; Kirk et al., 2004), which is responsible for cycling of nutrients 
available in soil and also it helps in maintaining the above ground ecosystem by 
contributing nutrients for plant growth (George et al., 1995), soil structure and 
soil fertility (Cairnay, 2000; Dodd et al., 2000; Ovreas, 2000; Yao et al., 2000; 
O’Donnell et al., 2001; Kirk et al., 2004). According to Torsvik et al. (1998) 
approximately 1 % of the soil microorganisms can be cultured by standard labo-
ratory practices. It is not confirmed that this 1 % is representative of the soil mi-
crobial diversity. Many fungal species cannot be cultured using basic laboratory 
protocols when compared to bacteria (Thorn, 1997; van Elsas et al., 2000). All 
the activities in biotic environment is basically depend on microbial community 



in one way or other (Pace, 1997), while many anthropogenic activities like new 
agricultural practices, using various chemical fertilizers and pesticides, soil pol-
lution by dumping of wastes, construction can potentially affects and alters soil 
microbial diversity which leads to changes in above and below ground ecosys-
tem (Kirk et al., 2004).

Soil microbes show, considerable influence upon the overall improvement 
of plant growth and plants having significant influence on soil microbes in the 
rhizosphere (Smith and Goodman, 1999; Wall and Virginia, 1999). Soil mi-
crobes play important role in various aspects of the terrestrial ecosystem such 
as improving soil fertility which in turn increase the growth of the plant and 
also maintaining the balance of nutrients in entire ecosystem by biogeochemi-
cal cycle (Collins et al., 1990; Molin and Molin, 1997; Trevors, 1998; Wall and 
Virginia, 1999; O’Donnell et al., 2001). Soil microorganisms in rhizosphere 
assist plants in the uptake of several vital nutrients for their growth from the soil 
(George et al., 1995; Timonen et al., 1996; Trolove et al., 2003; Cocking, 2003).

Soil microorganisms depend on plant for its carbon and in turn provide phos-
phorous, nitrogen, and other minerals for the growth of plant by decomposing 
the soil organic matter (Singh et al., 2004). Rhizosphere is having both ben-
eficial microorganisms and pathogens which act as parasites on plants. Hence, 
rhizosphere is also acts as a battle field where the microflora and microfauna 
acts against soil borne pathogens like fungi, bacteria, oomycetes, and nema-
todes and have positive effect on plant growth by providing nutrients and health 
(George et al., 1995; Timonen et al., 1996; Raaijmakers et al., 2009). Diversities 
of microorganisms based on its structure and functions in the rhizosphere vary 
due to the differences in plants root exudates (Brimecombe et al., 2001; Fang 
et al., 2005).

12.6  IMPACT OF TRANSGENIC CROPS ON SOIL MICROBIAL 
DIVERSITY

Knowledge on the relationship between plants and soil microbes and impact of 
transgenic crop on soil microbes are necessary to understand the long term agro-
nomic effect and to develop appropriate management practices for minimizing 
the negative impacts (Fang et al., 2007). It is important to study the impact of 
transgenic crops on soil microbial diversity not only for the basic research but 
also to understand the link between transgenic crop and its rhizosphere micro-
bial community’s structure and function. Potential impact of transgenic crops on 
soil microorganisms are based on the differences in quantity, chemical composi-
tion and botanical form of Bt toxin, other soil properties, abiotic factors and also 
changes in management practices (Fang et al., 2007). However, it is not clearly 
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known if there are any alterations in rhizosphere microbial community means to 
ecosystem structure and functioning. Hence, understanding of the link between 
microbes and plants is important for maintaining sustainable ecosystems (Kirk, 
2004).

12.7  MOLECULAR TOOLS FOR THE ANALYSIS OF SOIL 
MICROBIAL DIVERSITY

Many microorganisms are uncultivable or difficult to culture by common labo-
ratory protocols. Conventional methods are insufficient and time consuming 
for the identification of environmental microorganisms. Active and inactive 
microorganisms cannot be distinguished by microscopic examinations. Some 
nonculturable microorganisms cannot grow in culture media for identification 
(Colwell et al., 2004; Doi et al., 2006; Tani et al., 2006). For these reasons, rapid 
and accurate methods are required. To overcome this issue, now-a-days various 
methods have been developed to assess and study the microorganisms including 
physiological and DNA- and RNA- based molecular methods to meet the need 
of environmental, medical, and agricultural sciences (Giller et al., 1997; Rondn 
et al., 1999; van Elsas et al., 2000).

There are number of molecular based tools have been developed and widely 
used to study soil microbial community analysis which includes DGGE, SSCP, 
RFLP, ARDRA, RISA, ARISA, and TRFLP. In the past, analysis of microbial 
diversity has been carried out using standard plate count using selective me-
dia for specific groups of soil microorganisms. Even though, the conventional 
methods provided useful information on soil microbes, it has its own limitations 
as strong inherent biases that are caused by the selection of specific medium 
and the cultivation conditions (Prosser, 2002). In order to overcome these limi-
tations culture-independent molecular methods have been introduced to ana-
lyze the structural and functional diversity of soil microorganisms (Head et al., 
1998; O’Donnell and Gores, 1999). Most of these methods include extraction 
of nucleic acid from soil matrix for profiling microbial communities by PCR. 
These techniques having high stability of the genome when compared to other 
physiological techniques, so as to consider more reliable, sensitive, and less 
biased information on soil microorganisms (Lechevalial et al., 1977; Minnikin 
et al., 1984; Ikeda et al., 2006b). Among these techniques DGGE separates PCR 
products of same size but different sequences by chemical denaturation. RFLP 
separates PCR products by recognizing only the terminal fragment of restric-
tion digestion (Singh et al., 2004). Conventional methods are insufficient and 
time consuming for the identification of environmental microorganisms. Active 
and inactive microorganisms cannot be distinguished by microscopic examina-



tions. Some nonculturable microorganisms cannot grow in culture media for 
identification (Doi et al., 2006; Tani et al., 2006; Colwell et al., 2004). For these 
reasons, rapid and accurate methods are required.

12.7.1  DENATURING GRADIENT GEL ELECTROPORESIS 
ANALYSIS

Denaturing Gradient Gel Electroporesis (DGGE) is more sensitive tool to as-
sess microbial population and allows simultaneous analysis of multiple samples 
(Heuex et al., 2002). It is the electrophoretic separation of equal length of PCR 
amplicon in a sequence-specific manner using a poly-acrylamide gel containing 
a denaturing gradient of urea and formamide (Vanhoutte et al., 2005). DGGE 
analyses are used for the separation of double – stranded DNA fragments that 
are identical in length, but differ in sequence based on its melting behavior (Ler-
man et al., 1984; Muyzer et al., 1993; Jackson and Churchill, 1999; Jackson et 
al., 2000). This technique is utilizing the stability of G-C pairing as opposed to 
A-T pairing. To improve the separation of the fragments, a GC rich DNA frag-
ment can be added with one of the primers to modify the melting behavior of 
the target fragment. Basically, there are three steps to carry out DGGE analysis:  
(i) extraction of DNA from target sample; (ii) PCR-controlled amplification us-
ing specific oligonucleotide primers and (iii) separation of the amplicons using 
DGGE. Efficient DNA extraction is more vital and need to optimize based on 
the nature of the sample (Vanhoutte et al., 2005). Samples containing DNA are 
added to an electrophoresis gel with denaturing agent. At various stages the de-
naturing gel induces melting of the DNA; finally the DNA spreads through the 
gel which can be analyzed for single components. Generally DNA rich in G-C is 
more stable and remains double strand in low concentration of denaturing agent. 
Double stranded DNA molecules migrate better in acrylamide gel when com-
pared to denatured DNA molecules. Based on this different fragments of DNA 
can be separated in acrylamide gel. After separation the DGGE gel stained with 
DNA binding fluorescent dyes (SYBR green, ethidium bromide, silver staining) 
and observed under UV light. Further the bands are digitally captured and ana-
lyzed using software packages. Standards can be used to compare the bands in 
gel. Generally, one band stands for one species; therefore the number of bands 
in the gel denotes the microbial diversity of the sample (Vanhoutte et al., 2005).

12.7.2  RESTRICTION FRAGMENT LENGTH POLYMORPHISM
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Restriction Fragment Length Polymorphism (RFLP) could be a technique in 
which organisms can be differentiated by analysis of patterns derived from 
cleavage of their DNA. If two organisms dissent in the distance between sites of 
cleavage of a specific restriction endonuclease, the length of the fragments cre-
ated can dissent once the DNA is digested with a restriction endonuclease. The 
similarity of the patterns generated can be used to distinguish species from one 
another. RFLP provides an easy and rapid alternative for phenotypic identifica-
tion of the microorganism. It is also inexpensive and simple means of analysis 
of microbial community (Navarro et al., 1992; Moyer et al., 1994; Moyer et 
al., 1996; Wintzingerode et al., 1997; Baffoni et al., 2013). Ekrem et al. (2001) 
did PCR-RFLP analysis of the intergenic spacer regions of 14 strains showing 
promise as a rapid tool for distinguishing the strains of Streptomyces. Michelini 
et al. (2014) identified the Bifidobacterium spp. using hsp60 gene.

12.7.3  TERMINAL RESTRICTION FRAGMENT LENGTH 
POLYMORPHISM

Terminal restriction fragment length polymorphism (T-RFLP) analysis is a ge-
netic fingerprinting method and also a standard, rapid genetic screening tech-
nique to characterize microbial communities. Because of its relative simplicity, 
this approach is widely applied to detect changes in the structure and composi-
tion of microbial communities (Liu et al., 1997; Von Wintzingerode et al., 1997; 
Clement et al., 1998; Tiedje et al., 1999; Hans-Peter Horz et al., 2000; Osborn 
et al., 2000; Johnson et al., 2004; Kennedy et al., 2005; Genney et al., 2006; 
Pereira et al., 2006; Thies, 2007; Schütte et al., 2008). This technique is useful 
as it is quick and does not require any genome sequence information. Since, 
every bacterial species produces a terminal – restriction fragment (T-RF) of a 
definite molecular weight (Liu et al., 1997; Fei Sjöberg et al., 2013) and a mul-
tifaceted bacterial community that generates a series of DNA bands differing in 
size. A disadvantage is that the identity of the T-RF is not immediately clear and 
a database is required to “translate” fragment size to genus/species. This method 
goes with the steps of amplification of the DNA with fluorescently labeled PCR 
primers. The amplified products are then digested using one or more restriction 
enzymes, for example, HhaI, RsaI, and the digested products thus formed are 
visualized through gel electrophoresis or with an automated DNA sequencer. To 
analyze the restriction pattern one could either evaluate manually or with special 
softwares. Different species will have different terminal fragments length due 
to variation in the occurrence and site of the cutting sites. T-RFLP analysis has 
been applied to the analysis screening of a marine archaeal clone library to de-
termine the different phylotypes (Moeseneder et al., 2003). Lukow et al. (2000) 
studied the spatial and temporal changes in the bacterial community structure 



by using this technique. Similarly, Singh et al. (2006) used T-RFLP technique 
to study different components of the soil microbial community. However, most 
frequently, the technique is used to assess bacterial diversity of soils (Smalla et 
al., 2007). The advancement made in T-RFLP analysis of 16S rRNA and genes 
permits researchers to make methodological and statistical alternatives suit-
able for the hypotheses of their research. Culman et al. (2008) assessed T-RFLP 
sample heterogeneity by measuring beta diversity, and recommended the use of 
binary data or relativized peak height for ordination analyses over relativized 
peak area. More recently, Thiyagarajan et al. (2010) showed that the T-RFLP 
technique can be successfully applied to monitor the changes in bacterial com-
munities due to the environmental and anthropological disturbances.

12.7.4  rRNA INTERGENIC SPACER ANALYSIS

rRNA Intergenic Spacer Analysis (RISA) could be a technique of microorgan-
ism community analysis which give estimate of microorganism diversity and 
structure of microorganism community while not the bias obligatory by culture-
based approaches or the labor attached small-subunit rRNA sequence clone li-
brary construction (Torsvik et al., 1990; Richaume et al., 1993; Tsuji, 1995; 
Borneman and Triplett, 1997; Selenska-Pobell et al., 2001). RISA involves PCR 
amplification of a region of the rRNA sequence between the small (16S) and 
large (23S) subunits referred to as the intergenic spacer region with oligonucle-
otide primers targeted to conserved regions in the 16S and 23S genes. The 16S-
23S intergenic region, which may encode tRNAs depending on the microbial 
species, displays vital heterogeneity in each length and nucleotide sequence. 
Both forms of variation are extensively used to distinguish microbial strains 
and closely connected species. RISA technique was used originally to charac-
terize diversity in soils and a plenty of recently to look at microbial diversity 
among the rhizosphere and marine environments (Robleto et al., 1998; Fisher 
and Triplett, 1999; Brown et al., 2005; Arias, 2006). Researchers have recently 
improved the RISA technique by addition of an automated component with the 
aid of automated genetic analyzer. RISA was even applied in the study of struc-
ture of bacterial community in the oil contaminated sediments (Philippe et al., 
2006).

12.7.5  AUTOMATED rRNA INTERGENIC SPACER ANALYSIS

The limitations of the prevailing methodology led to develop an improved ver-
sion of RISA which is now referred to as ARISA. In this automated approach, 
the preliminary steps of ARISA make use of length heterogeneity by utilizing 
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PCR amplification across the ITS region to produce DNA fragment lengths 
characteristic of individuals present within the sample. DNA extraction and 
PCR amplification are identical as in RISA, whereas in ARISA, PCR is con-
ducted by means of fluorescence labeled oligonucleotide primer. Subsequently, 
electrophoretic step is executed with an automated system, and observation of 
these fluorescent DNA bands is made with the aid of laser. 1,400 bp long DNA 
fragments are generated by ARISA PCR. Reports suggest that ARISA is a rapid 
and effective method for assessing microbial community diversity and struc-
ture that can be especially useful at the fine spatial and temporal scales neces-
sary in ecological studies (Scheinert et al., 1996; Borneman et al., 1997; Liu et 
al., 1997; Massimiliano et al., 2004; Yannarell et al., 2004; Mark et al., 2005). 
ARISA has been extensively used to analyze the genetic structures of several 
bacterial and fungal communities from samples of freshwater, marine water and 
other different environments. Indeed, the instrumental automatism of ARISA 
and therefore the simple analysis of its output data make it a really suitable 
technique for analyzing and comparing massive numbers of samples, the results 
generated being both reliable and reproducible.

12.7.6  SINGLE-STRAND CONFORMATION POLYMORPHISM

Single-Strand Conformation Polymorphism (SSCP) was invented by Orita et 
al. in 1989. Specific and scanning are two kinds of mutation detection methods: 
specific is used to recognize definite, well-characterized sequence variations. 
SSCP is the scanning mutation detection method. Mutation detection via SSCP 
analysis requires amplification of the DNA fragment of interest and denatur-
ation of the double-stranded PCR product with heat and formamide, followed 
by gel electrophoresis under nondenaturing conditions. SSCP analysis compris-
es a rapid and easy to perform technique to recognize and distinguish closely 
related organisms, and has substantial potential for use in genetic screening of 
microbial community analysis and taxonomy. Earlier experiments used radio-
isotopes for the SSCP technique. Due to the difficulty in safety and handling, 
this technique was less professional but later radioisotopes were replaced by the 
alternative staining techniques such as the silver stain and the ethidium bromide 
(Ainsworth et al., 1991; Yap and McGee, 1992). Moricca et al. (2000) devel-
oped a technique to differentiate among S. cardinale and S. cupressi on the basis 
of single-strand conformation polymorphism (SSCP). It has also been used to 
study many plant viral diseases (Amin, 1999; Sabek et al., 1999; Rubio et al., 
1996; Amin et al., 2009). Recent advancements in electrophoretic techniques 
like capillary electrophoresis have offered high through outputs with greater 



reliability and sensitivity to the current molecular techniques (Kourkine et al., 
2002).

12.7.7  AMPLIFIED RIBOSOMAL DNA RESTRICTION ANALYSIS

Amplified Ribosomal DNA Restriction Analysis (ARDRA) has proven to be a 
suitable and speedy method for classification studies of fungi. This technique 
is based on the PCR amplification of rDNA fragment, and then followed by 
the digestion of the amplicon with restriction endonucleases. The ensuing frag-
ments are subsequently analyzed by agarose gel electrophoresis. The applica-
tion of ARDRA on the 16S–23S rDNA region of the mycobacterial genome 
proved to be a rapid, simple, and reliable method for the differentiation of my-
cobacterial species including those that are regarded as opportunistic pathogens 
(Vaneechoutt et al., 1992; Vaneechoutte et al., 1994; Vaneechoutte et al., 1995; 
Heyndrickx et al., 1996; De Baere et al., 2002; Frederic et al., 2000; Blaszczyk 
et al., 2011). ARDRA is able to identify variations among microbial communi-
ties from industrialized and domestic wastewater treatment plants, and these 
differences might be suitable to influent composition and temperature. Mekon-
nen et al. (2003) demonstrated the potential of the amplified ribosomal DNA-
restriction analysis (ARDRA) for intra- and interspecies identification of the 
genus Mycobacterium.

12.7.8  LIMITATIONS OF MOLECULAR BASED METHODS

Molecular methods are having limitations like many other methods. Lysis ef-
ficiency of microorganisms varies between or within a microbial group. If the 
method used to lyse the cell is too harsh both Gram positive and Gram negative 
cells may be lysed and the DNA become sheared, if the method is too gentle 
Gram negative cells may get lysed (wintzingerode et al., 1997; Trevors, 1998). 
In fungi, the lysis efficiency varies between spores and mycelia and within my-
celial ages and it makes hurdles in molecular based microbial diversity studies. 
Along with RNA/DNA extraction, methods are also acting as a bias for mo-
lecular based studies. Some extraction methods like bead beating can shear the 
nucleic acid ultimately creating problems in further PCR analysis (Wintzinger-
ode, 1997). It is more important to remove humic acid which will acts as a in-
hibitor substance from samples. Otherwise it can be coextracted and interfere in 
PCR analysis. During purification steps, there are concerns to get loss of DNA 
or RNA sequences again biasing molecular analysis. Differential amplifications 
of target genes can also bias PCR-based diversity studies. A major limitation 
of the established DNA fingerprinting techniques for soil microbes is that the 
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complexity of rDNA fragments can exceed the resolving power of the current 
electrophoretic techniques due to the extreme complexity of soil ecosystem (Na-
katsu et al., 2000; Ikeda et al., 2006b).

12.8  IMPACT OF TRANSGENIC COTTON: A CASE STUDY

In rhizosphere, several microbial groups are playing more important role for 
plant growth. Among these, diazotroph and chitinolytic are well characterized 
by the presence of nifH gene which is subunit of nitrogenase coding gene. Based 
on this analysis several bacteria of this group have been now recognized as plant 
growth promoters (Kennedy et al., 2004; Ikeda et al., 2006). According to Yuan 
and Crawford (1995) many chitinolytic bacteria are responsible for disease con-
trol in rhizosphere. These findings are implied based on the molecular assess-
ment of functional genes of microbial diversity in the rhizosphere.

It is also well known that plant has significant influence on microbial diver-
sity and spatial distribution (Wall and Virginia, 1999). Thus the cultivation of 
transgenic crops could have an influence on soil microbes through plant resi-
dues and altering structure of microbial community. However until recently, 
the analysis of soil microbes residing in the rhizhosphere of transgenic crops 
considered for the risk assessment of transgenic crops (Ikeda et al., 2006b). 
Ikeda et al. (2006a) employed T-RFLP analysis for microbial community in the 
rhizosphere of transgenic tomato. They analyzed two of functional genes such 
as chitinase gene and nifH gene in rhizosphere. T-RFLP analysis revealed bands 
differing between the parental and transgenic tomato. From their results conclu-
sion arrived as the T-RFLP analysis of functional genes may be feasible way to 
study the microbial community in rhizosphere.

By using DGGE and T-RFLP, it was found that there was a higher diversity 
of amoA genes and nifH genes in rhizosphere (Briones et al., 2003; Cocking, 
2003). Recent developments in molecular techniques create wide understand-
ing of the relationship between plants and the microbes in rhizosphere (Gray 
and Head, 2001; Dahllof, 2002; De Long, 2002). Fang et al. (2005) examined 
the effects of transgenic corn on bacterial diversity by using DGGE and carbon 
substrate utilization. In this study they utilized both molecular assessment and 
physiological assessment to determine the impact of rhizosphere of transgenic 
corn on bacterial communities. They concluded that rhizosphere microbial di-
versity did not differ between transgenic and nontransgenic corn. The effects 
of transgenic corn residue on soil microbial communities and rates of carbon 
utilization were studied by Fang et al. (2007). They used DGGE for the analysis 
of microbial community and based on the patterns of DGGE they revealed that 
the Bt corn residue slightly alters the microbial diversity in rhizosphere than the 
nontransgenic rhizosphere.



There are several studies reported the effects of Bt toxin released through 
root exudates, biomass, and residues on soil microbial community. Generally, 
Bt toxin not showing any short term impact due to accumulation and persistence 
but long term effects on soil microbial community have not been evaluated ex-
tensively (Fang et al., 2007). The effects of Bt corn residue on soil microbial 
communities and rates of carbon utilization were studied by Fang et al. (2007). 
They used DGGE and patterns of DGGE revealed that the Bt residue slightly 
alters the microbial communities in rhizosphere than the non-Bt isoline. This 
study also confirmed that the effect of Bt corn on total plate count. There are 
several studies reported the effect of Bt toxin released through root exudates, 
biomass, and residues on soil microbial community (Dunegan et al., 1995; Betz, 
2000; Head et al., 2002; Zwahlen et al., 2003 Fang et al., 2007).

12.9  CONCLUSION AND FUTURE PERSPECTIVES

It is necessary to assess the technical performance of the transgenic crops and 
also the chances of these crops to meet societal and environmental issues. Gov-
ernments should provide complete details of transgenic crops and their embed-
ding into society and the ways implications such as risks and benefits are per-
ceived. They should take efforts to involve experts, stakeholders, farmers, and 
public in discussion forum about transgenic crops (Butschi et al., 2009). Tools 
of biotechnology provide wide knowledge and understanding on functions of 
various genes especially in agricultural crops. This offers solutions to solve mul-
tiple problems in agriculture. It is the right time to utilize biotechnological tools 
to achieve maximum agricultural productivity for increasing population.
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13.1  INTRODUCTION

Abiotic stresses such as high temperature, low temperature, drought, flooding, 
salinity, heavy metals, radiation, ozone are the most threatening and limiting 
factors for agricultural productivity worldwide (Doupis et al., 2011; Hasanuz-
zaman et al., 2009; Hasanuzzaman et al., 2010; Hasanuzzaman et al., 2011; 
Hasanuzzaman et al., 2012; Hasanuzzaman et al., 2013a; Hasanuzzaman et al., 
2013b; Hasanuzzaman and Fujita, 2012). These stresses negatively influence the 
survival of crop plants, leading to losses of up to 70 % in biomass production and 
yields of staple food crops (Kaur et al., 2008; Thakur et al., 2010) and decreases 
of as much as 50 % in overall productivity (Rodríguez et al., 2005; Acquaah, 
2007). For these reasons, abiotic stresses threaten food security worldwide. The 
degree of severity of stress and the plasticity of the plants determine the types 
of morphological, anatomical, and physiological changes that adversely affect 
plant growth, metabolic profile, nutritional potential, developmental processes, 
and productivity (Altman, 2003). At the molecular level, abiotic stresses lead to 
an enhanced production of reactive oxygen species, which cause peroxidation of 
lipids, oxidation of proteins, damage to nucleic acids, enzyme inhibition, and-at 
extreme conditions-programmed cell death and even the death of the entire plant 
(Mittler, 2002; Sharma and Dubey, 2005; Sharma and Dubey, 2007).

Controlling the external environment in favor of better plant production rang-
es from very difficult to essentially impossible in most cases. Consequently, we 
use our limited aptitude in cultural practices or we try to improve conventional 
crop plants through breeding techniques or biotechnological approaches. The 
principal objective in plant breeding is to obtain plants that give higher yields 
and that show stability, better quality, and stress-resistant characteristics (Bray, 
2004; Chaves and Oliveira, 2004). The current consensus is that stress tolerance 
is multigenic and quantitative in nature (Collins et al., 2008) and therefore dif-
ficult to instill in plants through available methods. The molecular mechanisms 
underlying abiotic stress tolerances in plants are being unraveled, but a full un-
derstanding of the mechanisms by which plants perceive environmental signals 
and the ways that these signals are transmitted to cellular machinery to activate 
adaptive responses still remain elusive. 

At present, sequencing and functional genomics are considered to be es-
sential for understanding stress signal perception and transduction associated 
with molecular regulatory networks involved in stress responses (Heidarvand 
and Amiri, 2010; Ray et al., 2010; Sanchez et al., 2011). Polyomics approach-
es like transcriptomics, proteomics, metabolomics, ionomics, and micromics 
are involved in the molecular mechanisms are also important for discovering 
new genes, proteins, and secondary plant metabolites that are responsible for 
plants adaptation to stress (Mochida and Shinozaki, 2011). Biotechnological 
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approaches are considered to represent one of the most reliable resources for 
investigating the factors underlying stress tolerance and for instilling desirable 
traits that will confer stress tolerance in important agricultural crops. Recent 
advances in biotechnology have dramatically changed the capabilities for gene 
discovery and functional genomics, rendering the possibility of full transcrip-
tomic, proteomic, and metabolomic profiling of a cell (Cramer et al., 2011). 
This type of biotechnological approach has pushed forward the identification of 
stress-responsive and tolerant genes. 

Functional genomics approaches have helped to identify single to thousands 
of genes and have provided clues for functional characterization of stress-re-
sponsive genes and stress tolerance mechanisms (Sreenivasulu et al., 2007). 
New approaches like microarray-based transcriptomic profiling of differential 
gene expression (Walia et al., 2007) and combinations of genetic mapping and 
expression profiling (Pandit et al., 2010) are now unraveling the intrinsic mys-
tery of stress tolerance. Recent molecular marker technology is now identifying 
both inherited and quantitative traits that control individual genes (Roychow-
dhury et al., 2012; Karmakar et al., 2012). Metabolic engineering is helping 
to improve the cellular metabolic properties through modification of specific 
biochemical reactions and even through introduction of novel reactions through 
the use of recombinant DNA technology, conferring stress tolerance in several 
model plant species (Stephanopoulos, 1999; Gao et al., 2001). Lastly, the use of 
the most astonishing genetic engineering and transgenetic techniques have al-
lowed the introduction of specific desired traits for conferring the abiotic stress 
tolerance, as these approaches have no barrier in transferring useful genes, even 
across different species from the animal or plant kingdoms (Cramer et al., 2011). 
This review considers the importance of biotechnological approaches as power-
ful tools for improving abiotic stress tolerance and explores the recent advances 
in biotechnological approaches with related paradigms.

13.2  BIOTECHNOLOGICAL APPROACHES USED IN 
DEVELOPING ABIOTIC STRESS TOLERANCE

As crop plants are complex organisms their productivity is highly influenced by 
different abiotic stresses due to continual unexpected global climatic changes in 
this agricultural modernization era (Cramer et al., 2011). Plants must respond 
and adapt to a wide range of abiotic stresses to survive in various environmental 
conditions and they have acquired several stress tolerance mechanisms, which 
are different processes involving physiological and biochemical changes that 
result in adaptive or morphological changes (Urano et al., 2010). Though 
cultivated crop is moderately tolerant to various abiotic stresses, the crop losses 
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due to unfavorable environmental conditions can be unpredictably severe. So 
far, several efforts have been made to improve abiotic stress tolerance in the crop 
cultivars through cultural practices, breeding techniques, and biotechnological 
approaches. The objective of plant breeding for stress tolerance is to accumulate 
favorable alleles those contribute to tolerance in the plant genome. Genes that 
confer stress resistance can be sourced from germplasm collections, including 
wild relatives of crops that are held in genebanks or organisms that currently 
live in different harsh environmental habitats that have evolved to cope with 
those conditions (Nevo and Chen, 2010). Introgression of abiotic stress toler-
ance properties to cultivated plants from more tolerant wild relatives through 
classical breeding has been attempted with limited success due to: (a) the com-
plex nature of abiotic stress tolerance (timing, duration, intensity, frequency), 
thereby its quantification and repeatability; (b) the undesirable genes are also 
transferred along with desirable traits; and (c) reproductive barriers limit the 
transfer of favorable alleles from diverse genetic resources. Biotechnology is 
a viable option for developing crop genotypes that can perform better under 
harsh environmental conditions. For instance, advances in genomics coupled 
with “omics” approaches and stress biology can provide useful genes or alleles 
for conferring stress tolerance. Superior genes or alleles where they have been 
identified in the same species can be transferred into elite genotypes through 
molecular marker-assisted selection (Varshney et al., 2011). 

The quantitative trait loci (QTLs) related with stress tolerance have signif-
icant role in understanding the stress response and generating stress-tolerant 
plants (Gorantla et al., 2005). Methods of identifying genes underlying QTLs 
have progressed from map-based cloning approach to microarray-based tran-
scriptomic profiling of differential gene expression (Walia et al., 2007) or com-
bination of genetic mapping and expression profiling (Pandit et al., 2010). The 
recent developments in molecular marker analyses have made it feasible to ana-
lyze both simply inherited, as well as the quantitative traits, and identify the in-
dividual gene controlling the trait of interest. Molecular markers could be used 
to tag QTLs and to evaluate their contributions to the phenotype by selecting 
favorable alleles at these loci in a marker-aided selection scheme aiming to ac-
celerate genetic advance (Lodha et al., 2011; Karmakar et al., 2012; Roychow-
dhury et al., 2012). Advanced backcross QTL analysis can be used to evalu-
ate mapped donor introgression in the genetic background of an elite recurrent 
parent (Turan et al., 2012). Moreover, by using an approach such as genetic 
engineering and transgenesis, there is no barrier to transferring useful genes or 
alleles (that are known to be involved in stress response and putative stress tol-
erance) across different species from the animal or plant kingdoms. Such could 
provide powerful tools for improving abiotic stress tolerance coupled with the 
growing knowledge of stress physiology and biochemistry. Recent advances in 
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biotechnology have dramatically changed the capabilities for gene discovery 
and functional genomics. For the first time, now it is available to obtain the 
information of a cell with its full transcriptomic, proteomic, and metabolomics 
profiling (Cramer et al., 2011). Recently, transgenic approaches have been em-
ployed to produce plants with enhanced tolerance to various abiotic stresses 
by overexpressing genes involved in different tolerance-related physiological 
mechanisms (Pandey et al., 2011; dos Reis et al., 2012). These include genes 
encoding enzymes in the synthesis of solutes such as mannitol (Chan et al., 
2011), glycine betaine (Fan et al., 2012), and polyamines (Cheng et al., 2009), 
which contribute to osmoregulation and impart tolerance to abiotic stresses. 
Recent advances in genome-wide analyses have revealed complex regulatory 
networks that control global gene expression, protein modification, and metabo-
lite composition. Genetic with epigenetic regulation, including changes in nu-
cleosome distribution, histone modification, DNA methylation, and npcRNAs 
(nonprotein-coding RNA) play important roles in abiotic stress gene networks. 
Transcriptomics, metabolomics, bioinformatics, and high-through-put DNA se-
quencing have enabled active analyses of regulatory networks that control abi-
otic stress responses. Such analyses have markedly increased the understanding 
of global plant systems in adaptive responses and tolerance to abiotic stress con-
ditions (Urano et al., 2010). As a result, biotechnology approaches offer novel 
strategies for producing suitable crop genotypes that are able to resist drought, 
high temperature, flooding, salinity, and other abiotic stresses. 

13.3  DEVELOPMENT AND APPLICATION OF MOLECULAR 
MARKERS

Molecular markers have demonstrated a potential role to detect tolerance or 
susceptibility for abiotic stresses in crop plants, genetic diversity and to aid the 
management of plant genetic resources (Reddy et al., 2012). In contrast to mor-
phological traits (morphological markers) and biochemical components (pro-
tein products from genes acts as biochemical markers), molecular markers can 
reveal differences among genotypes at the DNA level, providing a more direct, 
reliable, and efficient tool for germplasm characterization, conservation, and 
management. Till date, numerous types of molecular markers have been report-
ed (Semagn et al., 2006) that are as follows: allele-specific associated primers 
(ASAP), allele-specific oligo (ASO), allele-specific polymerase chain reaction 
(AS-PCR), amplified fragment length polymorphism (AFLP), anchored micro-
satellite primed PCR (AMP-PCR), anchored simple-sequence repeats (ASSR), 
arbitrarily primed polymerase chain reaction (AP-PCR), cleaved amplified 
polymorphic sequence (CAPS), degenerate oligonucleotide primed PCR (DOP-
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PCR), diversity array technology (DArT), DNA amplification fingerprinting 
(DAF), expressed sequence tags (EST), intersimple sequence repeat (ISSR), 
inverse PCR (IPCR), inverse sequence-tagged repeats (ISTR), microsatellite 
primed PCR (MP-PCR), multiplexed allele-specific diagnostic assay (MAS-
DA), random amplified microsatellite polymorphisms (RAMP), random am-
plified microsatellites (RAM), random amplified polymorphic DNA (RAPD), 
restriction fragment length polymorphism (RFLP), selective amplification of 
microsatellite polymorphic loci (SAMPL), sequence characterized amplified 
regions (SCAR), sequence specific amplification polymorphisms (S-SAP), 
sequence-tagged microsatellite site (STMS), sequence-tagged site (STS), short 
tandem repeats (STR), simple sequence length polymorphism (SSLP), simple 
sequence repeats (SSR), single nucleotide polymorphism (SNP), single primer 
amplification reactions (SPAR), single stranded conformational polymorphism 
(SSCP), site-selected insertion PCR (SSI), strand displacement amplification 
(SDA), and variable number tandem repeats (VNTR). Although some of these 
markers are very similar (for instance, ASAP, ASO, and AS-PCR), some syn-
onymous (e.g., ISSR, RAMP, RAM, SPAR, AMP-PCR, MP-PCR, and ASSR) 
and some are identical (such as, SSLP, STMS, STR, and SSR), there are still 
a wide range of techniques for researchers to choose any of them as per their 
experimental design. Out of the vast lists of molecular markers, microsatellite 
or SSR (simple-sequence repeat) markers (Karmakar et al., 2012; Roychowd-
hury et al., 2012), RAPD (random amplified polymorphic DNA) (Williams et 
al., 1990), AFLP (amplified fragment length polymorphism) (Vos et al., 1995), 
RFLP (restriction fragment length polymorphism) (Botstein et al., 1980) are 
efficiently used in today’s research field related to stress tolerance in cereals, 
floricultural crops, legumes, biodiesel plants, horticultural crops (fruits and veg-
etables) and others. Amongst these, SSRs and RFLPs are codominant in nature 
and their genetic map location on crop genome is publicly disclosed; in case of 
AFLP and RAPD, they produce random amplification and are largely dominant 
markers in nature (Ram et al., 2007). 

PCR-based SSR markers are cost-effective, high diversity in crop plants 
due to their frequently available nature, codominant, and greater efficient to 
others (Chen et al., 1997; Temnykh et al., 2000). Compared to RFLPs, micro-
satellite markers detect a significantly higher degree of polymorphism in rice 
(Yang et al., 1994) and are especially suitable for evaluating genetic diversity 
among closely related cultivars (Akagi et al., 1997). Locus-specific microsatel-
lite-based markers have been reported from many plant species such as lettuce 
(Lactuca sativa L.), barley (Hordeum vulgare L.) and rice (Oryza sativa L.) 
(Wu and Tanksley, 1993; Saghai Maroof et al., 1994; van de Wiel et al., 1999). 
Diversity based on phenological and morphological characters varies in differ-
ent environments and its evaluation requires growing plants till its full maturity. 
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Markers those are based on expressed gene products, proteins or isozymes, are 
also influenced by the environment and reveal a low level of polymorphism and 
low abundance (Ravi et al., 2003). In contrast, DNA-based molecular markers 
have proven to be powerful tools in the assessment of genetic variation and in 
the elucidation of genetic relationships within and among the species, character-
ized by abundance and untouched by environmental influence, that is, genotype-
environment interaction and several types of abiotic stresses for the responsible 
environment (Powell et al., 1996). Scientific experiments demonstrated the re-
markable potential of microsatellite markers to discriminate between the crop 
genotypes, as compared to other molecular markers. Traditional crop cultivars 
(like rice, wheat, and maize) have a high level of genetic heterogeneity com-
pared to modern high yielding varieties (HYV). This genetic variability is very 
important for the sustainability of small farmers, because despite the low yield 
capacity, these varieties represent high yield stability (Brondani et al., 2006). 
High degree of similarity between different cereal and legume genomes in terms 
of gene content and gene order facilitates crop improvement and breeding for 
other crops as well (Garris et al., 2005). The genetic relationship among the 
different diverse rice lines has been assessed by a number of workers (Dey et 
al., 2005; Chattopadhyay et al., 2008; Lodha et al., 2011) who used various 
molecular markers for rice genomic DNA fingerprinting. Assessment of genetic 
diversity and tolerance governed genes, using molecular markers, is an essential 
component in germplasm characterization, identification, and conservation of 
crops. Results obtained in genetic diversity studies of crop landraces with SSR 
markers indicate that more genetic diversity exists in their gene pools. Selec-
tion increases the frequency of alleles or allelic combinations with favorable 
effects at the expense of others, eventually eliminating many of them. Many 
studies have also reported significantly greater allelic diversity of microsatellite 
markers than other available molecular markers (McCouch et al., 2001). In the 
fingerprint data, lower polymorphism information contents (PIC values) may 
be the result of closely related genotypes (Rahman et al., 2010). The number 
of alleles and its PIC values also depends upon the repeat motif and the repeat 
sequence of the markers. Temnykh et al. (2000) showed that CTT- and AT-rich 
repeat motifs amplified with higher efficiency leading to greater overall poly-
morphism. Lastly, the magnitude of similarity matrix value is directly propor-
tional to the varietal genetic/evolutionary distance. 

Using the basis on differential DNA amplification, polymorphism and/or 
molecular banding variability in RAPD is lower when compared to the other 
available molecular marker techniques; and this is due to the INDEL (insertion 
and/or deletion) nature within the genomic regions where short random oligo-
primers will bind (Williams et al., 1991). As the approach requires no prior 
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knowledge of the genome that is being analyzed, it can be employed across spe-
cies using universal primers. The RAPD analysis of NILs (nonisogenic lines) 
has been successful in identifying markers linked to disease resistance genes in 
tomato (Lycopersicon sp.) (Martin et al., 1991), lettuce (Lactuca sp.) (Paran et 
al., 1991) and common bean (Phaseolus vulgaris) (Adam-Blondon et al., 1994). 
On the other hand, AFLP combines the power of RFLP with the flexibility of 
PCR-based technology by ligating primer recognition sequences (adaptors) to 
the restricted DNA and selective PCR amplification of restriction fragments us-
ing a limited set of primers. Usually 50–100 bands per assay are produced by 
the primer pairs used for AFLP. Number of amplicon per AFLP assay is a func-
tion of the number of selective nucleotides in the AFLP primer combination, the 
selective nucleotide motif, GC-content, physical genome size and complexity. 
The AFLP technique generates fingerprints of DNA from any source, and with-
out any prior knowledge of DNA sequence. Most AFLP fragments correspond 
to unique positions on the genome and hence can be exploited greatly in genetic 
and physical mapping (Agarwal et al., 2008).

Single nucleotide polymorphism (SNP) constitutes the most abundant and 
widely distributed molecular markers in the genome, which varies greatly 
among species. For example, maize has 1 SNP per 602–120 bp (Ching et al., 
2002). The SNPs are usually more prevalent in the noncoding regions of the 
genome. Within the coding regions, an SNP is either nonsynonymous result-
ing in an amino acid sequence change, or it is synonymous not being able to 
alter the amino acid sequence. The latter can result in phenotypic differences 
due to mRNA splicing (Richard and Beckman, 1995). Direct analysis of ge-
netic variation at the DNA sequence has been made possible by improvements 
in sequencing technology and availability of an increasing number of EST se-
quence level. Majority of SNP genotyping assays are based on one or two of the 
following molecular mechanisms: allele-specific hybridization, primer exten-
sion, oligonucleotide ligation and invasive cleavage (Sobrino et al., 2005). High 
throughput genotyping methods, including DNA chips, allele-specific PCR and 
primer extension approaches make SNPs attractive genetic markers. They are 
suitable for automation, rapid identification of crop cultivars and construction 
of ultrahigh-density genetic maps.

Sophisticated strategies have been developed and applied in various crop 
species for unlocking the genetic potential (allelic selection) from its nondo-
mesticated genetic stock. One such very recent strategy is “allele mining”which 
dissects naturally occurring allelic variation at abiotic stress tolerance governed 
gene loci controlling key agronomic traits and exploits the DNA sequence of one 
genotype to isolate useful alleles from related genotypes (Latha et al., 2004). 
As the map-based complete crop genome sequence is now freely available to 
researcher worldwide (Raghuvangshii et al., 2009), the identification and isola-
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tion of novel and superior allele for agronomically important genes became a 
popular research area in modern crop improvement program (Ram Kumar et al., 
2010) for their stress tolerance property, particularly in drought, salinity, and 
oxidative stress conditions.

13.4  MOLECULAR BREEDING AND MARKER ASSISTED 
SELECTION

Most of the important traits, especially tolerance to abiotic stress and agronomi-
cally important characters, are much complex and polygenic in nature and are 
controlled by quantitative trait loci, in short QTL. Abiotic stresses, including 
drought, salinity, submergence, low temperature and the effects of several types 
of adverse soils, are a frequent constraint to crop production. Genetic sources 
of tolerance of these stresses are available in traditional cultivars and in some 
improved cultivars, but the complexity of the traits has hindered transfer of the 
tolerance genes into elite genotypes. However, QTL for these traits have been 
identified and marker-assisted selection (MAS) has been used for specific QTL 
introgression into sensitive cultivars (Collard and Mackill, 2007). As we know 
that abiotic stress tolerance is under polygenic control, crop breeding for achiev-
ing such properties in sustainable manner is so difficult with the presence of 
some barriers like the unknown inheritance pattern of multigenic-controlled 
trait(s), low genetic variability, low scope for selection parameters, etc. (Singh 
et al., 2011). Several parameters, such as heritability of the target trait, popula-
tion size and possibility of false QTL detection should be taken into consider-
ation for the efficiency of QTL for MAS. The advantages of using MAS in crop 
improvement have been well documented (Mackill, 2007). 

A simulation study conducted by Moreau et al. (1998) revealed the sevaral 
relationships between QTL and MAS in crops: (i) If the heritability is high, the 
genotypic values are well estimated by the phenotype, and the weight given 
to markers is equivalent to phenotypic selection. (ii) MAS is not effective at 
α (selection index) of 5 % and heritability < 0.15. (iii) The efficiency of MAS 
decreases as the number of QTL increases and the efficiency of MAS increases 
when individual QTL explain a large part of the genetic variance, (iv) The rela-
tive efficiency of MAS increases with population size (the population should 
be larger than 100 or 200 individuals) and if the distance between markers and 
QTL decreases.

Due to several constrains of conventional breeding approaches, a rapid prog-
ress has been made toward the development of molecular marker technologies 
and their application in linkage mapping, molecular dissection of the complex 
agronomical traits and marker-assisted breeding (Flowers et al., 2000; Singh 



342	 Genomics and Proteomics: Principles, Technologies and Applications

et al., 2011). Application of molecular marker technology can greatly enhance 
the efficiency and accuracy of molecular breeding process (Singh, 2009). Mo-
lecular markers have proven to be useful in both basic and applied research 
such as DNA fingerprinting, varietal identification, diversity analysis, phylo-
genetic analysis, and marker-assisted breeding and map-based cloning of genes 
in rice (McCouch et al., 2001). Different types of DNA markers including mi-
crosatellite DNA markers (simple sequence repeats, SSRs), AFLPs and ISSRs 
have been successfully used for genotype identification, diversity analysis and 
gene/QTL analysis. DNA markers are of great importance in plant breeding, 
especially for the selection of polygenic traits because they have several advan-
tages like no G × E effect, no epistatic effect, desired homozygous plants can 
be easily picked up, and greater reliability to distinguish the homozygous lines 
from others at an early stage/generation. Focusing on specific crop and prob-
lem, development of transgenic production and/or marker-assisted selection will 
provide to make highly stress-tolerant crop cultivars. Molecular marker based 
in situ approaches were proved as potential tools for molecular breeding and hy-
bridization performance in major crops such as wheat, maize, rice, mungbean, 
mustard. The marker based approaches are necessary for (i) finding and utilities 
of underexploited trait related gene(s) of crops (QTLs), (ii) engineering of re-
quired metabolic networks, and (iii) exploitation of hybrid vigor using specific 
markers. By using quantitative trait loci (QTL) methodologies in ancestral (wild 
and wild-relatives), traditional and hybrid crop cultivars, it is now possible to 
make a correlation and draw a linking line between the markers and the specific 
stress tolerance properties. By the deployment and development of map-based 
marker-aided breeding strategies (molecular breeding and molecular farming) 
for the classic improvement in major crops like wheat, rice, maize, Brassica 
for the abiotic stress linked trait(s), genes/QTLs have been mapped for several 
important agronomical traits such as tolerance against abiotic stresses including 
drought and salinity (Flowers et al., 2000; Forster et al., 2000). 

Amongst the abiotic stresses, maximum progress has been made toward the 
drought related traits and there have been only a few studies to map QTLs for 
salinity tolerance (Flowers et al., 2000; Koyama et al., 2001; Lang et al., 2001). 
Molecular markers such as RFLP (Ali et al., 2000), RAPD (Xie et al., 2000) 
and AFLP (Ali et al., 2000), have been used for QTL mapping for salinity toler-
ance. Recently, a new class of PCR-based markers, inter simple sequence repeat 
(ISSR) markers, has been widely used to determine intra- and intergenomic di-
versity (Singh et al., 2008; Singh et al., 2009), since they reveal variation within 
unique regions of the genome at several loci simultaneously (Zietkiewicz et al., 
1994). ISSRs targets a subset of simple sequence repeats (SSRs) and amplifies 
the region between two closely spaced and oppositely oriented SSRs. Applica-
tion of molecular marker technology can greatly enhance the efficiency and 
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accuracy of breeding process. Molecular marker technologies have revolution-
ized the genetic analysis of crop plants and its application has been suggested 
for the molecular dissection of complex physiological traits such as salt toler-
ance (Flowers et al., 2000). In several crops, comprehensive molecular marker/
linkage maps with a variety of DNA markers have been developed. Most of 
the maps have been developed using mapping populations, which include the 
recombinant inbred lines (RILs), double-haploid lines (DHLs), and backcross/
F2/F3 families (Lang et al., 2001).

13.5  STRESS RESPONSIVE GENES AND THEIR REGULATION

Several abiotic and biotic stresses, as well as narrow genetic diversity in modern 
cultivars of crop plants are the major constraints to further increases in pro-
ductivity. With the development of a comprehensive molecular genetic map, 
several genes have been identified corresponding to several traits of economic 
importance. In addition to several genes of morphological and physiological 
traits, numerous genes are for disease resistance like bacterial blight, blast, virus 
diseases and for resistance to insects have been identified. Several genes and 
quantitative trait loci (QTL) have been identified for abiotic stresses such as 
drought, salinity, submergence, and cold (Jena and Mackill, 2008). The complex 
plant response to abiotic stress involves many genes and biochemical-molecular 
mechanisms. Under stressful conditions, such type of genes produces some ma-
jor proteinaceous metabolites for cellular protection and also helps in genetic 
regulation of other genes by the production of transcription factors and main-
tains the integrated circuits of stress-responsive signal transduction pathways. 
In this condition, regulons (cis-acting elements in the promoter region of target 
genes) play a vital regulatory role where transcription factors are the key players 
(Todaka et al., 2012). Various genes respond to drought stress in various species, 
and functions of their gene products have been predicted from sequence homol-
ogy with known proteins. Many drought-inducible genes are also induced by 
salt stress and low temperature, which suggests the existence of similar mecha-
nisms of stress responses. Genes induced during drought-stress conditions are 
thought to function not only in protecting cells from water deficit by the produc-
tion of important metabolic proteins but also in the regulation of genes for signal 
transduction in the drought-stress response (Shinozaki et al., 2003). Thus, these 
gene products are classified into three major groups: (1) those that encode prod-
ucts that directly protect plant cells against stresses such as heat stress proteins 
(HSPs) or chaperones, LEA proteins, osmoprotectants, antifreeze proteins, de-
toxification enzymes and free-radical scavengers (Wang et al., 2003); (2) those 
that are involved in signaling cascades and in transcriptional control, such as 
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MAPK, CDPK (Ludwig et al., 2004) and SOS kinase (Zhu, 2001), phospholi-
pases (Frank et al., 2000), and transcriptional factors (Shinozaki and Yamagu-
chi-Shinozaki, 2000); (3) those that are involved in water and ion uptake and 
transport such as aquaporins and ion transporters (Blumwald, 2000). With the 
aid of gene transfer technologies in plant cell through genetic engineering, it is 
most important to know the molecular mechanism, plant’s responses and under-
lying genetic manipulation of several stress-inducible genes in crops for abiotic 
stress tolerance (Seki et al., 2003). There is several sensor molecules present in 
the cellular boundary to catch up the multiple stress signals and transmit it to 
the inside of the cell to induce the regulation mechanism via the regulators such 
as transcription factors and some accessory bioactive products (for instance, 
phytohormones, secondary messengers). In this way, several functional proteins 
are produced in this signal cascade and directly involve in the stress tolerance 
of plants with the integration of both negative and positive regulation of stress-
responsive genes (Figure 13.1).

FIGURE 13.1  Overall hypothetical cellular model of an abiotic stress response with 
signaling and responsive genes for stress tolerance in plants.
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Several bioactive compounds like LEA protein, carbohydrate transport-
er protein, metallothionein-like protein, enzymes (catalase, lipoxygenase), 
calmodulin and TFs (Myb, NAC, DREB, zinc finger) are encoded by many 
abiotic stress-responsive genes that are found in many crop plants. In the tran-
scriptomics study on Oryza sativa, a number of such genes were identified for 
drought (62 genes), low temperature (36 genes) and salinity (57 genes) toler-
ance response with a differential response pattern as some genes are expressed 
in roots and some others are in leaves in two different plant genotypes (Rab-
bani et al., 2003). Such genes and their protein profiles in form of enzymes, 
TFs, and others help the crops to maintain the native cellular physiology and 
protection for oxidative stress associated with osmotic stresses. Differential ex-
pression patterns of osmotic stress-responsive genes in plants were examined 
(Zhou et al., 2007) and proved as organ specific expression. When plants are un-
der stressful situations, transcriptional regulatory networks regulate numerous 
genes’ expression pattern by either up-and/or down-regulation (Figure 13.2). In 
such platform, Todaka et al. (2012) explain the regulatory mechanism of differ-
ent regulons (DREB, AREB, and NAC) that incorporates the modulation of a 
number of transcription factors (DREB1, DREB2, AREB, NAC).

FIGURE 13.2  Overview of the representative transcriptional networks mediated by 
transcription factors and cis-elements under abiotic stresses in Oryza sativa. Ellipses represent 
transcription factors, boxes represent cis-elements (Todaka et al., 2012).
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13.6  LEA-PROTEIN

Late embryogenesis abundant (LEA) proteins represent another category of 
high molecular weight proteins that are abundant during late embryogenesis 
and accumulate during seed desiccation and in response to water stress (Galau 
et al., 1987). Amongst the several groups of LEA proteins, those belonging to 
group 3 are predicted to play a role in sequestering ions that are concentrated 
during cellular dehydration. These proteins have 11-mer amino acid motifs with 
the consensus sequence TAQAAKEKAGE repeated as many as 13 times (Dure, 
1993). Hyper hydrophilic property for binding with water molecule of LEA 
group-I proteins is comparable with LEA group-V one that helps in desiccation 
responsive ion sequestration. Xu et al. (1996) produced transgenic tolerant rice 
in salinity and desiccation stress environment with the incorporation of over-
expressive barley HVA1 gene that encodes a particular type of LEA group-III 
protein. In further, Rohilla et al. (2002) proposed that such overexpression of 
HVA1 confers the cellular integrity and developmental growth traits for osmotic 
stress tolerance in Oryza sativa (rice) and Triticum aestium (wheat). Although, 
the reported water use efficiency (WUE) was extremely low when compared 
to other data reported in wheat cultigens, transgenic rice (TNG67) plants ex-
pressing a wheat LEA group 2 protein (PMA80) gene or the wheat LEA group 
1 protein (PMA1959) gene resulted in increased tolerance to dehydration and 
salt stresses (Cheng et al., 2002). Besides, protective chaperone like function 
of LEA proteins acting against cellular damage has been proposed, indicating 
the role of LEA proteins in anti-aggregation of enzymes under desiccation and 
freezing stresses (Goyal et al., 2005).

13.7  REGULATORY GENES 

In transcriptional point of view, poly-stress (for instance, high temperature, sa-
linity, drought) responsive genes are induced with the presence of abscisic acid 
(ABA) (Mundy and Chua, 1988) toward the osmotic stress protection for the 
cell, tissue and/or whole plant body (Skriver and Mundy, 1990). For restoring 
the plant’s stress-related functional physiology for tolerance, single gene trans-
fer (encoding a particular protein product for stresses) is not too much sufficient 
for its main aim (Bohnert et al., 1995). To reach this goal, scientists are more 
concern to target multiple stress linked genes and their encoded transcriptory 
products that can act as transcription factor for other stress-responsive genes 
and can regulate several other targeting genes for abiotic stress tolerance in crop 
plants (Chinnusamy et al., 2005). Therefore, a category of preferable genes, are 
using in crop genetic engineering, that switch on transcription factors regulating 
the expression of several genes related to abiotic stresses. An attractive target 
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category for manipulation and gene regulation is the small group of transcrip-
tion factors that have been identified to bind to promoter regulatory elements in 
genes that are regulated by abiotic stresses (Shinozaki and Yamaguchi-Shinoza-
ki, 1997). The transcription factors activate cascades of genes that act together 
in enhancing tolerance toward multiple stresses. Introduction of transcription 
factors in the ABA signaling pathway can also be a mechanism of genetic im-
provement of plant stress tolerance. Several stress-induced cor genes such as 
rd29A, cor15A, kin1, and cor6.6 are triggered in response to cold treatment, 
ABA and water deficit stress (Thomashow, 1998). Similarly, a cis-acting ele-
ment, dehydration responsive element (DRE) identified in A. thaliana, is also 
involved in ABA-independent gene expression under drought, low temperature 
and high salt stress conditions in many dehydration responsive genes like rd29A 
that are responsible for dehydration and cold-induced gene expression (Iwasaki 
et al., 1997). Several cDNAs encoding the DRE binding proteins, DREB1A, 
and DREB2A are shown to specifically bind and activate the transcription of 
genes containing DRE sequences (Liu et al., 1998). DREB1/CBFs are thought 
to function in cold-responsive gene expression, whereas DREB2s are involved 
in drought-responsive gene expression. The transcriptional activation of stress-
induced genes has been possible in transgenic plants overexpressing one or 
more transcription factors that recognize regulatory elements of these genes.

13.8  FUNCTIONAL GENOMICS AND STRESS RESPONSE

Environmental or abiotic stresses such as high temperature, low water availabil-
ity, salinity, heat, mineral toxicity, mineral deficiency frequently affect plants in 
agricultural systems, and represent major limitations to the yield and quality of 
crops. As a sequel to it, physiological and biochemical responses in plants vary 
and cellular aqueous and ionic equilibriums are disrupted. Also, hundreds of 
genes and their products respond to these stresses at transcriptional and transla-
tional level (Cushman and Bohnert, 2000; Sreenivasulu et al., 2004; Yamagu-
chi-Shinozaki and Shinozaki, 2005; Umezawa et al., 2006). Understanding the 
functions of these stress-inducible genes helps to unravel the possible mecha-
nisms of stress tolerance. Functional genomics approaches triggered a major 
paradigm from single gene discovery to thousands of genes by using multi-par-
allel high-throughput techniques. Generation of expressed sequence tags (ESTs) 
from cDNA libraries prepared from abiotic stress-treated seedlings of various 
crops, complete genome sequence information of rice and Arabidopsis provided 
a valuable resource for gene discovery. Furthermore, expression profiling by 
microarrays, random, and targeted mutagenesis, complementation, and pro-
moter-trapping strategies allow the identification of the key stress-responsive 
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gene pools and in turn provide important clues for functional characterization 
of stress-responsive genes and stress tolerance mechanisms (Sreenivasulu et al., 
2007). 

In response to abiotic stress, plants respond and adapt to those stresses by al-
tering thousands of genes. As a result of these alterations several physiological, 
biochemical, and cellular processes will be modified. Transcriptome analysis 
using microarray technology is a useful tool to find out the expression of genes 
during abiotic stress at the global level. For doing functional study some related 
information are required such as gene discovery, high-throughput gene expres-
sion, functional characterization of genes of interest via high-throughput gene 
inactivation techniques (Sreenivasulu et al., 2007). 

An important genomic approach to identify abiotic stress-related genes is 
based on ESTs generated from different cDNA libraries from abiotic stress treat-
ed tissues collected at various stages of development. In addition, the clustering 
of EST sequences generated from abiotic stress-treated cDNA libraries provides 
information on gene number, gene content and possible number of gene families 
involved in stress responses. Putative functions of such stress-responsive genes 
can be assigned using Swissprot database (Sreenivasulu et al., 2007). This type 
of analysis provides valuable information regarding stress-responsive genes 
(Wang et al., 2004) as well as provides information related to underlying regu-
latory and metabolic networks. In contrast to digital in silico approaches, array-
based (cDNA microarray) transcript profiling technologies and quantitative real 
time PCR (qRT-PCR) are novel approaches to identify expression of thousands 
of genes related to stress tolerance mechanisms (Chen et al., 2002; Sreeniva-
sulu et al., 2006). Through this high-throughput expression study we can also 
identify which gene is up regulated or down regulated in specific stress condi-
tions. This approach also enables the identification of new promoter elements/
transcription factor binding sites in coexpressed gene sets, which in turn helps to 
explore regulatory networks controlling abiotic stress responses (Sreenivasulu 
et al., 2002). Utilizing all the expression profile we can chose desirable genes 
for transformation. Even though a high number of abiotic stress-responsive can-
didate genes are identified but more than 40–50 % of identified stress-respon-
sive gene functions remain to be characterized. In order to reveal their putative 
functions involved in abiotic stress tolerance, various high-throughput methods 
were developed for the confirmation and validation of gene function by gene in-
activation. There are two main complementary approaches developed for iden-
tifying mutations in target genes, namely TILLING (Targeted Induced Local 
Lesions In Genomes) and T-DNA insertion mutant lines. Using these techniques 
various attempts were made in order to show the putative functions of abiotic 
stress-responsive genes in Arabidopsis, rice, maize, and barley (Xiong et al., 
1999; Liu et al., 2000; Shi et al., 2000; Zhu, 2001). In recent years, large amount 
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of data have been accumulated on plant’s responses to abiotic stresses based on 
functional genomics though more elaborate study is required to increase the da-
tabase. All the valuable information gating from functional genomics database 
increase the knowledge for engineering stress-tolerant plants for their ultimate 
use in sustainable agriculture.

13.9  MODERN TRANSGENIC APPROACHES FOR ABIOTIC 
STRESS TOLERANCE

After introduction of the concept of the polygenic nature of abiotic stress and 
its tolerance instead of the monogenic with the help of genetic engineering, the 
regulatory network of transcription factors was emerged as a new tool for con-
trolling the expression of many stress-responsive genes. Some of the examples 
of transgenic crop plants, tolerant to abiotic stress, are given in Table 13.1. There 
are several techniques (Agrobacterium-mediated, particle bombardment, plant 
virus mediated, chloroplast transformation, protoplast transformation) available 
for gene transfer in plants. Among them Agrobacterium-mediated and particle 
bombardment techniques are generally used for gene transfer in plants (Prim-
rose and Twyman, 2006). In case of Agrobacterium-mediated gene transfer T-re-
gions (Figure 13.3) of Ti or Ri plasmids are replaced by desirable stress-related 
genes, which are transferred in targeted plants. This insert size can be as big as 
23 kbp or more. Hence, multiple genes can be transferred in one transformation, 
which is very essential for abiotic stress-related transgenic approaches (Stanton, 
2003). On the other hand in case of particle bombardment different genes can 
be transferred to wide range of targeted plants (Primrose and Twyman, 2006).

TABLE 13.1  Responsible genes to develop transgenic crop plants for abiotic stress tolerance.

Gene Species Cellular Response References

Mn-superoxide dis-
mutase (Mn-SOD)

O. sativa Salt tolerance Tanaka et al., 1999

Fe-superoxide dis-
mutase (Fe-SOD)

Z. mays Cold tolerance Van Bruesegem et 
al., 1999

Catalase (cat) O. sativa Chilling tolerance Matsumura et al., 
2002

Proline (p5cs) O. sativa Drought, salt tolerance, 
and oxidative stress 
tolerance

Hong et al., 2000

T. aestivum Salt tolerance Sawahel and Has-
san, 2002
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Gene Species Cellular Response References

Choline dehydroge-
nase

(codA)

O. sativa Drought and salt toler-
ance

Takabe et al., 1998

Mannitol dehydroge-
nase (mtlD)

T. aestivum Drought and salt toler-
ance

Abebe et al., 2003

waxy gene O. sativa Cold tolerance Hirano and Sano, 
1998

Glutamine synthetase 
(gs)

O. sativa Salt and cold tolerance Hoshida et al., 2000

Arginine decarboxyl-
ase (adc)

O. sativa Drought tolerance Capell et al., 1998

Calcium dependent 
protein kinase (cdpk)

O. sativa Salt, drought, and cold 
tolerance

Saijo et al., 2000

Dehydration re-
sponse element bind-
ing factors (dreb1A)

O. sativa Drought tolerance Pellegrineshi et al., 
2002

Late embryogenesis 
protein (hva1) 

A. sativa Drought tolerance Maqbool et al., 
2002

T. aestivum Drought tolerance Sivamani et al., 
2000

O. sativa Drought and salt toler-
ance

Xu et al., 1996

Heat shock protein 
(Hsp90, Hsp104)

O. sativa Heat tolerance Pareek et al., 1995

WCS genes T. aestivum Cold tolerance Oullet et al., 1998
HKT1 O. sativa Salt tolerance Laurie et al., 2002
Na+/H+ antiport O. sativa Salt tolerance Ohta et al., 2002
Pyruvate decarbox-
ylase 1

O. sativa Flooding tolerance Quimio et al., 2000

Alcohol dehydroge-
nase

O. sativa Flooding tolerance Minhas and Grover, 
1999

Glycine betaine 
(codA)

O. sativa Chilling, salt, heat, 
strong light, and freez-
ing tolerance 

Chen and Murata, 
2002

CBF1 A. thaliana Cold tolerance Bhatnagar-Mathur 
et al., 2008

AtMYC2 A. thaliana Drought tolerance Umezawa et al., 
2006

TABLE 13.1  (Continued)
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FIGURE 13.3  Schematic representation of a typical octopine-type Ti plasmid. The T-DNA 
is divided into three regions. TL (T-DNA left), TC (T-DNA centre), and TR (T-DNA right). 
The black circles indicate T-DNA border repeat sequences. oriV, the vegetative origin of 
replication of the Ti plasmid, is indicated by a white circle.

Nevertheless, with the proper incorporation of stress tolerance properties, 
transgenic plant production is not limited to the progress of transformant gener-
ation. Today’s major target to evaluate the transgenic plants acclimatized under 
stressful environments, it is necessary to understand the effect (physiological, 
biochemical and molecular) of engineered gene for stress tolerance in the plant 
body and this will helps to overcome the present problems. Establishment of 
transgenic crops in natural conditions is the most challenging aspect of trans-
genic approaches. Development of transgenic plants using biotechnological and 
genomic tools has become important in plant abiotic stress. The use of novel 
approaches combining genetic, physiological, biochemical, and molecular tech-
niques should provide excellent results in the near future. We can overcome this 
problem by increasing awareness and more elaborate study of transgenic crops.

13.10  METABOLIC ENGINEERING FOR STRESS TOLERANCE

Plants have evolved a number of adaptations to such abiotic stresses: some of 
these adaptations are metabolic and others structural. Accumulation of certain 
organic solutes (known as osmoprotectants) is a common metabolic adaptation 
found in diverse taxa. These solutes protect proteins and membranes against 
damage by high concentrations of inorganic ions. Some osmoprotectants also 
protect the metabolic machinery against oxidative damage. Many major crops 
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lack the ability to synthesize the special osmoprotectants that are naturally ac-
cumulated by stress-tolerant organisms. Therefore, it was hypothesized that in-
stalling osmoprotectant synthesis pathways is a potential route to breed stress-
tolerant crops. Recently metabolic engineering efforts in model species have 
been utilized to improve crop’s abiotic stress tolerance properties. Metabolic 
engineering is used for the direct improvement of cellular properties through the 
modification of specific biochemical reactions or the introduction of new ones, 
with the use of recombinant DNA technology (Stephanopoulos, 1999). Some of 
the metabolic adaptations to stress have been manipulated in model plant spe-
cies using metabolic engineering.

Osmoprotectants (proline, glycine betaine, β-alanine, d-Mannitol, 3-Di-
methylsulphoniopropionate and so on) and some compatible solutes (fructan, 
sorbitol, trehalose, and others) are mainly used for metabolic engineering to 
improve crop’s abiotic stress tolerance property. Among them glycine betaine is 
the most used one. Recently, several successful attempts of metabolic engineer-
ing have been achieved (Table 13.2). For metabolic engineering experiments 
we have to understand the role of osmoprotectants, primary metabolic pathways 
from which osmoprotectant synthesis pathways branch. Future research ave-
nues include the identification and exploitation of diverse osmoprotectants in 
naturally stress-tolerant organisms, and the use of multiple genes and reiterative 
engineering to increase osmoprotectant in response to stress. Here we tried to 
understand role of some osmoprotectant for better use in metabolic engineering.

TABLE 13.2  List of different important osmoprotectants, their host plant and responsible 
gene along with its ability to enhance abiotic stress tolerance.

Osmopro-
tectants

Gene Host Plant Enhanced Toler-
ance

References

Glycine 
betaine

Coda Oryza sativa,
Arabidopsis 
thaliana,
Brassica juncea,
Diospyros kaki

Chilling, salt, heat, 
strong light, freez-
ing 

Hayashi et al., 
1997; Alia et al., 
1998

Beta Nicotiana taba-
cum

Salt Lilius et al., 1996

betA/betB N. tabacum Chilling, salt Holmström et al., 
2000

betA 
(modified)

O. sativa Drought, salt Takabe et al., 1998
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Osmopro-
tectants

Gene Host Plant Enhanced Toler-
ance

References

Fructan SacB N. tabacum, 
Beta vulgaris

Drought Pilon-Smits et al., 
1995

Mannitol mt1D A. thaliana, N. 
tabacum

Salt, oxidative 
stress

Tarczynski et al., 
1992

d-Ononitol imt1 N. tabacum Drought, salt Sheveleva et al., 
1997

Proline Anti-
ProDH

A. thaliana Freezing, salt Nanjo et al., 1999

P5CSF127A N. tabacum Salt Hong et al., 2000

Mothbean 
P5CS

N. tabacum, O. 
sativa, Glycine 
max

Drought, salt, heat, 
oxidative stress

Slater et al., 2011

Sorbitol S6PDH Diospyros kaki Salt Gao et al., 2001

Trehalose TPS1 N. tabacum, 
Solanum tu-
berosum

Drought Holmström et al., 
1996

otsA N. tabacum Drought Pilon-Smits et al., 
1998

otsB N. tabacum Drought Pilon-Smits et al., 
1998

The elevated level of proline significantly enhanced the ability of the trans-
genic plants to grow in salt condition that contained up to 200 mM NaCl. The 
increased level of proline also reduced the levels of free radicals, as determined 
by monitoring the production of malondialdehyde (MDA). Thus, it appears that, 
in addition to acting as an osmolyte, proline might play a role in reducing the 
oxidative stress that is brought on by osmotic stress (Nanjo et al., 1999). Gly-
cine betaine (N,N,N-trimethyl glycine) is a quaternary ammonium compound 
that occurs naturally in a wide variety of plants, animals, and microorganisms 
(Rhodes and Hanson, 1993). Glycine betaine is synthesized by a two-step oxi-
dation of choline via betaine aldehyde. Choline has a vital role as the precursor 
for phosphatidylcholine, a dominant constituent of membrane phospholipids in 
eukaryotes. Despite this, a large proportion of free choline is diverted to gly-

TABLE 13.2  (Continued)
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cine betaine in plants that naturally accumulate glycine betaine in response to 
stress. The synthetic routes to choline and glycine betaine as known in spinach 
are shown in Figure 13.4. Microbial choline-oxidizing enzymes have also been 
expressed in transgenic tobacco and Arabidopsis thaliana two species that do 
not naturally accumulate glycine betaine. The transgenic plants exhibited salin-
ity and temperature stress tolerance (Alia et al., 1998). Polyols such as manni-
tol is an osmoprotectant in algae, certain halophytic plants exposed to freezing 
(Yancey et al., 1982). Figure 13.5 illustrates polyol synthesis. When expressed 
in transgenic tobacco and Arabidopsis, a gene encoding mannitol 1-phosphate 
dehydrogenase (mtlD) from Escherichia coli resulted in mannitol production 
and a salinity-tolerant phenotype (Thomas et al., 1995).

FIGURE 13.4  Interrelationships and compartmentation of choline and glycine betaine 
synthesis in Spinacia oleracea. Enzymes discussed in the text are numbered (A) to (C). (A) 
S-Adenosyl-l-methionine: Phosphotidylethanolamine n-methyl transferase, (B) Choline 
monooxygenase, and (C) Betaine aldehyde dehydrogenase.
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FIGURE 13.5  Myo-Inositol and polyol (mannitol) biosynthesis. Solid arrows indicate 
enzyme-catalyzed steps. Enzymes discussed in the text are numbered (A) to (F). (A) myo-
Inositol-1-phosphate synthase, (B) myo-Inositol-1-phosphate phosphatase, (C) myo-inositol-
O-methyltransferase, (D) d-ononitol epimerase, (E) sorbitol-6-phosphate dehydrogenase, and 
(F) mannitol-1-phosphate dehydrogenase. (C) and (D) are unique to the ice plant.

The fructan producing plants performed significantly better than controls 
under drought conditions, having a 55 % more rapid growth rate, 33 % greater 
fresh weight and 59 % greater dry weight than wild type plants. Under drought 
conditions, the transgenic plants accumulated fructan to concentrations as high 
as 0.35 mg g-1 fresh weight close to 7-fold higher than the level accumulated 
by the same plants under nonstress conditions (Pilon-Smits et al., 1998). When 
d-Ononitol transgenic plants were exposed to salt or drought stress, d-ononitol 
(a sugar alcohol) accumulated to concentrations that exceeded 35 μmol g-1 fresh 
weight in the cytosol. Furthermore, the photosynthetic fixation of CO2 was in-
hibited to a lesser extent during salt or drought stress in the transgenic plants that 
accumulated d-ononitol than in wild type plants (Gao et al., 2001). Under salt 
stress, photosynthetic activity declined less in the leaves of sorbitol-producing 
transgenic plants than in the leaves of wild type plants (Gao et al., 2001). Tre-
halose transgenic plants were more drought-tolerant than controls, even though 
they exhibited substantial changes in morphology and accumulated higher lev-
els of nonstructural carbohydrates (Holmström et al., 1996). Structures of all the 
discussed compounds are given in Figure 13.6.
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FIGURE 13.6  Chemical structures of some osmoprotectants that are primarily targeted for 
metabolic engineering.

13.11  CONCLUSION AND FUTURE PERSPECTIVES

Mendel’s work on inheritance of phenotypic traits in plants laid the foundations 
of modern plant breeding. Scientific plant breeding from the early part of the 
Twentieth century onwards brought huge increases in crop yield, without which 
the current human population levels would already be unsustainable. In the pres-
ent era of climate change, important crop plants now often suffer from various 
environmental stresses, making the development of stress tolerant cultivars the 
utmost task for plants breeders and plant physiologists. In the past several years, 
and because of the great interest in both basic and applied research, important 
progress has been made in the understanding of the mechanisms and processes 
underlying abiotic stress adaptation and defense in different plant species. The 
emergence of the novel “omics” technologies, such as genomics, proteomics, 
and metabolomics, is now allowing researchers to identify the genetics behind 
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plant stress responses. However, a better understanding of the underlying physi-
ological processes in response to different abiotic stresses could help to drive 
the selection of appropriate promoters or transcription factors for use in crop 
plant transformation. More importantly, more field trials are necessary for plants 
modified through these approaches, to confirm that they are in fact fit for use 
by farmers.
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14.1  INTRODUCTION

Microorganisms have been considered to be responsible for many biochemi-
cal transformations, including degradation of recalcitrant compounds in soil. 
Numerous studies have been carried out to describe microbe-microbe and mi-
crobe-hydrocarbon interactions by extrapolating from the detailed laboratory 
studies with isolates from hydrocarbon-contaminated environments. Microbial 
biodegradation of petroleum hydrocarbons has been investigated from as early 
as the 1950’s and 1960’s. The ability of microorganism to use hydrocarbons as 
a food source has evolved into their use for the biodegradation of petroleum 
hydrocarbons. Pullularia pullulans was tested for its ability to utilize a series of 
n-alkanes for its growth and the subsequent 10 day experiment indicated adapta-
tion of the organism to utilize hydrocarbons as a sole source of carbon (Skinner 
et al., 2009).

Crude oil is a homogeneous but complex mixture of hundreds of differ-
ent hydrocarbons, which widely vary in their characteristics (Jonathan et al., 
2003). It is expected that certain microorganisms are able to degrade these hy-
drocarbons in various forms. The physical state of petroleum hydrocarbon has 
a marked effect on their biodegradation. Bioremediation of petroleum from an-
thropogenic sources have been discovered through the metabolic pathways of 
alkane, cycloalkane, and aromatic hydrocarbon utilization (Atlas and Bartha, 
1992). Biodegradation of hydrocarbons by natural microbial populations has 
been the main means of eliminating hydrocarbon pollutants from the environ-
ment (NRC, 1985).

The relation between hydrocarbon degradation and biosurfactant (rhamno-
lipid) production by a new Bacillus subtilis 22BN strain was investigated by 
Christova et al. (2004). The strain was isolated for its capacity to utilize n-
hexadecane and naphthalene and at the same time to produce surface active 
compound at high concentrations. The strain is a good degrader of both hydro-
carbons used with degradability of 98.3  % and 75  % for n-hexadecane and 
naphthalene, respectively. Evaluation of inoculums addition to stimulate in situ 
bioremediation of oily sludge contaminated soil at an oily refinery where the 
indigenous population of hydrocarbon degrading bacteria in the soil was very 
low as demonstrated by Mishra et al. (2001). In this study, out of six treatments, 
the application of a bacterial consortium and nutrients resulted in maximum bio-
degradation of total petroleum hydrocarbon in 120 days. The alkane fraction of 
TPH was reduced by 94.2 %, the aromatic fraction of TPH was reduced by 91.9 
% and NSO and asphaltenes fraction of TPH were reduced by 85.2 % in 1 year.

Petroleum refineries in their operation generates huge amount of oily sludge 
which contains reasonable amount of oil as unrecovered during refining. Stor-
age of such a huge amount of oily sludge and its management has become an 
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important issue due to its hazardous nature. Bioremediation of organic waste 
is becoming an increasingly important method of waste treatment. The advan-
tages of this option include inexpensive equipment, environmentally friendly 
nature of the process and simplicity (Odokuma and Dickson, 2003). Compared 
to physicochemical methods, bioremediation offers an effective technology for 
the treatment of oil pollution because the majority of molecules in the crude 
oil and refined products are biodegradable and oil degrading microorganisms 
are ubiquitous. Saturated and low-molecular-weight aromatic fractions of oil 
are more easily biodegradable than high-molecular-weight aromatic fractions 
(Atlas and Bartha, 1992).

Biodegradations of n-alkanes with molecular weights upto n-C44 have been 
reported (Haines and Alexander, 1974). Double bonds and branching makes a 
hydrocarbon more resistant to degradation. For instance, N-alkanes from the 
Amoco Cadiz oil spill, degraded about twice as fast as branched alkanes (Atlas 
et al., 1981). Peripheral degradation pathways convert hydrocarbons into inter-
mediates of the central intermediary metabolism, e.g. tricarboxylic acid cycle. 
Biosynthesis of cell biomass results from the central precursor metabolites like 
acetyl-CoA (Atlas, 1984). A test tube model of an oil spill was built by Brown 
(http://www.accessexcellence.org/AE/AEC/AEF/1994/brown_oil.php) in order 
to experiment with conditions needed for bioremediation. He concluded that 
Acinetobacter calcoaceticus RAG 1 a marine bacterium can utilize hydrocarbon 
in oil as a source of carbon. Definition of bioremediation and background on 
how bioremediation works and many factors of the microbial degradation of 
oil were discussed by Gordon and Spring (www.geocities.com/capecanaveral/
lab/2094/bioremed.html).

It was observed that petroleum refinery wastewater contains a wide range 
of organics and depending on the type of production, their concentration 
range from several hundred mg/l to several thousand mg/l (Tanjore and 
Viraraghavan, 1994). Effluent treatment practices at Indian Oil Corporation 
Limited (IOCL) refineries in relation to progressive improvement, 
performance standard, technological aspects and water resource conservation 
were discussed by Chakravarthy (1995). Primary concerns in environmental 
management in refinery are water, air, solid wastes and occupational health 
of employees. IOCL are meeting the prescribed treated effluents quality and 
quantity standards. Measures are being taken to improve performance as well 
as to reduce fresh water consumption. A list was made containing bacteria 
and fungi genera that are able to degrade a wide spectrum of pollutants, 
proceeding from marine water as well as the soil by Bouchez-Naitali et al. 
(1999). Amongst the filamentous fungi Trichoderma sp. and Morfierella sp. 
are the most commonly isolated from the soil. Aspergillus sp. and Penicillium 
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sp. have frequently been isolated from marine and terrestrial environments.
Bioremediation was explained and the list of oil biodegradation 

microorganisms was prepared by Daniel (1996), which includes Pseudomonas 
alcaligens, Micrococcus sp., Corynebacterium sp., Mycobacterium sp., 
Nocardia sp., Candida sp., and Penicillium sp. The products of oil refining 
and sources of wastewater discharging from oil refineries have been explained 
by Manivasakam (1997). Large volumes of water are used in refineries for 
cooling, steam generation and for refining and subsequently discharged 
as waste. And also oil dispose is coming from leaks, spills, tank draw off 
and other sources. The quantity of oil disposed as waste is estimated to be 
about 3 % of the weight of crude oil processed. Less degradation in a heavy 
fuel oil than in a light fuel oil was found in the microbial degradation of 
hydrocarbons in weathered crude and fuel oils (Leahy and Colwell, 1990). 
Leahy and Colwell (1990) reported major differences in the susceptibility 
for the degradation of each component within the context of the different 
hydrocarbons mixtures of the oil tested. Investigation of the microbial 
community composition associated with benzene oxidation under in situ 
Fe (III)-reducing conditions in a petroleum-contaminated aquifer located in 
Bemidji, Minnesota, suggested that the microbial community composition 
in the Bemidji aquifer may have played a key role in anaerobic benzene 
degradation and that Geobactereceae, in particular, were associated with 
benzene degrading activity (Juliette et al., 1999).

The National Environmental Engineering Research Institute (NEERI), Nag-
pur, India has developed a technology by which chemically treated saw dust and 
some microorganisms can be efficiently used to clear oil spills and treat petro-
leum refinery effluents. Two major genus Pseudomonas and Bacillus recently 
gained importance due to their use in oil industry. The activity of the indigenous 
microflora in the agricultural soil steadily receiving petroleum refinery efflu-
ent at Mathura, India was studied by Ashok and Mussarat (1999). In addition 
proteolytic, cellulolytic bacteria Rhizobium sp. and Actinomycetes sp. were de-
tected. Hence microorganisms have been considered to be responsible for many 
biochemical transformations and degradation of pollutants in polluted soil.

The techniques that are used for cleaning up oils, such as skimmers, booms, 
screw conveyer, and adsorbents are listed by Bhargava and Sharma (2000). The 
Tata Energy Research Institute developed a biological method of using micro-
organisms to clean up oil contaminated sites. Four bacterial strains from petro-
leum polluted soil of oil field situated at Moran, Assam, India were isolated by 
Deka (2001). Strains were identified as Pseudomonas aeruginosa, Pseudomo-
nas stutzeri, Bacillus aneurirolylicus and Serratia marcescens. Results revealed 
that the degradation of crude oil was increasing gradually with increasing the 
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incubation time of the bacteria. Moreover, degradation of crude oil depends on 
the physicochemical properties of the soil. Generally microorganisms isolated 
from soils of pH ranging 6.5 to 7.5, were efficient, whereas, bacteria isolated 
from soils of pH below 6.5 were not efficient. Further, supplementation of inor-
ganic nutrients and oxygen help the oil-degrading bacteria to grow and multiply 
at a much faster rate, thus speeding up the process of biodegradation.

Phenol and its derivatives are among the most frequently found pollutants 
in rivers, industrial effluents, and landfill run off waters (Abd-El-Haleem et al., 
2003). Phenol biodegradation by Acinetobacter sp. strain W-17 in the presence 
of high concentration of nitrogen components (NH4 and NO3) is enhanced. Bio-
degradability of fuels such as gasoline or diesel oil using a reference microflora 
taken from an urban waste water treatment plant was determined by Marchal et 
al. (2003). Gasoline exhibited a high intrinsic biodegradability (96 %) but that 
of a commercial diesel oil was significantly lower (60–73 %). The biodegrada-
tion rate was close to 100 % when linear alkanes were most abundant. The popu-
lation density and activity of microbial community associated with the sediment 
and rhizosphere of an intertidal freshwater wetland were dominated by Scirpus 
pungens (Greer et al., 2003) and was monitored before and following the ap-
plication of weathered Mesa light crude oil and fertilizers.

Bacterial strains were isolated from hydrocarbon contaminated soils for the 
development of a product COBE 10, applicable in soil bioremediation (Ilyina, 
2003). Initially 82 bacterial strains were isolated in selective agar. After moni-
toring absorbance change of mineral media containing petroleum as sole carbon 
source inoculated by isolated strains of about 30 strains were selected. All the 
strains were involved in the degradation process and evaluated for their hy-
drocarbons degradation potential in natural and artificial medium in laboratory 
conditions. Finally, based on degradation rate in a day, 6 strains were selected. 
Seven carrier materials were tested to select suitable vehicle for final formula-
tion of COBE 10. The Staphylococcus sp. is a strong primary utilizer of the base 
oil and has potential for application in bioremediation processes involving oil 
based drilling fluids (Nweke and Okpokwasili, 2003). The cell has strong affin-
ity for the base oil and was able to produce extracellular biosurfactant capable 
of emulsifying the base oil. These are the mechanisms used by microorganisms 
to take up substrates with low water solubility.

The microorganisms Bacillus sp., Micrococcus sp., Proteus sp., Penicillium 
sp., Aspergillus sp., and Rhizopus sp. are able to utilize and degrade the crude 
oil constituents (Okerentuba and Ezeronye, 2003). They concluded that single 
culture was observed to be better crude oil degraders than the mixed cultures. 
Further, soil microcosm experiments revealed that the four bacterial isolates 
were able to biodegrade Bonny light crude oil in the soil system, although the 
degree of activities varied. A bio-preparation is a compound of naturally occur-
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ring bacteria and enzymes used to bioremediate hydrocarbons, hence supporting 
the hypothesis that a biopreparation can enhance the oil degrading activity of 
Pseudomonas at low temperatures.

A laboratory screening of several natural bacterial consortia and laboratory 
tests to establish the performance in degradation of hydrocarbons contained 
in oily sludge from the Jordan Oil Refinery Plant was made by Mrayyan and 
Battikhi (2004). This is the first report concerning biological treatment of total 
petroleum hydrocarbon by bacteria isolated from the oil refinery plant, where 
it laid the ground for full integrated studies recommended for hydrocarbon deg-
radation that assists in solving sludge problems. Pollution abatement of petro-
chemical waste water by bioprocess using bacteria showed that the use of Pseu-
domonas sp. is an effective treatment solution for petrochemical waste water 
(Hossain et al., 2004). Pollution, solid wastes, oil sludge pollution from refiner-
ies were reported by Radhika (2004) and shown the process description of the 
available treatment and their feasibility status. 

Two species of Pseudomonas such as P. aeruginosa and P. fluorescence 
for their bioremediation potential on refinery effluent with respect to phenol 
bioremediation in a batch reactor were studied at Nigerian Refinery and Pet-
rochemical effluents with the hope of isolating and using the organisms for the 
bioremediation of waste waters (Ojumu et al., 2005). Results revealed with re-
spect to phenol biodegradation in a batch reactor, P. aeruginosa completely 
mineralize phenol at the 60th hour of cultivation; whereas only 75 % of phenol 
was degraded by P. fluorescence. Complete degradation was achieved at the 84th 
hour of cultivation.

14.2  CHARACTERIZATION OF OIL AND OIL WASTES

Natural gas and petroleum are formed by the decomposition of plant and ani-
mal material that has been buried for long periods of time in earth’s crust, an 
environment with little oxygen (Bruice, 2004). “Petroleum hydrocarbons” is a 
generic term applied to the various organic chemicals that comprise geological 
petroleum deposits or products refined from this source. Chemically, petroleum 
hydrocarbons are, in general, more reduced than organic molecules character-
istics of living tissue and contain fewer and less complex bonding arrangement 
with elements other than carbon and hydrogen (Fuhr et al., 1988). The details of 
petroleum obtained from underground deposits that have been tapped by drilling 
oil wells were given by Pauling (1988). According to his statement, crude oil 
is a dark-colored, highly viscous liquid which is composed of large molecules 
of hydrocarbons. He also discussed about the process of petroleum refining. 
Large deposits of hydrocarbons (natural gas and petroleum) are buried in the 
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earth, and these supplies are tapped by oil and gas wells. Petroleum consisting 
of more than a hundred different compounds varying in carbon content from 6 
to 10 carbon atoms per molecule constitutes various qualities of gasoline. The 
best hydrocarbon for use in gasoline for internal combustion engines contains 
8 carbon atoms per molecule (octane) (Sienko and Plane, 1976). The chemical 
constituents of crude oil are extremely variable. In general, the five components 
of crude oil is present but their relative abundances varies with factors such as 
the age and depth of the petroleum deposit, which affect primarily the extent of 
cracking and fate of hetero elements such as sulfur. In this scheme, end members 
are represented by young-shallow and old-deep crudes. The former will tend to 
have high aromatic and sulfur contents and mean molecular weight. Old-deep 
crudes, the most economically desirable type, are expected to have low aromatic 
and sulfur contents because cracking is maximal and most S will have been 
converted to H2S. Sulfur is usually the third most abundant element in crude oil, 
normally accounting for 0.05 to 5 %, but up to 14 % in heavier oils (Speight, 
1991). In crude oil, sulfur is mainly found in the form of condensed thiophenes 
and physicochemical methods including hydrodesulfurization are in use to re-
move sufur (Shennan, 1996).

Crude oil contains about 0.5 to 2.1  % nitrogen, with 70 to 75 % consisting of 
pyrroles, indoles, and carbazole nonbasic compounds (Speight, 1991; Benedik 
et al., 1998). The characteristics of oily sludge were shown by Ururahy et al. 
(1998). Fortifying media with necessary nutrients is more important as the oily 
sludge is having limited nutrients especially, nitrogen and phosphorous. Gener-
ally, nitrogen is present as complex structure and hence, microorganisms are 
not able to utilize the source. Although the concentration of asphaltenes is not 
very high, the predominance of aromatics and high concentration of polycyclic 
aromatic hydrocarbons, usually found in this kind of residue, confers on it high 
toxicity. It was concluded that water and dirt in crude oil cause corrosion and 
scaling on pipelines and reactors, and a maximum sediment and water content 
of 0.5 to 2.0 % is required for pipeline quality oil (Lee, 1999).

It was reported that crude oil petroleum is a complex mixture which con-
tains hundreds of compounds belonging to the categories of paraffins (25 %), 
cycloparaffins (20 %), aromatics (5 %) and naphthalene aromatics (De, 2000). 
Priority pollutant metal is another category of pollutants of concern, as various 
crude oils have varying levels of metal contaminants. The metal of most concern 
in crude oil is mercury, the concentration of which can vary widely from one 
crude oil source to another. Other toxins that were reported in the final effluent 
were the metal toxins of cadmium, antimony, and lead. The refineries generally 
believe that the sources for these toxins are tied to crude oil or plant metallurgy. 
Many hydrocarbons are poorly accessible to bacteria due to their low solubil-
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ity in aqueous systems compatible with microbial life (Gutierrez et al., 2013). 
Heavily contaminated soils contain a separate nonaqueous-phase liquid, which 
may be present as droplets or films on soil particle surfaces. Many hydrocarbons 
are insoluble in water and remain partitioned in the nonaqueous-phase liquid 
(Stelmack et al., 1999).

14.3  TOXICITY OF PETROLEUM OIL CONTAMINATION

The hydrocarbon contamination of habitats constitutes public health and socio-
economic hazards (Smith and Dragun, 1984). The hydrocarbons so discharged 
may also pose serious aquatic toxicity problems (Ikenaka et al., 2013). Hydro-
carbons may even affect the physiological process of microorganisms (Delille 
and Delille, 1999). It is speculated that the discharged refinery effluent or waste 
in the long run will be a potential hazard due to accumulation of mutagenic 
and carcinogenic aromatic hydrocarbon in soil (Ashok and Musarrat, 1999). 
Seepage during storage is also another major problem because it is responsible 
for ground water contamination. Polycyclic aromatic hydrocarbons (PAH) are 
relatively stable constituents of petroleum, and from the environmental aspects, 
they are probably the most important analytes because many of these com-
pounds are potential or proven carcinogens. Unfortunately, their low aqueous 
solubility, limited volatility and recalcitrance toward degradation allows PAHs 
to accumulate to levels at which they may exert toxic effects upon the environ-
ment (Senn and Johnson, 1987; Pavlova and Ivanova, 2003).

An oil production plant in China treated 327.7 to 371.2 and 151.0 g/kg of 
total hydrocarbon content (THC) in oily sludge and oil polluted soil respectively 
using biopreparation. The THC decreases effectively after three times applica-
tion of bioprocess by 46–53 % in sludge and soil. Application of treated sludge 
shows decreased toxicity on Festuca arundinace (Ouyang et al., 2005). Mice 
introduced to one PAH during pregnancy faced difficulty in reproducing its off-
springs and those were also had birth defects. Further, many researchers have 
also shown that PAHs may also cause harmful effects on body fluid, skin, and 
immunity (www.atsdr.cdc.gov/toxfaq.html). 

PAH is also an effective carcinogen and people who are exposed long time 
to PAHs and other related compounds having developed cancer. Laboratory ani-
mals developed lung cancer when exposed to PAHs compounds while breath-
ing, stomach cancer (fed with contaminated feed) and skin cancer (http://www.
atsdr.cdc.gov/toxfaqs/tf.asp?id=121&tid=25). Additionally, PAHs shows puta-
tive estrogenic and anti-estrogenic properties in human body. Human exposed 
to PAHs by ingestion of contaminated meat or vegetables can cause intestine en-
terocytes and liver hepatocytes. In these cells, PAHs act as ligand to human aryl 
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hydrocarbon (Ah) receptor, which is having necessary role in the toxic response 
of aromatic hydrocarbons by the regulation of typical human biotransforma-
tion enzymes (van Maanen et al., 1994; Hankinson, 1995). Bisphenol-A (BPA) 
stimulates prostate cancer cells19 and causes breast tissue changes resembling 
early stage breast cancer in both mice and humans (Munoz-de-Toro, 2005). 
Significant developmental, reproductive and immune effects from low-level 
exposure in numerous animals were studied by Vom Saal and Hughes (2005). 
In humans, higher BPA levels in urine have been associated with ovarian dys-
function (Takeuchi, 2004). Nonylphenols (NPEs) may be related to increased 
hormone-dependent cancers and also related to decreasing quality and quantity 
of sperm in humans (Guenther, 2002).

The effect of exposure of oily sludge derived chemicals on human has been 
studied in vitro test using mammalian cell cultures. Genotoxicity assays such as 
DNA damage, DNA strand break, chromosomal aberration, p53protein induction 
and apoptosis are used to study the potential genotoxic risk of exposure to PAHs 
to human beings (Krishnamoorthy et al., 2006). Toxicity from hydrocarbon ex-
posure can lead to different syndromes, especially on which organ system is 
predominantly involved. Organ systems that can be affected by hydrocarbons 
include the pulmonary especially aspiration which leads severe pneumonitis, 
neurological, cardiac, gastrointestinal, hepatic, renal, dermatologic, and hema-
tological systems. Hydrocarbon pneumonitis results from a direct toxic effect 
by the hydrocarbon on the lung parenchyma. Intestinal inflammation, intra-
alveolar hemorrhage and edema, hyperemia, bronchial necrosis and vascular 
necrosis are the severe results of hydrocarbon aspiration (www.emedicine.com/
emer/emergTOXICOLOGY.htm). Certain hydrocarbons are highly lipophilic, 
may affect the central nervous system directly which acts as blood-brain barrier. 
Hypercarbia which lead decreased level of arousal, also one of the health im-
pacts of PAHs. The chlorinated hydrocarbons, in particular carbon tetrachloride, 
are quite hepatotoxic and some PAHs show cardiotoxicity. Anemia, hemoly-
sis, multiple myeloma, and acute myelogenous leukemia is also the result of 
prolonged exposure to hydrocarbons especially benzene (Levine and Johnson, 
2006).

14.4  TAXONOMIC DIVERSITY OF OIL DEGRADING 
MICROORGANISMS

It has been shown that among 200 microbial genera, encompassing 500 species 
were identified as capable of biodegradation hydrocarbon (Kostka et al., 2001). 
A great deal of work has been carried out in trying to rationalize the persistence 
of PAH in the environment. It is evident that a vast number of microbial species 
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having a capability to utilize or degrade diverse of both low and high molecular 
weight hydrocarbons (Zobell et al., 1946; Juhasz and Naidu, 2000). Yeasts that 
can utilize hydrocarbon and strains of Candida, Rhodosporidium, Rhodotorula, 
Saccharomyces, Sporobolomyces, and Trichosporon were isolated by Ahearn 
et al. (1971). There is tremendous diversity in organisms that can biodegrade 
hydrocarbons (Nilanjana and Preethy, 2011). This ability to degrade petroleum 
hydrocarbon is not restricted to a few microbial genera. A list of 22 bacterial 
genera, 14 fungal genera and 1 algal genus was prepared by Batha and Atlas 
(1977). The most important genera of hydrocarbon utilizers are Pseudomonas, 
Achromobacter, Micrococcus, Nocardia, Vibrio, Acinetobacter, Brevibacter, 
Corynebacterium, and Flavobacter.

Oscillatoria sp., Microcoleus sp., Anabaena sp., Agmenellum sp., Cocco-
chloris sp., Nostoc sp., Aphanocapsa sp., Chlorella sp., Dunaliella sp., Chlam-
ydomonas sp., Ulva sp., Cylindretheca sp., Amphora sp., Porphyridium sp., and 
Petolania were found to be capable of oxidizing naphthalene (Cerniglia et al., 
1978). Their results indicated that the ability to oxidize aromatic hydrocarbons 
is widely distributed among the cyanobacteria and algae. Microbial changes dur-
ing oil decomposition in soil were examined by Nilanjana and Preethy (2011). 
They found an increase from 60–82 % in oil utilizing fungi and an increase from 
3 to 50 % in oil degrading bacteria after a fuel oil spill. The most commonly 
reported genera of hydrocarbon degraders include Pseudomonas, Acetobacter, 
Nocardia, Vibrio, and Achromobacter (Floodgate, 1984).

Microbial species including Nocardia amarae (Cairns et al., 1982), Bacillus 
subtilis (Janiyani et al., 1994), Micrococcus sp. (Das, 2001), Torulopsis bom-
bicola (Duvnjak and Kosaric, 1987) and Pseudomonas sp. and Acinetobacter 
sp. containing mixed bacterial cultures (Nadarajah et al., 2001; Nadarajah et 
al., 2002) exhibited de-emulsification capabilities. A list of 16 bacterial genera 
that can degrade polyaromatic hydrocarbon and 13 genera containing species 
that metabolize hydrocarbons other than methane were prepared by Cerniglia 
(1992) and Watkinson and Morgan (1990) respectively. Bacteria, yeasts, and 
filamentous fungi have been considered as transforming agents because of their 
ability to degrade a wide variety of xenobiotics substances, commonly found in 
wastes from the oil industry (Prince and Sambasivam, 1993). Biological treat-
ment is having several advantages such as permanent destruction of residues by 
mineralization, eliminating further contamination, ecofriendly, and acceptable 
by public. Pseudomonas cepacia, Pseudomonas aureofaciens, Pseudomonas 
picketti, Flavobacterium indologenes, Xanthomonas maltophilia and Ochro-
bactrum anthropi are some microbial species found suitable for diverse group 
of hydrocarbons.

Drilling wastes have been reported to be degraded by bacterial isolates 
identified species of Staphylococcus, Acinetobacter, Alcaligenes, Serratia, 
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Clostridium, Enterobacter, Nocardia, Bacillus, Actinomyces, Micrococcus, and 
Pseudomonas (Benka-Coker and Olumagin, 1995). The Ampol Kurnell refin-
ery has 15 years’ experience with landfarming for the treatment and final dis-
posal of oily wastes. These wastes are mainly generated during the cleaning of 
storage tanks and the waste water treatment plant. Land farming has proved to 
be a cost effective and environmentally sound method for dealing with these 
wastes. However, successful landfarming does require the correct integration of 
site selection, design, operation, and environmental controls. Various mixtures 
of alkane utilizing Acinetobacter sp. and a Rhodococcus sp. an alkylbenzene-
degrading Pseudomonas putida and a phenanthrene-utilizing Sphingomonas sp. 
have been evaluated in an attempt to elucidate how alkane and aromatic de-
grading microorganisms interact (Komukai-Nakamura et al., 1996; Aitken et 
al., 1998; Hamme et al., 2003). The degradation of Arabian light crude oil and 
a combination of the Acinetobacter sp. and P. putida was an effective mix-
ture of the four microorganisms, degrading 40 % of the saturates and 21 % of 
the aromatics were monitored by Korda et al. (1997). On a contrary laboratory 
study were also made on Alaska North Slope crude oil with 12 commercially 
available microbial cultures which showed higher biodegradation rates after 38 
days (Aldrett et al., 1997). A similarly test of 10 different commercial micro-
bial products on Alaskan crude in flask microcosms was carried out by Venosa 
et al. (1991). The Alaskan microorganism showed better degradation than the 
seeded microorganism suggesting that bioaugmentation maybe more effective 
in controlled environmental conditions than in the field. Hill has demonstrated 
a special process which utilizes a strain of Pseudomonas which cost-effectively 
remove contaminants from oil industry wastewater. This process has been fur-
ther tested by Saskatchewan Research Council (SRC) using the Pseudomonas 
strain and another type of oil eating bacteria found in bioremediation lagoons.

The current state of knowledge of microorganisms from petroleum reser-
voirs, including mesophilic and thermophilic sulfate reducing bacteria, metha-
nogens, mesophilic, and thermophilic fermentative bacteria and iron reducing 
bacteria were recently been reviewed (Magot et al., 2000). Sixty four species of 
filamentous fungi were found from five flare pits in northern and western Cana-
da and tested their ability to degrade crude oil using gas chromatographic analy-
sis of residual hydrocarbons following incubation (April et al., 2000). Their 
study showed that filamentous fungi may play an integral role in the in situ 
bioremediation of aliphatic pollutants in flare pit soils (Annweiler et al., 2000).

A study was carried out to assess the effects of various hydrocarbon sub-
strates, and chemical surfactant capable of enhancing crude-oil biodegrada-
tion, on the community structure of mixed bacterial inoculums in batch culture 
(Hamme et al., 2000). Cultures were exposed to 20 g/l Bow River crude oil with 
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and without surfactant. A group of six genera dominated the cultures: Acineto-
bacter, Alcaligens, Ochrobactrum, Pseudomonas, Stenotrophomonas, and the 
pattern of degradation of BTEX mixtures by a fungus capable of growth on aro-
matic hydrocarbons were investigated (Yersinia; Boldu et al., 2002). The deuter-
omycete Cladophialophora sp. strain T1, which grows on toluene, was selected 
as a model fungus. The soil fungi Cladophialophora sp. could contribute sig-
nificantly to bioremediation of BTEX pollution. Further, the saprophytic nature 
of Pseudomonas species is considered as one of the important role to carry out 
the bioremediation of hydrocarbons and these bacteria showed significant re-
sults (Kumar, 2002). Pseudomonas aeruginosa, Pseudomonas stutzeri, Bacillus 
aneurinolyticus and Serratia marcescens from oil polluted soil are isolated by 
Deka (2001) and the prevalence of seven genotypes involved in the degradation 
of n-alkanes (Pseudomonas putida GPo1 alkB, Acinetobacter sp. alkM, Rho-
dococcus sp. alkB2), aromatic hydrocarbons (P. putida xyIE), and polycyclic 
aromatic hydrocarbons (P. putida ndoB and Mycobacterium sp. strain PYR-1 
nidA) was determined in 12 oil contaminated and 8 pristine Alpine soils from 
Tyrol (Austria) (Margesin et al., 2003).

Species of Pseudomonas, Bacillus, Klebsiella, Actinomyces, Aeromonas, 
Nocardia, Xanthomonas, and Streptomyces are mentioned as the well known mi-
crobial genera that have been associated with hydrocarbon degradation (Nweke 
and Okpokwasili, 2003). It is well known that a number of bacteria utilize a va-
riety of hydrocarbons in nature and that bacterial oxidation rate may be as much 
as 10 times than auto-oxidation rate (Zobell, 1964). The results of the work 
showed that Staphylococcus sp. has potential application in the bioremediation 
of sites polluted by oil-based drilling fluid base oil. Many microbial species 
which were involved in the bioremediation process namely, Chromobacterium, 
Flavobacterium, Bacillus, Vibrio, Citrobacter, Enterobacter, Micrococcus, 
Klebsiella, Planococcus, Pseudomonas, and Campylobacter were isolated and 
fungal isolates were Aspergillus, Penicillium, and Rhizopus sp. (Okerentugba 
and Ezeronye, 2003).

The development of an active indigenous bacterial consortium that could be 
of relevance in bioremediation of petroleum contaminated systems in Nigeria 
was carried out by Okah (2003); three hydrocarbon degrading bacteria strains 
were isolated namely, Pseudomonas aeruginosa, Burkholderia cepaciae, and 
Stenotrophomonas maltipholia. The soil microcosm experiment revealed that 
the four bacterial isolates were able to biodegrade Bonny light crude oil in the 
soil system, although the degree of activities varied. The biodegradation of hy-
drocarbon is accompanied by a diverse range of taxonomy that can utilize hy-
drocarbons. Hydrocarbons are naturally occurring organic compounds and that 
it is not surprising that microorganisms have evolved the ability to utilize these 
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compounds. When natural ecosystems are contaminated with hydrocarbons, the 
indigenous microbial populations of differing taxonomic relationships degraded 
the contaminating hydrocarbon (Raghavan, 1998).

Petroleum oil sludge sample was collected from the waste disposal site of an 
automobile service station at Mayiladudhurai and bacteria as well as fungi were 
isolated from this automobile waste contaminated soil. The sample was serially 
diluted, inoculated into the nutrient agar and PDA for isolation of bacteria and 
fungi respectively. After incubation bacteria such as Bacillus cereus, Pseudo-
monas aeruginosa, Ps. Putida, and Serratia, fungi such as Aspergillus niger, 
Penicillium granulatum, Mucor sp., Fusarium sp. and Aspergillus terreus were 
identified ((Bhuvaneswari and Ravindhran, 2008).

The white rot fungus Polyporus sp. S133 collected from petroleum contami-
nated soil was tested for its ability to grow and degrade crude oil, obtained from 
petroleum industry. The ability of Polyporus sp. S133 pregrown on wood meal 
to degrade crude oil was measured. Maximal degradation (93 %) was obtained 
when Polyporus sp. S133 was incubated in 1000 ppm of crude oil for 60 days, 
as compared to 19 % degradation rate in 15000 ppm. Increased concentration 
of crude oil decreased the degradation rate (Hadibarata and Tachibana, 2009).

14.5  ENVIRONMENTAL FACTORS INFLUENCING 
BIODEGRADATION OF PETROLEUM HYDROCARBONS

A vast amount of information exists on the biochemical activities of bacteria and 
fungi grown in pure culture at high substrate concentrations in laboratory media. 
This research has created a foundation for the understanding of the nutrition, 
genetics, and catabolic potential of microorganisms. Yet, in nature, bacteria and 
fungi are exposed to enormously different conditions. They may have an insuf-
ficient supply of inorganic nutrients, growth factors, and temperature and pH 
values at their extremes of tolerance and toxins that retard their growth or result 
in loss of viability. They may benefit from the activities of other microorgan-
isms or be consumed by species residing in the same habitat. In the last decade, 
investigations have shown that environmental factors enhancing soil microbial 
activity, such as fertilizing, plowing, and drainage increase the breakdown of the 
organic pollutants (Harmsen, 1991). A common theme of early reviews focused 
on the examination of factors, including nutrients, physical state of the oil, oxy-
gen, temperature, salinity, and pressure influencing petroleum biodegradation 
rates, with a view of developing environmental applications (Atlas, 1981).

Oily sludge and sea water contaminated by oil were subjected to biodegrada-
tion with Nocardia, Pseudomonas, and Bacillus; it was reported from the study 
that Pseudomonas was not efficient in degrading hydrocarbons in sea water, 
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rather remaining organisms were degraded hydrocarbons presented in sea water 
at low concentration within 48 hours. With the availability of nutrition, hydro-
carbon degradation occurred efficiently even up to 86 % in mixed cultures. The 
increase of degradation capability was noticed to be directly proportional to the 
increase in incubation period to the maximum of over 70 %. The  percentage 
degradation was also correlated with increase in cell mass. Addition of indig-
enous bacteria followed by fertilizer application and tilling recorded the highest 
rate of hydrocarbon loss (Harmsen, 1991). This development revealed that nu-
trient enhanced bioremediation could achieve the desired level of hydrocarbon 
loss.

Addition of nutrients, mineral fertilizers, different agricultural byproducts 
and molasses along with bacterial inoculation has been reported to enhance the 
degradation process (Olivara et al., 1997). The degradation of oil was increas-
ing gradually with increasing the process time of the microbe (Deka, 2005). 
Generally, microbial species identified from soil of pH ranging from 6.5 to 7.5 
were efficient, whereas, microbes isolated from soils of pH below 6.5 were not 
efficient. Limitation of the speed of the biodegradation is not depending on the 
number microorganisms but the amount of nitrogen and phosphorous as utiliz-
able source. Availability of nutrients is often the controlling factor for biodeg-
radation (Ron and Rosenberg, 2002). Biostimulation is another approach that is 
widely used to overcome these limitations. Biostimulation enhances the growth 
of microorganisms through the addition of nutrients and other growth stimulat-
ing cosubstrates (Venosa and Zhu, 2003). The role of these limiting factors for 
microbial activities on petroleum hydrocarbon degradation was described (At-
las, 1984; Ron and Rosenberg, 2002). The limiting factors were reported to be 
nutrient requirements (oxygen, nitrogen and phosphate), air, temperature, and 
pH.

The technical viability of biological treatment of oily sludge by stimulat-
ing native microorganisms was studied by Ururahy et al. (1998). Those mi-
croorganisms able to utilize oily compounds as carbon and energy source for 
their growth. Oily sludge with concentrations of 5 % (v/v) and 10 % (v/v), as 
carbon ratio of 100:1 were studied. Increased microbial population observed at 
5 % (v/v) and substrate inhibition and toxic effect took place in the 10 % (v/v) 
concentration. In this microbial population Pseudomonas predominated and 
aeration on the microbial activity also evaluated. Two yeast species were also 
identified and two filamentous fungi were isolated. Further, the rate of micro-
bial degradation of crude oil or oil waste depends on a variety of factors, some 
of them are the physical conditions and the nature, concentration, and ratios of 
various structural classes of hydrocarbons present, the bioavailability of the sub-
strate, and the properties of the biological system involved (Yuste et al., 2000).
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Resistance and toxic compounds present in the oil, low water temperatures, 
deficiency of nutrients, decreased dissolved oxygen and scarcity of hydrogen 
degrading microorganisms are some of the limiting factors of degradation 
(Yuste et al., 2000; Okerentugba and Ezeronye, 2003). Biodegradation in fact is 
highly dependent on the composition and incubation temperature. This knowl-
edge came from the work done on biodegradability of seven different crude oils 
(Atlas, 1975). At 20°C, lighter oils had greater abiotic losses and were more 
susceptible to biodegradation than heavier oils. Hence the temperature influ-
ences the biodegradation of hydrocarbons by affecting the physical and chemi-
cal composition and rate of hydrocarbon metabolism by microorganisms (Leahy 
and Colwell, 1990).

Temperature is a major environmental factor influencing bioremediation 
rates as well as directly affecting bacterial metabolism and growth rates; tem-
perature can have profound effects on the soil matrix and on the physicochemi-
cal state of the contaminants (Baker, 1994). In simple bioremediation systems, 
which require little or no microbiological expertize, process-limiting factors 
often relate to nutrient or oxygen availability or the lack of relatively homog-
enous conditions throughout the contaminated medium. Microbial growth and 
degradation processes operating under such conditions are typically variable 
and suboptimal, leading at best to prolonged degradation cycle (Mueller et al., 
1998). The rate of degradation decreases with decreasing temperature due to a 
reduction in enzymatic activities. Higher temperature tends to increase the rate 
up to a maximum temperature of 30 to 40°C (Arnosti et al., 1998). Therefore, 
the bioremediation in the Arctic shorelines where the temperature varies from 
3 to 7°C, even though slow release and soluble organic fertilizers were used 
to enhance the rates (Prince et al., 2003). Extensive biodegradation of Metula 
crude oil by mixed cultures of marine bacteria at 3°C was reported (Colwell and 
Walker, 1977).

Seasonal changes in the functional changes of bacteria over 9 months in 
uncontaminated, contaminated, and treated (Inipol EAP22 fertilizer) plots in 
Antartica were examined (Delille et al., 1997). Total bacteria saprophytes and 
hydrocarbon degrading bacteria were assayed. In all the cases, changes in total 
bacterial abundance, reaching a minimum in winter were correlated with sea-
sonal variations. Later it was found that surfactant levels close to the critical 
misallocation in soil inhibited mineralization and shifted the community from 
Rhodococcus and Nocardia populations to Pseudomonas and Alcaligens species 
able to degrade both surfactant and hydrocarbon (Colores et al., 2000).

The application of Bacillus subtilis 09 surfactant (Bs) in soil bioremediation 
was considered by Cubitto et al. (2004); it was performed at laboratory scale 
and so it only considers some of all the biotic and abiotic factors involved in the 
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natural environment. Although at the end of the experiment the Bs treated and 
control microcosms had similar hydrocarbon concentrations; the application of 
an adequate concentration of Bs treated and control microcosms had similar 
hydrocarbon concentrations, the application of an adequate concentration of Bs 
diminished the concentration of some hydrocarbon fractions in less time. Some 
have found that applying surfactants inhibits biodegradation and reduction in 
substrate bio-availability when bound into surfactant micelles (Volkering et al., 
1995). Further, surfactant may alter the interactions between the cells and the 
substrate (Stelmack et al., 1999). Hence, it was concluded that surfactant tox-
icity may alter the composition of the microbial populations responsible for 
hydrocarbon mineralization (Colores et al., 2000).

Studies on Arctic terrestrial ecosystem showed that spilling a crude oil 
stimulated the microflora but did not distinguish between nonhydrocarbon and 
hydrocarbon utilizing microorganisms (Onwurah et al., 2007), and it was con-
cluded that addition of nitrogen and phosphate speeded up the utilization of the 
alkane fraction of the crude oil that had been spilled on soil. Chromatographic 
separations of recovered oils indicted that extensive degradation of the alkane 
fractions was taking place, but no data were given for quantities of residual 
oil remaining with time. They concluded from the chromatographic data that 
fertilizer speeded up degradation. They also suggested that application of oil-
utilizing bacteria to the natural flora was beneficial.

Nutrient amendment to oil-contaminated beach sediments is a critical fac-
tor for the enhancement of indigenous microbial activity and biodegradation of 
petroleum hydrocarbons in the intertidal marine environment (Xu and Obbard, 
2003). They had investigated the stimulatory effect of the slow-release fertiliz-
ers Osmocote (Os) and Inipol EAP 22 combined with inorganic nutrients on the 
bioremediation of oil-spiked beach sediments using an open irrigation system 
with artificial seawater over a 45 days period. Osmocote is surrounded by water 
soluble inorganic N and P which is covered with semipermeable membrane. It 
has been used for oil cleanup on beach substrate.

Addition of nutrients to increase the biodegradation rates has been reviewed 
in various works (Bragg et al., 1994). Nitrogen and phosphorus are the es-
sential nutrients that are incorporated in the microbial biomass and they are 
elements which comprise the physical structure of cells. Microbes are depen-
dent on nutrients for survival which is building blocks of life to produce neces-
sary enzymes to breakdown xenbobiotics (www.geocites.com/CapeCanaveral/
Lab/2094/bioremed.html). Microbial cells are composed of carbon (C), nitrogen 
(N) and phosphorous (P) at an average ratio of 50:14:3. Sufficient amount of 
these nutrients must be available in a usable form and in proper proportions 
for unrestricted microbial growth to occur. Temperature directly influences the 
rate of biodegradation by controlling the rates of enzyme catalyzed reactions. 
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Biodegradation can occur under a wide-range of pH however, a pH of 6.5 to 8.5 
is generally optimal for biodegradation in most aquatic and terrestrial systems 
and values ranging from 5 to 9 are considered acceptable. It was also mentioned 
that nutrients availability, especially nitrogen and phosphorous appears to be the 
most common limiting factor (Pritchard et al., 1992). In simple bioremediation 
systems, which require little or no microbiological expertize, process-limiting 
factors often relate to nutrient or oxygen availability or the lack relatively ho-
mogenous conditions are typically variable and suboptimal, leading prolonged 
degradation cycles (Mueller et al., 1998).

The biodegradation of petroleum hydrocarbons in oil-contaminated ma-
rine foreshore environments can be accelerated by the application of nutrients 
(Mearns, 1997). Approximately 1.5 mg NO3-N L-1 in interstitial pore water of 
beach sediments is sufficient to maintain optimal degradation activity by the mi-
crobial biomass (Venosa et al., 1997), and this level could be maintained by the 
daily application of inorganic nutrients. It is suggested that fishmeal and related 
products, composed mainly of protein, are other types of organic fertilizer can 
accelerate oil biodegradation (Santas and Santas, 2000). It is concluded that the 
inorganic nutrients such as nitrogen and phosphorous are most often limiting 
in the bioremediation of hazardous organic compounds (Lin and Mendelssohn, 
1998). Although not all bioremediation systems respond to nutrient additions, 
the addition of N fertilizer has been observed to enhanced bioremediation of oil 
contamination in aquatic systems and soils.

A laboratory experiment was made on the application of various nutrients 
to soil to optimize biodegradation of xylene, anthracene, phenanthrene, and n-
hexadecane (Graham et al., 1995). Biodegradation was enhanced by nutrient 
addition, and each type of hydrocarbon reacted differently to various levels of 
fertilization. The degradation of crude oil was increasing gradually with increas-
ing the incubation time of the bacteria (Deka, 2003). Moreover, degradation 
of crude oil depends on the physicochemical properties of the soil. Generally, 
bacteria isolated from soil pH ranging from 6.5 to 7.5, were efficient, whereas, 
bacteria isolated from soils of pH below 6.5 were not efficient (Deka, 2003). 
The various factors influencing bioprocess procedure like, pH, time, and tem-
perature have been studied by Hossain and Anatharaman (2004). Their result 
showed the optimum time for maximum reduction of all the petroleum pollutant 
constituents is 144 h and pH is range from acidic to basic in nature. The opti-
mum pH is 7.5, slightly basic medium of the bacterial environment. Other pH 
values can reduce the pollution parameters to some little bit less extent compar-
ing pH of 7.5 (Hossain and Anatharaman, 2004). Special emphasis was made on 
the importance of temperature in the degradation of oil that it takes a long time 
for oil to disappear in Arctic regions (Nissen, 1970).
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Studies reported that mixed and pure bacterial cultures were shown to be 
capable of growing on and degrading a wide variety of hydrocarbon sources, 
including the heavy fuel oil, at temperatures as low as 5oC (Kanaly and Ha-
rayama, 2000). In the case of the Nocardia sp., the rate of growth on various 
hydrocarbons decreased, on the average, 2.2 times when the temperature was 
lowered from 15 to 5°C rather than 28°C. And also in his studies the concentra-
tion of nitrogen controlled the amount of growth, but did not affect the growth of 
the Nocardia sp., and the degradation of oil. At low temperature the viscosity of 
oil increases, the volatility of straight chain alkane is reduced, thus delaying the 
onset of biodegradation. Rates of degradation are generally believed to decrease 
with decreasing temperature. It is due to decreased rates of enzyme activity.

About 18 genera were isolated and grouped into two main clusters; cluster 
1 containing 12 isolates grown at 43°C, and cluster 2 containing six isolates 
grown at 37°C. Three natural bacterial consortia with ability to degrade total 
petroleum hydrocarbons (TPH) were prepared from these isolates. Experiments 
were conducted in Erlenmeyer flasks under aerobic conditions, with TPH re-
moval  percentage varying from 5.9 to 25.1 %, depending upon consortia type 
and concentration. TPH removal rate was enhanced after addition of nutrients 
to incubated flasks. The highest TPH reduction (37 %) was estimated after ad-
dition of a combination of nitrogen, phosphorus, and sulfur (Mrayyan and Bat-
tikhi, 2004).

Most heterotrophic bacteria and fungi favor a pH near neutrality with fungi 
being more tolerant of acidic condition (Atlas, 1988). Extreme in pH would 
therefore expect to have negative influence on the ability of microbial popula-
tion to degrade hydrocarbons. A pH of 7.0 has been shown to be optimal for 
biodegradation (Walter et al., 1991). Biodegradation of gasoline were doubled 
when the pH of soil was adjusted from 4.5 to 7.4 (Marchal et al., 2003). Rates 
dropped when pH was raised further. Yet the pH is dependent upon a number of 
other factors including the mineral content, the composition and the presence of 
acidic organic matter.

Several investigators have reported that concentration of available nitrogen 
and phosphorous in sea water are severely limiting microbial degradation (Atlas 
and Bartha, 1972; Floodgate, 1984). In contrast other investigators have reached 
the opposite conclusion. In oil slick, there is a mass of carbon available for mi-
crobial growth within limited area. Since microorganisms require N and P for 
incorporation into biomass, the availability of these nutrients within the same 
area as the hydrocarbon is critical (Ammary, 2004). The concentration of ni-
trogen and phosphorous needed for the biodegradation of oil or other materials 
present at the high concentration either throughout the environment or within 
the oil itself, is usually assumed to reflect the amount of those elements that 



Molecular and Genomic Approaches for Microbial Remediation	 385

must be incorporated into the biomass that would be formed as the microorgan-
isms use the organic materials as carbon source for growth. The concentration 
of nitrogen and phosphorous needed for the biodegradation of oil must be incor-
porated into the biomass. That would be used by the microorganisms as carbon 
source for their growth (Arosetin and Alexander, 1992). Nitrogen and phospho-
rous may be limiting in soils and acceleration of the biodegradation of crude oil 
can be enhanced by addition of urea phosphate, NPK fertilizers and ammonium 
phosphate salts (Amenaghawon, 2013).

The effects of mixed nitrogen sources on biodegradation of phenol immobi-
lized Acinetobacter sp. strain W-17 was studied by Abd-El-Haleem et al. (2003). 
Phenol biodegradation by Acinetobacter sp. strain W-17 in the presence of high 
concentration of nitrogen components (NH4 and NO3) is enhanced. It is seen 
that a positive impact on biodegradation of some aliphatic chlorinated xenobi-
otics when the culture medium was supplemented with minerals (Henery and 
Gribic-Galic, 1995). The process of oil biodegradation by bacteria was fast and 
efficient if all the factors presented. The oil-contaminated water containing bac-
teria, inorganic nutrients and source of oxygen demonstrated the environment 
in which biodegradation proceeded most efficiently. The inorganic nutrients and 
oxygen helped the oil-degrading bacteria to grow and multiply at a much faster 
rate, thus speeding the process of biodegradation.

From a nutritional point of view, the oily sludge contains limited quantities 
of nitrogen and phosphate denoting the need to fortify the medium with these 
nutrients. Furthermore, little of the nitrogen is available, since it appears as part 
of complex structures barely accessible to microorganisms (Cerniglia, 1992). 
Several other biotic and abiotic factors also affect the efficacy of degradation 
of PAHs and other organic pollutants in soil. The soil porosity is also affecting 
the movement of microorganisms through soil to the site of contamination for 
mineralization of organic pollutants in soil (Ashok and Musarrat, 1999).

Over the past one decade, Gas Technology Institute (GTI), USA and others 
have conducted research on the bioremediation of organic contaminants in soil. 
Most of this work has been associated with remediation of former Manufac-
tured Gas Plant (MGP) sites, soils from industrial areas and oil production areas 
have also been studied. The results have shown that: (1) organic contaminants 
are biodegraded by indigenous soil microorganisms to a concentration that no 
longer decreases, or that decreases very slowly, with continued treatment; (2) 
reductions below this concentration are limited by the availability of the con-
taminants to the microorganisms; and (3) the residual contaminants that remain 
after biological treatment, regardless of the extent of treatment, are significantly 
less leachable and significantly less available to other organisms, as measured 
by simple indicator toxicity tests with bacteria and invertebrates.
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Periodic monitoring of refinery sludge and the recipient soil is strongly sug-
gested for the quantitative assessment of the potentially hazardous contaminants 
entering into the soil system. This is important not only in tracing the over-
all impact of land spreading but also in determining when sludge reapplica-
tion should be made and how successful certain management practices will be, 
in achieving the goal of rapid, environmentally safe hydrocarbon degradation 
and contaminant demobilization (Ashok and Musarrat, 1999). Bioremediation 
is predominantly oxidation process. Bacterial enzymes will catalyze the inser-
tion of oxygen into the hydrocarbon so that the molecule can subsequently be 
consumed by cellular metabolism. Because of this oxygen is one of the most 
important requirements for the biodegradation of oil.

14.6  MICROBIAL SEEDING

Oil degrading microorganisms seem to be ubiquitous, with their number typical-
ly limited by the hydrocarbon supply (Namazi et al., 2008). Another approach 
is to add exogenous microorganisms with known degradative activities, either 
natural isolates or engineered (Narasimhan et al., 1983). Seeding, introduction 
of allochthonous microorganisms is important to increase the rate of degrada-
tion of xenobiotics in the environment, when autochthonous microorganisms 
may not be effective in degrading the pollutants present in the environment 
Raghavan, 1998). Terrestrial ecosystems differ from aquatic ecosystems in that 
soils contain higher concentrations of organic and inorganic matter and gener-
ally, large number of microorganisms and are more variable in terms of physi-
cal and chemical conditions (Bossert et al., 1984). The presence of indigenous 
microorganisms which are highly adapted to a particular environment would 
negatively influence the ability of seed microorganisms to compete successfully 
and survive; for this reason soils are not widely considered to be amenable to 
improvements in rates of biodegradation through seeding alone (Bossert et al., 
1984).

Bushnell-Hass broth generally is used to evaluate the ability of microorgan-
isms to decompose hydrocarbons (Bushnell and Hass, 1941). The medium was 
used to enumerate total heterotrophs and hydrocarbon degrading microorgan-
isms. Oil spillage into the environment is of a great concern (Lehmann, 1998). 
Seeding with oil-degrading microbes is an important approach for bioremedia-
tion of oil spills. The oil industry generates large quantities of oily and vis-
cous residues, which are formed during production, transportation, and refining. 
These residues, called oily sludges, are composed of oil, water, solids, and their 
characteristics, such as varied composition, make them highly recalcitrant and 
very difficult to reutilize. One of the difficulties in the study of oil-degrading 
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bacteria is the choice of hydrocarbon. Utilization of purified hydrocarbons has 
been identified in many studies (Leddy et al., 1995; Ramos et al., 1995). Degra-
dation of hydrocarbons by environmental microflora involves microorganisms 
having specialized metabolic capacities. In polluted environments, specialized 
microorganisms are abundant because of the adaptation of the microflora to pol-
lutant (Forsyth et al., 1995).

14.7  MOLECULAR AND GENOMIC PERSPECTIVES

Petroleum and derivatives have been well thought-out one of the major envi-
ronmental noxious wastes. Because of their worldwide and immense creation, 
transportation, and consumption as primary energy source and raw material for 
several products like plastic, solvents, pharmaceuticals, cosmetics, fuel, syn-
thetic rubber among others (Mazzeo et al., 2011). Ecological pollution by pe-
troleum and derivatives spills has been commonly reported as a corollary of 
accidents in loading, discharging, transportation, production of byproducts and 
combustion. Putative genotoxic and mutagenic effects of different concentra-
tions of BTEX and their biodegraded products were studied through analyses 
of chromosomal aberrations and micronuclei (MN) in meristematic and F1 cells 
of Allium cepa roots (Mazzeo et al., 2011). They have shown that the BTEX 
biodegradation process by bacteria was efficient in reducing damages observed 
in the genetic material of A. cepa cells.

Molecular analysis of the bacterial genome for strain identification is a rou-
tine procedure. Denaturing gradient gel electrophoresis is generally carried out 
to find out the similarities and differences in the bacterial community. Metage-
nomics is the study of inherited material isolated in a straight line from ecologi-
cal samples. The ground may also be referred to as environmental genomics, 
ecogenomics or community genomics. While conventional microbiology and 
microbial genome sequencing and genomics depend upon sophisticated clonal 
cultures, early environmental gene sequencing cloned specific genes (often the 
16S rRNA gene) to produce a profile of diversity in a natural sample. Such 
work revealed that the vast majority of microbial biodiversity had been missed 
by cultivation-based methods (Hugenholz et al., 1998). Modern coming out of 
“metagenomics” favors us for the examination of microbial communities de-
void of tedious cultivation efforts. Metagenomics attitude is parallel to the ge-
nomics with the difference that it does not contract with the single genome from 
a clone or microbe cultured or characterized in laboratory, but moderately with 
that from the whole microbial community present in an environmental sample. 
It is the community genome. Global understanding by metagenomics depends 
essentially on the possibility of isolating the entire bulk DNA and identifying 
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the genomes, genes, and proteins more relevant to each of the environmental 
sample under investigation (Vieites et al., 2010).

14.7.1  GENOMIC SHUFFLING

During recent trends, technique for strain enhancement varied from arbitrary 
mutagenesis to highly balanced methods of genetic and metabolic engineering 
(Kumar et al., 2012). Genomic shuffling tends to be unique advance for strain 
development. This has been broadly used for scaling up of metabolites by bacte-
rial species, increasing nutrient uptake and strain resistance. This method bring 
about the benefit of multiparental crossing allowed by DNA shuffling together 
with the recombination of entire genomes normally associated with conven-
tional breeding, or through protoplast fusion that increases the recombination 
process. Genome shuffling often referred to as an important breakthrough in 
potent strain development and metabolic engineering (Zhan et al., 2002; Leja 
et al., 2011), thus aids in recombination between diverse selected and improved 
populations by accelerating direct evolution (Dai et al., 2005; Singleton et al., 
2009; Pinel et al., 2011).

Techniques like genomic shuffling may prove most efficient in the degrada-
tion of PAH’s because these degradation are mediated by multiple genes. Alter-
ing the expression of one or more genes may result in enhanced degradation 
rates (Kumar et al., 2012). This method shall be useful in the development of 
mutitrait phenotypes. Otherwise conventional strain improvement techniques 
prove difficult over gene shuffling as it would improve a complex trait while 
still maintaining other characteristics of the strains. Gene shuffling renders im-
provement in gene pool among selective organisms through extensive recombi-
nation among selected strains and produce “multi-parental complex progeny”. 
Thus, resulting in larger combinatorial library of the original genetic diversity 
(Kumar et al., 2012).

14.7.2  GENETIC ENGINEERING

Recent advances in the study of bacterial genetics responsible for the degra-
dation of aromatic hydrocarbons have attracted a great deal of attention. The 
ultimate aim of current studies is to gain a good knowledge of the pathways by 
which these organisms degrade the aromatic hydrocarbons. Much of the work 
has been carried out toward enhancing the capabilities of these microbes to de-
grade major class of environmental pollutants. Recently genes for several aro-
matic hydrocarbon degradation pathways have been cloned (Zylstra and Gib-
son, 1991). Studies with the cloned genes have also focused on the mechanisms 



Molecular and Genomic Approaches for Microbial Remediation	 389

for induction of the biochemical pathways. In addition, hybrid pathways have 
been constructed for novel routes of degradation with the use of cloned genes 
(Ramos et al., 1990).

Two level approaches have been followed to increase the physiologic ef-
ficiency of a microorganism for a defined biodegradation application: (i) man-
agement of the precise catabolic pathway, and (ii) management of the host cell. 
For the improved rate of removal of pollutants from the environment, and to 
enhance the uptake of substrates, alteration of some key enzymes involved in 
the regulatory mechanisms controlling the expression of catabolic genes are re-
quired (Timmis, 1999; Lorenzo, 2001). Rationally directed molecular evolu-
tion technique like gene shuffling and proteomics can be used for the mRNA 
stability and altering the protein activity (Timmis, 1999; Furukawa, 2000). In 
addition, genetic manipulation allows the development of new hybrid pathways. 
Manipulating physiological modules and assembling the genes of different ori-
gins in a same host cell will provide greater pathway expansion, uptake of new 
substrate and favors in creating of bacteria with multiple pathways (Reineke, 
1998; Timmis, 1999; Pieper, 2000; Rieger, 2002). The formation of toxic end 
products of degradation can be prevented by misrouting the pollutants. This can 
be achieved by balanced combination of catabolic pathways by allowing the 
complete metabolism of xenobiotics (Timmis, 1999; Pieper, 2000).

Some PAH’s have very limited bioavailability. This largely contributes to 
the persistence of these hydrocarbons in the nature for very long period. This 
is true for hydrocarbons present in fossils which often attract microorganisms 
and yet they never undergo degradation. Genetic engineered organisms can be 
deployed to overcome this sort of problems. Microorganisms can be engineered 
to produce more biosurfactants and chemotaxis (Reineke, 1998; Dua, 2002). 
Surfactant production has been combined with the ability to selectively cleave 
carbon-sulfur bonds in the sulfur-containing compounds present in oil (biode-
sulfurization) and, hence, efficient recombinant biodesulfurizers have been ob-
tained (Gallardo, 1997).

14.7.3  METAGENOMICS

Metagenomics is a molecular tool that overcomes the limitations imposed by 
the classical approach, enabling a broader perspective of the taxonomic and 
functional variety of environmental microorganisms and access to their meta-
bolic potential (Handelsman et al., 1998). Metagenomics can pick up policies 
for supervising the influence of xenobiotics on environment and for cleaning 
up polluted ecosystem. Enhanced understanding of how microbial communities 
manage with xenobiotics improves assessments of the potential of contaminated 
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sites to recover from pollution and increases the chances of bioaugmentation 
or biostimulation trials to succeed. Shotgun sequencing has been employed to 
unravel numerous environmental samples and number of metagenomic projects 
has been taken up during recent decades (Evanova et al., 2010). A function-driv-
en metagenomic approach to identify diverse and potentially novel hydrocar-
bon biodegraders in petroleum reservoirs was carried out by Vasconcellos et al. 
(2010). Aerobically and anaerobically degraded petroleum sample enrichments 
were used to construct a fosmid library by metagenomic DNA. And, hexadecane 
was used to screen the library for hydrocarbon-degrading fosmid clones.

14.8  CONCLUSION

Evidently, hydrocarbon degradation research is advancing on many fronts, 
speeding up by new knowledge of cellular structure and function gained through 
molecular and protein engineering techniques, combined with more conven-
tional microbial methods. Enhanced schemes for bioremediation of petroleum 
components are being commercialized with proper financial and ecological 
benefits. The immense adaptability of microorganisms presents simpler, eco-
nomic, and more environmental friendly approaches to diminish environmental 
pollution than nonbiological options. Till date only about 5 % is known about 
microbial diversity on the planet, even though they represent more than half of 
the biomass. This implies a great deal of unexplored microbial world. Hence, 
huge potentials of microbes toward sustainability of the natural world, still 
awaits further exploration. Microorganisms have adopted different tactics to 
utilize PAH’s present at the contamination sites. Many microorganisms produce 
biosurfactants to increase the bioavailability of the poorly available substrates. 
Some even produce chemotaxis toward PAH compounds, which could lead to 
improved degradation. Bacteria isolated from natural localities have the capac-
ity to degrade narrow window of PAH’s. During the course of degradation, the 
ubiquitous coexistence of bacteria and fungi in soil and there metabolic coop-
eration suggest that bacterial-fungal interactions may be of importance for PAH 
degradation. Combining genetic engineering tools such as gene conversion, 
gene duplication and transposition, one can produce novel strains with desir-
able properties for bioremediation applications based on the knowledge of PAH 
degradation by microorganisms.
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