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‘Introduction: Broadband Versus Narrowband
Economics

EbwARD FULLBROOK

UNiversiTY oF THE WEST oF Enclanp, UK

Theories, scientific and otherwise, do not represent the world as it is but, rather,
highlight certain aspects of it while leaving others in the dark. It may be the
case that two theories highlight the same aspects of some corner of reality but
offer different conclusions. In the last century, this type of situation preoccupied
the philosophy of science. The book you are reading, however, addresses a
different kind of situation: one where one theory, that illuminates a few facets
of its domain rather well, wants to suppress other theories that would illuminate
some of the many facets that it leaves in the dark. This theory is neoclassical
economics. Because it has been so successful at sidelining other approaches, it
also is called ‘mainstream economics’.

From the 1960s onward, neoclassical economists have increasingly managed
to block the employment of non-neoclassical economists in university
economics departments and to deny them opportunities to publish in
professional journals. They also have narrowed the economics curriculum that
universities offer students. At the same time they have increasingly formalized
their theory, making it progressively irrelevant to understanding economic
reality. And now they are even banishing economic history and the history of
economic thought from the curriculum, these being places where the student
might be exposed to non-neoclassical ideas. Why has this tragedy happened?

Many factors have contributed; I will mention only three. First, neoclassical
economists have as a group deluded themselves into believing that all you
need for an exact science is mathematics, and never mind about whether the
symbols used refer quantitatively to the real world. What began as an indulgence
became an addiction, leading to a collective fantasy of scientific achievement
where in most cases none exists. To preserve their illusions, neoclassical
economists have found it increasingly necessary to isolate themselves from
non-believers.
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Second, as Joseph Stiglitz has observed, economics has suffered ‘a triumph
of ideology over science’.! Instead of regarding their theory as a tool in the
pursuit of knowledge, neoclassical economists have made it the required
viewpoint from which, at all times and in all places, to look at all economic
phenomena. This is the position of neo-liberalism.

Third, today’s economies, including the societies in which they are
embedded, are very different from those of the nineteenth century for which
neoclassical economics was invented to describe. These differences become’
more pronounced every decade as new aspects of economic reality emerge,/féjr
example: consumer societies, corporate globalization, economically induced
environmental disasters and impending ecological ones, the accelerating gap
between the rich and poor, and the movement for equal-opportunity economies,
Consequently neoclassical economics sheds light on an ever-smaller proportion
of economic reality, leaving more and more of it in the dark for students
permitted only the neoclassical viewpoint. This makes the neoclassical
monopoly more outrageous and costly every year, requiring of it ever more

desperate measures of defense, like eliminating economic history and history
of economics from the curriculum. ~
- But eventually reality overtakes time-warp worlds like mainstream
economics and the Soviet Union. The moment and place of the tipping point,
however, nearly always takes people by surprise. In June 2000, a few economics
students in Paris circulated a petition calling for the reform of their economics
curriculum. One doubts that any of those students in their wildest dreams

Most of us have chosen to study economics so as to

understanding of the economic phenomena with whic

today are confronted. But the teaching that is offered,

the most part neoclassical theory or approaches derived from it, does
not generally answer this expectation. Indeed, even when the theory
legitimately detaches itself from contingencies in the first instance, it
rarely carries out the necessary return to the facts. The empirical side
(historical facts, functioning of institutions, study of the behaviors and
strategies of agents...) is almost non-existent. Furthermore, this gap in
the teaching, this disregard for concrete realities, poses an enormous

problem for those who would like to render themselves useful to economic
and'social actors.

The students asked instead for a broad spectrum of analytical viewpoints.

~

INTRODUCTION

Too often the lectures leave no place for r.eﬂection. QOut n(if all thie:S
approaches to economic questions that exist, generalgﬁg };y or;c:lns
presented to us. This approach is supposed to explain every ng ytrlr: s
of a purely axiomatic process, as if this were THE econorm}i trud . e
do not accept this dogmatism. We want a pluralism ?f approac e(si,.a ap \
to the complexity of the objects and to the uncertm.nty surroun 1}111g rrllos
of the big questions in economics (unemployment, mequahuesic,r thep Zce
of financial markets, the advantages and (gisadvantages of free trade,
globalization, economic development, etc.)

The Parisian students’ complaint about the narrowness of‘their e;c;;anuhci
education and their desire for a broader approach to economics .tee;c : gh tt ;e
would enable them to connect constructively and cor_nprehens}tve y W:l b
complex economic realities of their time hit a cl}ord with Frenc d::v:‘s:UdentS;
Major newspapers and magazines gave exteflswe coveraff:re to o meens
struggle against the ‘autistic science’. Econon}lcs students from a hov ance
rushed to sign the petition. Meanwhile a growing number of ’Frenc. .econ? mists
dared to speak out in support and even launcbed a para}lél pemtfl(?Er:l 0 belr
own. Finally the French government stepped in. The Mu’uster cl) . tuca
set up a high level commission to investigate the ‘students con:ip ain 11s y

News of these events in France spread quickly via the Web an, ernz;1 arou ld
the world. The distinction drawn by the French students betwesn w at;1 th})lu :
be called ‘narrowband’ and ‘broadband’ approaches to economics, an . etlr
plea for the latter, found support from large numbers of economics stu efn $
and economists in many countries. In June 2001, almost exactly adYsar a tei
the French students had released their petitifm, 27 P.hD c‘an i ?tes [;1_
Cambridge University in the UK launched their ow’n, titled Oienu;gb g
Economics’. Besides reiterating the French students’ call er ah roac arilts
approach to economics teaching, the Cambridge students also champion
application to economic research:

This debate is important because in our view the status quo is harmful ﬁn
at least four respects. Firstly, it is harmful to studenFs who are taugh.t t Tc
‘tools’ of mainstream economics without Iea}rmng‘ t.he1r ciloma'm ;

applicability. The source and evolution of these ideas is ignored, as s the
existence and status of competing theories. Secondly, it d.lsadvantagues a
society- that ought to be benefiting from what faconomlsts can te usi
about the world. Economics is a social scignce with enormous' potentia

for making a difference through its impact on policy deba.tf.:s. Inits g.)rE:SSent:
form its effectiveness in this arena is limited by the uncritical apphcact;on
of mainstream methods. Thirdly, progress towards a defeper understaE ng
of mény important aspects of economic life is being held back. By
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restricti ) .

slt:nctltng dresezlarch done in economics to that based on one approach
only, the development of ¢ i

ompeting research pr i i
o programs is serious]
. tlrlnp'erecl or prevented altogether. Fourth and finally, in the currenz
situation an economist who d ’
oes not do economics in th i

situation om e prescribed

ay finds it very difficult to get recognition for her research.,

In A i
ugust of the same year economics students from 17 countries who had

gathered in the USA in Kansas City, released their International Open Letter.

toalle i ing o
roall cono}rlnics dgpartments calling on them to reform economics educatign
search by adopting the broadh t
: and appro i i 1
oo o oo pproach. Their letter includes the
1. A i
eco:;:'xder conception of human behavior. The definition of
Ic man as an autonomous rati imi i
) ional optimizer is too n
arrow
Eng-d?es not allow for the roles of other determinants such as instinct
abit formation and gender, c| i : :
 class and other social factors i i
: sin sha
the economic psychology of social agents. P

7. .
Rhecogmtlon of culture. Economic activities, like all socia]
511 cle(riféner;a, arei necl:essarily embedded in culture which includes

s ot social, political and moral value , instituti
Thess popocta ‘ -systems and institutions.
y shape and guide human behavi i i
obligations, enablin isabli i e g mposing
, g and disabling particular choj i
' : dis ces, and creat;
social or communal identities, all of which may impact on econorﬁf

behavior.

.
g

on process rather than simply on ends. Sy
RN

4. Anew i 2
Anes hthe;rg_c{f k;llclmgedge. The positive vs. normitive dichotomy
as traditionally been used in the social sc; i
social sciences bl i
The fact-value distincti e recopmitin
Istinction can be transcend
: ed by the r iti
that the investigator’ i ) el
s values are inescapably i in sci
that . y involved in scientifi
m u » . . f C.‘
quiry and in making scientific statements, whether consciously or

not. This acknowledgeme
nt enables a more sophisti
of knowledg o phisticated assessment

5. Empiri i
o c;)):;icall gll'qundmtfgl. More effort must be made to substantiate
cal claims with empirical evide
nce. The tenden ivi
theoretical tenets in th i ot e
e teaching of economics wi
ic without refe
t . : rence
0 empm.cal observation cultivates doubt about the realism of
explanations. orouch
6. E
! ax:;andgl meth(?ds. Procedures such as participant observation
stu fuas and discourse analysis should be recognized as Iegitimate;
mea iri i
1s of acquiring and analyzing data alongside econometrics and

INTRODUCTION

formal modelling. Observation of phenomena from different vantage
points using various data-gathering techniques may offer new insights
into phenomena and enhance our understanding of them.

. Interdisciplinary dialogue. Economists should be aware of diverse
schools of thought within economics, and should be aware of
developments in other disciplines, particularly the social sciences.

In March 2003 economics students at Harvard launched their own petition,
demanding from its economics department an introductory course that would
have ‘better balance and coverage of a broader spectrum of views' and that
would ‘not only teach students the accepted modes of thinking, but also
challenge students to think critically and deeply about conventional truths.’

Students have not been alone in mounting increasing pressure on the status

quo. Thousands of economists from scores of countries have also in various
forms taken up the cause for broadband economics under the banner ‘Post-
Autistic Economics’ and the slogan ‘sanity, humanity and science’
(www.paecon.net).” The PAE movement, or, if you prefer, the Broadband
Economics movement, is not about trying to replace neoclassical economics
with another partial truth, but rather about reopening economics for free
scientific inquiry, making it a pursuit where empiricism outranks a priorism
and where critical thinking rules instead of ideology.?

Against this background of accelerating momentum for radical change, 27
economists and two mathematicians, many of them internationally renowned,
representing eight countries and five continents, have come together to create
this book. It aims to provide you, the student, with three things.

First, it offers you some protection against the indoctrination process to
which you are likely to be subjected as an economics student. There are many
things that your teachers should tell you about the brand of economics they
are teaching you, but, in most cases, will not. This book will make you aware
of some of the many worldly and logical gaps in neoclassical economics, and
also its hidden ideological agendas, its disregard for the environment and

inability to consider economic issues in an ecological context, its habitual misuse
of mathematics and statistics, its inability to address the major issues of
economic globalization, its ethical cynicism concerning poverty, racism and
sexism, and its misrepresentation of economic history.

Second, if you are brave you may want to bring up some of the points raised
in this book in your classes. It is sure to make them more interesting. It may
even provoke lively discussion and, for a while at least, convert the
indoctrination process into an educational one. If it does you will be doing a
good thing: we live in a time when bad economics probably kills more people
and causes more suffering than armaments.

Third, this book is intended to appeal to your imagination and humanity by
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showing you how interest
when it is pursued, not as
of belief, but as a no

ing and relevant, even exciting, economics can be

the defense of an antiquated and blinkered system
-holds-barred inquiry looking for real-world truths.

PART |

Basic PROBLEMS




1

' The Quarrelsome Boundaries of Economics

HucH STrRETTON

UNIVERSITY OF ADELAIDE, AUSTRALA

Nothing'’s necessarily wrong with economics. But there isn’t a one-and-only
right way to learn it. It can’t help being a controversial subject. Let us begin by
looking at some of the reasons for that.

COMPLEXITY, INVENTION, CONFLICT AND COOPERATION

When a new drug saves an unemployed worker’s child from a dangerous disease,
is that because the doctor knows how to prescribe it, or the chemist shop
stocks it, or the pharmaceutical company manufactures it, or clinical researchers
have tried and proved it, or because biomedical researchers have invented i,
because their scientific education equipped them to do that, or because the
government financed their university education and research, or indeed because
our history has given us a culture and values which prompt us to vote for
politicians who will tax us to finance medical and hospital services to our
citizens? Since every one of those contributing causes has its own causal
conditions and history, how many of those other histories do we also need to
know in order to understand why the poor kid got help his parents could not
pay for? . /

The question is ridiculous. Some knowledge is its own reward: you hunt
histories, biographies, fiction, poetry and other arts for whatever grabs you.
But if you want ‘useful’ knowledge — to serve other purposes rather than to
enjoy for its own sake — what you look for depends on what you want to do
with it. Like many other human activities, economic activity is so complicated
that any study of it has to be selective. Investigators’ values have to combine
with their skills in deciding what's important, what questions to ask, what sort
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of answers to look for, which causal conditions and processes to explore. For
example, researchers who want to reduce inequality and researchers who want
to increase efficiency may ask some different questions, and focus on different
causes of some effects that interest them both. They may also disagree about
the best way to measure the inequality or the efficiency of an economic system.
Those differences reflect their values and social concerns, which are allowed
to differ in a free country — and in its universities,

. . . . Ve
Economic behavior is also changeable, and can be inventive. So experts

disagree about how best to understand it. Can a general theory explain most of
what people do in getting an income and deciding how to spend it? Most of
what public and private firms do in order to produce goods and services for
you? Most of what governments can and can’t do about their national economic
systems? Some neoclassical and some Marxist economists believe that their
theories distil important regularities to be found in all or most economic activity.
Learn the theory at college, and it should equip you to deal professionally with
whatever economic activity concerns you in your working life: understand it,
measure it, explain its causes, assess its efficieney, and so on.

Or does economic activity vary so much with time and place that to know
how any particular industry or market or national economy is working, what
you chiefly need is an open mind, local knowledge, and the skills of a tough
investigator? Institutional economists and economic historians tend to work
like that, using theory to prompt some of their questions but not to dictate the
answers to them.

Besides being complex and changeable, economic life also has elements of
both conflict and cooperation. Conflicts can be driven by material self-interest.
They can also reflect religious beliefs, and unselfish di“s‘:ggreements about
freedom, justice, social duty, quality of life. Cooperation can'also be for selfish
or friendly or high-principled purposes, or for mixtures of all three. Must
economists therefore study all the individual and cooperative, selfish and
unselfish purposes at work if they are to understand why economic systems
work as they do? Or can they safely confine themselves to so-called strictly
‘economic’ purposes? Assume that material self-interests prevail? That's not a
safe assumption about how people choose to earn, or to vote about economic

policies. The most famous economist of all, Adam Smith, believed that humans
feel and act with considerable sympathy for each others’ pains and pleasures.
A lot of modern economic theory avoids the problem by assuming that people
seek ‘utility’, meaning whatever turns them on. But to know your business as
an economist, and to understand or predict particular economic activities, or
the different capacities of the four productive sectors, or the development of
public opinion and economic policy, you may often need to look outside the
boundary of economics for some of the forces that drive the behavior inside it.

THE QUARRELSOME BOUNDARIES OF ECONOMICS

MEASUREMENT

There are also boundaries within economics. Some of them rfxak;:l it hard t‘o
measure economic performance. The most-used measures of naugn eic?onorr:ec
activity — gross domestic product, gross national.product, net rfxauona mc';zhe ,
economic growth — only count goods and services that sell for monejzir.l bozr
don’t count household output: the work peoPle do at home as L}llnpauf aale,
the goods and services they produce for their own use rathe; t :;n or f{m .
Valued at market prices (how much a restauranF would charge for the coo i %
you do, a house-cleaner charge for the cleaning you doZ and so on) vl&; ail
households make and do for themselves averages a third or more of a
ion in rich countries. , ,
prol(gur?(i?r}llouseholds pay servants to do their cooking :'md housework c:lmd
child care and gardening and book-keeping, those services are counti fas
economic output. Why not when household members do the (\;.forthqr
themselves and one another? If Australian mothers stopped l?rtzast'fee 1n§ eir
babies, economists would increase national inc.ome by $2.2 billion .forvpro uc;rcli
the equivalent artificial milk and another billion or so for doc‘tonng n;ores s ‘
infants. Extra costs and worse health would count as economic growth. (So o
course do efforts to cope with other unhealthy habits.)

EQUALITY

Besides affecting measures of output, the boundary between paid and u?lpixid
work also affects measures of economic inequality. Rich and poor househo s1
don’t only differ in their money income. They usually also have ugeq}la
- household capital. Poor households may not have the means of pro u<:1.nfg1
much for themselves. Middle-income families can afford bigger hm;lses w1td
well-equipped kitchens, laundries, storage spaces, gardens and work(si 10ps an :
sheds if they want them, games, books and magazines, computers an hmteme
access. They can equip themselves to do much more for themselves than Izgor
households can. If measures of inequality included household OL{tlelt, 1 ey
might show greater material inequality between the poor and the middle tcfl ass,f
but less within the middle class. Once households have a standard ou to
home space and equipment, the difference between cheap and expenls(we carz
furniture, plumbing, kitchen equipment (and so on) may not ma ehmuc
difference to what they can make and do for themselves. Thrm}gh‘ the top
two-thirds or so of incomes, similar home output of goods and sérvices may
terial inequality.
Oft?fr(; iilzjscjr:l;lequality(irou also have to make some other choices. Should
you measure quantum differences between incomes (Brown earns $90,000 mprc;
than Smith does) or percentage differences (Smith earns only 10 per cent o




and which if you didn’t want to.
The choice of measures is 3 te

? leaning student says
,000 more than Smith got. Now he gets $160,000 more
thinking student says Smith’s
han 11 per cent, so inequality
Il marks for being quite right
please look for some other occupation
doctor for a Left of Right politician,

Fhan Smith gets, so inequality has increased. Right-
i f Brown’s, now it's more t
is declining. (If you would give either student fu
and the other zero for being quite wrong,
than teaching. A speech-writing spin-
perhaps?)

EFFICIENCY

Measures of efficiency also depend — though in different ways —
choose to count. Is the cheapest Wway to produce a given
of quality) necessarily the most efficient?

the most desirable,
There may be votes
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were impartially efficient for its workers, customers and shareholders. But many
economists will find the five firms equally efficient because they produce the
same product at the same cost and sell it at the same price. Smarter economists
may find them equally inefficient, because each of them is neglecting four out
of the five available economies.

- Economists who accept the orthodox meaning of efficiency aren’t necessarily

_ blind or indifferent to the social effects of ruthless cost-cutting. They may well

distinguish between good and bad social effects of efficient performance. It
can still be useful to have a measure of efficiency that can be applied to the
pursuit of any purpose, regardless of its morality. (There are more and less

efficient ways of cheating, stealing, exploiting workers, two-timing your partner,

or plagiarizing first-year Economics assignments.) But beware of combining
(a) a ruthless definition of market efficiency with (b) a boundary that makes
material self-interest the only motivation of economic behavior. That makes it
éasy for careless thinkers to assume that self-interest always prevails over other
concerns in everyone’s economic behavior, and is the main cause of market

efficiency, which is the main cause of economic growth, which is good for

everyone. Care for others, in such a view, from the world’s poor to the homeless
in your own neighborhood, will only encourage the government to waste your
krnkoney on welfare and entice layabouts to live on it.

 Worst of all, though, would be to mistake that nasty moral choice for a
scientific fact you learned at university.

EXTERNALS

How much notice should economists take of the many strands of social life
that can affect people’s economic aims and behavior, but are conventionally
the business of lawyers, political scientists, psychologists, sociologists, social
philosophers rather than economists? What of those areas of life outside the
boundary of economics, which can nevertheless often affect or be affected by
the life inside the boundary?

_ The economists’ concept of ‘externality’ assumes both a boundary around
economics and a boundary within it. Suppose that an economic activity has
some effects that are not bought, sold or exchanged. Smoke from a factory
harms its neighbors’ health. It also inspires a local artist to paint landscapes
under unusual sunny/smoky skies. The factory doesn’t pay the sick people’s
doctors’ bills. The painter doesn’t pay the factory for colouring the sky. So
economists define both effects as external to the factory’s economic business:
an external economy for the painter, an external diseconomy for the neighbors.
The effects themselves may or may not be economic; it doesn’t matter whether
or not the neighbors’ ill-health harms their work and earning, or the artist’s
new inspiration affects the price she gets for her paintings, because the
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unintended effects are seen to lie beyond the boundary that economists draw
around their subject.

In either case humane €conomists may well be concerned for the neighbors’

alth and the painter’s inspiration. The boundary of the discipline, they would
argue, doesn’t limit citizeng’ moral responsibility for their €conomic actions,
Should that boundary be allowed, then, to limit economists’ concern for the
social effects of their research and teaching which, whether they like it or not,
have to be shaped by their values as well as their professional skills?

MARKET AND GOVERNMENT

Of all the economic boundaries, the most talked-about these days — and often
the most misleading nd ‘government'. Economists

m to choose your Occupation, choose your employer, or work
independently as an artist or surgeon or shop-keeper or soccer pro. Choosing
a trade that suits your tastes and talents and purposes in life can make the
difference between freedom and slavery, buzz and boredom, for about g third
of your waking hours through your earning years. Deciding freely how to save
and spend the income, and shopping around for the best goods at the best
prices and enjoying the use of them, can do wonders for the rest of your day.

But many of those blessings depend on the markef exchanges being free
and fair. Free, because the parties have roughly equaf?"’{bargainmg power, so
rve the other into a one-sided deal. Fair,

suppliers and make sure you get

Asin life, so in business. All the legal powers that private firms use have to

be created for them by government. Company law gives the firm its corporate
identity, to exist, do business 3

THE QUARRELSOME BOUNDARIES OF ECONOMICS 15

that they spend to buy their shares. If the ﬁrm goes bankrupt, its creditors
can’t get their money back from its share—hold.mg owners.. )
Those three powers are open to plenty of 'dzshonest or mcom‘i)etept a u;le,
so governments that create them have tc,) police them. Eut the?yh 0's0 not OatZ
in order to protect the public; above all it's t9 serve the firm. Wlt. Ogtl(':olzﬁ?r ©
identity the firm couldn’t exist. Without joint stoc.k and 11rn1te_f 1;1 niy
could not expect to raise capital from snangers. \X/Ltho?t alotofo Ier aw,
honest firms would have too little protecnon‘ from chshonestf emp oyeelzz,
suppliers and competitors. There is currently mde'zspread anie.r, ﬁ(;rn exanlpké
at the rising scale of plunder that the law allows directors of ig firms to ta
férggevti;lﬁlsthe complaints that govemmer%t .‘intervention’ in bus‘iness is
raising its costs, wasting its time, reducing its efﬁmencs{? In rn.any cases it seems
fair to say that business people take for granted tbe public services Fhat empowc;r
and protect the firm, but resent those that police the use of their powefr;s an
protect the rights of their owners and workers and customers and su ?nﬁg
‘neighbors. That sort of spin is human, and we all do‘some o-f it. Some o | S
firms’ workers and customers certainly do, taking their own rights for grante

and accusing business of greedy, oppressive or deceptive misbehavior (and the

analogy can, of course, be extended to government itself!) All involved 21 or
affected by business need government, but government can be a.nywhere om
good to terrible. It often enough needs criticism, reform.and improvement.
But it's no help to pretend that business or its workers or its customers could
do better without it or (usually) with less of it.

MODES OF PRODUCTION

Meet a different set of boundaries, and some examples of their uses (good a‘nd
bad) in practice. For example, we can distinguish four kinds of productive
enterprise: . o

® Private enterprises earning profits for their private owners.

® Independent enterprises (a collective term for church and other

* charities, non-profit trusts with charitable or other useful purposes,
and cooperative or mutual enterprises whose profits go to thelr
‘workers or customers, or both).

Public enterprises, working with varying degrees of independence
from the governments that create them.

“Households cooking, washing up, laundering, ironing, bed—mak%ng,
house-cleaning, mending clothes and repairing breakages, shoppmg,
= providing their own transport if they have a car and l?ikes, and. (most
7 ‘demanding, time-consuming and productive) bringing up children.




. e ‘productive

their shares of work and output,

elements of unpaid labor and unm,
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, , ,
sectors’. There are varioug ways of estimating
usually by estimating market prices for the

govern them in the
about them:

® They a}H need and get bervasive government ap
do their work without it
@ The government can
and households can,

without some or all of the others,

P bl- . £ N
ublic and independent non-profit enterprises buy a Iot of their material

m .
able goods and services from the private sector, which has

and independent ai(ziolcllj eaI}foljeVdoping fs oun prOdUCtiVity' But the public
usehold sect. i -
the humar, capital - (f ot contribute most to the production of
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oppressive, well or badly administered and enforced, and so on. Citizens,
lawyers, politicians, business people, workers’ and consumers’ representatives
can all contribute valuably to the debates.about its quality.

As practical examples of ‘market and government’, from worst through
average to best, two true stories — one about blood and one about oil — can
end this paper. They compare different relations between the four sectors, and
between each sector and government. They include a good deal of Australian
material because that’s what I know best.

BLOOD

A generation ago in a classic of social science and market theory Richard
Titmuss explained why donated blood is safer as well as cheaper than marketed
blood. People who sell their blood include some, desperate for cash, who don’t
mind selling infected blood.

Until 1993 Australian donors (household producers) gave their blood free
to the Red Cross (an independent non-profit charity) who passed it to the
Commonwealth Serum Laboratories (CSL, a public enterprise), who processed
it and supplied it to doctors and hospitals (a mix of public and private
enterprises). The government paid the Red Cross to collect it and CSL to
process it. The supply was unusually economical: blood for medical use cost
about half as much as other Western countries were paying for it. CSL also did
other work, producing various kinds of serum and vaccine and selling some of
them in a market way without public subsidy.

Through the 1980s the Australian government, like a lot of others, was
persuaded to believe that private enterprise is always more efficient than public,
and government should get out of its way. So in 1994 the government sold
CSL. To get what they innocently thought was a good price for it they gave it
a ten-year monopoly of Australia’s blood supply at twice the price the
government was currently paying for it. Its purity was to be protected by strict
new regulation. (Privatization thus increased government ‘intervention’ in the
business.)

Shares in the new company were offered to the public and fetched $2.30.
Six years later they were fluctuating between $26 and $30. What the

- government had described as a profitable deal for the taxpayers had brought
them just under $300 million, soon spent on buying back their freely-given
blood at twice the old price. The private buyers got a capital gift of nearly $3
billion. CSL began to process a lot of foreign blood. When they repeatedly
broke the safety rules in their contract, the government repeatedly forgave
them. The new chief executive who had negotiated the privatization was soon
a multimillionaire and moved to the United States to expand CSLs business
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there. Was the firm’s growth a trium

Private monopoly-
taxpayers’ expense?

ro ph of competitive private enterprise,
pricing caused by bad government at the Austr
It depends whose spin you read. Better judge for yo

or of
alian
urse'lf.

_ investment are for current Norwegian use. When in due course the oil is all
mined and sold, its financial benefits can continue forever in the specially
valuable form of foreign income.

Think about that. The British politicians were competing for public favor

OIL ' by spending the oil revenue on what could only be temporary tax cuts. The

Oil was discovered off the coa end of the oil must bring both less income and higher taxes or poorer public

Boundari services, or both. Are British people, or just their politicians, greedier and
stupider than Norwegians? It's hard to know about the people, because their
politicians never offered them the Norwegian option. Instead they spent what

“could have been a great capital resource. ‘

Keep thinking. Could the Norwegians have done even better? It’s all very
well to be prudent with the oil money. Why not with the oil itself? Extract only
what Norway needs each year, and the supply could continue much longer.
Norway could still be oil-fired, and could be running the world’s last airline,

) after the rest of the world is back to coal-fired industry and rail and sea transport.

ivate, but there were Or Norway could be selling the last of its oil at fantastic prices. Why not? Keep

~ thinking. It’s only by local international agreement that Norway owns that oil.

. V ~ Would you trust the rest of the world when the rest of its oil was gone? When

importing oil and began to export it. . its navies, refitted with coal-fired boilers, are capable of clearing the North

The British created the British National Oil Co . Sea of Norwegians in a week? Perhaps in the course of a third world war for

enterprise, to monopolize the mining and marketh:p (:)rfa'ttlolr\l] (BNOC), 2 public the last of the black gold? Norway may have been prudent to turn its oil into

most of its work done by hiring and coordinati g ofits North Sea oil. It got ‘ money after all. Iran and Saudi Arabia too, perhaps, before long.

perienced at keeping

old i
malee the rules. It specified the sizes — theg e i order o mment

surface areas — for which it would

enterprises paid government for 1
or rights to particular areas i
and mine
marketed what they found there. The profits were pr ’ ind

KEEP AT IT

Thinking about the capacities of the different productive sectors, their trade
with each other and their relations with government, the toughest lesson seems
to me to be this: The four sectors do have different capacities. It can be
important to have each do what it can do better than the others can. But their
type of ownership is not a sure guarantee of their performance. Each of them —
governments, public enterprises, private enterprises, independent non-profits,
households — can vary from best to worst, and for a variety of reasons. One of
the reasons is the quality and competence of their people, which can also vary,
~ over time and between countries. In the oil business Norway seems to have
" had both the policy-making and the engineering and commercial work in good
hands. Britain also had an efficient public corporation, but improvident
politicians.

Some free traders think the world would be richer without national economic
boundaries. For once, this chapter defends the boundaries. Of the many reasons
for them, two will do. With no sign yet of effective world democracy, national
democracy is the only democracy we have, and its electors are entitled to

-sole shareholder, who used it to cut som
that was also costing the taxpayers mone
gain for British people,

from the tax cuts) than for the poor. But
privatized the national corporation an,

e tax and to reduce the public debt
y.- That could have been a continuing
t the rich (because they gained more
in the 1980s the Thatcher government
d spent the proceeds, also to reduce
capital was spent, along with similar




i:)rc;tegtmg t'he efarly develop ies. Britain, France, Germany,
tra Y, Scandinavia, the United States, Canada, Australia, Japan all did it, anq
- . ’
still do a good deal of it. To force free trade and unhindered foreign ownership
and poh;:y—makmg on the remaining poor countries must keep many of them
poor, and powerless over vital elements of thej ial [i i
eir social life and e

poor nvironmenta]
Economic activity depends, in varying degrees, on its surroundings: of

natural resources, law, culture, experience, know-how, mutual trust or disgriust
p Y

]
earlier in this chapter. Don’t let the bound
Er of any oth.er soc'ial science — o that interdependence. To know
Ow any particular industry or market or national economy is working, or how
- . ’
to Improve it, you may often need ‘an open mind, local knowledge, and the

skills of a tough investigator’, besides, and sometimes instead of, whatever
theory you learned in college.
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Modern Economics:
the Problem and a Solution!

ToNY LAWSON

CamerIDGE University, UK

Modern economics is not very successful as an explanatory endeavour. This
much is accepted by most serious commentators on the discipline, including
many of its most prominent exponents (See, for example, Rubinstein 1995:
12; Lipsey 2001: 173; Friedman 1999: 137; Coase 1999: 2; Leontief 1982:
104). In the words of Mark Blaug, ‘modern economics is sick’ (Blaug 1997: 3).
Certainly it seems desirable that we do better. :

In order to determine whether we can do better, however, we need first to
be clear how modern economics goes wrong and then to explain why it does.
Once this is achieved, once we have identified the nature and cause (s) of the
problem, we will be better placed to determine whether the failings of the
discipline are in fact remediable. I briefly consider each of these three issues
here.

THE PROBLEM

So how does modern economics go wrong? It does s0, I contend, simply through
its practitioners seeking to utilise methods of analysis that are largely

- inappropriate for addressing material of the sort that lies within the social

domain.

A fundamental insight here is that, for any method to be able to illuminate
a domain of reality, the nature of the phenomena of that domain must be ofa
sort to render this feasible. There is a sense in which method must fit with the
nature of its object. We can easily see, for example, that the nature of glass in
the window is such as to allow a cotton cloth, but not a pneumatic drill, to
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S€IVe as an appropriate tool for cleaning it. In similar fashion, for a social
research method to be relevant in a specific context the material to be studied
must be of a sort that makes feasible the method’s application. The problem of
modern economics, as I am interpreting it, stems from a neglect of this insight.
Rather than starting with a question about an aspect of social reality and
determining an appropriate method, modern economists usually start with a
particular type of method and presume, mistakenly, that it must be appropriate
to all social contexts. The resulr is that modern economists end up distort/in’é
social phenomena just to render them open to treatment by their chésen
approach.

What is this type of methodology that is not entirely suitable, but which is
effectively universally recommended even prior to determining the research
question to be addressed? If we open almost any modern economics textbook
we quickly find references to procedures of formalistic economic modelling,
central to which is the reliance upon functional relations. To the extent that
economists concern themselves with phenomena such as consumption,
production, investment or human well-being, standard economic analyses
involve the formulation of consumption, production, investment and utility
functions respectively. It is this emphasis upon functional relations that I sha]l
argue is inappropriate to the analysis of most social phenomena.

It does not take too much reflection to see that if an approach to economics
that utilises mathematical functions is to be everywhere appropriate then social
events must relate to each other in very specific (stable) ways. A function is
formally defined as follows: if Xis a set of numbers x and Y is a set of numbers

¥, and if rules are given by which, to each x in X, a corresponding yin Yis
assigned, these rules determine a function defined for %.in X. Typically the
value y that a function f takes for a particular x in X is written f(x), so that
y=f(x). The point, clearly, is that if a reliance on functions is to be an appropriate
way to proceed in economics, event-regularities or event correlations, i.e.,
regularities of the form ‘whenever event x (or state of affairs) then event (or
state of affairs) y’, must be a commonplace in the social realm.

FUNCTIONAL FELATIONS AND SOCIAL PHENOMENA

What are the reasons for supposing the emphasis on functional relations to be
misplaced in economics?

One is simply empirical. Attempts so far to identify non-trivial, stable
correlations between economic variables have mostly not succeeded. This is
50 despite the high-powered techniques of econometrics available to modern
economists. Typically, no sooner is an event-regularity reported for the social
realm than it is found to break down (see Lawson 1997, chapter 7). Actually,
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t-regularities are rather rare in the natural sciences to.o. To be‘ prgc.:lse,
eve[;“ stabgle correlations that hold in the natural realm are restncteii to situations
g;c;sxperimental control. For example,'a table—tenx}is ball vls{ﬂl fa(l)l C;Vltt ; \C,Z:Z?;f
rate of acceleration w}:ien 1cllropped.m ax;aelztgteir;enta y pr
s so outside the experimen -up.
bu,trwaﬁiliys Ctlz(;xies? It is simply because outside the expe@ental ?Eor:t;c;;y :Icl)');
object that is ‘dropped’ tends, in its movement, to bfz mﬂuem;e yh elsegm’aY
al faéto:s. The wind, thermal forces, table—t;enm§ bats an mucl me
Z?fzzt the movement of the ball. The point of an experimental sfet—up is preycills.e Z
isolate a stable causal mechanism from the inﬂuence of counterva in
fzelcsl?;iisms in order to better ic}entify }ilts Pmpeﬁf;{g&;ﬁ;iﬁfﬁ:g
k tes a triggering of a mechanism wi ' .
E;if:éciziz:;?t‘zfl:vere notgagstable force an experimental event-regularity would
ay.
nOt:Si‘:cckluZizmeiations suggest a second, more fundar'nenta}l), rezsolzci?ir
expecting the emphasis on functional relations in economics lto be TZ; é)s e tc;
For consideration of the experimentally produced e\'/er‘lt:ir?fgu antzfre s o
recognise that at least three conditions must be satl.sﬁe eve}rjl ugarameec1
of the sort presupposed by the use of functional relanon;;rlf ;o \ e Ogccur neeed
(as opposed to emerging fortuitously). And these seem unlikely to
i s we shall see. ,
SOC\I);?/lhraeta Lnrt 2::he three conditions for an eventfregul.arity to be gu};alrir:;ecili
Simply put, the relevant domain of reality must .cor1.51st of fzf:t'ors 1:f ;Olétion.
intrinsically stable, 2) isolatable and 3) actually acting in a condition o pation.
Notice the last requirement is not superfluous to 2). _W; may be able
Vexperimentally to isolate gravitational for;es, aerodynar;ufc orc:easl,1 iy
forces, and so on. However outsidi the 121borat{)ryfaglztllccingoirtcsez1 i
thers simultaneously act on the autumn ea : :
znpredictable. Ifan event—reglilarity is to :tiae \?((/:hle:gﬁ tt};c;.(r; i(())l;tznd(:::i:;
just i ility) at some level is required. We m not: .
]tl}llsatt,lirolltz:i}:lzglgf)ant philosophy-of-science literature, a situation mhwhlfce};rggrtlg
and changing causal mechanisms detemme the course ofl eve;ts 15;1 rzem edto
as open, whereas one in which a single mechanism is isolated, an,
regularity produced, is qsually described as closed. . p
We are now in a position to see rather easily why economics, wi hits dp o
on functional relations, and so a presumptiog of e\./entvregullanmzs‘, lc;:ble
poorly. First of all, even if economic forces were 1r1.tr1n51.ca11y stable and iso auable
there could be no presumption that they act in 1s.olat1on..As‘ I say, ev;n‘ y
natural realm, experimental intervention is requue'd to achieve con ﬁlonsial
isolation. Thus in seeking to apply their modelhng‘n.nethods Fo ;f socch
situations economists are overlooking the special conditions required for su
regularities even within natural science.
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// restricted to laboratory experiments. Yet this has not prevented the results of
Seem to be, or isolatable. Consider, first, the quest . _ patural science, including experimental ones, being used successfully outside
N‘_)V::’ more\xc;r }11555 by definition, socia phenomena the kexperim;ntal laboratory, in such activities as building bridges and sending
existence. Without us there . ) rockets to the moon. :
social phenomenga like tables, chairs, Lo ’  The reason this is possible is simply that even where experimental event-
‘syst.ems, and so forth. Let s consider the s‘;?“;irfltles, fanguage regularities are produced these are not actually the real or primary objects of
1S gIven to us at any moment and facilitates our speech—y- B age system science. For the preceding discussion of experimental activity suggests that
the primary objects of science are the underlying mechanisms that govern the
directly perceivable events and states of affairs of the world. The experimentally
produced event-regularities merely enable us to identify the underlying
mechanisms experimentally isolated. And a point of significance here is that,
unlike the experimentally restricted event-regularities, the mechanisms
responsible may operate inside and outside the experimental set-up alike. Thus
the gravitational mechanism operates on autumn leaves (and table tennis balls)
even as they fly over roofs and chimneys.
~ The working of a mechanism that so has its effects and makes its impact
whatever the actual outcome (co-determined by countervailing factors) can
be referred to as a tendency. It is clearly a knowledge of the gravitational
mechanism or tendency, and not of events and their patterns per se, that helps
us build bridges and send rockets to the moon.

So if the primary goal of science is not after all the sorts of event-regularities
produced in conditions of experimental control, (but, to repeat, the uncovering
of causal mechanisms, like gravity, that govern the phenomena we can, or
may be able to, experience directly, such as movements in table tennis balls
and autumn leaves) the failure to turn up many event-regularities in the social
realm clearly ought not to be viewed as an automatic bar to economics being
a serious discipline or even scientific, in the sense of natural science. This
failure does, though, render the insistence of modern economic modellers on
analysing the economy in terms of functional relations somewhat questionable.

If event-regularities are mostly restricted to experimental situations we shall
see below that non-experimental ways of identifying causal factors are perfectly
feasible and common. Their uncovering is something that economics can
succeed in as well as any other area of research.

metimes significant regions of time and
» 82, 1O gravitational forces on the surface

of the earth are unlikely to prevail,
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EXPLAINING THE PROBLEM

The question that arises at this stage is why we are in the situation in which
we find ourselves. If the activity of economic modelling using functional
relations is so unsuccessful, and on reflection understandably so, why do
economists persist in their modelling activities? The answer is quite simple.
Economists very much want to be viewed as scientific. But for reasons that I
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explore elsewhere (see Lawson 2003, chapter 10) economists take the view
that research can only qualify as scientific if it is formulated mathematically.
And a deductive mathematics based on functional relations is the sort of
mathematical system that economists have found easiest to handle.

Thus whilst other disciplines tend to be defined in terms of the nature of
the materials or principles that are studied (for example chemistry is concerned
with understanding the chemical aspect of the physical world including living
organisms), economists mistakenly conceive of their discipline in terms of their

chosen methodological approach. 4

’

Of course, we can now see that the belief that maths is essential to scierée
is mistaken. As the discussion of experimental achievements above has
suggested, if there is any practice that is essential to science it is that of seeking
to identify causes of phenomena of interest. This clearly depends on creativity,
imagination, analogy and metaphor and so forth. The use of mathematics
cannot take us from falling leaves to gravity, from an increase in human bodily
temperature to the virus responsible, from a phenomenon of one type to its
cause of a different type. Mathematics, certainly of the sort used by economists,
is incidental to this causal-explanatory endeavour, being mostly restricted to
analysing cases of stable correlations. As we have also already seen such stable
correlations are rare in the natural realm and even more so in the social.

It is likely that the fact that various phenomena regarded as economic are
measurable encourages the misapprehension that a mathematical discipline
of relevance is possible. But beyond appreciating this fact of the situation, I
suspect that most economists never for a moment question whether their
preferred (mathematical) methods are appropriate to the material they address.
They take it for granted that their methods and social reality ‘fit’ and that they
themselves can be scientists in line with their own (nﬁsta%gen) image of it, and
thereafter they focus mostly on the potentialities of their chosen methods and

such like. This indeed, is similar to an assessment made by Alfred Marshall
rather a long time ago:

[The mathematician’s] concern is to show the potentialities of V
mathematical methods on the supposition that material appropriate to
their use had been supplied by economic study. He takes no technical
responsibility for the material, and is often unaware how inadequate the

material is to bear the strains of his powerful machinery. (Marshall 1920: 644)

DOING BETTER

The final question to address is whether, or better, how, it is actually possible
to do better. One conceivable justification for the insistence on mathematical
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~modelling in economics that I want to dispose of quickly is that there justis no

7 other way of proceeding.

Some commentators have reasoned that if each social phenomenon is really
governed by many causal factors, where we cannot experimentally isolate the
effects of any one of them, the only option available is to pretend that.t any
social phenomenon of interest can be treated as if generated under conc.ht:lons
of the controlled experiment. But there is a sense in which we often can isolate
the effects of a single causal mechanism in such an open system. The controlled
experiment is but a special case of a method I want to describe here, a meth(')d
that, in its most abstract formulation, is appropriate to natural and SOClz.ll
contexts alike. This is the method of contrast explanation. All we need for. th‘1s
method to work is a situation in which i) two outcomes are different h). in
conditions where it was expected that they would have been the same, resting
on an assessment that they shared the same, or a sufficiently similar3 causal
history. Alternatively put, in contrast explanation we seek not to e?cplam some
X, but to explain why some™X rather than Y’ occurred in a situation where Y
was expected (given our understanding of the causal history of the relevant
phenomenon). In such a situation we do not seek all the causes of X but the
one that made it different from the Y that was anticipated.

Consider the onset of ‘mad cow disease’. In the late 1980s in the UK, a
group of cows surprised everyone and confounded expectations in flisplaymg
unusual symptoms of illness (such as wobbling their heads and falling oizer).
Cows are complex animals, and many factors influence their behaviour.
However, by comparing the conditions of the affected cows with others that
revealed no symptoms, it was possible to standardise for the causes common
to both groups, creating a situation in which it was possible in effect to isolate
and identify the cause of the difference, i.e., of the phenomenon of interest.

In the social realm specifically, surprises triggering explanatory endeavour
often occur when we move to contexts (regions, countries, institutions,
cultures) other than those with which we are very familiar. On doing sq we
may discover practices, ceremonies, meanings, and orientations, which am=j at
variance with those with which we are acquainted. Of course, we usually find
very many commonalities too, suggesting similar causal conditions to those
operating in our more familiar context. By standardising for the latter when
focusing on a specific contrastive experience, we can often figure out the causes
(different rule systems, institutions, or social relations) for the unexpected
outcomes. Thus, for example, if we travel, we may find that the inhabitants of
some countries drive on a different side of the road to ourselves, treat as equal
those who in our own locality are discriminated against (or vice versa), eat
differently, etc., all of which allow us to infer something of the operative local
rules and social relations.
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Note too, that we can also seek to identify more than one of the various
causes of any phenomenon. We can do this by comparing a given phenomenon
with an array of different contrasts or “foils’, where feasible, considered one at
a time. Elsewhere, for example, I have focussed on the immediate post-Second
World War productivity growth in the UK and contrasted this with different
foils. When the foil utilised was the pre-war productivity experience of the
UK then the post-war experience was found to be strikingly higher. This contrast

can be explained by the post-war specific expansion in world demand. When,

however, the chosen foil was the rate of post-war productivity growth in oth,er/
comparable industrial countries, such as that of the old West Germany, the
UK comparative experience was found to be strikingly poorer. This contrast
now highlighted can be explained by the localised nature of collective
bargaining in the UK compared to the centralised systems in West Germany
and elsewhere (see Lawson 1997, chapter 18 for detail).

EXPERIMENTAL WORK AS A SPECIAL CASE OF CONTRASTIVE EXPLANATION

We can now see that controlled experiments constitute a special case of contrast
explanation. For example, in outdoor research, such as in plant breeding
experiments, a field may be divided into numerous plots with, say, some
chemical compound applied to some plots only. If the average yield is higher
in the plots where the compound is allocated we can conclude thatitactsas a
fertilizer, that it explains not the level of yield but the yield differential (our
contrast). In such an outdoor experiment, the conditions in the field can vary
throughout the growing season. The method works just because at any point
in time the effects are the same throughout the field, except for the chemical
compound whose properties are under investigation. :

The indoor laboratory experiment is different only in that the background
conditions are held constant throughout the period of the experiment, allowing
a meaningful contrast between what happens prior to, and what occurs with,
a mechanism being triggered. ;

But these experimental scenarios, though useful in science, are not necessary
for success using the contrast explanatory approach. Often all we need is an
informed perspective giving us reason to expect two outcomes to be the same
in a situation where the latter are found to be different. In that situation there
is prima facie reason to suppose a single causal factor is responsible, and reason
to expect that it can be identified (for a longer more detailed discussion, see
Lawson, 2003, chapter 4).

I have run through the method of contrast explanation first and foremost
to indicate that causal analysis can proceed in the absence of closed systems.
However, I should emphasise that explanatory analysis required to render any
chosen contrast phenomenon of interest intelligible can take many forms. It
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s may involve the identification of a hitherto non-existent local mechanism or

set of conditions, or a reworking of previous understandings, including seeing
connections or relations previously unnoticed, or even the elaboration of a
highly abstract account of the workings of a system in its entirety. It all depends
on context.

If, for example, the chosen contrast is highly context-specific, say two local
traders are selling the same product at different prices, the causal explanation
is likely also to be a relatively localised factor. If instead, the contrast is of a
sort that interested Marx, namely that after a point in history goods were
mostly being produced for exchange in the marketplace (i.e., as commodities)
rather than, as previously, for immediate use, the explanation (in Marx’s case
his theory of the emergence and nature of the capitalist mode of production),
will be rather more extensive in its scope or reach of relevance.

APPLIED ECONOMICS

Now economics is not restricted to the identification of causal tendencies, of
course, whether these involve reference to simple mechanisms or economic
totalities or systems. Economists may also be interested in specific outcomes.

Can we say much about concrete events? After an event has occurred it
may be possible to work out how the different known mechanisms combined
to produce it (much as English weather can be explained after it has happened).
How about before the event? Can anything be said? The answer depends on

* context. If the situation is one in which two or three mechanisms or tendencies

are thought to dominate a phenomenon of interest, perhaps a range of likely
outcomes can be safely speculated.

~ More typically, though, it will be possible, in a given context, to identify
little more than the workings of a specific tendency of import and perhaps
speculate as to some of the likely countervailing tendencies. At the level of
outcomes there is no option but to wait and see (notice that even this may be
enough for policy purposes. Even if we do not know the workings of all
mechanisms we may be able to identify those that work to produce greater
unemployment, poverty, discrimination and other undesirable features, and
so work on undermining their supporting conditions).

It is the deeper, more abstract structures which, though never fixed, seem
to be the more enduring. The price mechanism is more enduring than a set of
prices; typically the university outlives any specific courses given. In serious
economic research it is often the case that deeper structures will be taken as
momentarily given and perhaps used to frame more detailed studies, although
the insights of the latter will often facilitate a better or revised understanding
of the former.
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THE BROADER ANALYSIS

What does all this entail for economists who wish to give a broader picture? It
means they will need to move between different levels of abstraction, at some
moments descending to speculations of concrete outcomes where it is believed
the major forces of determination are fairly stable and mostly known; at other
moments identifying the operation of significant tendencies in play and perhaps
also noting offsetting counter-tendencies; and at further moments retreating

to yet higher levels of abstraction, specifically where the context makes 50,

much difference both to precise outcomes and to the causal factors in play
that little can be said short of empirically examining the details in context
(and perhaps alerting the reader to this fact).

The above overview, though not comprehensive, indicates the sorts of
analytical procedures that the best of economists have mostly tended to draw
upon, most specifically those now associated with the modern heterodox
traditions. Let me finish by giving some brief illustrations.

PRECURSORS

When Thorstein Veblen, the figurehead of the (old) institutionalist school of
economics (a heterodox tradition opposed to the modern mainstream), argued
a century ago that social life was in large part a process, and specifically
constituted by evolutionary processes of cumulative causation, he never tried
to generalise the concrete details of social processes. Clearly to suggest that
social life is largely processual is to generalise at a relatively high level of
abstraction. However, Veblen was clear that if his general claim was correct,
and that an evolutionary economics was inevitable, a turn to'-.:t:he latter actually
meant abandoning the search for highly general self-contained systems of
substantive economic theory (such as modern day economists mostly do pursue
with their reliance on functional relations). Indeed, Veblen concluded that an
evolutionary economics would need to be highly empirical in nature, concerned
with determining how actual social phenomena grow and change (he also
erroneously thought that ‘the body of economists’ appreciated this and were
already carrying it through):

Self-contained systems of economic theory, balanced and compendious,
are no longer at the focal centre of attention; nor is there a felt need of
such.... Meantime, detailed monographic and itemised inquiry,
description, analysis, and appraisal of particular processes going forward
in industry and business, are engaging the best attention of €conomists;
instead of that meticulous reconstruction and canvassing of schematic
theories that once was of great moment and that brought comfort and
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assurance to its adepts and their disciples. There is little prospect that
the current generation of economists will work out a compendious system
of economic theory at large ...

...The question now before the body of economists is not how things
stabilise themselves in a ‘static state,’ but how they endlessly grow and
change. (Veblen 1954 [1925]: 8)

When John Maynard Keynes, the figurehead of the post-Keynesian school
of economics (a further heterodox tradition opposed to the modern
mainstream), argued that social life was characterised by uncertainty, and
specifically that, as a result, investment decisions were especially sensitive to
the current state of markets and investor confidence, he never tried to generalise
these factors at the concrete level (to make the state of investor confidence
the dependent variable in a functional relation or whatever). Rather, Keynes
recommended an empirical assessment of markets and actual business
psychology in any relevant context. In doing so, Keynes was aware that
successful analysis necessarily moved between different levels of abstraction,
according to the nature of the subject-matter being considered:

There is, however, not much that can be said about the state of confidence
a priori. Our conclusions must mainly depend on actual observations of
markets and business psychology. This is the reason why the ensuing
digression is on a different level of abstraction from most of the book.
(Keynes 1973: 149)

And when Karl Marx theorised, and systematised as a ‘general law’, a
mechanism working to cause profits to fall, he fully recognised that, if his theory
was correct, this mechanism would typically be crossed if not annulled by
countervailing forces. For this reason Marx described his law as expressing a
tendency rather than an empirical actuality. Marx even stressed that in periods
when profits actually fell there were likely countervailing forces preventing it
falling faster. Indeed, he inquired into their nature:

There must be some counteracting influences at work, which cross and
annul the effect of the general law, and which give it merely the
characteristic of a tendency, for which reason we have referred to the
fall of the general rate of profit as a tendency to fall.

The following are the most general counterbalancing forces: ... (Marx
(1973): chapter xiv)
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SUMMARY

The argument of this chapter can be put simply. It is widely recognised that
economics performs badly as an explanatory endeavour. The reason for this is
that modern economists al] too often seek to generalise in the wrong place,
and specifically, given their desire to formulate functional relations, at the
level of actual outcomes and their presumed correlations, The reason for this,

in turn, is a widespread insistence on using the methods of mathematical- )
deductive modelling. And this latter phenomenon, in its turn, is motivated by

adesire on the part of economists to be ‘scientific’, coupled with the (erroneotis)
belief that mathematics is essential to all science. Once the eIToneous nature
of the latter belief is recognised and the straightjacket of the insistence on
mathematical-deductive modelling thrown off, methods can be taken up that
seem capable of allowing economics to be both explanatorily successful and
even scientific in the sense of natural science.
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The Pitfalls of Mainstream Economic
Reasoning
(and Teaching)

MicHaeL A. BernsTEIN

UNIVERSITY OF CALIFORNIA, SAN Dieco, USA

Most disciplines challenge an instructor to utilize decidedly unrealistic
arguments as they introduce their students to its foundational ideas. In an
introductory physics class, for example, students are acquainted with the simple

, like that of outer
space, such abstractions have direct applicability and can thus be verified by
aétual observation. Even 50, students and instructors alike know well enough
to avoid the conclusion that, in actual space and time on (say) planet Earth, a
rock and a feather, when dropped from a two-story building, will hit the ground
at the same time. The clearly unreal conclusions of classical reasoning are not
translated directly to ‘real life’ and this precisely because the student (not to
mention the mentor) knows from actual experience to avoid doing so.

In economics, however, just the opposite is the case. The everyday
;ippearance of social life provides little in the way of verification for the student
of basic economic jdeas. The tesult is an analytical confusion that captivates
the student more or less forever — indeed, the application of abstract ideas is
no longer a means to refinement of those obviously crude first approximations.

It becomes instead a continued series of reaffirmations of initial ideas that are
_ 3s misleading as they are illogical.

 Two features of contemporary economic reasoning powerfully constrain the
Ways in which students learn to think about the social world: the notions of

‘perfect competition’ and of ‘equilibrium.’ Misunderstanding what these
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* concepts actually mean, and how their unalloyed application affects the ways
in which we engage in economic analysis, constitutes the essential pitfall of
mainstream reasoning in the discipline as a whole. Yet instructors rarely convey
this profound warning to their introductory students. On the contrary, they
invest the vast proportion of their time in deploying these concepts in uncritical
and unexamined ways — actively encouraging their students to reproduce the
very same lack of theoretical awareness that inflects (and infects) the use of
these concepts in the first place. ' e ’

For the vast majority of contemporary, mainstream economists, competition
(whether of the ‘perfect’ or ‘imperfect’ variety) is a state rather than a process.
They teach their students that in amarket in which a large number of producers

compete to produce a given good or service, a flexible price system will generate

an optimal outcome in which consumer satisfaction and producer efficiency
are both maximized. This characterization of a ‘perfectly competitive’ market
rests upon the assumption that the large number of competitors within it are
identical - their cost structures, techniques of production, knowledge of key
market variables, and access to information are all the same. In point of fact,
the ‘sameness’ of the competitors in this market, and the allocative situation
achieved when prices competitively gravitate to an equivalence with the
marginal costs of production, fully characterizes a state of affairs that will not
change, barring exogenous shocks to the system as a whole.

As an initial analysis of market structure and function, the perfect
competition model seems a benign starting point for investigation. Presumably
students, having mastered the intricacies of the simple model, will ultimately
be equipped to complicate their analysis with the empirical refinemens of the
‘real’ world. Much like a physicist taking into account the, realities of friction,
temperature, ambient pressure, and so forth, the apprenticed economist will
over time learn to reconstitute the simple findings of the perfect competition

1 for an understanding of the social world as it
actually exists. But the promise of this positivistic approach to learning is rarely
realized; the reasoning that lies behind the construction of the model makes
such iterative learning and growing sophistication virtually impossible. Here
lies the common failure of contemporary economic reasoning and the
fundamental inadequacy of its transmission to succeeding generations of
students. A

Ironically, the perfect competition model suffers not from being an
abstraction from reality — indeed all models in all disciplines share that
epistemological quality. Rather, the pitfall of utilizing the perfect competition
framework as a starting point for economic reasoning is that it makes a logically
coherent understanding of what competition is impossible. Competition, in
any given market, is a process by which firms continually seek to re-establish
the conditions of their own profitability. In other words, to compete in a market
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is to seek to exploit differences, among firms, in cost structures of Production,
in technology, in knowledge about production and distribution, in access to
information, and in awareness of trends in consumption habits and volu.m.es.
These differences are the essential dimensions along which competitive
decisions are made. ' ‘

Firms invest in new production techniques, in new product lines, in new
distributional frameworks and marketing schemes, precisely because they
perceive a difference between their awareness of and access to these
opportunities and those of their competitors. If in fact ‘they saw no difference
in these attributes, they would avoid strategic initiatives altogether.for the
simple reason that they would have no competitive advantage,‘ o.ver‘thelr peers,
in pursuing them. The fundamental goal in capitalist competition is to be one
step ahead of the ‘herd,’ to be the first to invest in a new technology, the first

to liquidate a non-productive commitment, the first to present a novel product

to the public. Failure to be first is usually the signal symptom. of failure to
compete. Stock and other financial markets provide the generahzed corollary
to this argument. In them, every investor seeks to be first — the first to buy a
new stock that will then appreciate as others ‘herd in’ to benefit from the same
opportunity and push the price higher, the first to sell equity at its peak price
before others try to cash in and thus drive the price downward. .
In characterizing competition as a state rather than as a process of economic
change, mainstream reasoning does not erect a first approximation of reality,
it rather frames a way of thinking about competitive behavior that forever ar}d
completely prevents a full understanding of the phenomenon itself.' What in
most disciplines are simple models to begin a kind of analysis that Wl’u lea.d to
increasingly accurate characterizations of real-world, real-time situations

- becomes instead in economics an actual barrier to further elaboration of core

analytical ideas. By uncritically accepting the notions of perfect competition
with which they are introduced to the discipline, our students more of.ten
than not are prevented from ever developing a set of tools and theoretical
protocols with which to grasp fully the workings of the competitive marketplaFe.

An equally unfortunate form of reasoning in economics is encounterefd with
respect to discussions of equilibrium. Students in the introductory sett}ng are
quickly introduced to the notion of market stasis where any forces movmg the
market out of an equilibrium state, in which supply equals demand, are quickly
counteracted such that equilibrium is once again achieved. Increases in supp.ly
will depress prices such that no excess quantities of production are left in
inventory. Conversely, increases in demand will move prices upward such that
unfulfilled orders or shortages are eliminated. These simple fables about
equilibration in competitive markets provide the foundation of most economic
reasoning with which introductory students are acquainted in their first courses
of study in the discipline.
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Yet far from being an approximation of reality that may subsequently be
complicated by ‘real life’ frictions, distortions, and contingencies, the idea of
equilibrium with which mainstream economists first train their students lays
the foundation for an enduring and vastly confusing methodological practice—
that of comparative statics. This is to say that, much like the confusions
introduced in the discussion of perfect competition, mainstream economic
reasoning encourages the student to mistake the presence of an equilibrium

for the means by which equilibrium is achieved. For example, a model of a

petfectly competitive labor market shows that at a low wage more labor js’ '
employed. This market-in-stasis paradigm is then compared with an alternative
state, one in which the wage is high and the amount of labor employed s less.
A comparison of these two static equilibrium positions affords the student an
appreciation of the market-clearing function of a price (in this case, the ‘wage’)
in a competitive environment. While such a teaching strategy may be
unobjectionable on its face, it is the source of grave misunderstanding when
improperly used-as it most often is in introductory courses.

As the late Joan Robinson (a celebrated Cambridge University economist
who died in 1983) once pointed out, the comparison of two equilibrium
positions is not the same as explaining the process by which one moves from
one equilibrium position to another. Contrasting a low—wage/high—employment
equilibrium, in the case of the example above, with a high-wage/low-
employment state does not allow one to conclude that rising (or falling) wages
will lead to lower (or higher) employment. Yet it is just this sort of reasoning
with which most introductory economics students are endowed by the time
they conclude their studies. Their approach to understanding dynamic market
processes are thus forever constrained by the confusion their initial training
instills in their minds.

A critique of the wage/employment model derived from céinparative static
methodology is rather straightforward; indeed, it is the core of the devastating
critique of mainstream economic reasoning advanced by John Maynard Keynes
in the middle of the twentieth century. Let us assume that, in a given labor
market, the prevailing wage is high and equilibrium employment is low. A
simple comparative statics analysis would suggest that a remedy to the low
employment problem thus encountered would be to provoke a fall in the wage.
Such a reduction could be the result of competition by unemployed workers
willing to labor for lower pay. It could, perhaps, be the consequence of limiting
the power of labor unions to militate for and sustain higher wage-rates, or it
could be the result of reducing or eliminating minimum-wage floors in public
policy legislation itself. But if we then closely examine the brocess by which the
wage change affects the market under analysis, we discover that the employment
result may be just the opposite of what a comparative statics perspective would
suggest.
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Let us examine the effects of a falling wage in the market imagined above.
Alower wage will reduce the incomes of those employed. Lower wage earnings
will translate into. falling demand as income constraints make themselves
increasingly felt in households. Falling demand in the marketplace will yield
lower sales revenues for competing firms in that market. Firms will react to
falling sales revenues by reducing the level of their operations. Their demand
for labor inputs will consequently fall. Rising unemployment will be the
necessary result. By closely and logically examining the ways in which markets
work, and in which market actors respond to changing variables, we have
discovered that a falling wage might very well lead to a decrease in employment.
In other words, comparative statics, if improperly applied to the analysis of market
processes, will actually lead us to a finding diametrically opposed to what logic
and formal consistency in our reasoning would suggest. Yet this lesson is more
often than not ignored in a mainstream introductory course in economics.

Another example in this vein concerns price controls. Introductory students
are vigorously taught that any attempt to control prices will yield perverse
results. The classic example mobilized in the introductory economics
curriculum pertains to rent control. If legislation limits the cost of rental housing
below its ‘equilibrium’ level, so the argument goes, the lower revenues earned
by housing contractors will discourage them from building more housing stock.
The result will be a greater shortage of housing, a scarcity that will ultimately
increase the price of housing over time. Hence rent controls should be avoided
by policy-makers. ‘

Consider, however, an alternative view of how the housing market works.
Lower rents will allow rental dwellers higher levels of discretionary income as
their housing costs are reduced. These higher residual incomes will generate
more purchasing of other goods and services, as well as allow most consumers
the opportunity to save more as the margin between essential and discretionary
expenditures is widened. Greater purchases of goods and services will improve
overall economic growth, employment, and spending; greater savings byalarger

proportion of the population will vield a larger supply of loanable funds in

banks and credit unions. "Terms of borrowing will improve as interest rates fall
in response to the increased supply of savings. Building contractors, impressed
by improving macroeconomic conditions generally (due to the increased
purchases of goods and services obtaining in most markets), and stimulated by
the reduced costs of borrowing, will increase their investment in the production
of new housing. Construction housing starts will thus increase. Once again, a
more thorough examination and application of plausible economic principles
vields altogether different conclusions from those typically conveyed in the
mainstream introductory classroom.

To these criticisms of mainstream economic reasoning, and of their
transmission to new generations of students, the instinctive and obvious retort
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of many will be that science must proceed first on the basis of abstractions
that are, by their nature, unreal. Only through the successive and iterative
approximation of reality can models of particular processes, in this case social

ones, be made more realistic, concrete, and accurate. This is the essential
claim of any positivistic approach to the accumulation of knowledge and it is,
indeed, the foundation of a remarkable defense of mainstream economics
mobilized five decades ago by Milton Friedman in his Essays in Positive
Economics.! But a concern with the pitfalls of mainstream economic reasoning

goes far beyond a naive anxiety about realism in scientific analysis. It instead/

condemns forms of analysis and techniques of persuasion that serve to enfeeble
our students’ capacity to engage in a coherent examination of society itself.

The lessons of classical mechanics in an introductory physics course, far
from disabling the student’s ability to refine and elaborate their learning, actually
serve to warn them that foundational models of motion are only a first step in
winning a full understanding of the physical world. Indeed, precisely because
the student knows from actual experience that a rock and a feather will not hijr
the ground at the same time, when dropped from an equal height, Newton’s
equations showing the existence of a gravitational constant term may be
understood as only the beginning in the study of mass and motion. Yet the
innate knowledge of the social world that the student brings to the introductory
economics classroom is not only less useful than this, it is also actually quite
misleading.

The disjunction between appearance and reality lies at the center of all
processes of knowledge creation and accumulation. What seems to be true
must be, in any disciplinary context, constantly questioned, examined, and
challenged. In physics, we thus ultimately learn, through the important
analytical lessons of classical mechanics, that while the rock will hit the ground
before the feather in a simple experiment in actual experience, the rate of
acceleration toward the center of mass, for these (and all) objects, is the same
when friction, wind velocity, and ambient pressure are taken out of account.
No such correction of misunderstanding in the social sciences is so readily
available. Our students suffer as a result of the fact that what appears to be
true, when uncritically examined in everyday life, is unthinkingly assumed to
be true in its essence. The simple models that introduce students to the subject-
matter of economics then become not the initial starting point of an
investigation soon to be complicated, refined, and reorganized by subsequent
analysis, but rather the conclusion of the overall analysis as a whole.

An insightful critic of mainstream economics once said that in the discipline
there is nothing more complicated than the simplest of ideas, and nothing
simpler than the most complicated representation of those ideas in
mathematical models.? Perhaps it is this paradox that, above all, best exemplifies
what is wrong with mainstream economic reasoning (and teaching) today.

o
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Simple models that delimit the ways in which we introduce our students to
our discipline actually destroy their capacity to complicate in meaningful ways
their understanding of economic processes overall. In fact, what we teach our
students about competition and equilibrium serves to make it impossible for
most of them to imagine what real competition and dynamic processes in an
actual economy are like. No amount of additional ‘complicating variables,’
introduced into a model initially premised on false notions, can remedy this
problem. Far from empowering our students in their efforts to understand the
social world in which they live, we unintentionally cripple them with simple
propositions that actually mislead rather than inform.

Historians and philosophers of science have long taught us that it is the
articulation of a ‘starting point’ that encapsulates the core methodologies,
questions, and practices of any discipline. For the classical economic theorists
of the eighteenth and nineteenth centuries, the beginnings of their science
rested in a determination to understand the ‘nature and causes of the wealth
of nations’ as the result of the social organization of human beings to provision
their needs and desires. By the twentieth century that starting point of analysis
had been abandoned by mainstream theorists, replaced by a preoccupation
with understanding the goal-oriented behavior of individuals in the
marketplace. There was much to commend that change in emphasis — the
focus on exchange behavior could vield formalized models, ones that could
apparently be tested with empirical evidence, algorithms that could actually
yield operational results for particular activities such as budgetary and strategic
choice. But the change also had an immense cost inasmuch as it obscured
from view not simply an older and meaningful tradition of analysis in the
discipline, but also encouraged economists in the deployment of behavioral
models that precluded further substantive examination of the mechanisms of
economic change themselves. :

The pitfalls of mainstream economic reasoning subsist within the flawed
ways in which and by which we motivate our subject for our introductory
students. We appeal to their innermost prejudices about their everyday
experience of markets — that what they most desire, and what is in shortest
supply, is most expensive; that what they least value, and what is amply
available, has the lowest price. These appeals to their uncritically examined
assumptions about the appearance of the world in which they live falsely
encourage them in'the idea that those assumptions, and the appearances on
which they are based, are all accurate and logically robust. Qur simple
comparative static models of supply and demand then conform with what is,
for the introductory student, a simple (and simple-minded) apprehension of
reality. The quick and entirely misguided jump from the comparison of
equilibrium positions to the perception of how economic processes actually
work is the necessary and unfortunate result.
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Neoclassical Economic Theory:
a Special and Not a General Case

PauL OrRMEROD

Vourerra Consutting, UK

INTRODUCTION

All theories are approximations to reality. Even the most rigorously tested
theories in physics are not absolutely and completely true. Sooner or later,
someone will develop a theory which explains reality just that little bit better.

The key question for the value of a theory is whether it is a good enough
approximation to reality for it to be useful in practice. Neoclassical economics
has its strengths. But the assumptions which it makes place limits on its
usefulness. . ,

The single most restrictive assumption of conventional economics is that
the tastes and preferences of individual agents — whether people or firms — are
fixed. The theory can only be a satisfactory description of reality where this
assumption is reasonable. In practice, we are surrounded by situations in which
the assumption is not valid. Financial markets, new technologies, films,
fashionable consumer goods, crime — all these are examples of circumstances
in which the behaviour of an agent can be and is directly altered by the
behaviour of other agents.! ' .

Models in which agents can influence directly the behaviour of others are
able to subsume conventional neoclassical theory as a special case. In the latter,
any potential direct influence is assumed to take the value zero. In other words,
the theory presumes it does not exist. So models in which it can either be zero
or greater than zero can offer a more general description of behaviour.
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STRENGTHS: OF ECONOMICS

Economics as an academic discipline has two valuable strengths. First, it trains
people to think analytically. Second, it provides a number of important insights
into how the economic and social world actually operates. But despite these
advantages, students at all levels have turned away from economics in large
numbers.

By far the most important idea in economics is that agents respond tcz//

incentives to prices. This is an extraordinarily powerful concept, which
distinguishes economics from all other social sciences. It is here that economics
comes close to positing a universal law of behaviour. In practice, of course,
quantifying these effects may be very difficult, not least because the strength
of the response to a given set of incentives is emphatically not universal. It
varies with the social and institutional setting and with the historical context.

But the idea that agents respond to incentives has many applications. The
Mayor of London — Ken Livingstone, a man of impeccable Left wing credentials —
is using it to try to help solve London’s traffic problems. A congestion charge
has been levied on the movement of cars into Central London in the hope
that this will cause a sufficient number of drivers to abandon their cars and
switch to public transport. We do not have to buy into the complete package
of free market ideology to recognise that incentives matter. '

Yet another area where incentives are important is crime. Again, we do not
have to believe wholeheartedly in rational, utility-maximising agents to
recognise this. The proposition that poverty causes crimé is often dismissed
scornfully as a figment of the imagination of bleeding heart liberals. Look at
the 1930s, it is said. People were poorer then but crime wéf“much lower. But
hard-hearted economics tells us that the relative set of incentives faced by
agents is important. Most crime is committed by young men with low levels of
skill. The widening of inequality from the 1970s onwards altered the relative
set of prices which they faced and, not surprisingly, crime became a more
attractive option. As the UK economy has moved back towards full employment
in the 1990s and a minimum wage has been introduced, the appeal of ordinary
jobs has increased, and crime has fallen.? Agents have responded to the price
mechanism. Of course, this is by no means the whole story, but it is simply not
possible to give an account of how crime changes over time without considering
the role of incentives.?

Why, then, has the number of students choosing economics dropped sharply,
and how might they be persuaded to move back? Economics can be extremely
interesting, but agents in the market-students-are telling us that it is not. The
set of incentives they face either discourages them from taking up economics
in the first place, or leads them to abandon it as soon as possible.

NEOCLASSICAL ECONOMIC THEORY

DOGMATISM

I think that an important reason for this is that the teaching of economics has
become too dogmatic, and too much is claimed for the achievements of the
discipline. Economics should be taught instead as more of a way of thinking
about the world which can be of help in understanding a wide range of business,

-economic and social issues. An engineer teaching students the mathematics

of, say, bridge-building, can afford to be dogmatic. An enormous number of
bridges has been constructed on these principles and, most of the time, most
of them stay up. Economics is far from being in this position, yet it is often
presented as though it is. Textbooks have come to resemble those of engineering,
as if many problems have been solved and students simply need to absorb a
settled body of knowledge. ‘

A key example of this is the widespread assumption in economic theory
that agents are rational maximisers. John Sutton of the London School of
Economics, and now President of the Royal Economic Society, has recently
reflected on this question:

The student who comes to economics for the first time is apt to raise two
rather obvious questions. The first relates to the economist’s habit of
assuming that agents can be treated as rational maximisers... By the time
that students have advanced a couple of years, this question is forgotten.
Those students that remain troubled by [it] have quit the field; those
who remain are socialised and no longer ask about such things.”*

Some of the most interesting work in economics in the past twenty years
has been on the topic not of rational maximisation, but of bounded rationality,
on situations in which, for example, some or all the agents have access to
incomplete information. Professional economists have gained prestige and even
Nobel prizes for this work. George Akerlof and Joe Stiglitz, two of the 2001
prize winners, have pioneered this area, and have made extremely interesting
contributions.’ These models usually attempt to explain a particular question,
rather than purporting to be the general theory of how agents behave.

But most economics courses for most students remain fixated on the old-
fashioned theory based on rational maximisation which, as John Sutton notes,
many students simply disbelieve. Judging by the content of the top economics
journals in recent years, a lot of the big names in the profession in America do
not believe it either.

MAKING ECONOMICS MORE GENERAL

In some circumstances, such as when a shopper is in a supermarket and is
choosing between different brands of a product, the assumption of fixed
preferences is not a bad one to make. But in a wide range of circumstance,
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individual agents are influenced directly by the actions of others.

In conventional theory, agents respond to the decisions of others only in so
far as these affect the prices of the goods and services which the individual
buys and/or sells. They do not want a Teletubbie, say, or a hula hoop or, much
more seriously, a 30 year US government bond rather than a French one, simply
because other people do. But in the real world this sort of behaviour is pervasive.
From fashion markets to financial markets to the degree of optimism or

pessimism which firms feel about the future, the opinions and behaviour of”

others affects directly how individuals behave. This is the key theme of my
book Butterfly Economics.6 ; k

Bounded rationality, the concept which won the 2001 Nobel prize, is a
distinct step forward for economics. But under this, agents stll have the capacity
to maximise, to find the optimal decision.

The 2002 prize went to scholars who are helping to make the discipline
very much more general. Daniel Khaneman and Vernon Smith have integrated
insights from psychological research into economics. A key theme of their

is the ability of agents to make judgements under uncertainty,’ which is
typically much weaker than standard economic theory presumes. Rather than
assuming that ‘rational’ behaviour prevails, they have adopted the scientific
methodology of testing empirically the validity of theoretical hypotheses.

On occasions, the postulate of the rational maximiser with fixed tastes and
preferences is not rejected by the experimental evidence. In some
circumstances, the approximations made by the theory are not unreasonable.
Much more frequently, agents are found to operate according to simple rules
of thumb. These rules seem to give fairly good outcomes'and avoid obvious
loss. But they are quite different from the world of the rational maximiser,

In' circumstances in which agents can directly mﬂuence the tastes and
preferences of others, the ability to compute optimal solutions rapidly becomes

€ are many examples where this is true even if we do
make the assumption of fixed tastes and preferences. The classic one is of
course Roy Radner’s 1968 proof of the existence of general equilibrium under
uncertainty.® He formalized the conditions required to prove the existence of
such equillibrium when agents hold different views about the future. The key
point about the proofis that each agent is required to have access to an infinite
amount of computing power. Radner concluded that the model of general
equilibrium ‘breaks

timal strategies’.

for 35 years that general equilibrium, the central building block of conventional
neoclassical theory, requires assumptions which are obviously not true.

At aless elevated level, game theory has permeated economics in the past
twenty years or so. Yet consider the Prisoner’s Dilemma. The rules are very
simple and are time-invarian. Agents are assumed to have a great deal of
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information. In particular, in its simplest form, each agent is assumed to know

the payoff values of his or her opponent. This is a pretty strong assumption to
make when you think about it. Yet do we know the best strategy? Well, we do
when we make the very specific assumption that the game will end in a fixed
number of moves, and that both players know this. But we should note
immediately that this assumption removes a great deal of the uncertainty that
the future might hold. Most of the time, in practice, we simply do not know
when a game will end. So the assumption places strong limits on the dimension
of the problem from the point of view of processing information.

There is a vast literature on the Prisoner’s Dilemma when it ends at random.
But the optimal strategy remains unknown. The scientific community has
invested a great deal of effort in trying to discover the best strategy, but still we
do not know.

In models in which tastes and preference can vary according to the actions
of others, there is no point at all in looking for optimal rules of behaviour.
Instead, we are seeking plausible rules of thumb for agents to follow. Crucially,
the outcomes of these models are almost invariably compared to the real world
phenomena which they are trying to explain. From the outset, they are more
scientific than conventional economic theory.

An excellent early example of such models is Alan Kirman's theory of foreign
exchange markets.” Conventional theory finds the volatility of these markets
very difficult to explain, so much so that Kenneth Arrow has described the
degree of volatility as an ‘empirical refutation’™® of general equilibrium theory.
In Kirman’s model, the individual agents follow very simple yet plausible rules
of behaviour, but the interactions between them give rise to complex behaviour
of the market as a whole. Plausible rules for individual behaviour give rise to
exactly the kind of high levels of volatility at the aggregate level which we
observe in financial markets.

CONCLUSION

Contrary to the perceptions of many critics of economics, the discipline is in
the process of re-inventing itself. An increasing number of scholars are testing
empirically the postulates of conventional neoclassical theory, and finding them
wanting. More and more papers allow the preferences of agents to vary as a
result of the actions of others. There is a scientific imperative to relax the
assumption of fixed preferences, in order to be able to give a reasonable account
of important real world phenomena.

Of course, the mainstream remains powerful, with its emphasis on rational,
maximising agents with fixed tastes. But it is gradually being outflanked. Vernon
Smith’s Nobel lecture in the American Economic Review'! is a superb example
in this vein.
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The problem is that most academic economists are not sufficiently aware of
developments in their own subject. The teaching of economics in general lags
far behind the advances and developments which have taken place. A key
task for critics of neoclassical orthodoxy is to reinforce the already established
trend by producing more convincing models which explain reality better than
those of conventional fixed-taste, rational, maximising agents. It can be done.
It needs to be done.

5

Where Do Economies Come From?2 The
Missing Story

ANNE MAYHEW

UniversiTy oF TENNESSEE, USA

Where do economies come from? How are the rules by which we lead our
economic lives determined? If you try to answer these questions by reading
one of the standard introductory economic texts, you will come away with the
impression that economies take the form that they do by virtue of millions of
individual human actions. In the words of one widely used text:

Economics is the study of how society manages its scarce resources. In
- most societies, resources are allocated not by a single central planner
but through the combined actions of millions of households and firms...
There is no mystery to what an ‘economy’ is. Whether we are talking
about the economy of Los Angeles, of the United States, or of the whole
world, an economy is just a group of people interacting with one another

- as they go about their lives.!

“Fine, but interactions require accepted rules, practices, customs,
understandings. When is it appropriate to take a piece of food that is lying on
a shelf or table and eat it? If you are a guest in a house and you see a plate of

- cookies on a table, you may reasonably assume that it is appropriate to take

one. In many restaurants in the United States, a bowl of small candies will be
ata table or desk near the entrance. You may take one without disapproval. In
the U.S., grocery stores frequently have shelves of candies next to the cashier
at the entrance in an arrangement that looks not unlike that of the candies in
the restaurants. However, you may not take one of these pieces of candy without
risk of arrest. These are trivial examples of rules and practices that we all
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know; it would surely be a silly waste of time if economics textbooks tried to
list all such rules, much less if they tried to explain how all such rules arose.
However, not all rules and practices are trivial and the processes whereby
they develop and change are important. In the remainder of this paper, the
importance of rules and common practices for economic behavior and
organization will be illustrated. Recent events in Iraq will be used to illustrate
some of the possibilities and problems in changing such rules and practices. In

the next section, some of the common causes and processes whereby rules and -

practices are changed will be explored. Finally, an answer to the title questioﬁ/
will be proposed.

THE IMPORTANCE OF RULES AND COMMON PRACTICES

Let us do a thought experiment that will help explain the contention that
there are rules and common practices that are not trivial in organizing human
interaction. A thought experiment is a mental exercise in which we use
imagination to hold some things constant and let others change in order to
discover the isolated effect of the changes.

In the first thought experiment, we consider the behavior of an individual
whom we imagine to have landed in a space/time capsule in the United States
(or the United Kingdom, or France ; depending on your choice of country, you
may provide more appropriate detail). Our observed individual is a transplant
from a remote time and place. This time and place could be a much earlier
century on earth or in another galaxy. It does not make a lot of difference. We
will assume that our subject looks much like a modern ma%l, though his dress
may be odd, and we will assume (unrealistically) that he can speak the language
of the country in which he lands. He will also have all of the atttibutes attributed
to him in the typical economics textbook. Py

The attributes of humans assumed in economics textbooks are those that
are crucial to the kind of decision making that is the central theme of these
texts. For example, in describing economics as the study of individual
interaction, Mankiw lists four principles of individual decision-making: people
face tradeoffs; the cost of something is what you give up to get it; rational
people think at the margin; people respond to incentives.? We will assume
that our time/space traveler shares these attributes.

However, the first problem that our space/traveler (let’s call him Greg) faces
is also one that all humans (and other living creatures for that matter) face.
He has traveled through time and space and he is thirsty and hungry. He has
landed in a city unknown to him and he needs to find food and drink. Let us
say that he has landed (somehow without attracting attention) in a public
park in a major city. He observes that people walk up to devices and drink the
water that is produced when a button is pushed (or a handle turned). He does
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sthe same and his thirst is relieved. He also observes that there are people

sitting on benches and on the grass eating food laid out beside them.. He
quickly learns that it is not appropriate to do as he did with the water and help
himself to the food. ‘Go buy your own,’ he is told rather rudely. As he walks up
to a nearby food stand, it becomes obvious to him that he needs to have some
of the pieces of paper and metal that people are turning over in exchange for
food. When he asks a person in line at the stand for some of the pieces of
metal, he is told, in an equally rude voice: ‘Get a job and earn your own.’

Our time/space traveler has learned some rudimentary rules of urban living
in the West in the twenty-first century: drinkable water is freely and easily
available but you must purchase food, to purchase food you need money, and
to get money you need a job. These rules seem so basic to those of us who live
in the modern West, that we assume they are a natural part of human existence.
It is hard to imagine that allocation of food could be handled differently.
However, in some parts of the world today, and in most parts of the world not
SO many centuries ago, this was not the common pattern of food distribution.
Had our space/time traveler landed in rural England or Wales or Scotland
around 1500, he would have found that most food was both produced and
consumed within family units.> To sustain himself until he could reach an
urban area where food could have been purchased, he would have had to
figure out the rules of being a beggar or of being adopted as part of a family
unit. That would not have been an easy task. In much of the United States,
even until late in the nineteenth century, local distribution of food also took
place largely within the family unit which, in a world of family farms, was also
the producing unit. In the rest of our world, insofar as we can reconstruct it,
food distribution up until the last few centuries was primarily accomplished
through complex systems of kinship obligations o, in some cases, by a kind of
theocratic-state redistribution.*

Return now to Greg, still standing in an urban park, and in serious need of
a job. How does he get a job? Would he find an answer to this question in an
introductory economics text? No, for the rules and practices of job markets
are also among those assumed, but largely undiscussed practices that are
nevertheless crucially important. These rules and practices also change over
time. In some urban areas (in the cloth trade in Flanders, now Belgium and
the Netherlands, for example) casual wage employment was available as early
as 1,000 years ago, but throughout most of Western Europe, employment was
gained through apprenticeship or some form of agreed servitude. The carefully
devised strategies of English families to place adolescent children in
apprenticeships are well described by Keith Wrightson in a wonderful book
about the rules of early modern England call Earthly Necessities. ‘

Today, there are a wide variety of ways of finding employment through the
use of placement services, internet job searches, and direct application. Greg,
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in a twenty-first-century city, might be able to find quick, casual employment
by responding to a ‘Help Wanted’ sign in a small retail establishment. But
most employment requires that an application be submitted; to get a job you
have to know where to go and how to apply. Greg would also find that even
casual employment required a well-documented identity. Without a social
security number, driver’s license, or the various other documents that we use
to establish ourselves in modern economies, Greg would find it hard to get a
job. He would need to know a lot more about the rules and the practices of
the place where he had landed.
Of course, people do not travel by space/time capsules and situations such
as Greg’s are purely imaginative. It is not uncommon for international travelers
or migrants to find variation in rules and practices puzzling, but the
development of very similar practices in most western countries, and the
extension of those common practices to urban areas in the rest of the world (if
not always to rural areas) have dulled our sense of how diverse the rules by
which we interact have in fact been over human history. This has made it
easier for the authors of economics texts to assume that rules are known and
to go straight to analysis of a range of interactions that take place within the
context of those assumed rules,
However, events do occur that make us realize how important the rules of
the economy are. When the United States Armed Forces invaded Iraq, the
tration was faced with the task of administering a country in
which both war and the overthrow of civil authority had seriously disrupted
the production and distribution of goods and services. Those who planned
and carried out the invasion also brought with them plans for restructuring
the Iraqi economy. What this has meant is that the U.S. has imposed new
rules that reflect an idealized modern U.S. economy as“the basic model. In
practice, many of these rules have not worked as intended; and precisely
because of this, their introduction serves to illustrate the importance of rules
and norms.
Before turning to some illustrations, note that there was a conscious
recognition by the U.S. administration that the occupation and the
restructuring of Iraqi government and economy would require the writing of

new rules. The goals were explicit. In the words on the US. Agency for

International Development website: ‘Although the lifting of UN sanctions will
reduce black market activities in Iraq, much more must be done to make a
solid break with past practices and put the country on a solid economic and
commercial footing.’0 '
Although a person reading an introductory text might have the impression
that the rules governing interaction are simply those of self-interested
individuals who, as Mankiw tells us, evaluate decisions at the margin and

respond to incentives, there is obviously a lot more to the story than that, as

practices of the Iraqi people.
One recurring difficulty, according to Newspaper accounts, has been the
bnational, or tribal, identity and affiliation. The

ccount the unwillingness of
whom they had long-standing

Iragis to serve alongside other
hostile relationships.

this, he was following
The initial response w

- reports, a tribal sheik, having heard of the process submitted additional bids,

well after the deadline, and all were substantially higher than those submitted
earlier. Had the Ameri )
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year. According to a recent version of the law that governs the fairness of such
awards, twenty-three percent of prime Federal contracts are to go to small
businesses as defined by law; five percent to small disadvantaged businesses,
five percent of prime and sub-contracts to small businesses owned by women,
three percent to small businesses in HUB Zones (Historically Underutilized
Business Zones), and three percent of prime- and sub-contracts to small
businesses owned by service-disabled veterans.

These quotas are only one small part of the complex set of provisions tha,t’/

control bidding on federal contracts in the U.S, There are many, many mdre
provisions that provide technical assistance and finance to businesses owned
by Native Americans, African-Americans, women, Hispanics, and others
deemed to deserve special assistance in securing business with the very large
federal government. State governments in some instances have similar
programs. The sheik who negotiated with the diplomat in Iraq was using his
inherited political position to represent a group of followers in a negotiation
for patronage, money, and jobs. He was doing this according to well-established
Iragi customs and understanding. The small business owner who negotiates
with the Small Business Administration to secure favorable treatment is also
in negotiation for patronage, money, and jobs for a group deemed disadvantaged.
To the American reader this will likely seem fairer and more honorable than
what the sheik did, but that is not the point to be made here. Here we note
only that there were different rules in the two settings, but in both cases the
rules were non-trivial and important for economic interaction. ,

One more example of the diversity and importance of rules and practices
comes from the American efforts to reorganize Iraqi agriculture. According to
an article in the Washington Post on January 22, 2004, ‘Under Saddam Hussein,
Iraqis depended on subsidies and handouts as a way of life. The Coalition
Provision Authority [the occupying force] is determined to change that and
create a capitalist economy where the state provides little, if any, support,
except to the neediest.”® The story, in fact, is a lot more complicated. Prior to
the American invasion, the Iraqi state ‘provided seeds, fertilizer, pesticides,
sprinklers, tractors and other necessities to farmers at a low cost, often a third
or even a fourth of the market price.’ It leased the land to the farmers and
bought the main crops of wheat and barley at a guaranteed price. Flour, sugar,
tea, and some other ‘necessities’ were then distributed to each Iraqi family.
The plan that is being developed for a restructured Iraqi agriculture would
end state provision of seed and other agricultural inputs. Prices of wheat, barley,
and other agricultural produce would be de-controlled and the hope would be
that the market price would cover the costs of agricultural inputs and provide
an incentive for farmers to produce enough food. Of course, this would also
require that the incomes of consumers be sufficient to buy food at the going
prices.
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In the first year of Occupation, it has proven impossible to put the
restructuring plan into effect because of fears of civil unrest and the difficulty
of overhauling a system quickly. However, there are other problems as well,
problems that can be illustrated by the complexity of the U.S. system of
agricultural production. The story in the Washington Post makes it appear that
a capitalist agricultural system such as that of the U.S. is one in which the
‘state provides little, if any, support, except to the neediest.’ It might lead the
reader to think that the rules of agricultural production are simply the rules of
the market as described in economics texts. This is certainly not true.

Since the 1930s, the United States has had a complex system of subsidies to
farmers who produce selected commodities. The fundamental idea of the

ams. of the 1930s, an idea that has continued to be
implemented in modified form today, is that producers of basic commodities
(which currently include wheat, feed grains, cotton, rice, and soybeans) will
be eligible for government payments when market prices fall below an
established level. Because this System, in combination with changes in
technology (about which more will be said later) often resulted in output in
excess of national demand for these foodstuffs, farmers have also received
payments for not producing. However, the direct subsidies to farmers who
produce these basic commodities is only partof a complex system of government
support. This support includes a program of loan guarantees, support for rural
electrical projects, grants to develop new products, extension services, and
many other services. Indeed, the agricultural industry has probably been the
most heavily subsidized industry in the American economy over the past half
century and more. :

But the story does not stop there. Large, private firms often contract with
farmers and supply the basic inputs as part of an arrangement whereby they
also contract to buy the product of the farm. An Iraqi farmer has been quoted
as saying, “We are afraid of the free economy. We don’t understand it. If we
grow crops, who will help us and who will buy it?” Had that farmer known the
complexity of support from public and private sources available to American
farmers, he might well have added that American farmers would be afraid of
the free economy as well, were they to be threatened with it.

Once again, however, the point here is not to argue whether or not the
phrase ‘free market’ accurately describes the American economy, or whether
or not the American plans for restructuring Iraqi agriculture are sound. The
point is that if the goal is to create an agricultural sector that resembles that of
the United States, this requires the importation of a complicated set of rules
and practices. American farmers do not simply interact with one another and
with their consumers in a rule-free environment. The same is true of farmers

everywhere.
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HOW RULES CHANGE

We began with the space/time traveler who found himself in a place where the
rules and practices were quite different than those he had known. The rules
and practices had changed since his time. One way in which rules and practices
change is by imposition of new rules by an occupying force. This is what is
happening in Iraq now where the outcome of the effort is as yet unknown.
There have been other instances of imposed rules in human history. Following
World War II, the Allies imposed new economic rules on both ]apan/énd
Germany. During the late nineteenth and early twentieth centuries, European
nations imposed new rules on African populations by levying taxes, thereby
forcing people to work for money wages in the mines and plantations that the
Europeans had created. ,

Although it would be possible to create a much longer list of imposed changes
in which a dominant, foreign power imposed new rules, by far the most common
process in human history has been one whereby rules change through changing
norms, conflict among interest groups, conflicts brought about by technological
change, by evolution in response to new norms, and by changes in the law.
The changes in American agriculture illustrate this point well. Much of the
continental United States was settled by families who gained ownership through
a complex of government-run auctions, purchase from their fellow farmers
who became speculators, from railroads and land companies, and through land
grants. In the period of initial settlement and for some time afterwards,
difficulties of transportation and the social norms made the family-sufficient
farm a model of existence. However, the coming of the railroads and steam
ships, which opened European and other markets to the highly productive

farms of the American midwest as well as the growth oftiﬁdustry and of cities,

changed American agriculture profoundly. The consequence was a landscape
of family farmers who did learn to fear the free market, and especially in the
1920s, when over-farming and -grazing led to serious problems of erosion and
the creation of the infamous dust bowl, and when prices of agricultural
commodities fell sharply. A program of price supports was introduced in the
1930s to alleviate farm poverty, with a program of limitations on production
to restore prices to the apparently more reasonable levels that had prevailed
before the disastrous 1920s.

In the decades that followed, the increasingly widespread use of chemical

fertilizers and other new technologies increased the output per acre, where
earlier technologies had simply increased the output per farmer (but not per
acre). It no longer solved the problem of agricultural overabundance to move
people off the farm, for now a very small agricultural labor force could produce
vastly more output even with a smaller amount of land in production.
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At that point group conflict and the politics of economic change became
increasingly important. A early as the late 1940s, policy makers in Washington,
remembering that the agricultural programs of the 19305 had been designed
to alleviate rural poverty, noted that farm subsidies were going increasingly to
farmers who were quite well off and who owned large amounts of land. They
could obtain payments from the government for withholding land, something
that farmers who owned small amounts of land found it hard to do. The owriers
of large-scale farms were also able to collect much larger federal cheques than
did small-scale farmers when the market price of basic commodities fell below
the guaranteed government price. The agricultural programs of the 1930s had
been transformed by
to-do farmers. Though this was widely recognized, the farmers who benefitted
were able, and remain able, o exercise power through Congress and lobbying
groups and the farm subsidy programs, though greatly modified in recent years,
remain available,

What this last part of our story illustrates is that rules and practices that
govern the human interaction that makes up economie

ministration’s programs for women and minority business owners
are among the many changes in rules of interaction that have resulted from
the Civil Rights movement and the various efforts of women who have sought
economic and social equality with men. In the 1960s there was a flurry of new
legislation and of court decisions that changed the rules of America so.that
employers could no longer refuse to hire qualified people because of race or
gender. Further, in 1963, the Equal Pay Act was passed which said that
employers could not pay women less than men doing the same job. Unil that
time, women were often paid less even when the employer recognized in writing
that the jobs were the same.

It is possible to explain at least some of the power of the Civil Rights
movement and of the campaigns for equal treatment and pay for women as a
consequence of prior technological changes such as the tractors and mechanical
cotton picker that helped feed movement of African-Americans into American
cities, and of the contraceptive pill and new household technologies that
allowed more women to have careers outside the homes. Nevertheless, the
shape of legislation and the relatively new set of expectations of employers as
they employ African-Americans and women were also the product of fierce
and dedicated group action. And that observation helps us approach our

concluding issue.

WHERE DO ECONOMIES COME FROM!

Mankiw, and the authors of other introductory texts, focus on individual human
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action. The ‘combined actions of millions of households and firms’ are the
actions of individual firms and households interacting through supply and
demand of economic goods and services. Because so little attention is given to
the rules and practices that govern those interactions, there is no recognized
need in the texts to deal with the processes whereby rules and practices are
created: that is, there is no need to deal with collective action. But such
collective action creates the all-important context in which our space/time
traveler Greg, or the Iraqgi farmer who fears the free market undertake the
actions that make up the economy. d

A major part of the story of economies has been left out of the texts. Not
only are the rules and common practices left largely unspecified, but the
processes whereby these rules and common practices change are left
unexamined. In this chapter I have concentrated on legal rules of economies
and on collective action to change the legal rules. To have the background to
understand these aspects of economies a student of economics would need to
study politics and political history before studying economics. In addition to
the kinds of legal norms discussed above, there are important non-legal social
norms that govern our action, and those social norms change in many of the
same ways that legal norms change. To understand these aspects of economies
a student of economics would need to study sociology and social history before
studying economics. To study economics alone is simply not enough. '

By focusing on individual action within an unspecified and presumably
unchanging context, economics texts not only leave much to other disciplines.

They also enforce either apathy or antipathy toward collective action to make -

economies better. If economies are simply the products of individual action,
then what can one individual do? It is easy to get the sense from our modern
texts that economies are as much a part of unbending néiture as are the seasons
of weather. There is not much that can be done. However, recognition that
economies are made by humans, who collectively decide the laws and the
norms of their land, frees the student of economics from this kind of fatalism.
Is there poverty in some regions and among some populations? Is income
distribution inconsistent with freedom of opportunity for all? Are some desirable
products (say medicine or education) too highly priced to be readily available

while other undesirable products that are inexpensive are overused for the

good of society? These things can be fixed. There may be undesirable
consequences of some fixes, but those consequences can be worked on as well.

Economies are made by human beings interacting with each other in a variety
of ways. If they are made by humans, they can be changed by humans. That is
the powerful message that is absent from the economics textbooks.

6

Can Economics Start From the Individual
Alone?

GEOFFREY M. Hobeson

UNIversiTy of HERTFORDSHIRE, UK

On. t%u.e first page of his Principles (1890) Alfred Marshall gave the following
definition: ‘Political Economy or Economics is the study of mankind in the
xamines that part of individual and social action

, the conception
nge dramatically. Inspired by nineteenth-century
predecessors such as Carl Menger, Lionel Robbins in his Essay on the Natyre
and Significance of Economic Science (193 2) redefined the subject as the science
of individual choice. Robbins’s redefinition of the subject became prevalent
when Paul Samuelson adopted it in his bestselling textbook Economics in 1948.
The ‘economic problem’ became one of allocation of scarce means between
alternative uses, as a universal matter of choic
of scarcity. Instead

< : v
The ‘economic approach’ to the analysis of phenomena was seen as 2 method

preferences. Outcomes would be ‘predicted’ upon the basis of given utility
’fUllCtIOI‘IS, }Vlth an individual facing specific scarcities and constrains,
In principle this approach ¢

organism faced a ‘choice’ in allocating scarce means, Accordingly, Nobel

of analysing phenomena as resultants of individual choices upon given

Laureate Gary Becker applied the ‘economic approach’ to ‘social’ phenomena
_ suchaslove and marriage, while others went even further to apply the approach

to religion, suicide and even the behaviour of non-human organisms. In view .

 of its apparent ability to ‘explain’ a wide range of phenomena, and with its
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relatively high degree of technical precision and formalism, the wide extension
of the ‘economic approach’ was hailed as a major achievement in social science.

The purpose of this chapter is to probe the limits of this approach and to
suggest that the isolated individual is not viable as an analytical starting point.
We proceed at first by examining claims that the emergence of institutions can
be analysed as the outcome of individual interactions. Even if we take
individuals as given, the rules of their interaction cannot be exclusively
explained in individual terms. The following section considers how individuals_
make sense of sensory stimuli and communicate with one another. Once again,
explanations founder in terms of individuals alone. The next section explores
the limitations of both methodological individualism and methodological
collectivism. The concluding section suggests that institutions as well as
individuals have to be foundational for economic analysis.

THE EVOLUTION OF INSTITUTIONS FROM INDIVIDUALS

In his classic theory of money, originally published in his Grundsitze der
Volkwirtschaftslehre of 1871, Carl Menger saw many institutions emanating in
an undesigned manner from the communications, rational decisions, and
interactions of individual agents. His thought experiment started from a
situation of barter, which is intrinsically inconvenient due to a general lack of
the ‘double coincidence of wants’: swaps immediately satisfactory to both parties
are not generally attainable. Consequently, for convenience, people look out
for an item that is exchanged regulatly, to use it as a medium of exchange.
This could be pieces of precious metal or even tokens of some kind. Once such
a convenient medium begins to emerge, a circular process of institutional self-
reinforcement takes place. The chosen medium becomies more popular and
assumes the characteristics of money. Money is chosen because it is convenient,
and it is convenient because it is chosen. ) '
Apart from the emergence of money, similar examples of institutional
emergence through individual interactions are found in the later literature on
institutions. Cases include driving on one side of the road, and traffic
conventions at road junctions. For example, once the convention of driving
on the left of the road is established, it is clearly rational for all drivers to
follow the same rule. Most of the cases in this genre can be analysed technically
as coordination games, where not only does each player lack any incentive to
change strategy, but also each player wishes that other players keep to their
strategy as well. :
The value of this work should not be denied. Substantial heuristic insights
about the development of institutions and conventions have been gained on
the basis of the assumption of given, rational individuals. The main problem

addressed here is the inherent incompleteness of the research program in its
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Attempt to provide a general theory of the emergence and evolution of
institutions from individuals alone.

In a series of articles appearing from 1974 to 1984, the American economist
Alexander Field identified a fundamental criticism of this approach. He pointed
out that in attempting to explain the origin of social institutions, analysts always
have to presume individuals acting in a specific context. Along with the
assumption of given individuals, is the assumption of given rules of behaviour
governing their interaction. What is often forgotten is that in the original,
hypothetical, ‘state of nature’ from which institutions are seen to have emerged,
a number of weighty rules, institutions and cultural and social norms have
already been presumed. '

In game theory, for example, some norms and rules must inevitably be
presumed at the start. There can be no games without rules, and thus game
theory can never explain the elemental rules themselves. Game theory assumes
a limited set of possible strategies, defining the arena in which the players are
to compete or cooperate. The game of chess presumes the layout of the board
and rules that govern the legitimate moves of the pieces. The Prisoners’
Dilemma game confines its strategic options to ‘cooperate’ or ‘defect’ and
excludes the possibility of digging a tunnel or bribing the guards.

Even in a sequence of repeated games, or of games about other (nested)
games, at least one game or meta-game, with a structure and payoffs, must be
assumed at the outset. Any such attempt to deal with history in terms of
sequential or nested games is thus involved in a problem of infinite regress:
even with games about games about games to the n degree there is still one
preceding game left to be explained. .

Accordingly, all these explanations, including those from game theory, presume
aset of rules or constraints at the outset. If we attempt to explain these elemental
rules in terms of individuals alone, then we are always led into a hopeless and
infinite explanatory regress. The idea of explaining institutions by beginning
with individuals alone has never been successful because the starting point always

 involves more than individuals. In addition to individuals, some notion of rule

system or social structure is implicitly or explicitly assumed. The project to explain
mnstitutions in terms of individuals alone has to be abandoned.

COGNITION AND COMMUNICATION

There are even more fundamental reasons why economics cannot start from
the individual alone. Choosing requires a conceptual framework to make sense
of the world. The models of human interaction that attempt to explain the
emergence of institutions through the interactions of individuals all assume
that individuals receive informational signals and then act rationally or
_ appropriately. The evolution of money from barter assumes that we understand
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the concepts of property and contractual exchange. It also assumes that
individuals perceive the medium of exchange that is used more frequently
than others. The evolution of traffic conventions assumes that we understand
and interpret the behaviour of other drivers, and regard them as making
decisions with a concern for their own safety, rather than acting randomly or
dangerously.

Acting in the world, we receive a huge amount of sense data. From this
chaotic mass we have to select the more important signals and make set}se - of
them. Individual existence and action depends on a continuous process of
data selection and cognitive interpretation. A sophisticated mental apparatus
of cognition is necessary for us to perceive, make sense and act in the world
around us. How do we obtain such a cognitive apparatus? Some elements may
be inherited, as instinctive proclivities to respond to specific stimuli. But there
is no doubt that much is also learned by individuals, through their socialisation
from birth, and through their interactions with parents and others in a
structured social setting. We learn to categorise and to classify, typically
according to prevailing cultural norms. We learn the social conventions and
rules emanating from the specific institutions with which we interact.
Consequently our apparatus of cognition, choice and decision-making itself
bears the stamp of the specific, historically given, social world around us.
Individual choice depends unavoidably on institutional and social props.

More specifically, our interaction with others requires the use of language.
Language itself is a rule system, and thus an institution. We cannot understand
the world without concepts and we cannot communicate without some form
of language. Without the prior institutionalisation of individuals, we can neither
interpret the behaviour of others nor interact meaningfully with them. The
transmission of information from institution to individual is impossible without
a coextensive process of enculturation, in which the individual learns the
meaning and value of the sense data that are communicated. Human
interaction always and necessarily involves such a process of enculturation.
Without our previous immersion in a social culture we are unable to
communicate and to interact with others.

Institutions are durable systems of established and embedded social rules
that structure social interactions. Institutions are social structures that constrain
and influence individuals. Accordingly, if there are institutional influences on
individuals and their goals, then these are worthy of explanation. In turn, the
explanation of those may be in terms of other purposeful individuals. In turn,
these individuals would be explained in part by their institutional and cultural
background.

But where should the analysis stop? If we expect to explain everything in
terms of individuals (or institutions) alone, then we are led once again into an
infinite regress. The purposes of an individual could be partly explained by
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relevant institutions, culture and so on. These, in their turn, would be partly
explained in terms of other individuals. But these individual purposes and
actions could then be partly explained by cultural and institutional factors,
and so on, indefinitely. We are involved in something similar to the puzzle
‘which came first, the chicken or the egg?’ Such an analysis never reaches an
end point. It is simply arbitrary to stop at one particular stage in the explanation
and say ‘it is all reducible to individuals’ just as much as to say ‘it is all social
and institutional.” The key point is that in this infinite regress, neither individual
nor institutional factors have legitimate explanatory primacy. The idea that
all explanations have ultimately to be in terms of individuals (or institutions)
is thus unfounded.

There is thus an unbreakable circle of determination. This does not mean,
however, that institutions and individuals have equivalent ontological and
explanatory status. Clearly, they have different characteristics. Individuals are
purposeful, whereas institutions are not, at least in the same sense. Institutions
have different lifespans from individuals, sometimes enduring the passing of
the individuals they contain. Their mechanisms of reproduction and
procreation are very different. .

All theories must first build from elements which are taken as given.
However, the problems identified here undermine any claim that the
explanation of the emergence of institutions can start from some kind of
institution-free ensemble of (rational) individuals in which there is supposedly
no rule or institution to be explained. At the very minimum, explanations of
the development of institutions depend upon interpersonal interpretation and
communication of information. And the communication of information itself
requires shared conventions, rules, routines and norms. These, in turn, have
to be explained. Consequently, the project to explain the emergence of
institutions on the basis of given individuals runs into difficulties, particularly
with regard to the conceptualisation of the initial state from which institutions
are supposed to emerge.

BEYOND METHODOLOGICAL INDIVIDUALISM AND METHODOLOGICAL
. COLLECTIVISM

The term ‘methodological individualism’ is widely used but less often defined.
Even among its advocates, there is no consensus on the meaning of the term.
Much of the confusion in the debate over methodological individualism stems
from whether methodological individualism means explanations (a) in terms
of individuals alone, or (b) in terms of individuals plus individual interactions
or social structures.

If we follow option (a) then, in this strong and meaningful sense,
methodological individualism means the doctrine that all social and economic
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phenomena should be explained in terms of individuals alone. But several
reasons have been given above why this option is not generally available. In
contrast, if we interpret methodological individualism in terms of option (b),
then it is difficult to find fault with it. However, such an inclusive notion
would not warrant the title of methodological individualism any more than
the description ‘methodological structuralism’. If social structures or

interactions between individuals are also an essential part of the doctrine, -

then it is misleading to give the individual exclusive representation in the
label. 7

Overall, while methodological individualism is a popular mantra, in strong
and meaningful terms it is never actually achieved. Explanations are never
reduced to individuals alone. The advocates of this approach fail to carry out
their own prescriptions. ’

A polar opposite approach could be described as ‘methodological
collectivism’ or ‘methodological holism’. By reversing the aforementioned and
stronger definition of methodological individualism, methodological
collectivism can be defined symmetrically as the notion that all individual
intentions or behaviour should be explained entirely in terms of social, structural,
cultural or institutional phenomena. Methodological collectivism connotes
doctrines described variously as ‘structural determinism’, ‘cultural determinism’,
‘economic determinism’ and ‘technological determinism’. They see individual
thought or behaviour as being determined largely by structural, cultural or
technological factors. In turn, to make the theory work, ‘structure’, ‘culture’,
‘economy’ or ‘technology’ are often seen as having a powerful logic and dynamic
of their own. Social, cultural or technological systems are seen to dominate
any individual motives or behaviours. Such systems are",:gpheld to have their
own teleology, or direction. They are typically assumed to evolve in some
insufficiently described way. They act somehow upon individual actors, who
are dragged in their wake. '

Examples or hints of methodological collectivism are found in some versions
of Marxism, in the sociology of Emile Durkheim, in structuralist or functionalist
sociology or anthropology, and even in some versiors of postmodernism. What

is common in these cases is the lack of any developed micro-theory of how

social structures affect, and are affected by, individual purposes or dispositions.
In some passages Marx seemed to make psychology redundant, by declaring
that the human essence was nothing more than the ‘ensemble of the social

relations’. More explicitly, Durkheim banned psychology from social science
with his famous declaration in his Rules of Scientific Method of 1901 that ‘every
time a social phenomenon is directly explained by a psychological phenomenon,

we may rest assured that the explanation is false.” The consequences of such
neglects or prohibitions are highly damaging for social and economic theory.
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In the absence of a theory of how society may lead to the reconstitution of
individual preferences or burposes, a temptation is to explain individual action
primarily by reference to the constraints imposed by the evolving social organism
-upon the individual. In such aconception, institutional constraints have effects,
but without necessarily changing individual inclinations. For example, the
greedy behaviour of people under capitalism is explained in terms of the options
and structural constraints of capitalism itself; allegedly the ruthlessly
competitive will win out, and the philanthropists are less likely to prosper. The
explanation here of individua] behaviour devolves entirely upon the assumed
character of structures and systemic constraints. Variations in individuality,
and individual psychology itself, play little or no part in the explanation. ’

Many social theorists have criticized methodological collectivism for making

of social forces. In addition. i

processes and mechanisms by which the individual is fundamentally altered.
It also ignores crucial variations between individuals. One consequence of
conflating the individual into the social structure is to lose sight, not simply of
the individual, but also of the mechanisms of social power and influence that
may help to reconstitute individual purposes or preferences. Because the
explanation is in terms of structures and constraints alone, the ways in which
institutions may actually affect individuals are ignored. It may appear
paradoxical, but only by rescuing the individual from its conflation into the
social, can the social determination of individuality be fully appreciated.

€conomics was to be all about the rational choice of appropriate means, Because
individual preferences were taken as given, psychology no longer had a
significant role in this reconstruction of the subject.

After their common rejection of psychological and related underpinnings,

s, and a Durkheim-like and norm-
there appeared the ‘self-contained’,
"individual; in the other the individual

Seemed sometimes to be the ‘over-socialized’ puppet of ‘social forces’.

However, despite the century-long battle between methodological
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individualists and methodological collectivists, they have much more in
common than is typically admitted. Methodological individualism conflates
the social into the individual, thus losing sight of key mechanisms of social

influence, and is consequently impelled to rake the purposes and preferences
of the individual as given. Methodological collectivism conflates the individual
into society and thereby lacks an explanation or adequate recognition of how
individual purposes or preferences may be changed. The explanatory moves
are in opposite directions but the results are similar in some vital respects:
there is no adequate explanation of how social institutions may reconstitute
individual purposes and preferences. Typically, both approaches disregard the
value and role of psychology in the explanation of social phenomena. Both
methodologies end up with a diminished concept of social power, and an
analytical over-emphasis on overt coercion and constraint, rather than more
subtle mechanisms of social influence. Arguably, to understand the way in
which power is exercised over individuals we have to appreciate the subtle
mechanisms of enculturation and persuasion, as well as the more overt sanctions
and penalties that are sometimes involved.

Accordingly, as long as the debates within social and economic theory simply
flips back and forth between these two opposed methodological positions, then
it will be incapacitated by a failure to examine, and escape from, their common
presuppositions. They are two mutually implicated poles of a misconceived
and unsustainable dualism; they have both demonstrably failed to bring social
theory out of its twentieth-century impasse.

CONCLUSION: A WAY FORWARD

The above argument has established the importance of avoiding th‘é"ﬁmo polar
extremes of methodological individualism and methodological holism.
However, this does not mean that we should search for some kind of midway
point between the two. A reason why such a solution would be unsatisfactory
is that individual actor and social structure are not ontologically symmetrical.
A sequence of prominent writers, including Auguste Comte, Karl Marx, George
Henry Lewes, Emile Durkheim, Thorstein Veblen and Margaret Archer have
rightly insisted that we are born into a social context that is not of our making.
From birth, we are obliged to engage with particular social structures and
institutions that were bequeathed by history. Of course, without individuals,
social structures and institutions would not exist. But social structures and
institutions precede any one individual. Hence there is a temporal asymmetry:
although structures always depend for their existence on a group of individuals,
in regard to each single individual, several structures precede the emergence
of that agent.
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Conséquently, any adequate alternative to both methodological
individualism and methodological holism must avoid any conflation of
individual and social structure, and must acknowledge their temporal
asymmetry. Instead of trying to explain all institutions in terms of individuals
alone, or trying to explain all individuals in terms of institutions or structures
alone, we have to understand social reality as process, in which at any given

- point, there are always individuals and social structures or institutions. The

individual must be acknowledged as such, but always placed in his or her
historical, social and institutional context.

We can take our cue here from two Nobel Laureates in economics. In an
article on ‘Economic History and Economics’ in the May 1985 edition of the
American Economic Review, Robert Solow declared that ‘all narrowly economic
activity is embedded in a web of social institutions, customs, beliefs, and
attitudes’. He proceeded to draw a vital conclusion from this proposition:
‘different social contexts may call for different background assumptions and
therefore for different models.’ He continued:

If the proper choice of a model depends on the institutional context —
and it should — then economic history performs the nice function of
widening the range of observation available to the theorist... One will
have to recognize that the validity of an economic model may depend
on the social context. !

In his Nobel lecture ‘Econometrics and the Welfare State’ of 1989 — which
was eventually published in the American Economic Review in December 1997 —
"Trygve Haavelmo proclaimed that ‘existing economic theories are not good
enough’ because they ‘start by studying the behavior of the individual under
various conditions of choice’ and ‘then try to construct a model of the economic
society in its totality by a so-called process of aggregation’. Haavelmo went
on:

I'now think this is actually beginning at the wrong end... Starting with
some existing society, we could conceive of it as a structure of rules and
regulations within which the members of society have to operate. Their
responses to these rules as individuals obeying them, produce economic
results that would characterize the society.?

Both Nobel Laureates reached the same conclusion, concerning the
inadequacy of the existing mainstream approach and the need to place the
individual in a historical given context of structures and institutions. Both the
options available to individuals, and the means by which they calculate their
specific advantages and disadvantages, depend upon this particular social
context. Individuals cannot be regarded as free-standing entities, separable
from the social world, but part of it and its institutions.
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Some experimental economists have developed allied thoughts. Results of
many experiments suggest that the way choices and rules are framed and
conceptualised affect the behaviour of human subjects. Furthermore, the very
notion of what is a ‘rational’ calculation seems often to depend on the specific
context of the experiment itself. Accordingly, it has been concluded that the
results cannot be explained in terms of given individuals with fixed preference
functions, but instead have to be seen in terms of individuals adopting rules of
thumb specific to the structure of the decision-task in hand. Consequently,
the procedures and evaluations involved are themselves context-dependent;,
and in part constituted by the social environment.

In sum, mainstream economics itself has pointed to the need to conceptualise
individuals acting within an institutional framework, where not only institutions
depend upon and are affected by individuals, but also individuals can be
profoundly reconstituted by their institutional context. This general idea of
individuals being affected by their institutional circumstances or social context
was prominent in much of pre-Robbins economics, and is even found in the
Principles of Marshall. It is being revived today.

The importance of institutions in understanding economic performance is
now widely acknowledged. For instance, Nobel Laureates Douglass North and
Ronald Coase, and influential bodies such as the World Bank, have emphasized
the role that institutions play in economic development. Institutions are

increasingly being acknowledged as the stuff of social and economic life. _

Consequently, the old idea that economic development was predominantly a
matter of pecuniary investment in capital goods is being eclipsed by a notion
that economic performance also depends on the system of institutions in which
individuals are obliged to act, and the related incentives and values that
crucially affect their motivation. ,i :

However, while bringing institutions fully back into the picture, it is
important to avoid the trap of seeing individuals as puppets of social
circumstances. Methodological collectivism is no improvement on
methodological individualism. What is a required is a detailed causal account
of how institutional or other circumstances affect individual beliefs, preferences
and intentions. It is impossible to elaborate such details here, but any attempt
to do so must rely in part on insights from psychology — the science that was
divorced from economics as a result of the Robbinsian transformation of the
discipline. ,

One option is to adopt some insights from the original institutional
economics as developed by Veblen from the 1890s to the 1920s. Veblen relied
heavily on the psychology of William James, in which both instinct and
habituation are emphasised. Through our interactions with others in a specific
social context we acquire habitual dispositions of thought and behaviour. In
this manner, institutions can affect our preferences and purposes. The crucial
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miechanism that is involved in this development of our personalities is the
building up of habits. These in turn are the result of repeated thoughts or
behaviours motivated or constrained by the institutional context. Through
the operation of institutional constraints and norms, we acquire notions of
what is proper and true. But not only may the individual change through time,
but also there is scope for substantial variation between individuals.

If this option and approach were viable, then it would involve a rehabilitation
of Veblenian institutionalist ideas that have been long neglected and
disregarded in the social sciences. It would also open up a fruitful dialogue
between the old and the new institutional economics.

This approach is elaborated in Hodgson (2004). Hodgson (2003) is a wide-
ranging collection of articles by different authors, touching on several of the
names and themes that have been mentioned in this brief essay. Lukes (1973)
remains a classic introductory account of different notions of individualism in
the social sciences. It is a good starting point to begin reading on the topic,
and could usefully be followed by an excursion into some of the essays in
Hodgson (2003). Archer (1995) contains a very useful survey of developments
in social theory that bear upon the debates concerning methodological
individualism and methodological collectivism, as well as the pioneering
contribution of Archer herself. Davis (2003) is the most recent and advanced
text on the theory of the individual in economics, written with the benefit of a
detailed expert knowledge of modern philosophy and economic theory.
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7
Are You Rational?

EbwarD FuLLBROOK

(UNVERSITY OF THE WEST OF ENGLAND, UK)

It is unlikely that you are ‘rational’ in the traditional economics meaning of
the word. And for your sake I hope that you are not. You may think that I am
mad, but by time that you have finished reading this chapter I am confident
that you will see that the madness lies elsewhere.

MAKE-BELIEVE WORLDS REQUIRE MAKE-BELIEVE PEOPLE

Neoclassical economics — that's the kind you are almost certain to be taught
as gospel truth — has strange origins. Although invented in the 1870s, it
modelled itself on seventeenth-century Newtonian mechanics instead of one
of the developing sciences of its day, like electro-magnetic physics. This meant
that it conceived of economic systems, be they individual markets or whole
economies, as self-regulating determinate mechanisms composed of atomistic
elements and tending toward equilibrium. Kenneth Arrow, a celebrated
neoclassical economist of the second half of the last century, identifies two

aspects of the notion of general equilibrium as it has been used in
. economics: (1) the simple notion of determinateness...and (2) the more
specific notion that each relation represents a balance of
. forces...[meaning] that a violation of any one relation sets in motion
forces tending to restore the balance...

(Arrow 1983b: 107)

As Arrow’s words show, equilibrium in neoclassical economics serves as
much more than just a concept. It also is a sweeping ontological
_ bronouncement, expressed in strongly metaphorical language, on the nature
of economiic reality and therefore offering no possibility of direct conformation
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or refutation. We need to look at what this entails, especially at what kind of
behaviour it demands from you if, by its lights, you are going to be judged
rational.

Let’s call neoclassical economics’ assertion that markets and economies are

determinate systems ruled by a principle of equilibrium its Equilibrium

Hypothesis. (As stated by Arrow and others it does not qualify as a hypothesis
but we in part are going to turn it into one.) It has two primary characteristics.
One, it is presented as an a priori article of faith rather than the outcome ofa
process of scientific research. Two, as Arrow’s description shows, it is a holistic
metaphysic, not an individualistic one. It is first and foremost an assertion
about economic systems rather than about economic agents. But for the
assertion to be true, the elements comprising market systems, especially the
human agents, can’t be of just any kind. It might even be the case that the
hypothesis is logically impossible — for example, that there exists no possible
pattern of agent behaviour that would make the hypothesis true (see chapter
in Section III by Gun; also Ackerman 2002).

But of course neoclassical believers try to show that their belief is logically
possible, and this activity commands centre stage in microeconomics courses:

It usually takes the form of mathematical models, which, although having no
correspondences to empirical quantities, require a long list of stipulations

regarding the microelements, including pure competition, constant coefficients
of production, identical products and methods of production within an industry,
perfect markets or instantaneous omniscience and perfect divisibility of goods.
Some combination of these and other micro conditions must be true before
the Equilibrium Hypothesis can even conceivably be ttue. F

But even all this is not nearly enough. The Equilibrium Hypothesis requires
amajor subsidiary hypothesis postulating some driving forge behind the putative
order and this is where you come in. It asserts that the dé'termining force is the

independently ‘chosen’ behaviour of individual economic agents, like you, your 1
family and your friends. Let’s call this the Individual Behaviour Hypothesis.
For neoclassical economists, it is agents acting individually which results in

determinate equilibrium values for markets. But, as noted above, this outcom

is logically possible only if the behaviour of individual agents is circumscribed

by various formal properties. Therefore, ‘deriving’ these properties, with
emphasis on the behaviour of imaginary consumers, has always stood at the
centre of the neoclassical project. And it is precisely these properties and the
class of behaviour that they define that the neoclassical tradition tendentiously
calls ‘rationality’ and ‘rational economic behaviour’, Likewise, behaviour
inconsistent with its system of belief, it dubs ‘irrational’.

Equilibrium Hypothesis conceivably true and then having limited the deﬁnitio
of ‘rational behaviour’ to it, one further basic manoeuvre remains for the
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neoclassical project: it declares —no empirical research, please — that ‘rationality’
generally characterizes the actual behaviour of real economic agents like you,
and furthermore that this pattern of human behaviour is context-independent.
The superstructure of the neoclassical paradigm, including the logical order

of its development, is summarized as follows:

1. Equilibrium Hypothesis.
2. Individual Behaviour Hypothesis.

3. Justification of the Equilibrium and Individual Behaviour Hypotheses
by: :
a. Deriving properties of individual behaviour consistent with the
Equilibrium Hypothesis,
b. The rhetorical manoeuvre of naming this set of properties
‘rationality’, and
c. Assertion that ‘rationality’ describes real economic agents.

In the classroom, neoclassical economics usually reads its models backwards.
This gives the illusion that they show the behaviour of individual economic
units determining sets of equilibrium values for markets and for whole
economies. It hides from you the fact that these models have been constructed
not by investigating the behaviour of individual agents, but rather by analysing
the logical requirements of achieving a certain aggregate or global state, that
is, a market or general equilibrium. It is the behaviour found to be consistent with
these hypothetical aggregate states that is prescribed for the individual agents, rather

__than the other way around. Sometimes textbook authors inadvertently call

attention to how the ‘individualist’ rabbit really gets into the neoclassical hat.
For example, consider the following passage about consumer choice from a
widely used introduction to microeconomics:

For the purpose of our theory, we want the preference ranking to have

certain properties, which give it a particular, useful structure. We build

these properties up by making a number of assumptions, first about the

preference-indifference relation itself, and then about some aspects of

the preference ranking to which it gives rise. (Gravell and Rees 1981:
- 56, emphasis added) '

In other words, it is not the behaviour of the individual agents that
determines the model’s overall structure, nor even the structure of the

_ preference ranking. Instead it is the global requirement for a particular structure

which dictates the behaviour attributed to the individual agents. I want to consider
three of these axiomatic assumptions in the light of some extremely common,
everyday, real-life consumer-choice situations. First it is necessary to spell out
these assumptions.
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THREE NEOCLASSICAL AXIOMS OF CONSUMER CHOICE

‘Two of these axioms are usually clearly stated in elementary textbooks, whereas
the third, by tradition, is rarely mentioned. The reason for secrecy regarding
the third will soon become obvious.

Transitivity Axiom

If a consumer regards good X as preferred or indifferent to Y, and Y as preferrqd"'/

or indifferent to Z, then the consumer regards X as preferred or indifferent to'Z.

Completeness Axiom

“This assumption says in effect that the consumer is able to express a preference
or indifference between any pair of consumption bundles (out of the set of all
possible bundles given his/her income) however alike or unalike they may be.
This ensures that there are not ‘holes’ in the preference ordering, points or
areas to which it does not apply.’ (Gravelle and Rees 1981: 56). But we will
make it easier for the neoclassical case and relax this manifestly unrealistic
assumption (see chapter by Keen, below) by saying that the consumer only
compares the possible bundles up to the limit of his or her cognitive powers.

Independence Axiom

Almost for sure your textbooks leave unstated a third axiom for ‘rationality’.
Indeed, this axiom remains so well concealed that it even lacks an established
name. The hidden axiom concerns the relation between the one and the many.
In the words of John Hicks, another neoclassical luminary ffom the last century,
‘economics is not, in the end, much interested in the behaviour of single
individuals. Its concern is with the behaviour of groups. A study of individual
demand is only a means to the study of market demand.’ (Hicks 1946: 34)
Instead of taking the market demand function as a primitive concept,
traditionalist economics derives market demand explicitly from what its axioms
assume to be individual demand behaviour. The derivation consists of a
summation of the individual demand schedules (for the same product). But

these summations are logically possible only if the demand functions of the

various individuals are independent of each other. Half a century ago, Oskar
Morgenstern, the co-inventor of game theory, diagnosed the problem as follows:

Collective demand is generally understood as a summation of individual
demand schedules (for the same commodity)... It [this additivity] is only
valid if the demand functions of the various individuals are independent
of each other. This is clearly not true universally. Current theory possesses
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no methods that allow the construction of aggregate demand curves when
the various constituent individual demand curves are not independent
of each other. The problem does not even seem to have been put. If
there is interdependence among individual demand functions, it is
doubtful that aggregate or collective demand functions of the
conventional type exist... (Morgenstern 1948: 175) .

Therefore, traditional neoclassical market demand functions implicitly
assume absence of interdependence between the behaviours of individual
agents. Let’s call this logical requirement of the neoclassical model the
Independence Axiom. It bears no relation to the narrower notion of the
‘independence axiom’ of expected utility theory. '

However, considerations of agents’ interdependence do appeér in
‘mainstream’ literature, and some have broader relevance than just game-
theoretic situations. For example, models exist which show an individual agent's
preferences influenced by the behaviour of other agents. Regard for the regard
of others may be treated as an argument in an agent’s utility function. But
without extending these exercises to market populations, which means providing
aggregate summation functions, these endeavours remain at the level of
statements about the behaviour of single individuals reacting to others rather
than about the behaviour of groups. Therefore, these exercises stand off on
their own, disconnected from neoclassical economics’ main theoretical
framework and pursuit. Indeed the primary effect, if not the intention, of these
exercises may be merely to further conceal the Independence Axiom and the
impasse exposed by Morgenstern.” -

REAL PEOPLE IN THE REAL WORLD: REAL-WORLD RATIONALITY

Now comes the fun part. We are going to apply neoclassical rationality to
eight common types of consumer situations and see whether it is really fair to
call it ‘rationality’ or whether it might be more accurate to call it ‘neoclassical
irrationality’. The first situation that we are going to consider is conceptually
the most difficult but perhaps the most interesting.

L. Double-Bind Situations

In the real world, rationality concepts, including rational action decision
theories, are applied in socio-economic contexts, and this gives them an

inherently two-sided nature. Here they function as both normative and

fiesc':riptive theories. Moreover, this double role invariably extends to the word
rational’ itself, whose mere sight or sound evokes meanings at both the
Normative and descriptive levels. The word ‘rational’ infers the existence of
the irrational and of people so characterized. The word ‘rational’ and its
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antonym form part of the common and emotive currency of social politics.
Basic categories of citizenship and personhood have always been framed,
sometimes-explicitly, with reference to notions of rationality. One notorious
application led the authors of the Constitution of the United State of America

to define a slave imported from Africa as three-fifths of a person. A standard -

justification for the subjugation of women has always been that they, whether
due to the will of God or the whim of Nature, are not fully ‘rational’ beings.

These inequities, however, represent only one side of the politics of -

rationality. There is also the problem of maintaining the social order that those
politics define. Individuals assigned to categories of sub-, partial or inferior
personhood must be discouraged from subversive behaviour, that is, from
manifesting more than that degree of ‘rationality’ commensurate with that
ascribed to their social group. Through the ages, guardians of societies have
devised and deployed diverse methods of discouraging the development and
display of ‘rationality’ in selected populations. For example, the slave codes in
the American South made it a crime for African-Americans to read.

The fate of these same people in the Jim Crow era (1890s to 1960s) provides
another example. They were expected to show themselves inferior before whites,
with failure to do so punishable by eviction, assault, torture and, on over 3000
occasions, by lynching. Similarly, the traditional choices available to women
have been framed within the politics of rationality. Patriarchies everywhere
established subtle, complex, and pervasive systems which reward girls and
women for deferring to the ‘rationality’ of their male contemporaries and punish
them for not doing so. These dialectics of otherness, which function to identify
some social groups as more or less rational than others, have been described
and analysed by innumerable women and minority writers.

I now want to bring into the foreground the paradox 'é‘;ound which these
dialectics turn. However defined, ‘rational’ and ‘irrational’ economic behaviour
refer to observable patterns of behaviour, that is, to empirical phenomena. But
this comes at a cost for the theoretician. It means that such behaviour by an
individual stands potentially open to scrutiny, not just by possibly neutral social
scientists, but also and more significantly by the immediate society in which
that person lives, works and consumes. Consider any concept of rationality
defined as some pattern of observable behaviour R and such that behaviour

which is not R is irrational behaviour I. Assume that a person B belongs toa

social category (a B-group) whose members are punished by another social

category (the A-group) for R and rewarded for . Assume that B prefers the
consequences of [ to those of R, and therefore chooses to behave irrationally.
Assume that the concept of rationality includes the stipulation that a person
chooses that behaviour whose consequences he or she prefers. Then under
the concept of rationality it follows that it is irrational for B to behave rationally

and vice versa.
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# This paradox arises because for person B the phenomenological facts
surrounding choice are intermeshed with ‘rationality’ as a socially operative
normative concept. But this concept dependence is not limited to B-group
people. An A-group person’s choice behaviour may also be influenced by the
normative dimension of the concept of rationality because they wish to be
perceived by others as ‘rational’.

The paradox considered above springs from an extreme case of double-
bind rationality. But, given that human groups and individuals define
themselves in imitation of and in contradistinction to others, double-bind
rationality necessarily shades everyone’s socio-economic reality. If a society is
not perfectly homogeneous, then in so far as notions of rationality become
common conventions or institutions in the broad sense, they become part of
decision-making situations as well as of decision procedures. This recursiveness
of ‘rationality’, leading to double-bind situations of choice, falls outside the logical
range of ethnocentric neoclassicalism. Rationality may in each case have a
specific subjective character that depends on the individual’s socio-economic
situation and that commits him or her to interdependent, intransitive and/or
incomplete decision behaviour. Without identifying the situational character
of an individual’s experience and understanding it from his or her point of
view, we cannot know what, by any standard, is rational behaviour for them.

2. Social Being

‘The most pervasive of the classes of reasonable behaviour excluded from
neoclassical analysis are consumer choices made with regard to one’s social
being. To be a social being means to have regard, sometimes positive, sometimes
negative, for the behaviour, opinion and companionship of others. In a
consumer society this regard inevitably extends to and mediates one’s economic
choices. And who wishes to deny that it is patently absurd to think that to be
a social being in a consumer society is irrational? Yet that is precisely what
neoclassical rationality infers when it insists that, given rational choice, the
demands of individuals are independent of each other. It also infers this through
its transitivity condition, because regard for social being means that changes
in the norms of one’s reference groups lead to intransitive choices.

The mere fact that consumers are social beings-that they care about each
other-gives them many eminently sensible reasons for basing their choices, in

part, on considerations of other peoples’ choices. This is especially true in
affluent societies where consumer demand is based increasingly on a desire to

exchange in order to acquire a social identity, to be recognized by others. Desire

’fork social identity translates into consumer desires because commodities have
non-matertial as well as material properties. Goods carry meanings, bundles of
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often conflicting socio-cultural significances which change with the season
and the social context and which arise from the market exchange process
itself. These meanings affect consumers. Rational choice, therefore, requires
choosers to give weight to the intersubjective, context-specific, market-based
kaleidoscopes of meanings.

To be fashionably dressed, for example, means buying one’s clothes with an
eye to what other people are buying and to be ready and willing to take part in
counter-trends. Likewise to dress so as to make one’s self appear hireable,
promotable, respectable, outrageous, youthful, etc. requires giving weighf,to
current and ever-changing consumer patterns. Everyday sociability also entails
regard for the consumption decisions of others. To be a good conversationalist —
surely not an irrational desire — often depends on buying and consuming the
books, films, entertainments, newspapers and the like that the people one knows
buy and consume. For most people, to enjoy a night out means patronizing
businesses where other people are enjoying a night out. Rare is the person who
does not find it expedient to look to the choices of other consumers as guides
to what they might buy. All these and other forms of imitation and
interdependence enter into the decision processes of modern and post-modern
consumers, from the youngest to the oldest, from the poorest to the richest,
and from the rock star to the accountant, so that if these behaviours are not
rational, then there exist no rational consumers, not even any who begin to or
would want to approximate the neoclassical ideal. -

3. Reciprocal Imitation ‘

Long ago John Maynard Keynes noted that stock markets are dominated by ‘a
: . by )

society of individuals each of whom is endeavouring to, copy the others’. In

such situations reasonableness requires the imitation of other agents who in

turn are imitating other agents. If you care about the future market value of
your investment, rational decision must be based on the anticipated decisions

of other investors. So here rationality requires behaviour contrary to the
neoclassical axiom of independence. Fashion phenomena, which becomes

pervasive as societies become more affluent depend on the same intersubjective

behavioural pattern.

4. Self-Referential Goods

Paper money is intrinsically worthless. Our willingness to accept it in exchange

for things of intrinsic value is based entirely our belief that other people also

will accept (demand) it in exchange for goods. This process of dematerializatidgl
has its parallel in the development of some contemporary consumer prodqf;yﬁ-
Consider the cola industry. Beginning in the 1960s, Pepsi-Cola abandoned
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-attempts to create demand for its product on the basis of tangible properties.
* It turned instead, with great success, to marketing Pepsi as a symbol of

membership in its own population of users, that is, ‘the Pepsi People’, ‘the
Pepsi Generation'’. The company’s advertisements and the demand that they
generated could be understood only in terms of symbol.

The efficacy of such symbols as the basis of their oun market demand, designer
labels being an everyday example, is founded on people believing that other
people believe that the product represents certain values or qualities. Here
the communicative property of goods, whose meanings lead to the creation of
market value, arises directly through the market exchange process. In such
cases, the individualist point of view intersects with a holistic or collective
one, giving rise to agreed social fact. Rather than being mere curiosities, as
neoclassical economists claim, these and other interdependencies are central
to modern consumer choice. )

The chicaneries of soft drink peddling and designer fashions might be
dismissed as unwholesomelymanipulative, but everyone concurs with the need
to maintain confidence in modern dematerialised monetary systems. When
money takes the form of inconvertible paper currency and bank deposits, it
exists as pure symbol, devoid of intrinsic value, a pure case of a self-referential
good. But with any self-referential good, individual demands for it are
fundamentally interdependent.

5. Spontaneity

- Neoclassical rationality is the progeny not only of a holistic vision, but also of

the more austere times in which it emerged. If the margin between survival
and death is precarious, the material means of life permitting only the narrowest
existence, then unbending application of neoclassical rationality may be your
best strategy for making the most of your prospects. But things become radically
different when affluence is gained. Then new possibilities for living emerge
and the conflict between the application of neoclassical axiomatic rationality
and the pursuit of leisured pleasures becomes both obvious and acute. The
sybarite merely occupies the common perceptual ground in realizing that
maintenance of preference consistency (transitivity) and estimation of
outcomes up to the limits of one’s cognitive powers (completeness) are not
always consonant with ‘the good life’. Indeed, allegiance to neoclassical
rationality precludes several major classes of consumer pleasures in today’s
‘experience economy’. These include choices motivated by spontaneity, by
the spirit of adventure and by the wish for change. ‘
Firstly, consider spontaneity. Some hedonistic activities depend on it. This
means there exists a logical impasse for any notion of rationality that requires

 agents always to work to a plan. Jon Elster explains it nicely.
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Take the plan to behave spontaneously. There is nothing incoherent in the
end state which defines that plan, since people often do behave

spontaneously. Yet trying to be spontaneous is a self-defeating plan, since
the very act of trying will interfere with the goal. There is a possible world in
which I behave spontaneously, but none in which I plan to do so and succeed.

(Elster 1985: 11)

Neoclassical rationality requires choices to be made according to a -~

preference ordering, a plan which, even when simplified to ‘procedural
rationality’, is extremely complex. Therefore, by the lights of the neoclassical
paradigm, spontaneous consumption decisions and those people who make
them are irrational. The joys of carnival, the pleasures of impulse buying, and
the elation of lubricated but unpremeditated conviviality are examples of

categories of consumer choice founded on spontaneity or ‘holes in the

preference ordering’ and, therefore, fall foul of the neoclassical regime of good
consumership. Existence of cultural differences between ‘races’ regarding the
value placed on spontaneity, means that the neoclassical concept of rationality/
irrationality is not a racially neutral construct. This is a simple but important
fact that you may wish to raise in your classes, especially if your university is
committed to ‘equal opportunities’ and against the promotion of racism.

6. Adventure.

Neoclassical rationality assumes that the consumer’s transitive and complete
preference orderings are made on the basis of perfect knowledge of future
outcomes or at least some attempted approximation to it. Adventure, however,

turns on ignorance. Without some absence of knowledge about what lies ahead,
adventure is impossible. Its essence dwells in the unknownness of coming

experience and of its outcome. Taste for this uncertainty is not confined to

" heroes and heroines. Shadows of Marco Polo and Amelia Earhart live in usall,

making the pleasures of the unknown and the indeterminate universal. Even

the elderly and the infirm enjoy reading a whodunit or cliffhanger. And even

the tamest package holiday attracts with its promise of unknown experiences
The travel brochure’s proverbial ‘400 cheeses to choose from', for example,

aims at a consumer preference for the unknown, for the ‘hole in the preference
ordering’. Many everyday consumption decisions also take place under the
influence of the desire for the unknown. Spectator sports, which form one of
the world’s largest industries, owe their massive appeal to the indeterminacy

of their outcomes.
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7 .:‘I;:ree Choice

As a logical system, neoclassical rationality works by eliminating free choice
from its conceptual space. It does so by proceeding on the basis of a temporal
separation of the moments of preference ordering and of what it calls ‘choice’.
It defines rationality as people ‘choosing’ what they have previously decided or
determined they prefer. Rationality requires, says Kenneth Arrow, that the
agent’s ‘choices be in conformity with an ordering or a scale of preferences’.
(Arrow 1983a: 49) ‘[T]he individual is assumed to choose among the
alternatives available that one which is highest on his ranking.’ (Arrow 1984b:
56) ‘[R]ational behaviour simply means behaviour in accordance with some
ordering of alternatives in terms of relative desirability...” (Arrow 1984a: 7)
This approach has no predictive power at all unless it is assumed that the
preferences (i.e., prior choices) do not change over time. The theory merely
freezes an agent’s dispositions to choose at some time in the past. Only by
separating the two acts — a prior ranking of goods (or ordering of priorities)
and a subsequent buying of goods in the market place — do ‘irrationality’ and
‘rationality’ become distinguishable. Without the temporal gap, irrational
behaviour is impossible under the neoclassical definition. Similarly, under the
revealed preferences approach, ‘rationality’ assumes that no change in
prefer’ences takes place for the period in which preferences are revealed.

~ So the basic condition of neoclassical rationality is that individuals must

forego choice in favour of some past reckoning, thereafter acting as automata.

This conceptual elimination of freedom of choice, in both its everyday and
philosophical meanings, gives neoclassical theory the hypothetical determinacy
that its Newtonian inspired metaphysics require. No indeterminacy; no choice.
No determinacy; no neoclassical model.

This postulation of a form of closed-mindedness, of being ‘set in one’s ways’
as the ultimate meaning of rational choice is a model that you may not fmd’
appealing. Except perhaps among the very old and the clinically neurotic,
dqgged consistency of choice has never, outside economic theory, cut much
ice as a behavioural ideal. It is at odds with the contingency and indeterminacy
of human existence, with the developmental character of a healthy personality,
with the humanist tradition, and, most especially, with the temper of post—’
traditional societies. .

Choice takes place at particular points of time in the individual’s life, so
Fhat what is ‘rational’ is relative to those points. A person’s phenomenal wc;rld
changes continuously from birth to death. If human life is a developmental
process, then by definition one cannot know what one’s points of view will be
toward future choice situations. To imply otherwise, as the neoclassical
paradigm does, is to indulge and encourage others in fantasy.

.If self-identity is an ongoing, intentional, reflexive project of change — and,
by implication, so too are preference orderings and meta-preferences and meta- -
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meta-preferences and so on — then there exists no ground for putting forward,
on any timescale, consistency of choice as a maximizing principle. A further
logical twist occurs when, as seems increasingly the case, people’s consumption
choices become ‘lifestyle’ choices that are about choices of self-identity. When
this becomes the case, market choices determine preferences, rather than the
other way around. :

8. Taste for Change

But the convolutions of self-identity are not alone in turning consumer
preference and choice into a reflexive process and, thereby, beyond the scope
of neoclassical rationality. A century ago, Caroline Foley identified ‘the taste
for change’ as widespread in motivating consumer choice, and, where materia]
circumstances permit, a human universal (Foley 1893; see also Fullbrook
1998a). Foley’s thesis that consumers frequently prefer something because
hitherto they did not prefer it strikes, with the precision of a Cruise missile,

the superstructure of the neoclassical theory. If a consumer has a taste for -
change, then some intransitivity of choice is a necessary condition for its

gratification. As Foley emphasized, with the improvement of material
circumstance, this taste comes increasingly into play as a criterion of consumer
choice. In our time, vast industries — tourist, film, television, pop music and
publishing — have prospered by catering directly to what Foley also called ‘the
law of variety in wants’ (Foley 1893: 461).

We have considered eight broad categories of consumer decisions accepted

as rational by contemporary society but which, analysis shows, violate one or
more of the axioms of neoclassical rationality. These results are summarized in
the following table.

7

Axioms Violated

Categories of

= . Transitivi Completeness Independence
Decision Behaviour 24 P P

Double-Bind Situations X X
Social Being X
" Reciprocal Imitation
Self-Referential Goods
Spontaneity
Adventure
Free Choice
Taste for Change
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CONCLUSION

Projects to understand the logic of economic choice that do not engage with

real-world situations of the same are doomed to epistemological failure and
axiomatic delusions for the same reasons as are also attempts to theorize about
the natural world without observing it. Economics’ interest in choice behaviour
has in the main been and continues to be far removed from the spirit of
empirical, let alone scientific, inquiry. Each of the aspects of consumer behaviour
considered above is widespread today, more or less understood by marketing
professions, and influential in market outcomes and probably also in your
personal life. Yet neoclassical economics, on the grounds of a logic dictated by
the a priori foundations of its system of belief insists upon branding you and
your consumer choices as irrational.

This chapter has identified eight categories of decision-making behaviour
which neoclassical rationality counts as irrational, but which any person of
good sense and good will would see as reasonable. What is so eminently notable
about these categories is that taken together they include a very large, growing
and arguably already dominant share of the decisions that consumers,
particularly young ones, make in advanced economies. Rather than being
obscure or far-fetched exceptions to the general rule, they characterise
mainstream economic practice. Yet most economics textbooks and economics
teachers remain conceptually embarrassed by their existence. This is madness.
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Five Pieces of Advice for Students Studying .~

Microeconomics

EMMANUELLE BENICOURT

Ecote pes HAUTES ETUDES EN SCIENCES SOCIALES, FRANCE

Today most economists regard microeconomics as the core of economic theory.
They nearly always present it as a theory that intends to describe and explain
what happens in the real world, even if only in an approximate way. For
instance, in his Intermediate Microeconomics Hal Varian uses a geographic
metaphor:

Economics proceeds by developing models of social phenomena. Think
about how useless a map on a one-to-one scale would be. The same is
true of an economic model that attempts to describe: every aspect of
reality. A model’s power stems from the elimination of irrelevant details,
which allows the economist to focus on essential features of the economic
reality he or she is attempting to understand (Varian, 1990, 1-2).

In Microeconomic analysis, he uses the “friction” metaphor: “This competitive
story represents a limiting case of market behaviour that is very useful for
economic analysis just as the study of a frictionless system is useful for a

physicist.” (Varian, 1984, p. 82).

Gregory Mankiw, another popular textbook author, uses the same metaphor.

Just as a physicist begins the analysis of a falling marble by assuming
away the existence of friction, economists assume away many of the details

of the economy that are irrelevant for studying the question at hand. -
(Mankiw, 2001, p. 23) E
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He adds:

Economists...approach the study of economy as a physicist approaches
the study of matter and a biologist that of life: they derise theories, collect
data and then analyse these data in an attempt to verify or refute the in
theories. (Mankiw, 2001, p. 20)

- Joseph Stiglitz uses a different metaphor for the same idea: ‘Just as engineers
construct models to study the characteristics of a car, economists construct,
using words or equations, models describing the charactensncs ofan econorny
(Stiglitz, 1993, p. 20).

The beginning student may then think to himself: ‘Cool! I am finally going
to understand what is happening in the wotld that surrounds me, just as the
physicist or the biologist, and even more, with the rigour of mathematics!’
The student then expects to go from a certain number of concrete examples
(falling bodies, planet movements, electric power, or the description of the
organism of this or that animal, etc.) to the theory which explains — even
approximately — the observed phenomena.

Unfortunately, he soon discovers that this is not the case. Although some
of the words used in his microeconomics class, like ‘goods’, ‘commodities’,

“*household’, “firm’, ‘market’, ‘price’ and ‘supply and demand’ sound familiar,

he rapidly learns that the economics teacher is using them to designate objects
that have practically nothing to do with what we usually mean by these words.
Instead they refer to fictitious entities, and not approximations of something
that really exists. This is why microeconomic textbooks almost never include
data drawn from reality, from observations. They talk about a ‘housing market’
(Varian, 1990, p. 2) on a small campus, about an ‘ice-cream seller’ (Mankiw,
2001, pp. 76-87) in a ‘small city’, or about ‘chocolate bars’ (Stiglitz, 1993, pp.
87-95), but each time the data (numbers and curves) are invented by the
authors. They do this not for educational reasons, but because the world about
which they are reasoning is not the one we know.

FICTITIOUS AGENTS: HOUSEHOLDS AND FIRMS

Microeconomic courses all start by studying two types of agents: consumers
(or households) and producers (or firms). The first are represented by a
preference ordering (or a utility function) and an endowment (of goods and
property rights), the latter by a production function. The student then expects
that, as it occurs in physics and in biology, he will be given examples drawn
from observations — of existing households or firms — even if they only focus
on certain aspects.




86 A GUIDE TO WHAT'S WRONG WITH ECONOMICS

But no example is ever given of someone’s preference relation — not even
those of leading neoclassical economists, whom one might think resemble the
perfect consumers described by their theory. The student has to content himself
with an ordering or a utility function that has a certain number of formal

proprieties (monotonicity, convexity, continuity) that sometimes have an

economic meaning, but which are never shown to characterize real individuals.
Instead these proprieties have merely been invented so as to make possible
the mathematical treatment that becomes the professor’s main preoccupation:
indifference maps, marginal rates of substitution, budget constraints, choice
of an optimal bundle of goods, substitution and income effects, etc., and all
deduced from fictitious preference relations. In the end, the student puts all
his energy into trying to understand these formulas and figures. And what
does all this lead to? Well, as real consumers’ preferences (tastes) generally do
not have these properties,! as households don’t calculate like the economist
supposes they do, as numerous motivations — which aren’t included in the
theory — intervene when one makes a choice, all this leads to nothing except
new formulas.

It is rather striking to note that persons interested in consumers’ effective
choices —such as managers and marketing specialists — appeal to scholars who
really observe them (psychologists, sociologists, and even, sometimes,
psychoanalysts and ethnologists) and not to microeconomists, who deal with
fictitious agents.

My first piece of advice to somebody obliged to study microeconomics: ask the
teacher to give a real example of somebody'’s preference map (the teacher’s
perhaps) and then ask him or her to give one precise and general *result’ (which
is not blatantly obvious anyway) of consumer theory.

THE CASE OF THE FIRM

The microeconomics fiction becomes pure fantasy when it turns its attention
to the firm and pretends to describe it with a mathematical function linking
inputs to outputs. Students may be enticed with the story of Robinson Crusoe
or with a story about a one-person firm (farmer, fisherman, ice-cream seller,
etc.), where inputs are either confined to two or three ‘factors of production’
or disappeared into a cost function with one variable. Students’ attention is

then directed towards the calculus-marginal productivity, rate of substitution,

cost, and so on — without a word about the relevance of this approach. No
examples of actual firms are given, no case made that this in anyway corresponds
to and describes a known reality.

Some books — like Varian’s (1984, 1990) — jump straight to a function

f (xp, s x,), or f(K,L), and start calculating. But often microeconomics
textbooks ‘invent firms, and become ridiculous, especially when they want to
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give examples of ‘substitutability’ of inputs (or of factors of production), which
are supposed to adapt ‘smoothly’ and instantaneously when prices change.
For example, Hirshleifer and Glazer (1992, pp. 284—6) feature a ‘textile’
example. Between equations they talk about the production of ‘shirts’ from
labour and ‘cloth’. One is expected to imagine how the same shirt can be
produced with little cloth and a lot of labour, or with a lot of cloth and little
labour. Another frequently used example concerns substitutability between
land and labour (see, for instance, the 14™ edition of Samuelson’s and
Nordhaus’ Economics (1992, pp. 82-3)). Here again there are numerical
examples, but like events in a novel, they are inventions of the authors, rather
than the result of observing and interviewing farmers.” Begg, Dornbush and
Fisher’s Economics provides another example of this fantasy approach. Fisher
was the chief economist of the International Monetary Fund for years and
Dornbusch an important member of its staff. So if real-life examples of
production with substitutes exist, these men would surely know about some.
But they have failed to come up with a single concrete example. Instead they
ask the student to imagine a fictitious product, ‘snarks’, which can be produced
with different proportions of machines and workers (Begg, Dombusch, Fisches,
1984, pp. 119-20).

In the real world there are practically no examples of firms whose inputs
are substitutable at each moment. And for a simple reason: one cannot
substitute a man (or half of a man) by, say, a tenth of a machine (or one hour
of labour by two pounds of clay) and obtain the same product, say, a pot. It is
why, in all textbooks, examples (if there are any) of firms are pure inventions
when seeking justification of the book’s assumption of factor substitutability.

Of course substitutability does exist in the real world, but it is of the
intertemporal kind: as time passes, and as knowledge and techniques improve,
(relatively) fewer men and more machines are used to produce the same
quantity (or more) of goods. Price movements may have some influence on
this substitution, but surely not in a ‘smooth’ way: first, men are substituted by
machines, but the replacement practically never goes the other way around.
Second, machines cannot be replaced ‘at the margin’, as they incorporate new
technologies and generally suppose a different form of organising work.

Microeconomics textbooks don’t say a word about these important facts
that everyone can see in everyday life and by observing infant industries and
bankruptcies. The textbooks sometimes allude to fixed costs, in a

‘marshallian’ way, but the sole purpose is to explain that ‘in the long turn’,

profits disappear if there is ‘competition’ (or ‘free entry’). Thus, although
irreversible sunk costs are one of the main problems of real firms’ (and one of
the main reasons of their existence), microeconomists ignore them, and prefer
to focus on fictitious firms, where everything can be ‘substituted’, at every
moment — and where calculus can be ‘applied’.
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My second piece of advice to students studyi.ng microe.cc?nomics: ask the Feacthler
to give just one example of a production function describing, even approxima el ;;,
a real life firm. You could also request a concrete example of (mstant?ne(‘n;ls y
substitutable inputs. If the teacher cannot offer any examples, ask him: ‘then,
what is the use of all the mathematics?’

ABOUT MARKETS

Neoclassical economists know that factors (and outptfts) are not realllcylr
substitutes. They also know that there is not one person in the whole ,woru

who knows (or tries to know) his or her indifference m‘ap. But they say: "Well,
theories are abstractions, so we are obliged to. simplify. They capdture some
aspects of reality, even if they are not the most 1mporta.nt.ones, and we try to
deduce from them results or theorems.’ In general, Fh1s is trge. It supposes,
however, that assumptions (or abstractions) are not in fact directly contrary

to reality, as is the case with the factor substitutability assumption and, even
)

i ¢ kets'. ;
more, with that of ‘perfect mar ' . |
Nothing is more central to neoclassical microeconomics that the concept

. ) . . 3 ;
of a market. Yet textbooks leave its meaning up in the air. Why? Bec.ause t}l;eg
analysis requires a notion of a market that assumes magical properties, whic

any attempt to explain would cause deep embarrassment. Texthooks typically

begin by assuming that prices are ‘given’ by the market, meaning thar all agents,
iﬁcluding producers, are ‘price takers’. But if prices are given for everyor.lg,
who sets them? It also is claimed that markets add up all the individual supplies

I B
and demands and then find the equilibrium price. But who exactly performs ’

these feats? These are essential questions. But they are forbidder_i bec?usle tl.ley
reveal a fundamental logical inconsistency at the centre of neotlassical price

theory.

Occasionally in advanced textbooks, and usually toward tbe er.1d, author; ;
may whisper a few words about this puzzle. For example, Varian, in his Advan;e ,

Microeconomics, after 397 pages concedes that:

The biggest problem is one that is the most fundamen.ta‘ll, namely L:he
paradoxical relationship between the idea of 'compet.ltlon agd pr.1§e
adjustment: if all economic agents take market prices as given an 7out51 e
their control, how can prices move? Who is left to adjust prices!

And what is Varian's answer to the most fundamental of questions? ‘Thhe
puzzle has led to the erection of an elaborate mythologyf, wl.uch postulates th¢
existence of a “Walrasian auctioneer” whose sole functlon. is to s,e'fxrch for the
market clearing prices’(Varian, 1984, p- 244). This ‘al.lct‘loneer is of_ C?’lfr
pure fantasy. It is not only a myth but also one that is very unrealistic
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Variar}ff:oncedes, admitting that another theory, one without an auctioneer, is
needed. But, then, why study all this stuff with price-taking agents, ‘excess
market demand’ and 5o on! And.why do micro

- tas a norm. Why? Because
itis ‘efficient’ in the sense of being Pareto-optimal 4 Why? Because the ‘visible
hand’ of the auctioneer does the entire job and without costs, This idea is far
removed from Adam Smith's ‘invisible hand’—microeconomics textbooks’
inescapable (and false) me taphor-and very near to the Soviet Union’s planners’
dream! Even neoclassical economists admit (not in Inicroeconomics textbooks,
but in macroeconomics ones, especially when they treat growth) thar
competitive equilibrium and central planner’s choice give the same result —
which is obvious, as perfect competition assumes that there is an auctioneer,
who acts as a central planner. However, these economists almost neyer say a
word about this assumption; instead competitive prices ‘emerge’ from nowhere.

Do microeconomists really have as their idea] asystem where people cannot
bropose prices and cannot trade directly-where they can only exchange goods
at prices set by the auctioneer (or the central planner)? Do the IMF and the
World Bank really want such a system when they say that ‘efficiency’ and

- ‘competition’ have to be implemented? The answer is obvious: no.

So this is all a big mess: ‘perfect markets’ are not at a] proxies for real

markets, excluding ‘irrelevant details’. Indeed, they suppose an institutional

osed to the idea of 5 market, whatever it may be. Often, it is said that

perfect competition describes a ‘decentralised economy’, but this is the exact

‘opposite of the truth: it describes centralised system, where agents are only
allowed to make transactions at centrally given prices. ,

One can perhaps accept that preference orderings and endowments are a

~ (more or Jess) good abstraction of consumers and that production sets give an
_ idea of firms’ technology. However, it is impossible to accept that ‘perfect

competition’ has anything to do with competition and markets, whether abstract
Or concrete,

RIGOUR OR CONFUSION?

 Suppose that somebody teaching microeconomics started by saying: ‘We are
8oing to study a world where there is a benevolent person — called the

x‘auctioneer’, ‘market player’ o ‘fictitious agent’ — who sets prices, finds out
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the exact demands and supplies of all the price-taking households and firms;
etc...". What would then happen? Students would stop him or her and s,ay:
“Why? Please tell us why do we have to learn about this strange world?’ A

‘rigorous’ teacher can only answer: ‘For fun’ or ‘Because I think socialism will
soon win and society is going to need planners’ or ‘Because it is good for you to

. . L 1] b
learn to reason in an “axiomatic” way'. . -
But microeconomics teachers are not as rigorous as they claim, even if they

do know some mathematics. To elude such a question, they never present the V

notion of perfect competition straightforwardly. Instead, .Ii'ke poets, t'hey‘ use
metaphors and appeal to intuition. In the case of competition, they hn.k' it tf),
the usual and ‘obvious’ opinion that the market of a good is compemnv? if
there are many agents supplying and demanding this good, eth of them bc?mg
very little and atomistic. Thus, as no one can influence prices-or only in a
trivial manner — all agents can be assumed to be price takers. The,n perf.ect
competition can be considered as synonymous with ‘many agents’, making
and reality appear to agree.
thelgz in fact thgr dﬁi’t. A rigorous person will reply: ‘even if there are millions
of agents, if all of them are supposed to be price takers, then who sets pnce;s? And
who changes them when global supply is different from global deman,d? At th;s
point the neoclassical economist resorts to poetics: ‘prices emerge thanks to
“market forces’ or to ‘the invisible hand’, etc. So much for clarity and mtellectflal
rigour. But that is the dark power of ideology at work. Neoclassical econorfusts
are wedded to the idea that ‘perfect competition’ or ‘frictionless markets are
‘efficient’ in the sense of being Pareto-optimal. They dp not want to adr.mtf
that this efficiency is only possible with a costless, benevolent auctioneer doing
a whole lot of things. . '
My third and most important piece of advice to students studyzng‘mzcroeconomzcg
Each time someone speaks to you of perfect competition say: ‘So, you assume
that there is an auctioneer. Consequently, you are not trying to approz?ch or
abstract from the real world. You propose instead to study another kmd of
world. Please then stop trying to seduce us students into confusion an’d error
by falsely comparing your ‘perfect competition’ with the cartographe.r s maps
or with the physicist’s frictionless models. Please propose something elsgi
preferably something that, like mapmaking and physics, relates to the rég

world.

ABOUT ‘IMPERFECTIONS’

e s ¢ o e
Microeconomics textbooks usually present perfect competition as unre?hstlc
But not because it assumes a central system with an authoritarian aucuor}lleet-
Instead textbooks say it is unrealistic in the sense that in the real world there
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cani be ‘a few’ agents, acting in a ‘strategic’ way. These are ‘frictions’ (Varian
and Mankiw) or ‘imperfections’ impeding efficient allocations. The textbook
suddenly switches to a normative mode and says that they should be eliminated.
But the very fact of speaking of imperfections means that there is a ‘perfect
world’ that can be attained, or, at least, approximated. This ‘perfect world’ is
of course the perfect competition model.

In this model, equilibriums are ‘efficient’ or ‘Pareto-optimal’ and so play
the role of norms. The message is that not only can these equilibrium be attained
or approximated, but they should be. This is why in microeconomics texthooks:
(and now, unfortunately, even in those of macroeconomics), all models with
‘imperfections’ are compared with the ‘perfectly competitive’ ones. This happens
with models of monopoly, duopoly (or oligopoly), monopolistic competition,
public goods (where efficiency can be ‘restored’ by ‘creating markets’ in relation
to externalities), etc. This normative twist generates an ideological argument
that has come to be very widely applied. Suppress market imperfections
(frictions) wherever possible, and everything will be all right. This has become
the ‘economist’s message’, implicit in the analysis and recommendations of
the IME the World Bank, the OECD, the central banks, etc.. And it is so
simple: suppress ‘rigidities’, especially in labour markets, (re-)establish
“flexibility’, and then an (‘efficient’) equilibrium will, ‘smoothly’, be attained.
Perhaps, but we ask again: do these people really want to implement a
centralised system of the ‘perfect competition’ kind-the only one where
‘efficiency’ can be obtained? A

My fourth piece of advice to students studying microeconomics: when a teacher
proposes to study more ‘realistic’ models, of the ‘imperfect competition’ kind,
tell him: ‘All right, but models without an auctioneer and, thus, with at least
some price-making agents’. Then, wait and see’.

ABOUT ‘MARKET FAILURES'

Often microeconomics textbooks have one or two chapters about ‘market
failures’. What they mean is that there are goods (or ‘evils’) that are consumed
(voluntarily or not) without being exchanged through a price system.
Externalities (like pollution) and public goods (goods that can be consumed
at the same time by many persons, such as street lighting) are classic examples

of ‘market failures’.

Microeconomists then propose to ‘create markets’ with the purpose of
implementing ‘efficiency’ (Pareto-optimality). In other words, their approach

_ isclearly normative. How do they propose to do this? Some, like Ronald Coase

(1960), consider it enough to attribute property rights to agents and to let
them bargain, as (competitive) prices ‘emerge’. It is suggested that ‘markets’
ill do the job-efficiently, of course. How? Well, because efficiency requires
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price-taking agents, it is (implicitly) supposed that there is somebody setting
them, and so on, i.e., that all the institutional arrangements of ‘perfect
competition’ are implemented. But when neoclassical economists speak of

‘markets’ and ‘efficiency’, they almost always are unconsciously referring to a
centralised system. They want to show that ‘markets’ can solve problems
without government intervention, but what they propose is a system where a
government, or some other power-collects supply and demand statistics and
-finds and sets equilibrium prices.

Often, textbooks give the ‘example’ of a polluter and a polluted, and propose
the ‘perfect competitive’ (and thus, efficient) solution, in total contradiction
with what they have said in preceding chapters, where perfect competition
was identified with many and atomistic agents on each side.” In fact, nowhere
has this kind of ‘solution’ ever been really implemented. It is true that some
countries, or American States, have organised ‘tradable pollution permit
markets’ (for example, sulphur oxide emissions by electric power plants). But
this requires lots of controls and, because there is no auctioneer, ‘efficient’ or
‘equilibrium’ prices don't ‘emerge’ spontaneously. This is not surprising: how
can traders discover the ‘good’ price, even if there is lots of (costly) bilateral
bargaining? Indeed, some people will trade, others not, and prices of goods
will depend on the way people meet, on their aptitude (or desire) for bargaining,
etc. Generally, the same good will have a different price in different places and
at different times. .

In fact, the problem posed by this kind of ‘market’ is the same as for other

markets: how are prices formed when there is no auctioneer?
A

THE MAIN PROBLEM: BARGAINING IS INDETERMINATE

Suppose that there is no auctioneer. Then at least some agents must set prices.

If this happens for the seller and the buyer of the same good, there is no reason
that they both propose the same price. They will then bargain, the buyer trying
to get a price as low as possible and the seller the opposite. In our societies,
however, most people are price takers: they buy in shops at given prices. But -

shopkeepers’ prices depend on the prices of the wholesalers and/or produce
At some moment, there will be a bargain: between dealers and wholesalers (or
producers), or between wholesalers and producers. In fact, there is always a
bargain (often between groups as lobbies, syndicates, trade unions, etc) in price
formation.

But when one bargains and trades, it is because one wants to get
advantage (more satisfaction, or profit, after trade, than before). How will t
total ‘surplus’ from trade be distributed? There is no simple answer to this
question because traders’ payoffs depend on their bargaining power, on their

mechanism’ or of ‘competition’.

_ Beginning in the 1990s,
_ fashionable among microe
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information about others’ situations (especially on their reservation price)
norms imposed by society (or ‘internalised’ by traders), etc P on
Take as an example a bargaining process orke
Suppose that both are interested in makin,
~ for the boss), the gain from trade being
value’. The boss will try to keep the wor
worker will try the opposite. The result o
of factors such as the level of unemploym
and the laws, conventions,
Most of these factors cannot
bargaining is indeterminare.

between a worker and an employer.
g adeal (ajob for the worker, profit
given by what Marx called ‘surplus
ker’s wage as low as possible and the
f this process will depend on a variety
ent, the existence and power of unions,
customs, etc. to which the parties are subject.5
be reduced to variables in equations; the result of

3
il to produce ‘results’ suffici
. ults’ sufficientl l
e more : ot w y general to
gh level’ publications or to recommendations of economic policy.

) . .
) ‘Today’s mainstream microeconomists don’t do this kind of work Instead
; .
t etha'nt ’to prove ‘theorems’ (especially, the ‘superiority’ of the ‘market
m
echanism’) and they want to tell us what todo (essentially: suppress ‘frictions’
b

wherever possible). It is why they ‘solve’
) : y ‘solve’ the problem of bargainin :
that ‘prices are giver, etc. P of barg g by supposing

My fifth piece of advice to students study
‘Do you agree that behind any price, there
Then, please tell me how the neoclassic
issue? Oh, and please don’t avoi

ing microeconomics: Ask the teacher
is, somewhere, some kind of bargain?
al theory determines the bargaining
d the question by speaking of ‘the market

BARGAINING AND ASYMMETRIC INFORMATION

the concept of asymmetric information became

conomists. It b
Selten and Stiglits in 2001 €came even more so after Ackerlof,
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Think of the cases of insurance (housing, car, health, etc.), of loans by banks,
of used cars (or other durable goods), of labour relations, etc. Insurance
companies, banks and employers know that when signing a contract with a

customer or an employee they do not know everything they might like to know
about her or him. But they have tried to find out as much as they can so as to
limit unwanted consequences , resulting from what they call ‘moral hazard,
‘adverse selection’,’ and so on. Governments act in the same way. For instance
when they pass laws to protect consumers. Customs and traditions often act in
the same way, even if they are different from one place to another. ;
What then is the contribution of today’s microeconomists, especially that
of the prize-winners? Well, they have ‘proved’ (that is, mathematically) that
asymmetry of information is generally a source of ‘imafficiencvies’,8 and that in
some cases it prevents the existence in principle of equilibrium. And so what?
One doesn’t need mathematics to prove or to understand this. As Stiglitz has
correctly insisted, taking asymmetric information into account changes the
general theoretical analysis and, of course, the policy recommendations. But
this can be done using words: one doesn’t need to read Stiglitz’s academic
papers, full of mathematics, to understand what he says and to approve or

disapprove.

WHAT STUDENTS MUST DEMAND

As perfect competition is devoid of interest,” students must keep demanding:

we don't want to hear anything about it, except in history of economic thought

courses (or perhaps eventually in courses about planning).

We want to start at the beginning, as in real life, by studying bilateral
relations, by distinguishing between price takers and price'makers, by finding
at which level the bargaining process takes place, and by trying to determine,

if possible, its issue.

We want to study theory, but with real-life examples, and not ‘stories’ with
households and firms described by ‘easy to use’ mathematical functions and

with prices ‘emerging’ from nowhere. V

We know that what we demand is not as reassuring and comforting a
exhibiting ‘clear’ proofs and results — in a mathematical sense. But we want t
learn about societies, as they are (or as they have been), and not about clea

but uninteresting and non-existent worlds.

_ utility or diminishing marginal ra

& that it is of a ‘one size fit all’ variety,
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INTRODUCTION

If you compare the theory of consumer behay
‘economics course with what is tau
of marketing,

" iour taught in a standard
gnt as consumer behaviour in a de

vith wl ‘ partment
ke you will ﬁr}d very little overlap. The economists’ story is an elegant
Wh,pt, or mathematical analysis that is presented as an approximation of
vt'he?r goes or; W(I;len consumers economise in the sense of trying to avoid wasting
: scarce budgets on bundles of goods and services th

them than oy pon bundle tvices that are of less benefit to

| at they could afford. The wh is i
: . ole analysis

remarkably self-contained and, even though it is supposedly focused 03,1 h .
k’consu.mers can be thought of as maximizing their well-being ot
, fmythmg that psychologists have saj :
is a kind of psychology in the theo

: no use is made of
d about what makes people happy. There
1y — the notion of diminishing marginal
tes of substitution — but it is all of the
Iso striking about the economists’ analysis
in that there is no suggestion that
different ways in different contexts:

o -, . .
onomists’ own making. What is a

consumers might make their choices in
. . .
b;lzfn cdl;;)fleiee :t all is lse:f?_n ;sl capable of being approximated in theoretical terms
e analysis. Mainstream economists have [
a ists have little to say about habits
(1; ;}gﬁnple, even thoug.h large-scale empirical work by Houthakker and Tayior’
710) long ago slr%owed just how important habits were in determining demand

in co i i
ntrast to the economists’ typical focus on
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The approach to consumer behaviour w.ithin marketilng, by ;ontcriisit;, is

strikingly multi-disciplinary and draw}s1 heavﬂy.o;lczsy(rtc}llleo Scfly;l ;lr(l) . Z(;gns ai;(ri
e specialized areas such as semio

:;rrt;iis;,scrgr?;nugication, and cultural studies. Ma.rke.ting schola.rs al(ssc; i(&filz
their eyes open for useful developments fr‘om w1th1nheconorr;1cs foe for
example, Ratchford 1975), comparing marketing approaches FO re Zrm Hations
of mainstream economic analysis in terms of consumers havm%1 ah errz1 !
product characteristics rather than goods per se ~ an approacl t atd ecciaf es
later is still not a central part of the economic ma.mstréafn but is ;ftan A ;a.rte
within marketing). The marketing approach is strikingly di ;:,rent in l1 ]s(
pluralistic outlook, even in its most prestigious jourgals such as the ]%uma 0
Consumer Research: at one extreme, consumer behav'mur research czmh e eviry
bit as formal and quantitative as work by economists whe'reas, att e o e(11'
extreme, it can involve much more qualitative approaches, mtrospec;:tlon‘ an
a hermeneutic approach (the careful analysis.of text, such ES 2 veII‘ctlsu}g
material). Pluralism extends to the way that choices are seen asl elr;g?r tE.l e:llislﬁ
different ways according to context: for example, mark.etm'g scholars ls;tmg
between situations that are emotionally charged (high m.volvement ;Jersu;
those that do not have great personal significance .(low involvement), an
between habitual behaviour and discretionary beha.mour. b diffeced

What is particularly strange about the coexistence of such differen

approaches to consumer behaviour is that there exists a literature within

economics that stands somewhere between them bL.lt is rarely taught C;mthu;
core economic principles courses. Though econormst are prorfle ;:)1 1sr}r11ils,
marketing as a ‘Mickey Mouse subject’, it is clear thaF in terms of scho az:eérp;
the marketing writers are better read and more opfen—r.mn‘f:led.. While mallzls. -
economists’ work on consumer behaviour remains impervious to wEr in ;

area in marketing, marketing writers have drawn extensively on a heterodox

. s f
approach to economics that draws upon research in psychology and studies o

how people actually behave. This approach, known variously as behaviou.rgl
economics, psychological economics or economic psycholo%y, has major
differences with the mainstream approach. The present chapter focuses on

four major areas of difference by way of giving students a taste of what they

could be missing when they study the microeconomics of choice.

1 Trade-Offs and the Shopping Trolley

Mainstream economics: ‘As an approximation to reality, let us assume (;halt:
consumers consider the pros and cons of having a bit more of one pro l}if :
versus a bit less of any other product and that they do this ff)r all possi< 3
combinations of products that are available. Having dom‘e this and wor et

out which bundles of goods they can afford, and which they cannot,

 have to simplify things and make limited comparisons,

_ toothpaste versus cheese versus olives,

~ would walk around the entire store to

_ Companies that supply grocery pr.

also find it worth sp
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they then choose the bundle

from their feasible set that gives them the
highest uility.”

ay’s mainstream approach to

worked out. The century-old perspective might not seem too implausible for
poor consumers in a developing country, who face a narrow range of choice in
alocal market, but it looks much more questionable for supermarket shopping
where the consumer faces a choice between over 10,000 distinct product lines.
This implies a vast number of potential combinations of ways of spending the
weekly shopping budget, plus many more ways of filling shopping trolleys whose
cost would exceed the weekly budget. The fact that consumers can actually
zip round a supermarket and get their shopping done in an hour or less, rather
than spending ages trying to figure out what to do, might be taken by

mainstream economists as implying that their approach is a reasonable

approximation to what goes on. However, to the behavioural economist, it

implies that shopping is being done in a way that does not involve anything
like a comprehensive consideration of possible trade-offs.

Behavioural economics: ‘People have limited computational powers and
can handle only about 10 bits of information per second and they typically
can only keep in mind 7 + /=2 things at a time. ..’

In the face of such empirically established cognitive limitations, shoppers

for example between
hpaste, but perhaps not between spending money on

etc. Supermarkets are designed to
facilitate this, grouping particular categories of products in particular aisles to

1s to make sequential comparisons of like with like and fill their
y do so — if consumers shopped as pictured in mainstream theory,
then products could be placed absolutely anywhere in a store and consumers

size up what was available before

rival brands of toot

commencing to make their selections.

Even the comparison of brands may be limited if there are many rivals in
the same category,.so choice may be affected by advertising and the ability of a
brand to grab attention (e-g by being displayed on a shelf at eye-level or at the
end of an aisle, and by having a conspicuous, distinctive type of packaging).
oducts therefore compete to get the best
attention by paying inducements to supermarkets; they
ending a considerable amount on imprinting their brand

Positions for grabbing
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symbols on consumers’ minds via advertising.
With so many items in stock, and with different shop layouts, supermarkets
find it difficult to demonstrate to consumers that they offer a better deal than

their rivals. This is why some chains experiment with ‘weekly specials’ to try to
€ncourage consumers to experiment with shopping in their stores instead of
staying at rivals’ stores. Other supermarket chains advertise themselves as
offering ‘everyday low pricing’ in order to deter consumers from engaging in
the inconvenience of checking the deals offered by their rivals. The different

strategies will appeal differently to consumers depending on which decision”

rules they use to simplify their shopping. The implication is that it may be
unwise to assume, as mainstream economists do, that all consumers are pretty
much the same ‘representative agents’ and that it may be worth studying the
different kinds of shopping strategies that are commonly used.

2 Choice Between Competing Products

Mainstream economics: ‘People choose by weighing up a product’s good
points against its bad points to get an overall view of what it is worth to
them, to compare it with other products’.

Although the formal teaching of mainstream consumer theory still normally
focuses on choice between rival combinations of goods rather on what these
goods have to offer, the mainstream economist’s focus on substitution leads to
a simple piece of policy advice for firms: ‘If you can’t sell good goods, sell cheap
goods’. This line of thinking has important implications for how a country
should deal with a balance of payments problem. To increase exports and reduce
imports, the crucial thing is not to change what is being made but to change
relative prices. Hence allowing the exchange rate to depreciate is the way to
reduce imports and increase exports, since this will change domestic production

costs relative to those overseas. In practice, devaluations do not have a brilliant

record as means of turning around balance of payments deficits. A mainstream
interpretation of this would be that exchange-rate changes tend not to go far
enough, whereas from the behavioural perspective the reason might simply be
that consumers are choosing on essentially non-price grounds in ways that are
at odds with the principle of substitution.

Behavioural economics: ‘Consumers may sometimes trade off good points
against bad points and form overall evaluations of rival products, but
often they may be intolerant, choose on the basis of a priority ranking, or
reject all brands that don’t offer all the features on their preferred checklist.’

There are several plausible reasons why consumers fail to work out overall
evaluations of products in the trade-off manner:
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Some kinds of products may get ‘ruled our because consumers see
them at odds with how they see their identities (as in ‘I know it’s
cheap, functional, or whatever, but it isn’t reallyme; I need something
that says something about my place in the world, my ability to discern
quality, etc. and in the latter terms it simply isn’t good enough.’).

They may build their lives around particular morg] principles (for
example, Vvegetarianism, avoidance of debt, patriotism).

A product may have t0 many features to keep in mind at once
whereas choice is simplified if one uses g checklist of desireci
performance standards and does not try to compute an overall value
(as with ‘I want a DVD player under £100 that is able to play MP3
recordings and JPEG picture CDs, and, ideally, is not made in China’).
Experience will enable consumers to judge whether their demands
are too restrictive (so nothing is deemed acceptable) or too easy
(such that many products get over the set of hurdles and a tie-break
rule is needed), and hence what they can reasonably expect to

demand. Social inputs may also helpin shaping a consumer’s mould
of tolerance in a particular area.

If price frequently is not a decisive factor, then national policy makers may

find l?alance of payments problems require much more subtle policies than
allowing the exchange rate to depreciate,

quotas would be a definite ‘no-no’,
The behavioural berspective is also relevant for business

o A car with a very poor rust resistance or reliability record, despite
being stylish and sporty (cf. the fate of Lancia in the UK a couple of
decades ago, and the difficulties in re-establishing Alfa Romeo as 4
premium brand)

Anairline with a poor safety record (would you travel with Aeroflot?)
A restaurant menu with no vegetarian option (a single vegetarian
In a group could rule out the restaurant for the entire group)
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e A jobapplicant who cannot meet all the ‘required selection f:ﬁtc?ﬁa’
(it is ironic that heterodox economists have a hard time getting jobs
in prestigious universities in the UK under the current Research
Asssessment Exercise (RAE) system, since they tend not to be able

to get articles published in the top ranking journals that the RAE
favours when assessing academic departments for research standing
and hence funding).

The behavioural perspective may help explain why many highly successful
products (and people?) are actually rather bland: the firms that win a big/
proportion of a market may be those that offer products that offer adequate’
performances in all respects commonly required even though they are not
outstanding in any respect.

3 How Well do People Choose?

Mainstream economics: “We presume people take decisions consistent with
. : : k]
the application of principles from economics and statistics.

Behavioural economics: ‘Research shows that behaviour of actual decision
makers is commonly at odds with what economic theory expects but not
in an unsystematic manner; in other words, it is subject to a number of .~
commonly observed biases.’

The difference between the perspectives here is rather in terms of normative
versus positive economics. For example, a behavioural economist will accept
that mainstream advice about what one should do in respect of sunk costs is
‘appropriate; however, it is evident that many people actually find it difficult to
avoid ‘pouring good money after bad’, falling into the tg{?ptation to try to
recover money they have already spent on something, rathéer than focusing on
the returns of spending additional money on the same thing versus on
something else. (Classic examples include Concorde, the UK’s Millennium
Dome, playing poker, running an old car, or continuing to go for a workout as
a means of ‘getting value from gym membership’ despite hating the process.)
Other kinds of observed behaviour at odds with mainstream theory include

cases where:

e People do not treat the value of their time or money consistently
and instead ‘frame’ things mentally in different ways. (For example:
taking a quarter of an hour extra to shop for a £10 saving on a car
radio, but not haggling for an extra quarter of an hour to save an
extra £10 on a car; likewise, advertising £10 off a car will not attract
attention in the way that advertising £10 off a much cheaper item

will.)
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The value a person places on something is affected by whether or
not they already have it (for example, experiments have shown that
people who agree to buy something for a particular sum tend to
require more to part with the item if it is given to them and the
experimenter then offers to buy it back).

People who mow their own lawns to save paying a lawn-mowing
firm £10 to do the job tend not to be prepared to mow their
neighbour’s lawns to earn £10.

People tend to be more concerned with changes in the value of their
wealth than with its absolute value.

People are prone to addiction and weakness of will, and at the same
time to be aware of their personal limitations. If consumers were not
aware of their fallibility we would not see them pre-committing
themselves to avoid succumbing to temptation, as with Christmas
club savings accounts (that are hard to withdraw and tend to offer
poor rates of interest), voluntary superannuation schemes (that may
perform no better than unit trusts to which the saver has free access),
going to health farms, or making their plans public so that a failure
to deliver would be humiliating

People allow their judgment to be affected by vivid pieces of
information that they ought to dismiss as statistical outliers or make
judgments on the basic of simplistic rules, rather than basing their
judgments on large samples of data and easily obtainable expert
knowledge. An example of the former is where a consumer allows
the tale of a single maverick example of a product to put them off
buying it, despite having read consumer magazines that report it is
very reliable. As an example of the latter, you might reflect on how
you would judge the safety of different types of cars: would you do so
in terms of cues such as the size of the car, claims made by
manufacturers in advertisements and the manufacturers’ reputations,
or would you bother to use the internet to check laboratory research
findings (for example, those of the European New Car Assessment
Programme at http://www.euroncap.com/) or assessments based on
actual crash statistics (for example the Swedish Folksam study
reported at: http://www.folksam.se/forskning/uaﬁk/sakra_bilar/z003/
bilListaEngelsk.htm), and do you find it hard to believe the finding
from the latter that the small ‘Toyota Yaris is as safe as a large Volvo
and safer than a BMW 5-series?

People seem to divide their thinking about money into different
‘mental accounts’, which they treat differently, so they end up
scrimping and saving in parts of their lives but spending lavishly any
time they come into money by chance.
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These kinds of behaviour certainly can cause groblem; for sornseufllnr:;sctigrzz
to market their products, but note that firms seeking to s apeecrc;r;r "
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4 What Determines Querall Happiness?

.

you will feel.’

Behavioural Economics: ‘Many people do not find more is bette}’, and S?E:’
with good reason, don’t try to get as many goods and services as they

could.
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théy opt for safe ways of spending their time and money (comfort) rather than
enjoying the psychological benefits of taking on challenging activities and
getting to grips with them (pleasure). He contrasts their bland entertainment
choices, foods, vacations, and so on (nowadays we might think here of
McDonald’s, Disney and Hollywood as symbols of this) with those of less
affluent but culturally more adventurous Europeans. Also evident in this
perspective is a recognition that consumers need to experiment and work at
developing skills in particular areas in order to appreciate the finer things in
life: the stereotypical affluent American, by contrast, is prone to outsource
such activities to an army of experts (interior design consultants, personal
trainers, psychiatrists, and so on).

"Two other key themes in the behavioural critique of the ‘more is better’
viewpoint of mainstream economics are that (a) People tend to judge their
well-being not by how much they have in isolation, but by their positions
relative to other people whom they use as reference points; and that (b) People
do not realize that they will soon become habituated to better (or worse)
standards of living. A long-dreamed-of expensive new car thus may be merely
a temporary source of joy unless the manufacturers have managed to build in
a lot of design features that will continue to ‘surprise and delight’ the owner:
we soon get used to that standard of motoring and cease marvelling at it, and
before long friends and neighbours acquire similar vehicles soit loses its ability
to serve as a status symbol. '

Given these tendencies, consumers might be far happier if they were less
obsessed with trying to get ahead in material terms, with all this entails in
terms of work-related stresses, and instead opted for a simpler, free-and-easy
lifestyle based on relaxing socially rather than on social competition. In short,
striving for economic growth so as to emulate US lifestyles may not result in
greater happiness — it might be better to aim for lower stress with less
materialistic spending but better education and a vibrant culture.

CONCLUDING COMMENTS

 The coverage of differences between mainstream and behavioural approaches

to choice presented in this chapter is by no means complete. Even so, the
monopolistic domination of the mainstream or neoclassical approach to

_consumer behaviour may seem rather distressing in the light of the issues that
 have been raised here, for much time is being taken up teaching and studying
this analytical framework at the cost of excluding the empirically far richer

ve. If you wish to receive training in non-neoclassical

Tesearch on consumer behaviour but are presently studying with a thoroughly

ainstream department of economics, then your best hope is to take enough
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marketing classes to enable you to take part in a consumer-behaviour course
delivered within a department of marketing. It is sad to have to offer such
advice right now, but the good news is that the behavioural approach. is

becoming something that mainstream economists will have trouble i 1gnormg,

for much longer.

While economists typically paid rather little attention to the award of the
1978 Nobel Prize in Economics to pioneering behavioural economist Herbert
A. Simon (who never held an academic post as an economist and at the time
of the award was a professor of computing science and psychology), the sharing
of the 2002 Nobel Prize by psychologist Daniel Kahneman and experimental
economist Vernon Smith received widespread media attention and came hot
on the heels of articles in major newspapers (for example, Uchitelle 2001),
Lowenstein 2001) about the behavioural approach. Textbook coverage of it
can be found in a few cases if you know where to look (Earl 1995, chapters 2
and 4, Frank 2002, chapter 8) and your university library might also subscribe
not merely to relevant journals from marketing, such as the Journal of Consumer
Research, but also to journals that specialize in publishing work in this area;
such as the Journal of Socio-Economics and the Journal of Economic Psychology.
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Managerial Economics: Economics of
Management or Economics for Managers?

SASHI SIVRAMKRISHNA

FOUNDATION TO AID INDUSTRIAL RECOVERY, INDIA

This essay is more about ‘what’s wrong with managerial economics’ than about
‘what'’s wrong with economics’. I must make it clear that I do not intend to

critique neoclassical economics; I am sure that many others will undertake to
do so in the present volume. My aim instead is to make clear to students some
of the shortcomings of managerial economics, a course that finds a place in
almost every management education course. I have articulated my thoughts
in relation to the questions raised and concerns expressed by my students, and
I hope that the arguments put forth will make the learning experience of other

students more meaningful. I also hope that the essay will spark off a debate on

what the objectives of a managerial economics course should be. This debate
must involve not only teachers but also students and ex-student practicing
managers. | sincerely feel that a subject like managerial economics is extremely
important and useful to professional managers, but in its present form, valuable
time and energy is being wasted. ,
As students of management, a course in managerial economics could in
fact be your first introduction to economics. I found my students coming from
diverse backgrounds, from literature to mathematics. Whatever their
backgrounds, there is always great enthusiasm to learn economics. Students
want to comprehend the radical changes that are transforming our societies.
And everyone knows that economics is driving a lot of this. This is even more
important in countries like India where there are so many apprehensions about
as well as expectations from economic liberalization, privatization and
globalization. Managers and entrepreneurs are keen to put all the economic

news that bombards them day-after-day into perspective and also develop an

MANAGERIAL ECONOMICS 107

informed opinion on various issues. Let me give you a simple example: a few
years ago in India one question that grabbed the headlines was whether we
should allow the import of used cars. I asked my students for their judgment —
most of them were reactionary, but after introducing them to what are the
possible gains and losses from free trade, they were able to see that there is
never a simple yes-no answer to such questions; economics, like many other
subjects, is a struggle of beliefs, the outcome of each step becoming the basis
for the next.

Rather than inducing debate and discussion on economic issues, the typical
approach of managerial economics is professional, like law or engineering. This
is reflected in the objective of a managerial economics course, which is now
fairly standardized and exemplified in most textbooks — to provide students
with a set of tools that will help them solve decision-making problems that
they will face as managers. Consider, for instance, the text by Keat & Young,
entitled Managerial Economics: Economic Tools for Today’s Decision-Makers. The
text propagates ‘managerial economics as the use of economic analysis to make
business decisions involving the best use of an organization’s scarce resources’.
You are then led to believe that once these tools are acquired, you will be in a
position to ‘apply’ them to, and solve, your business problems.

What follows as the contents of the course, the economics tool kit, is
microeconomic optimization theory. Students live under the hope that if they
are able to define the market structure within which their businesses function,
estimate the demand and cost curves, then voild, they will know in no uncertain
terms what quantity of output their firm must produce (Q*) and at what price
(p*) so as to maximize profit 7*). This approach, where students are made to
believe that their managerial economics course will provide them a tool kit,
leaves students frustrated because sooner or later they come to realize that
these tools cannot be ‘used’ like engineering formulae. And this realization
comes at a significant price; after all, the course demands a lot of effort. Even
worse, there is a feeling of emptiness — their economics course never touches
upon the economic issues that they would have considered relevant.

" As ateacher, this left me dissatisfied and led me to think about why standard

microeconomics cannot be ‘applied’ to business decision-making problems. I
soon realized that if managerial economics were to serve as a tool kit, it must
begin with an economics of management, articulating problems confronting
the manager from a manager’s perspective, taking into account the constraints
they actually face, which must then be related to their decision-making

problems. But economics was never developed from the manager’s viewpoint

or context. As Diamantopoulos & Mathews point out,

Conventional price theory was never intended to serve as a conceptual
framework for the study of pricing of the individual firm.. .price theory
has been primarily developed for use in the analysis of broad economic
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changes and the evaluation of social controls... Therefore, it would be
unfruitful (and erroneous) to use conventional price theory as a unified
framework to guide the theoretical and empirical study of price
determination within real-world firms.

(Diamantopoulos and Mathews 1995, p. 11.) -

Managerial economics is not based on an economics of management-the

latter, I think, is a precondition for it to become useful as a tool kit to managers. -

What is done instead is to take a standard microeconomics text, replace all
mathematical subscripts (1, ..., n) with ‘real’ names, put a few case studies in
boxes as ‘applications’, and make students feel and reinforce the hope that
these economics tools can be ‘used’ by them. However, when encountered
with a real problem their tools turn out to be inappropriate because these
microeconomic models were developed to analyze broad economic and social
systems, not a manager’s marketing and sales problems — you cannot hammer
a nail into the wall with a screwdriver.

So why not adapt our usual microeconomic models to a manager’s context?
Herein lies the problem. When advocating economics as a bag of tools to
managers, the economist must realize that managerial economics suffers from
a case of asymmetric information — what the economist works with and what
a manager actually has to work with. The result: economics fails to give any
answers to, even articulate, the problems of managers. ,

What is this information that an economist assumes but that a manager
does not have? Recall Part I of your managerial economics course: the actual
demand curve. If you browse through an economics or'managerial economics
text, you will notice that the demand curve derived from consumer choice
models is taken as the actual demand curve with a known slope and location ~
giving information on what consumers are willing to buy at what price. If the
ceteris paribus assumption is relaxed, the economist also knows by how much
the demand curve will shift. The economist then freely uses this demand curve
when she studies firm behavior; whatever the market structure might be.

The conventional managerial economics text ‘cheats’ the student by
introducing a chapter on demand curve estimation: a brief, nothing kind of
chapter, on how to estimate demand curves. Even if you are told not to attempt
this exercise yourself, given the dangers of estimating a wrong demand curve,
the student feels that ‘it can be done nonetheless’. Students can then go about
the rest of the course feeling assured about the usefulness of the course.
Interestingly, this chapter on demand estimation is missing in many (pure)
econormics texts. ' i

As a manager or entrepreneur, are you in the economist’s privileged position?
Do you have the actual or estimated demand curve for your product on your
table or computer screen? Obviously not. We need only consider all those
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cases that Jack Trout discusses in his book, Big Brands, Big Trouble: the failure

of New Coke, A.1. Poultry Sauce, Xerox computers, Firestone tires. If these
companies, with access to the best resources, could have estimated the demand
curves for their products, would they not have done so, and so avoided such
failures?

The manager does not know and can never know with certainty where the
actual demand curve lies. In fact, if she knows the actual demand curve for the
firm's product, there really isn’t much of a management problem. With the
actual demand curve, all one has to do is to apply the profit-maximizing rule
(MR=MC) or any other rule meeting the firm’s objective and the firm’s balance
sheet could be prepared, not just for the current year, but maybe even for the
next year. A manager may still have to motivate employees or obtain raw
materials from the cheapest source, but those are not usually the problems
with which a manager goes to the economist.

It is useful for the economist to delve into the world of managers and
entrepreneurs. Al Ries and Jack Trout can provide some useful tips for the
economist trying to understand the Economics of Management:

You can't predict the future. So don't plan on it.

The fatal flaw in many marketing plans is a strategy based on
‘predicting the future’.

Seldom are the predictions obvious. Usually, they are so buried in
assumptions that you need a degree in rhetoric to ferret them out.

Remember Peter’s Law: ‘The unexpected always happens’.

(Ries and Tron 1998, pp. 44-5.)

There is something more that an economist needs to learn about
management before theorizing about it and that is, management is not about
‘predicting’ the future, but about ‘creating’ the future (Ries and Trout 1998).
Itis not enough that top management ‘sees’ the demand curve for their product
but also create it as they desire it to be. In other words, they must not only
know what people want but also make them want it — through advertising,
building brands, tactics or whatever. Management decision-making is not only
about setting p* and Q* given the demand curve but also shifting the demand
curve to meet the company’s objectives. In his book on entrepreneurship, ‘In
the Company of Heroes’, Hall comments that ‘entrepreneurs do not find high
profit opportunities, they create them’. (Hall 1999, p. 38.)

We must, however, be fair to the economist. The idea of the actual demand
curve being unknown to a manager is not a novel one in Economics.

Diamantopoulos and Mathews quote several economists on this point:

‘The most challenging problems occur in attempting to estimate the firm'’s
demand schedule, for typically the pricing executive only knows one
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point in its demand curve — the number of units being sold for the existing
price’ (Alpert).

‘From the standpoint of decision-making, the relevant demand curve is
the one on which management basis its pricing and production decisions.
This need not be the actual demand curve. From the decision-making
standpoint, it suffices that management behaves as if it were the demand

curve’ (Horowitz).

“The demand curve whose image spurts entrepreneurial action will be
referred to indiscriminately as the subjective, or imagined, or anticipated
demand curve. It may even be called the ex ante demand curve’ ‘

(Weintraub). ,
(Diamantoloulos and Mathews 1995, p. 19.)
McKenzie and Lee also point out the problem in knowing the actual demand
curve:
Saying that the firm must choose the ‘right’ price is easier than actually

choosing it... Managers can never be completely sure what the demand
for their company’s product is’. (Chapter 12, p. 290.)

The average-cost pricing model in Economics also recognizes the
impossibility of a determinate demand curve: '

Tastes in the market change continuously and the reaction of the
competitors is impossible to predict. Thus firms cannot estimate their
future demand. Past experience does not help rquch in reducing
uncertainty, because extrapolation of past conditions in the future is
haphazardous given the dynamic changes in the economic structure.
Given this uncertainty average-cost pricing theorists reject the demand
schedule as a tool of analysis, thus abandoning half the apparatus of the
traditional theory of the firm. (Koutsoyiannis 1994, p. 272.)

But outright rejection of the demand curve really ‘reduces’ the manager to
an accountant. All she must do is to compute average cost and add requirekdk
mark-up, leaving it to the market to determine sales. As managers, do you
then sit back and do nothing? Dor’t you have to engage with the market? Try
to influence demand for your products? :

Chamberlin (1969) also talks about an actual demand curve and an expected
demand cﬁrve, the latter being more elastic (quantity demanded will reagt
more strongly to a given price change) than the former. This expected demand‘
curve assumes a manager to be a naive individual, always repeating thg: same
mistake of not considering the actions of rivals. Once again this approach may
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-

be acceptable if Managerial Economics is about telling. managers what

- economists think of them. But the real world is not this way; or most companies

would have economists as their CEQOs.

So, if managerial economics cannot be a bag of tools, given that we do not
have an Economics of Management, then we must take a different approach:
the path that I have chosen to take is economics for managers. And here we
need to be honest and give students plain and simple ‘economics’, not promising
them any bag of tools to be ‘applied’ to their business problems. If managerial
economics means econormics for managers then this course can be considered
supportive in nature, providing awareness, insights and a general understanding
of the market system — important ingredients for managerial decision-making
— but, let me repeat, not a tool kit to solve managerial decision-making problems
per se. More specifically, the course is not intended to make students believe
that MC=MR type rules can be ‘applied’ to solve business decision-making
problems.

With this approach, it is also not necessary to limit the course to neoclassical
microeconomics —economic history, political economy, institutional economics
and even Marxist theory could all provide invaluable insights of the working
of a capitalist economy to managers. I usually begin my managerial economics
course with a reading of Heilbroner’s ‘Worldly Philosophers’. Students must
understand that economists, not just the neoclassical ones, try to unravel the

-mystery of the market system, how it works, when and why it fails, where

government intervention may be useful and what are the effects of intervention
on societal welfare. Managerial economics must be seen in this light — putting
the market system in perspective — the efficiency of the market system in a
perfectly competitive structure, the deadweight loss from tariffs and quotas,
the inefficiency of monopolies, the need for regulation of natural monopolies,
excess capacity in monopolistically competitive markets, price and output of
firms in oligopolistic markets, market failure under information asymmetry or
externalities like pollution, the importance and role of international institutions
like the World Trade Organization. There are also several macroeconomic
issues that students are keen to familiarize themselves with: fiscal and monetary
policy, financial markets, inflation, and so on. Asa manager, don't you have to
be aware of what led to the South East Asian crisis? Why budget deficits are a
concern of many developing country governments? What the implications of
capital account convertibility are?

Though students have come to appreciate this approach to managerial
economics, I face a problem of methodology: with just one or two courses of 3
to 4 credits each, it becomes difficult to provide students with both rigorous

_ methods of analyses and an introduction to a wide range of issues. Too much
_ method means that students lose interest, and too little of it means that the

discussions become intuitive and shallow. This is a question of balance and is

 aserious challenge that I have been trying to resolve.
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To conclude, teaching managerial economics needs to take a clear stance:
is it an economics tool kit for managers based on an economics of management?

Since I think this is not the case, because there really is no economics of
management, we need a more honest approach, economics for managers ~and
here, we need not restrict course contents to neoclassical theory. We should
include a wider understanding of economics and economies (managerial
economics will have to be, at least to some degree, country-specific). The
problem, however, is to balance the discussion of methods and issues.

This conclusion, however, is not the end, only the beginning of my endeavour
to chart out a set of objectives and contents for managerial economics. I would
appreciate to receive ideas and suggestions on making this subject more
interesting and relevant to students and managers, the world over.
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Why Do We Have Separate

Courses in ‘Micro’ and ‘Macro’ Economics?
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A student in economics would be perfectly warranted in asking his teacher
(and himself): “Why do we have separate courses in microeconomics and
macroeconomics? Why not just courses in simple, or elementary, ‘economic
theory’, and then courses in advanced ‘economic theory’?”

Textbooks often try to answer these questions — as their authors know that
they are inescapable. They generally argue that there exists a kind of * division
of labour ‘: micro treats of ‘relative prices’ and ‘resource allocation’, and macro
is interested in ‘levels’ of production (GNP), of consumption, of investment,
general price level, etc. But if this ‘division of labour’ really holds, why are
employment, intertemporal choice (savings and investment) and growth theory
studied in macro textbooks? And why are these books nowadays full of
maximising households and firms, with given prices, just like micro textbooks
are! If everything — including the level of investment — can be reduced to
agents’ choices, then there is no reason for having a separate course in
macroeconomics; there should be no difference between micro and macro.

In fact, the synthesis of micro and macroeconomics is not possible: there is
‘no bridge’ between them — and there will never be, for (obvious)
methodological reasons. Although it is true that certain theoreticians pretend
to give ‘microfoundations’ to macro, they do so by assuming that the economy is
reduced to an unique single agent — misleadingly called ‘representative agent’ —
an assumption in contradiction with the very essence of microeconomics:
diversity of agents, without which there can be no exchange.

All these points are developed in this chapter.
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WHY A SEPARATE COURSE IN MACROECONOMICS?

There is a very simple answer to this question: because microeconomics isof
no practical use; as it supposes fictitious agents living in fictitious institutions,

it has essentially no relation with the real world around us, present or past (see

chapter by Benicourt above). It is purely speculative.

But governments and firms have to take decisions on important economic
questions: taxes, public spending, interest rates, production, investment, etc.

To do this, they need to be informed about the economic situation in the

country — that is why statistics are collected by all sorts of institutions (public

and private).They also need theories, and/or models, from which they can
deduce, or predict, the consequences of their decisions (policies). These
theories, or models, generally start with a few simple relations, valid in the
average, obtained from observation of present and past facts. Such is, for
example, the case of the ‘quantitative theory of money’, Keynes's ‘consumption
function’ or the ‘investment accelerator’ model. '

One fundamental point about these relations is that they concern aggregates
national income, consumption, investment, saving, employment, money supply,
price level, etc., and not specific goods or agents (it is why they can be true

only ‘on average’). Another point is that they are observed (not deduced): they
are founded on more or less evident ‘psychological’ facts (as observed

behaviours) or ‘technical’ relations (as capital output ratio); they are generally
not deduced from a maximising program (even if behaviours are supposed to
be rational, in an elementary way). The parameters (or coefficients) of these

macro relations can be estimated by statistical methods (econometrics) applied

to (aggregate) data — the theoretician’s work consists in selecting which

variables are pertinent, and in deciding whether they are endogenous or
*.'t.'% ¢ o

exogenous. R

Traditional macroeconomics was conceived in this global (or ‘holistic’, as

some prefer to say) way. The IS-LM model is typical of such an approach: it

supposes two (aggregate) behavioural relations (consumption function and
the demand for money, money supply being exogenous), and an accounting

identity (income is the sum of consumption and saving, or investment).

Governments can use the IS-LM model to make predictions (of greater or
lesser quality) and to determine (with more or less precision) specific policy
consequences. The main point here is that macroeconomics was, from the

very beginning, conceived to be ‘operational’ — it tried to explain, using
statistical data, what happens in the real world, and was intended to propose
policies (or regulations) to transform this real world. Macroeconomics w S
thus developed in opposition to microeconomics and its fictitious worlds.
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MICRO AND MACRO: AGGREGATING GOODS

Macroeconomics became increasingly important with the Great Depression
that set in after 1929. The consensus according to which all problems would
go away if markets were only more ‘flexible’ (as we say today) and that policies
should aim at ‘suppressing everything that prevents markets from adjusting —
especially labour markets’ had broken down. Government intervention was
becoming more and more massive in all capitalist countries. ,

The ideas of theorists like Keynes — who didn’t believe in the efficiency of
‘market mechanisms’ and of laissez-faire — became widespread, and even,
dominant; their proponents aimed (and still aim) at justifying government
intervention. Activist government policies being, in fact, widely accepted,
economists got accustomed to macro arguments justifying them and became
used to the coexistence (separate existence) of macroeconomics alongside
microeconomics. But, at the same time, it was obvious that micro and macro
approaches were (and are) fundamentally different, as the former starts from
individuals’ choices deduced from certain axioms or postulates, whereas the
latter takes as its starting point observed relations between aggregates, valid
only ‘on average'.

Indeed, there seems to exist an easy (or logical) way to bridge the gap between
these two approaches: as society is formed of individuals, it should be possible
to obtain its (global) production, consumption, investment, growth, cycles,

_etc. by simply adding up individual choices (concerning production,

consumption, etc.). If this were to be possible, the distinction between macro
and micro would be superfluous: a unified theory would thus be achieved, and
methodological individualism (the neoclassical principle according to which
all explanation should proceed from individual choices) would be respected.
Macroeconomists have not, however, chosen this (apparently obvious) solution
because, in any society, there are many goods and many individuals, and they
are interested in a global approach. That is why they construct aggregates like
GNP (gross national product), consumption, investment, capital, and so on.

- The main problem with aggregates resides in the fact that they can only be
concocted by combining prices and quantities. And prices, for instance, depend —
if they are not completely arbitrary — on agents’ tastes, on technology, resources,
customs, laws, bargaining, etc. Aggregates synthesise a lot of information
(including social relations). It is then nonsense to treat relations between
aggregates as if they were micro relations (i.e. assuming that these aggregates
behave ‘as if’ they were simply quantities of goods). Which is what is regularly
done in the case of the (unhappily) famous aggregate production function
F(K, L): prices (here, the interest rate and the wage level) are supposed to be
deduced from the amount or quantity of capital (through the ‘marginal’ relation
F'¢(K,L) =rand F '} (K, L) = w) ; but the amount or quantity of capital can
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only be measured by using a system of prices (as capital is, by definition, the
value of a stock of goods: machines, inputs, etc.). This circular way of reasoning —

prices depend on aggregates which themselves depend on prices — has been,

criticised for a long time (in the famous ‘two Cambridge’ controversy).

Contemporary textbooks generally ignore the problem involved in

aggregating goods. Sometimes, they say that they proceed as if there were only
one good (‘corn’ for example); but this doesn’t stop them from speaking, later
on, of ‘markets for goods’ (in the plural). Sometimes, they make up some stupid
imaginary examples, as in Barro and Sala-i-Martin’s textbook on Economic
Growth: ‘One way to think about the one-sector technology is to draw an
analogy with farm animals, which can be eaten or used as inputs to produce
more farm animals. The literature on economic growth has used more inventive
examples — with such terms as shmoos, putty, or ectoplasm — to reflect the easy

transmutation [sic!] of capital goods into consumables, and vice versa’ (Barro

and Sala-i-Martin, 1995, p. 18). No comment...

MICRO AND MACRO: AGGREGATING CHOICES

"To deduce macro relations from micro ones, it is thus supposed that there is
only one (physical) good — i.e. macro is simply micro in a one-good world.
Actual national income, consumption, investment, etc — even if they are
evaluated through a system of prices — are considered ‘as if' they were amounts
of ‘corn’. What do households choose, then? They have two decisions to make

o first, they must decide which part of the product (in ‘corn’) is
consumed — the remaining part is invested (allowing future -
consumption); 4
second, households must choose between work and leisure.

Firms produce corn from corn not consumed (‘invested’) by households,

and from their work. It is then possible to think about ‘markets’, of ‘present’
and ‘“future’ corn, and labour. But, as markets presuppose prices, one has to
deal with the main (and, in fact, unsolved) problem in microeconomics: price

formation.

Just as microeconomists do, macroeconomists also give a prominent place .

to the so-called ‘perfect competition model’ — prices in this model are supposed

to be ‘given’, and agents are supposed to act as ‘price takers’ (see chapter by |
Benicourt above) Their supplies and demands are then aggregated in a ‘macro’

perspective to obtain ‘global’ production, consumption, investment, employ
ment, etc. But for a long time economists have known that it is not possible

generally, to obtain a consistent ‘global’ choice starting from consistent
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findividual’ choices — for instance, it is possible that transitive individual
/preferences are, after aggregation, no longer transitive. ,

Moreover, it was proved — by Hugo Sonnenschein (1972) — that excess
aggregate (competitive) demands can have any form whatever, so that when
prices and quantities start adjusting ‘anything can happern, as it is recognized
by Mas-Colell, Whinston and Green (1995) in their advanced textbook
Microeconomic Theory. One consequence of Sonnenschein’s ‘theorem’ is that
itis not possible to ‘give microfoundations’ to usual macro relations (especially
those supposed to describe aggregate behaviour). For instance, aggregated
excess demand for a given good need not be a decreasing function of the price
of this good. One understands why macro textbooks never allude to
Sonnenschein’s demonstration which destroys intuitive belief about the relation
between aggregate supply and demand. '

Obviously, it is always possible to assume global behavioural relations between
aggregates — as is done in Keynes’ consumption function — but one doesn’t
need microeconomics for that (the relations are deduced from direct
observation; econometrics can be of some use here). It is quite difficult for
neoclassical economists to accept that there is no ‘bridge’ between micro and
macro — and that microeconomics is generally not needed and not useful for
studying concrete problems. Indeed, as macroeconomics progressively became
a patchwork of some neoclassical ideas combined with some of Keynes’ ideas,
inconsistencies emerged. As is so usual with neoclassical economists, the ‘as
if’ argument is then invoked to get out of this uncomfortable situation: proceed
‘as if’ there is only one agent in the economy, call him the ‘representative
agent’, and compare his choices with real economy aggregates, in a ‘macro’
perspective. And thus, unfortunately, ‘New macroeconomics’ was born.

NEW MACROECONOMICS: ROBINSON CRUSOE HAS RETURNED

Such a counterintuitive result as Sonnenschein’s theorem is possible only if
agents are — in some way — heterogeneous (different from each other) so that
there are reasons for exchange to take place between them. The easiest way to
get rid of Sonnenschein result s, then, to get rid of heterogeneity, by assuming
that there is only one agent — or that there are many identical agents. This is
the solution retained, at the beginning of the 1970s, by the so-called ‘new
macroeconomics’ — or ‘rational expectations revolution’. So, it is said,

_ Macroeconomics now has ‘microfoundations’, and theory is, finally, unified —

indeed, macro is absorbed by micro. This so-called ‘revolution’ is, in fact, a
Iegression, a return, with a lot of ‘new’ maths, to the old Robinson Crusoe

_ fable. :

New-fashion macroeconomists are so amazingly naive that they don’t even
try to hide this! For example, Part 1 of Robert Barro’s popular textbook
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Macroeconomics — about ‘microfoundations and the basic market—clearin’g

model’ (Barro, 1984, p. 25) — starts with a chapter the title of which is: “The
economy of Robinson Crusoe’. Another famous textbook, Barro and Sala.i.

Martins’ Growth Theory, studies a ‘consumer/producer in the Robinson Crusoe ’
style’ economy (Barro and Sala-i-Marin, 1995, p. 18). Typically, papers o

textbooks of the ‘new macroeconomics’ kind start with sentences like the

following: ‘The model economy we consider is populated by a single infinite

life individual (or a constant number of identical individuals) with given initial
resources, production possibilities, and tastes. The individual (‘Robins, n
Crusoe’) chooses a preferred consumption-production plan...” (Long and
Plosser, 1983, p. 43). Or the following: ‘There is a large number of identical
firms... There is also a large number of identical households... [The firms] are

owned by the households’ (Romer, 1996, p. 44).

[t is easy to find dozens of quotations of the same type. Often, however,

they don’t use the Crusoe metaphor: they prefer to refer to a ‘representati

agent’ —although it is exactly the same thing, it looks a bit more plausible. But

it is misleading. Because, for a normal person, a ‘representative’ agent must
‘represent’ a lot of different people — as does a member of Parliament or a

elected person. As people are different, their ‘representative’ is a kind f
aggregate, trying to conciliate their interests or projects. However, the

. . . . 1. R
‘representative agent’ of new macroeconomists is not ‘representative’ in thi

way: He is identical with the people that he ‘represents’ — because only identical

agents are considered. Why are only identical agents considered? Becau
aggregation of non-identical agents creates problems. But, if people a
‘identical’, they have no reason for trading (exchange results from differenc
in tastes, endowments, technologies): the situation is exactly the same if ther

s : %
is one or ‘many identical’ persons. ‘Representative agentis, thus, another name

v . . .
for Robinson Crusoe: new macroeconomics is ‘Crusoe microeconomics’ and

therefore, devoid of usefulness—it is even a regression in comparison with the

‘old’ (IS-LM) macroeconomics. Moreover, it is nonsense. New macroeconomists
probably feel this, as they practically never try to justify the representative
agent assumption. In the alphabetical index, at the end of their books or text:
books, they often ‘forget’ to mention him (as also happensﬁ}with the ‘auctioneer’
in the index of microeconomics textbooks). 5
Actually, some neoclassical economists — among the most prestigious one
are Robert Solow and Frank Hahn — have distanced themselves from this
assumption. Twelve years ago, Alan Kirman — a first-level mathematica
economist — published a paper in one of the profession’s most popular revi
The Journal of Economic Perspectives, (see Kirman, 1992) in which he explail
from a strictly neoclassical point of view, that a representative agent doesn't
‘represent’ anything and that macroeconomics is going in a bad directionﬁwith
this kind of assumption. More than ten years after, we are still waiting for,’af‘l
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f’;nswer to Kirman from (at least) one among the hundreds of those who publish

papers with a ‘representative agent'.

‘REPRESENTATIVE AGENT’ MODELS: NONSENSE

All economics textbooks start by explaining that the first thing to do, in social
science, is to distinguish positive from normative propositions. This is an
elementary methodological rule. All macro textbooks also explain that
representative agent models are derived from Ramsey (1928) and Cass (1965)

- models, both of which are normative (they are interested in a society’s best path —

Cass refers explicitly to the path that an all-seeing central planner would
‘choose). But, at the same time, they present representative agent models as
positive models, and try to fit the model with existing data (through ‘calibration’
and other techniques): observed GNP employment, consumption, investment
ofa country during, say, 10 years, are thus compared with what a ‘representative
agent’s’ intertemporal choice would be — taking into account observed ‘shocks’.
This is total nonsense: How can any reasonable person admit that, for example,

‘the evolution of US aggregates’ results from decisions made by a single

individual who owns all factories and who decides how much to produce, how
much labour to use, how production will be distributed between consumption

‘'and investment, and so on? It is quite incredible that the majority of a profession
(which pretends to be ‘scientific’) readily indulges in this kind of absurdity,
teaches it, and does a lot of ‘research’ on it — with maths, statistics, and

computers — attempting to specify the representative agent’s ‘parameters’ (that
is, coefficients in his utility and production functions) which allow good fits
with observed aggregate data.

 Indeed, some scholars — especially, (neoclassical) macroeconomists of the

_ old generation — try to protest against this state of things, as Frank Hahn and
_ Robert Solow who complain that in the ‘new macroeconomics':

“the actual economy can be read as if it is acting out or approximating
the infinite-life discounted utility maximising program of a single,
immortal ‘representative agent’. The only admissible constraints come
from initial resources, a supply of labour, and a well-behaved technology

~for turning produced means of production and labour into consumer
goods and produced means of production. That means that the economy
accurately carries out the wishes of the representative agent... It has
become good to treat just such a model as a descriptive macro model
that needs only be estimated or calibrated and then directly applied to
 this economy or that... What Ramsey took to be a normative model,
useful for working out what an idealised omniscient planner should do,
has been transformed into a model for interpreting last year’s and next
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IS

year’s national accounts. (A critical essay on modern macroeconomics, Hahn m cf;cer Thatis. in ¢ L
and Solow, 1995, b2 ; - Ihatis, in ‘perfect competition’, a relation aSF'w(K:’ L) = w,, is read

‘from right to lefy’ (i.e. given w, , demand of lahour L*is determined); in the

; ‘ gent’ parable it is read ‘from left to right’; Robin
| | : ' : son computes
PERFECT COMPETITION WITH. ..ONLY ONE AGENT | first the best Intertemporal sequence (K* L*

t eiN > and then deduces wages

Representative agent models are, in their structure, very simple: they study » @ssociated with this sequence.

Robinson Crusoe’s (intertemporal) choice — that is, they determine the
‘consumption-leisure’ sequence (c 5 1L*),an which maximises Robinson ;
Crusoe’s intertemporal utility fu U(-) subject to technological - . rthermore, because all your life but especially as
constraints (the product share that is not consumed, at each period, is invested an ;C? rlomics stude’nt, you have heard that ‘competition’ is almost synonymous
for the next period’s production). This is a typical dynamic programming With ‘many agents’, there are only two alternatives open to you:
problem — it is formally similar to the program that an engineer has to solve / 1. you can decide that e
when he wants to determine the ‘best path’ (minimum use of fuel) for a rocket, understand (‘because
given its target. It is a problem for an engineer, not for an economist. And, it '
can be very complicated to solve (as always with non-linear programs). Indeed,
generally, it is not possible to find the exact optimal path, but only successive
approximations of it (using computers and so on). So, the door is open to a lot
of ‘work’, and ‘papers’, about maths and econometric techniques that try to
get an ‘as good as possible’ approximation for the optimal path, with different
kinds of utility and production functions, and ‘shocks’. As unknowns (paths)
are sequences or functions (and not numbers, as in common micro problems),
Hamiltonians replace Lagrangians, and first order conditions take the form of
differential equations; as there is an unlimited horizon, ‘transve.
rsality’ conditions exclude infinite solutions, and so on. These are very
complicated problems; but they are Robinson Crusoe’s problems — not ours!
As economists, we are interested in exchanges, prices, distribution, money,
and so on. But, as Robinson Crusoe lives all alone, there are ﬁq exchanges, no .
prices, no money in his world — only quantities of goods, of Iei‘s:i;re (or labour).
Now, ‘new macroeconomics’ papers and books are full of ‘prices’, ‘markets’,
‘competition’, ‘money’. How can this nonsense be possible? Well, as Hal Varian
naively explains in his (‘intermediary’ or ‘advanced’) microeconomics
textbooks, Robinson Crusoe is in fact ‘schizophrenic’: he is at the same time a '
firm and a household — so that he employs himself and sells (and buys) to » Wi of ‘price taking’,
himself. At what prices ? Well, as everybody is so accustomed with the ‘perfect , hl. there is perfect
competition’ equations :F "WKFLH) = w, and F "k(KHXLF) = 1, , it seems
. ‘natural’ to say: Robinson pays himself (and earns) a wage equal to the marginal
productivity of labour (the unique good serving as numéraire), and pays (to
himself) an interest equal to the marginal productivity of capital. Why not,
since all this is just an imaginary ‘story’? .
The problem is that it is a misleading and inconsistent story: in Af
~ ter many

microeconomics courses, students are taught that the main characteristic o schizophrenic 3 . )
N . . . ; ent, a i 1 . ,
perfect competition is that agents are price takers, but here Robinson is a price textbook autk, g »atgiven PHCe:S, and then finding the ‘equilibrium’ solution,
OOk authors arrive at the optimal path (C:*’ l:*):elN (or, equivalently, (K: #

conomics is really too difficult a matter to
of maths’) or

2. you can accept the quite evident fact that all these models with 3
Tepresentative agent’ (called Robinson Crusoe or not) are nonsense.

3}
Itis, once again, the
three persons,
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L), en)! That is, a result that could have been obtained directly-without
p;ic:ei, without supplies and demands, and without ‘markets’ — simply by

maximising the ‘representative agent’ utility function under technological
constraints. Obviously, this is not surprising for anybody who knows that Fhe
model is of the (one agent) Robinson Crusoe type. Indeed, after }}av1?g
determined the ‘competitive equilibrium’, textbook authors ofter} admit thlf,
when they write, for example: ‘In short, the solution to the social planner’s

problem is for the initial value of ¢ to be given by the value on the saddle path;

and for c and k to then move along the saddle path. That is, the competitive

. ]
equilibrium maximises the welfare of the representative household’ (Romer, ;

1996, p. 126) or: “We could also consider that the econormy is 'governed‘ bY a
benevolent planner who decides choices over time and \.JVhO }fxtends to maximise
the representative agent’s utility. If the planner has 1dentu.:al preferences as
those assumed before, the solution will then be identical to that of a
decentralised economy’ (Barro and Sala-i-Martins, 1995, p. 80). .

Since this so-called ‘decentralised economy’ is, in fact, a cemfrahsed oqe
(with an auctioneer and price taker agents — see chapter by Bémcourt), thg
situation is the same in both cases — and so also the result. But it ta‘kes.a very
clever student to see that the ‘representatiye agent’ model, the s‘oc1al‘(o;
benevolent) planner’ model and the ‘competitive’ model with ‘many identical
agents’ are, formally and basically, exactly the same mod‘el. Ol:l thfa ot‘her hz?n(%
a student must be quite foolish to believe that this model ‘describes’ or explamrs’

what happens — or has happened — in the societies in whicli we live.

ROBINSON MASOCHIST

FHE ]

Representative agent models try to fit real data with those given by the model

To do this, different kinds of ‘calibrations’ are used — utility and production

Care
functional forms, types of ‘shocks’, etc. But, often, such degrees of freedom ' ar

not enough, especially if ‘a good fit' concerns many aggregates (production?
employment, investment, etc.). Then, to improve the fit and to make the

model ‘more realistic’ (as the expression goes), ‘imperfections’ are added: in
‘real life’, there are ‘rigidities’ such as taxes, government regulations, money
controls, and so on. The clever student would ask: ‘this is crazy: why would
Robinson Crusoe, or identical agents, need all this?” He would be absolqtely
correct, but this is not enough to change his teacher’s mind.
How are these ‘imperfections’ added to the assumptions? Welll? with
imagination everything is possible. Robinson can impose a rule on himself, a
rule which limits his working day (say, no more than 8 working hours per d,ay)t
He can decide that he pays taxes to a ‘government’ (to himself), who usei
them in a definite way (that is, independently of Robinson’s intertempora
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cho{ce). He can invent a ‘Central Bank’ (himself again), who supplies him

with money, and imposes a ‘liquidity’ constraint on his maximising program.
And 50 on. As Robinson’s choices will then depend on a greater number of
parameters (length of the working day, money supply, tax level, etc.), there is
the possibility of getting better fits with real data — by a parameter’s ‘calibration’.
Obviously, even if the fit is very good, all this is still total nonsense.

CONCLUSION

Students need to study macroeconomics — that is,

relations between aggregates
such as GNB, consumption and inves tmen

t, price level, unemployment, money
supply and so on. Why? Because macroeconomics is concerned with real-life
problems and serves as a guide for policy. That means collecting statistics,
constructing aggregates, finding relations between them-with the help, at least,
of some (simple) theory. But there is no need to give ‘microfoundations’ to
macroeconomics. Indeed, it is impossible if there are many goods and agents.
And it is ridiculous and nonsensical to proceed ‘as if’ the whole economy acts
as a unique agent—even if he is called ‘representative’.
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The ‘Natural’ Rate of Unemployment
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This chapter aims to help us understand the ‘natural’ rate of unemployment
(NRU) and its limitations. This concept is a central part of the neo-liberal or
laissez-faire view of macroeconomics. This chapter looks at the issue in reference
to United States, both theoretically and empirically. The U.S. is probably the
best place to understand the issues, since it is the closest to being a closed
capitalist economy. There, the NRU theory should apply in the purest form,
with a smaller role for exchange-rate fluctuations and theilike to confuse
inflationary dynamics. ‘

We will start with the history and implications of the N{&U Then, this

concept will be described in greater detail, leading up to criticism. Finally, this

chapter sketches some conclusions.

FROM FULL EMPLOYMENT TO THE NATURAL RATE

Due to the extreme unemployment encountered during the 1930s, full
employment (low unemployment) became a major policy goal. But concerns
with creeping inflation colored such commitments during the 1950s. Thl’
crystallized in the famous Phillips curve, named after economist A.W. Phillips:
this was a trade-off between unemployment and inflation. No single ‘qull’
employment’ unemployment rate exists. Rather, we can ‘buy’ higher
employment only by suffering greater inflation. Or we could obtain lowe
inflation by enduring higher unemployment. '
During the 1970s, the dread disease of ‘stagflation’ struck Phillips-Curve

thinking: for example, unemployment rose from 3.5 to 5 per cent from 1969 to
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1970, but inflation stayed high. This combination of high unemployment and

. inflation rates contradicted the idea of 3 simple trade-off, making many

economists willing to accept the NRU theory, previously developed by laissez-
faire economists Milton Friedman and Edmund Phelps.

In the NRU view, inflation accelerates (gets worse) when the actual

1sists below the NRU. Something like this happened

to 1969, with unemployment rates below 4 per cent:

consumer-price inflation tripled from 1.9 per cent in 1965 to 6.2 per cent in

1969. Going the other way, inflation slows when unemployment stays above

the NRU. This disinflation was encouraged by unemployment of almost 10 per

cent during 1982 and 1983, resulting from the Federal Reserve’s high interest

rate policy. Inflation rates fell from over 12 per cent in 1980 to about 4 per

cent in 1983.

the idea of a unique full-employment unemployment rate. Unlike
for earlier thinkers, however, it is not something that’s desired. It's something
we're stuck with. Thus, economists rarely use the phrase “full employment’
these days. '

The NRU corresponds to problems in lahor markets that prevent instant

of demand-management policy (fiscal policy),
government deficits simply compete with the private sector for scarce resources
and so should be dvoided, In theory, such deficits could be used to finance

neo-liberal package, which sees the government as essentially useless beyond
its military and police roles, NRU theory also rules out wage and price controls
(incomes policies), since they lead to shortages of products, illegal markets,
and the like. The bureaucratic costs of such programs correspond to few if any
benefits.

Despite its name, the NRU is not fixed. For example, it rises or falls as
Populations that are more prone to unemployment (such as untrained youth)
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become more or less represented in the labor force. More crucially, it can (in

theory) be reduced by policies that ‘reform’ labor markets. There is nothingin

NRU theory that says that this cannot involve (for example) training of workers
for available jobs or even efforts to stop disruptions arising from capital mobility
that cause structural unemployment. But these are discouraged by other parts
of the neo-liberal package. So the emphasis is on attacking unemployment
seen as arising from welfare-state programs, minimum wages, and labor unions.
For example, the NRU can be lowered if unemployment insurance benefits
are more miserly, undermining the assumed incentive to be unemployed.

UNDERSTANDING THE NRU

The word ‘natural’ is a rhetorical trick, since there’s nothing natural about
the NRU. Even its advocates see it as a result of non-natural institutions in
labor markets. Other names have been adopted, for example, the inflation.
threshold unemployment rate or the long-run equilibrium unemployment rate.

For many, it’s called the NAIRU, the Non-Accelerating Inflation Rate of’

Unemployment. ’

As noted in the references to the late 1960s and early 1980s above, there is
some real-world basis for some of the ideas behind the NRU. The key variable
is expectations of future inflation, which rise (or fall) based on experience
with inflation. They also tend to persist, to have inertia.

Inflation accelerates as the economy persists below the NRU because high
inflation becomes a self-fulfilling prophecy. Demand pressure encourages faster
inflation than is currently expected. That encourages inflationary expectations
to rise as people adapt to perceived reality. Worse, this feeds back to raise the
actual inflation rate as people act on their expectations.|With persistently
high rates of unemployment, on the other hand, inflation’ moderates. Low
demand encourages prices to grow more slowly than expected. So inflationary
expectations fall, feeding back to reduce actual inflation. Finally, at some

medium rate of unemployment, actual inflation equals the expected inﬂationV’
rate, so that both stay constant; no acceleration or deceleration of inflation

rates occurs.
The subjective nature of inflationary expectations suggests that disinflation
is relatively painless. People simply have to change their minds. This perspective

opens the way to the rational expectations theory, in which high unemployment
is seen as an extremely short-lived phenomenon because inflationary
expectations have no inertia. People adjust expectations following their
understanding of the workings of the economic system (rather than

extrapolating past inflation into the future). For example, people might think

that money-supply growth is the only source of inflation. So if the Central
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Bank slows that growth, this theory says that people will instantly cut their
inﬂation_ary expectations, reducing actual inflation.

CRITIQUE OF THE NRU THEORY

As the NRU became a fixture in textbooks and policy, critiques arose. Instead
of a full survey of this literature, consider only several major points.

Inflationary Persistence: many have emphasized the objective side of inertial
inflation. For inflationary expectations to persist, people and institutions must
have the power to act on their expectations. Thus, inflation is more likely to
persist to the extent that corporations are shielded from product-market
competition and workers belong to labor unions. Further, the objective
inflationary process can take on a life of its own, as in the famous price/wage
spiral, which works with, and is reinforced by, inflationary expectations. First,
tising prices encourage workers to push for higher money (nominal) wages to
avoid or reverse falling real living standards (this may be written into contracts
as cost-of-living escalators.) Then employers protect their profit margins by
passing on wage increases as higher prices. That, in turn, encourages higher
money wages, so the process might continue indefinitely. This process has been
described as ‘conflict inflation,’ since the fight between employers and
employees over the creation and distribution of the product can cause inertial
inflation. It may be reinforced by ‘wage-wage’ inflation, in which workers push
for nominal wage increases in step with those received by others.

This inertia is not immune to high or low unemployment. But it does tend
to persist longer than inflation based solely on subjective expectations. Further,
it works asymmetrically. Whereas workers are relatively happy with nominal
raises even if they fall behind price inflation, they resent money wage cuts.
They thus resist those cuts, discouraging disinflation. This does not rule out
disinflation. Rather, it means that efforts to fight severe inflation using only
demand restraint can be extremely painful. In the U.S., the 1980s disinflation
meant persistent high unemployment, union-busting, and destruction of much
of the Northeastern industrial belt. Further, monetary tightness triggered a
Latin American debt crisis. In this perspective, incomes policies can reinforce
demand-based anti-inflation campaigns, making them more efficient.

Inertial inflation also suggests a larger role for supply shocks (such as the
oil-price hikes of the 1970s) than that which is usually allowed in the NRU
literature. A rapid increase in oil prices depresses both real wages and profit
margins in oil-dependent sectors, intensifying the price/wage spiral. Since the
distributional conflict cannot be easily solved with demand-side policies,
persistent stagflation results.

The Wide NRU: to Friedman, the NRU corresponds to the level of
employment ‘which would be ground out by the Walrasian system of general
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equilibrium...including market imperfections ...the cost of gathe?-i‘ng
information about job vacancies and labor availabilities, the costs of mobility,
and so on' (1968, p. 8 ). This refers to one of economists’ tall tales, that of
Léon Walras about an imaginary world where perfect markets are guided by
an all-knowing Auctioneer. But then it tries to bring a large number of snakes
into this Garden of Eden. Unfortunately, no one has ever combined multiple
‘imperfections’ with a Walrasian model. Crucially, there is no reason why the
NRU should be unique. .
Long before Friedman and Phelps, Abba Lerner (1951) developed a version.
of the NRU. theory. Unlike the current orthodoxy, he saw a range of full-
employment unemployment rates. ‘High full employment’ (low unemployment)

could be attained using incomes policies, but only ‘low full employment’ (high

unemployment) without. If we accept the neo-liberal taboo against incomes
policies, we miss much of the economy’s potential, while condemning many
workers to unneeded misery. '

The idea that the NRU is not a unique number has been seen in recent

empirical research. Staiger, Stock, and Watson (1997) found that the range of |

possible values of the NRU (from 4.3 to 7.3 per cent unemploment) was too
large to be useful to macroeconomic policy-makers. Robert Eisner (1997)
suggested that for 1956-95 there was a zone from about 5 per cent to about 10

per cent unemployment between the low-unemployment realm of accelerating

inflation and the high-unemployment realm of disinflation. In between, he
found that inflation falls with falling unemployment. :

The changing NRU: as noted, there is nothing in NRU theory that says that
this threshold is constant. But few if any NRU-oriented economists were ready

for the late 1990s, when unemployment persisted at ab‘gut 5 per cent but
inflation rates fell. In response, some pointed to beneficial supply shocks (such

as low oil prices or the inflation-suppressing effects of a high dollar exchange

rate). Robert ]. Gordon (1997) and others tried to save NRU theory by making

it vary over time. But this simply repeats one of the major flaws of empirkicalk ~
studies of inflation: because NRU estimates are not based on independent
study of labor markets but instead on studies of unemployment/inflation

dynamics alone, such estimates tend to follow the actual unemployment rate.
If the estimated NRU is based on the path of actual unemployment, that
undermines the policy usefulness of the NRU theory. ,

Further, it makes the hysteresis hypothesis more plausible: contrary to
Friedman, for who causation goes only one way, the actual unemployment

rate can affect the NRU. As Shaun Hargreaves-Heap (1980) pointed (,)Ut;
persistently high unemployment does not simply undermine inertial inﬂaﬂop
It also encourages a rise in structural unemployment (as, perhaps, in '.I'hatch :
era England), by destroying the value of workers’ skills, demoralizing th;em
and by creating pockets of poverty. The pain created by anti-inflation campaigns
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can be permanent! Similarly, persistently high demand can erode structural
unemployment, lowering the NRU or its range (as perhaps in the U.S. during the
1990s). As he suggests, this re-establishes an inflation/unemployment trade-off.
Recent mainstream research has suggested another reason why the estimated
NRU can change. Workers may have ‘aspirations’ of attaining a specific level
of real wages that is above that which is possible currently (given labor
productivity). They will thus keep on pushing up nominal wages to attain that
desired level, encouraging inertial inflation. Higher unemployment is needed
to keep these aspirations from causing accelerating inflation. Ironically, this
turn toward the conflict theory of inflation fits well with the Marxian theory,
i.e., that some unemployment is needed to undermine the bargaining power of
workers and to preserve profitability. This ‘reserve army of the unemployed’ is
an addition to the usual trio of frictional, structural, and classical
unemployment. Unlike the last two, this type of unemployment is beneficial
to those with the most political and economic power in the system (the
capitalists). This theory suggests that, all else constant, estimates of the NRU
would be higher when profit rates are low (as in the 1970s), since a larger
reserve army would be needed to restore profitability.

CONCLUSION

The history of the 1970s to the 1990s contradicts the NRU theory, suggesting
that a new theory will arise. But there is currently no new consensus, so that
the NRU theory continues to dominate textbooks. The current theory of the
inflation/unemployment connection can be summarized as involving three main
elements that can be added up to give the total inflation rate:

. demand inflation, due to currently low unemployment.

. supply inflation, due to sudden, large, and persistent increases in
the cost of raw materials and/or imported goods.

. inertial inflation, which can rise due to persistent and extreme low
unemployment or due to supply shocks.

All three of these can work in the other direction. Note that the Phillips
Curve survives as element #1. Unlike the early version, this curve can shift
due to the other two factors.

As for the NRU, the criticisms discussed above suggest that anti-inflation
campaigns are far from painless, that this crucial unemployment rate is unknown
and could be a range of unemployment rates, changes over time in an uncertain
way, and reflects ‘sociological factors’ such as the balance of class power. This
opens the way for the use of incomes policies and the use of government deficits
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to steer the economy, while making the Central Bank’s monetary policy more
unfixed and intuitive. s
Thus, the avoidance of low unemployment rates by the Central Bank might
reflect Michal Kalecki’s political theory: low unemployment threatens to
undermine worker discipline in the workplace and to offend financiers by
causing inflation (Kalecki 1971). If so, that might explain why the NRU theory
has been so popular, i.e., that it takes a political issue and tries to end the
debate by invoking a ‘natural’ explanation. '
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INTRODUCTION: JOE STIGLITZ AND...THE SRAFFIANS

Let us start ona light note. Assume not a set of preferences but a Woody Allen
type situ”ation in which there is a character resembling very much an economist
like Joe Stiglitz. What would such a person say, qua economist. to the
gsychOanalyst? We surmise that the confession would go along the fc’)llowing
lmes: ‘T am really obsessed by an upward sloping supply curve crossing a
downward sloping demand curve, yielding a unique and stable point of
equili.brium. That is my dream world which, however, does nor materialize in
practice, not even approximately. Yet the world of the sweet dream is necessary
for me to transfer the real world into another dream, this time a nightmare

where those two curves, for all sort of reasons, start zigzagging all over the’
place, generating unpalatable outcomes. This is my economics of an imperfect
world, but I cannot have that nightmare unless [ first go through the sweet

dream’. This is, in a nutshell, the essence of today’s mainstream economics.

There is nothing remotely factual, observational, or cognitive in it. And if a

- clze‘;Stlghtz.denounces the major world financial institution as an instrument
of impoverishment this should g0 mostly to his moral credit rather than to his
 background as an economist.
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What economists say in terms of cognition can be said by the lay person as
well. Economists do not verify ‘laws’ or ‘relations’. Edmond Malinvaud, a most

distinguished Neoclassical believer, thought, by co.ntrast, that they did just
that, arguing his case very strongly, also in emotional Ferms,‘ at a famous
international conference on economic methodology held in Paris towa.rds the
end of 1992.! Yet, perhaps because of the criticisms aired there, Malinvaud
later wrote an article where he tried to explain why economists do not make

discoveries, precisely by introducing many doubts about the reliability of

" verification procedures. These shortcomings were seen as deeph.f rooted rather
than contingent upon the immaturity of the state of the art (Malinvaud, 19?6).
What the economist can do is only to think up an imaginary—not theoret}cal
or abstract-world and then transfer onto it the perceptions he or she I‘ECEIVe.S
from the actual environment. In other words, matter never shapes space, as it
were. The movement is always one way from the environment to the model

leaving the basic theory intact. This is why our Joe Stiglitz’s double must tell

the psychoanalyst that he believes in the basic supply and demanc% stm:y asa
soothing sweet dream before moving to the nightmare where everything zigzags.
To be fair to the neoclassicists, the case of the actual world either having to

adjust to a predetermined imaginary set of postulates or being tot.aHy shutout,
applies also to some heterodox streams, particularly‘those Whlck.l refuse to
integrate their research program with historical analysis. Thus, fgr msta.nce, a
well known contributor to the Sraffian research program, Sergio Pa’mnello, ;
voiced recently the following critical remarks when discussing Sraffa’s legacy 'ﬁ

as continued by the Sraffians themselves:

sl

It seems as if they were engaged in a sort of division of laf?‘é)ur‘ and as 1f .
they say: we have done our critical work and we are still‘ doing it; others, .
perhaps more expert in the fields of historical studies ar.xd of non-
economic social sciences, should do the rest of the work in order. to
explain the level and the structure of economic activity and the evolution .
of these phenomena relative to historically determined factors. But why
does such a second field of enquiry not emerge in a complementary way
with the Sraffian theory of prices and the assumed methodology of Sraffef?
This is a legitimate question 40 years after the publication of Sraffg s
book. (Parrinello 2002: 259).

At this juncture two questions spring up in our minds. '[jhe first relates
the reasons why most schools in economics are so impervious to becorr};h
relevant for the analysis of the object of their study, namely th'e economy Whllc
indeed, may not really exist as a set of phenomena, with their imputed vangb €s

in isolation from the rest of the society.
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The second question concerns the issue of pluralism behind which lurks
the whole ideological and political dimension of economics as a ‘theological’
discipline. In the next section we shall try to broach some answers to the first
question by arguing that the notion of systemic laws and definite tendencies

assical economics and by Marx, as well as the immanent principles
of maximizing behavior held by the neoclassicists, depend-on such special (and
similar) conditions that the purported cognitive value of the respective theories
vanishes in a more complex world. Hence both streams should be looked at as
philosophical and political formulations regarding how to ‘imagine’ rather than
to analyze the economy. It will be suggested that perhaps John Maynard Keynes,
in his own far from linear way, attempted to express the most that could be said
in economic terms by confining himself to the short period and by constructing
a point of view not based on hard tendencies. To quote him from memory, in
econoinics it is always the unexpected never the inevitable that happens.

The rest of this chapter will deal with the second question, which we believe
is more significant than the first. Economics will continue to exist regardless
of its cognitive capacities, since, in today’s monetary based world, it performs
a central ideological role in shaping power relations. In this way, economics
has eliminated the multiple array of moral values in our perceptions of what
humanity is and of how to address humankind’s existence.

FROM SYSTEMIC TENDENCIES OR IMMANENT BEHAVIOR TO AN
UNKNOWN FUTURE

The nineteenth century witnessed the crystallization of two theoretical
orientations aiming at discovering fundamental long-term tendencies in the
economy. The first is the classical strand whose importance, we believe, is due
to the fact that it culminates in Marx, while the second is what today is called
neoclassical mainstream economics. Let us take a brief look at both and we
shall immediately see that they collapse when they move from a simple to a
complex world. '

Marx’s coherence lies in that he made every variable of his system interact
with capital accumulation. He took the Ricardian theory whereby the value
of commodities is determined by the amount of labor time bestowed in
producing them. Such a value is independent of distribution which, instead, is
determined by variations in the rate of surplus value, that is by changes in the
proportions in which total labor time is divided between the amount needed
for the workers to buy their means of subsistence and the amount fetched by
the capitalist firm as profit. Variations in the rate of surplus value are caused
by the relative size of the ‘reserve army of labor’, i.e. by unemployment, and by
technological change, with the latter depending upon the former. Look now

_ at the brilliancy of Marx’s dynamics.
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Initially the capitalist core is small but its productive forces acrl«? dynagucally
stronger than those of the surrounding system of petty commo 1tydpr;) u‘fersi
The weight of capitalistic interests, therefore, brings about the end of natura
rights over land. Its privatization thus throws throngs of landless peasants I\c/;{nto
the labor market whose impact is to lower the gene.:ral rfaal wage rate. d?rx
believed very strongly in the Classical, especialls.r Ricardian, tene‘t acc(:ior hmg
to which a lower wage rate is accompanied by a higher rate of pro?t and, t us;
by a higher rate of capital accumulation. Conseql.lently the trans ormat;on of
hitherto subsistence peasants into proletarians will enable the. stfongir orces
of production of the capitalist core to forge ahead thereb}r clalmmght de siace‘
held by urban petty commodity producers. Yet a stage will be reac1 eb where

the hinterland will no longer have enough people to supply c}.lea.p al c:ir. o
At this point wages will rise and accumulation will su.b.s1de bnngu{g a decline .
in the rate of profits. Operating under competitive conditions, capitalists nclannot
increase prices in the wake of a general rise in wages. They ha\}? c;l y one
route left open for salvation: labour-saving t‘echmcal char'lge 1w ic .caus}flzs
technological unemployment. Not all firms will succeed in imp Emez?g t ei
change, so that their bankruptcies will throw onto the labor mar det ?b r1lt]:r)nat
throngs, not of peasants but, this time, of redur}d?nt workers an owﬂela dup ,
proprietors. The restoration of the ‘reserve army via unemp%oyment re ;c:.l
the general wage rate and accumulation will pick up again on anbexpz.m ;
technical basis. The rates of profits and of accumul:.:\non recoyer ;t, int ile1 ,
long run, from cycle to cycle, the process of labor saving tgf:hmcal c danﬁe wi
increase the capitalist intensity of production gen.eratmg 4 secular decline in
the rate of profit from which, now, there is no cychc:?l'escaps. T}.xe ehconqmy is
relentlessly prodded by the iron-clad rule of competition whichist V e primary.
motive for capitalists to invest as much as they can: ,

[T]he development of capitalist production ma}ces it c'onst:%ntly }'xzcessa.ry{ ’
to keep increasing the amount of the capital laid out in a given in ustll'la :
undertaking, and competition makes the immanent laws of caplta}sp
production to be felt by each individual capitalist, as ext.ema.l coe;lrcwe
laws. It compels him to keep constantly extending his capital, in or er to
preserve it, but extend it he cannot, except by means of progres§}ye ,
accumulation (Marx 1967 [1868]: 555).

One cannot but admire the terse logic in which the entire e:voluctllont
. o o d e
capitalism, from its inception to its demise, is encapsulated in a limite ks
variables interacting with each other. . o -
Yet is it convincing? Unless one believes in the automatic mvestm‘zrllk',t
the entire surplus, Marx’s story need not hold at all. It is indeed p0551f e
. . ) o
believe in such an automatic mechanism only if the economy is madé of cor
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Why should the capitalist farmers pile up (save) corn in their silos without
plowing it back into the field? Except for a normal precautionary quantity
there is no reason for them to refrain from investing all the corn left over and
above consumption. But when the economy is slightly more complicated, firms
may simply not be able to invest their surplus. It is enough to introduce a
separation between consumption goods and machinery, thereby transforming
the economy into a monetary one, in order for savings not to imply investment
and accumulation. Thus if the appearance of cheap labor does reduce the
average wage rate, the rate of profit may actually fall because of the formation
of unused capacity in the consumption goods sector following the reduction
in the demand for consumption goods induced by that very decline in the
wage rate. Unused capacity in the consumption goods sector will generate
excess capacity in the machine sector as well. Indeed orders for capital goods
coming from the consumption goods sector will decline, with negative effects
on the level of production in the machine sector. ; r

If this phenomenon can occur in a very simple model, imagine how much
greater this probability would be in a real economy with millions of mostly
heterogeneous products. At this point the economy is simply mired in the
short period because it has no long term path to hang on to, unless one is
forcibly superimposed upon it. Of course it is always possible to build all sorts
of adjustment models depending upon the imagination of the individual author.
These are just thought experiments. The moment there are no long term paths,
thé economist must become a historian versed in the politics, institutions,
culture and in the social classes and groups of a particular country and/or of a
particular period. A priori modeling will not do except for sketching out very
tentatively some basic accounting framework. k

It is interesting to see that similar, almost identical, conclusions can be
arrived at by taking a different road to the study of the path to the future: the

 route of immanent individualistic maximizing behavior. In opposition to Marx
~who sought objective laws rooted in historical processes, the neoclassicists

attempted to derive outcomes from postulates which they believed were
immanent in the behavior of every individual. As noted by John Hicks (1969),
who was among the founders of modern General Equilibrium Theory,
neoclassical theory does not lend itself to historical contextualization, but this
does not mean that neoclassical economists do not believe in the concrete
validity of the assumptions, otherwise they could not even begin to zigzag their
curves.

Cambridge mathematician Frank Ramsey made the most of the utility
maximizing assumption and built on it a formal theory which. macroeconomic
text-books still use to explain why savings happen at all. For Ramsey the model
economy is non-monetary, producing only one commodity, say corn. Under
these circumstances the problem for the self-sufficient farmers is how much
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corn to consume now and how much to save in order to till the land to obtain
the next harvest. Given the utility function, the family will decide how much
consumption should be forgone in order to have more of it in the future through
a larger harvest. The present sacrifice in terms of utility compared to the certain
gain in the future should be reflected in the ‘real’ rate of interest.

As soon as we move out of the corn-based self-sufficient farm, the theory
does not hold. In a monetary multi-product economy to save more means, on
one hand, to have more money, but, on the othes, it entails a reduction in

spending and therefore of demand for the other branches of activity. Thus if

order to make the whole economy behave as if it were a single self-sufficient

farmer, it is necessary to make the absurd assumption that an agent can indeed

be conceived as representing the whole society. In modern models, through
dynastic transmission, this agent becomes an infinitely long-lived ‘thing’; we
really dread calling it a human being. In any case there is no relation, let alone
identity, between individual and collective behavior, something which hasbeen
philosophically ascertained since ancient times but which economists must
still labor quite hard to accept (Kirman 1994).

The seemingly conflicting approaches discussed above, equally depend upon
the economy being collapsed into one homogeneous sector, thereby enabling
the smooth transformation of savings into investment. The smooth
transformation defines the path towards the future: via cyclical accumulation
in Marx and via intertemporal optimization in Ramsey-type macroeconomics.
It is at this point that Keynes’s theoretical intuition becomes important becaus¢
it questions any predetermined tendency. Take for instance the first sentences
of chapter 16 of the General Theory:

An act of individual saving means-so to speak-a decision not to have
dinner to-day. But it does not necessitate a decision to have dinner or to
buy a pair of boots a week hence or a year hence or to consume any
specified thing at any specified date. Thus it depresses the business of
preparing to-day’s dinner without stimulating the business of making
ready for some future act of consumption. It is not a substitution of futuire
consumption-demand for present consumption-demand, it is a net
diminution of such demand. (Keynes 1936: 210). i

Yet if:

saving consisted not merely in abstaining from present consumption but

in placing simultaneously a specific order for future consumption, thg .

effect might indeed be different. (ibid.)

However there is no reason to believe that to be a normal occurrence
hence: o
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/f an individual decision to save does not, in actual fact, involve the placing
of any specific forward order for consumption, but merely the cancellation
of a present order. (211)

[t follows therefore that the cancellation of a present order will contribute
to a fall in investment and in employment, exactly the opposite of what an
increase in savings was supposed to do. This is Keynes's critique of the

neoclassical view of savings. However, the general decline in real wages brought

about by the expansion of the ‘industrial reserve army’ in the Marxian
framework is equivalent to a general increase in the capacity to save. Will this
phenomenon expand accumulation thanks to the shift in the distribution of
income from wages to profits? No, because, if we are to follow Keynes'
arguments, such a decline in wages is also a cancellation of orders for a large
class of consumption goods.? Thus, just as there is no tendency towards a
neoclassical intertemporal equilibrium, there is no continuous movement on
the postulated cyclical path of Marx’s accumulation theory. Both systemic
processes are predicated upon investment being predetermined by savings.

The methodological implications concerning the very definition of economic
processes are quite drastic. Long-term investment cannot be determined in an
acceptably meaningful manner because the system is subjected neither to the
iron-clad rules of competition outlined by Marx in the passage quoted hitherto,
nor to the optimizing behavior of Ramsey's self-sufficient farmers. In Keynes
the impossibility of sketching an acceptable long- term theory of investment
related to (unknown) future tendencies in the rate of profits and of
accumulation, confines the economist to the short period.®> To analyze what
the next period may look like she would have to get her hands dirty and study
how conflicting interests, alliances, or other socio-cultural-political factors
that the researcher might find relevant, impact on the day to day evolution of
the society under scrutiny.

NO MORALITY, BUT ECONOMICS AS THOUGHT CONTROL

The limitations of the major constructions which aimed at formulating a global,
causality-driven theory of economic human behavior, or of growth and
accumulation, do not stem from the undeveloped state of macroeconomics as
a sub-branch of the discipline. Rather they arise from the failure of micro-
relations to come up with a consistent general framework. In other words, the
moment a macro-system is broken up into subsectors it no longer holds together,
but it cannot be built from the bottom up either. : :
Here again we find a stark convergence in the inadequacies of the two
main opposing bodies of economic thought. In the case of neoclassical General
Equilibrium Theory, changes in prices in relation to differences in supply and
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demand conditions do not necessarily happen according to the principle of
substitution since variations in prices change incomes, thereby affecting
demand and prices again (Guerrien 1989).* Similar problems beset mo.d?m
day classicists — like the Sraffians — in their search for a long-term position
whereby production prices are consistent with uniform rates of profits. The
gravitation process may require an immediate response of prices to imbalances

in supply and demand — that is, the response must occur at once for the process -
to unfold towards the long run. Gravitation may also entail wild oscillations’

between inflation and deflation requiring the adoption of a super-powerful
Central Bank, planning credit exactly to avoid those fluctuations (Kubin 1991;
Bellino 1999). '
All these complications happen in models which do not extend beyond two
commodities. How can any of these be taken seriously as devices to understand
the economy and its evolutionary transformations? The interesting aspect of
the vicissitudes bringing economists working along classical lines onto the same
plane as their neoclassical counterparts, is that the former were successful

during the construction of the critique but fell into the maze of special cases

and of ad hoc formulations when they wanted to prove that their approach —
gravitation towards production prices-was stronger than the neoclassical on
(Cartelier 1993). S
Caniit be said that there has been no progress in economic theorizing? There
has been but in a negative way, as well described in a clear-headed paper by
Carlo Benetti and Jean Cartelier (1998) whose observations, we believe, are
shared deep-down by many economists of different persuasions. The authf)rs
argue that to reach the objective of creating a science,“economic theorists
sought—since the seventeenth century—to represent society, by means of form.gl
theories, based on value and prices without politics and monetary relations in
them. Yet, they point out, most analytical developments of the twentieth
century did not confirm the conclusions of the founders of the discipline. Asa

consequence the central questions of economics have yet to receive a ’

satisfactory answer.

In a recent book we maintained that the failure of economics to get a handle

on the object of its study is not due to still insufficient research (Di Ruzza and

Halevi 2003). It results from the refusal to see what Karl Polanyi emphasized
long ago. We wrote that the ‘activities and gestures defined as economic ones

are ‘embedded’ (in Karl Polanyi’s sense), that is rooted, locked into, inserted,
contextualized, in a whole system of references...of an extra-economic nature
often dominating and determining those very economic activities. Thus

multidisciplinarity must be the very principle underlying their study’ (Di Ruzza

and Halevi 2003: 126, our translation from French). Our view implies that it
is virtually impossible to treat economic variables in isolation and in th;:
abstract. Those constructed variables are not like minerals that can be taken
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out of the rocks and cut, analyzed, and used industrially. They, instead, are

inseparable from the social ‘rocks’. But to build a theory of a particular
phenomenon, whether real or perceived, it is necessary to isolate a few basic
elements precisely in order to ensure the coherence of theory. The problem is
that the economy cannot be treated in isolation from politics and other societal
elements. The room to construct meaningful economic theories is therefore
very limited. No wonder the attempts to construct, rather than find, those
laws and behavioral rules have failed.

If we take a hard look at the three major approaches in economics, the
Marxian, the Walrasian and that of Keynes, we see that the first appears to be
connected to history but its results are fragile, the second is a brilliant
metaphysics but its logical outcomes are not robust. The third strand, John
Maynard Keynes's own writings, constitutes the most open statement to date
that we do not really know, that we must play it by ear, and that we ought not
to believe in automatic and symmetric responses. Hence, for Keynes, the whole
art of dealing with economic questions is a mixture of politics, journalism, and
some ‘back of the envelope’ quasi-calculations, being always wary of falling
into the trap of postulating a priori causal relations. But all this also means
that Keynes' results, in terms of economics, are very limited and definitely
bounded by the conditions of his time.

We can now move one more step away from economics as a structured
discipline and advance the proposition that we made, from the floor, in 1992
at the Paris conference on whether economics was becoming a hard science.
We stated that anyone can talk about the economy with the same authority as
trained economists. When it comes to talking to the public, the discourse of
economists is not more informed than that of the lay person who bothers to
read quality newspapers, say Le Monde or The Wall Street Journal. By contrast,
not anyone can be a driver of a TGV, or a veterinarian, and not even a lawyer
or a chartered accountant. The only element that can give the economist an
advantage is the possible role of a priest in the corridors of power, whether
private or governmental. The advantage comes from having insider’s
information. The person’s professional profile qua economist is irrelevant. Upon
becoming the conseiller du prince, or just by positioning himself/herself to be
co-opted in that role, our character will start talking in terms of the acceptable
jargon involving, in a loose manner, all the causalities belonging to theories
which are, to say the least, far from solid. It is unlikely that young, soon to be
co-opted, economists will climb the stairs of the Banque de France or of the
Bank of New Zealand by waving the major book of the Sorbonne mathematician
Bernard Guerrien in which he destroys the concept of flexibility. They will
rather enter those buildings thinking of representative agents, of bad rigidities
impeding competition, and of bad public sector deficits even when there isa
surplus.’
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More importantly, the role of economics as a thought control process shows

up at the crucial junction between what is being said in private-that is: in
learned journals, and academic debates-and what is being uttered to the public.
The link is represented by university appointments and careers. At the academic
level faculty members who are completely aware of the crucial failings of
mainstream theorizing, having published papers on the subject, act as gate
keepers against heterodoxy, preferring instead the constant reproduction of
textbooks’ vulgar doctrine. This behavior has had a negative impact on the
heterodoxy as well, which, in order to break out of the ghetto, attempted to
further professionalize itself by closing its eyes to the imperative of making
multidisciplinarity the very principle guiding the study of the economy in society.
Among the social sciences and the humanities, the lack of pluralism in
economics is unique, and so is the system of reproduction of the established
view. The message is simple: zigzag your curves as much as you like but do not
question the basic postulates, do not get involved in the social views of Marxism,
do not raise any queries about the ideological role of the discipline, look at
Keynes as just a set of rigidities, etc., and, especially, do not attempt to look at
economic processes as social constructions determined by specific historical
and political contexts. Thus, while the conceptual criticism of economics as a
failed cognitive discipline encompasses virtually all the theories-because of
their inability to connect with the historical context-the political and

‘democratic critique must be exclusively focused on the mainstream component.
4 :
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Teaching Economics as if Ethics Mattered

CHARLES K. WILBER

UniversiTy ofF Notre Dame, USA

I have spent the past thirty-five years as a professor of economics. Over the
course of my tenure at The American University, in Washington, D. C. (1965~
75) and the University of Notre Dame (1975—present), however, I became
ever more disenchanted with the capacity of traditional economic theory to
enable people to lead a good life. I found myself unable to accept the values
embedded in economic theory, particularly the elevation of self-interest, the
neglect of income distribution, and the attempts to export these values into
studies of the family, the role of the state and so on. As a result I started
researching and writing on the nature of economics and the role of ethics in
economic theory. V

This work has led me to three important conclusions. First is the conviction
that economic theory is not value-free as is so often claimed. Rather, it
presupposes a set of value judgments upon which economic analysis is erected.
Second is the realization that the economy itself requires that the self-interest
of economic actors be morally constrained. Third is the recognition that
economic institutions and policies impact people’s lives requiring that both
efficiency and equity be assessed. Teachers of economics need to make use of
these insights. B

ECONOMISTS, VALUE JUDGMENTS AND ECONOMIC THEORY

Many economists argue that while values might have a place in what is termed
normative economics, they should be kept out of the everyday scientific business
of the profession-the development and testing of falsifiable propositions —which
is often referred to as positive economics. This separation, however, is
problematic. Economists, as persons, necessarily work from a viewpoint that
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structures the questions asked, the methods, the evidence, the answers deemed
acceptable. Because there is no direct access to the ‘real’ world, an economist
is forced to see that world through the lenses of theory. Does that mean ‘facts’
are theory-laden? And if theory-laden, value-laden? What would this mean
for economic theory? Ultimately, the question becomes: how does one do
economics in a world where facts and values cannot be conveniently
disentangled? .

In looking for an answer to this question, economics students find to their
surprise that they have much to learn from Adam Smith. Smith’s economic
theory was closely related to his moral thought. For example, while Smith
often used the metaphor of the watch in describing how the self-interested
actions of individuals worked for the good of the whole, he saw the ‘machine’
itself as the product of a beneficent God, which moreover depended on the
virtues of individual actors to operate smoothly. Smith’s Theory of Moral
Sentiments,! written before the Wealth of Nations,? offers a rich moral vision of
society that contrasts with the thin gruel of ‘rational economic man.

Modern economics has selectively adapted Adam Smith'’s invisible hand
metaphor, focusing on the economically wondrous effects of the butcher and
baker trading out of their own respective interests and ignoring the prior’
* description of the same deistic hand propelling the creation of a virtuous society.
In Smith is a forgotten lesson that the foundation of success in creating a
constructive classical liberal society lies in the individuals’ adherence to a
common social ethics. According to Smith, virtue serves as ‘the fine polish to
the wheels of society’ while vice is ‘like the vile rust, which makgs them jar
and grate upon one another.’ Indeed, Smith sought to distance his thesis from
that of Mandeville and the implication that individual greed could be the
basis for social good. Smith’s deistic universe might not sit well with*those of
post-enlightenment sensibilities, but his understanding that virtue is a
prerequisite for a desirable market society remains an important lesson. For
Smith ethics is the hero-not self-interest or greed-for it is ethics that defend
social intercourse from the Hobbesian chaos.

Since the work of Thomas Kuhn and other historians of science, it has been
increasingly recognized that scientists cannot be neutral in matters of value.
In an article co-authored with Roland Hoksbergen,” survey what others have
had to say about value neutrality in economics, showing that there has been a
lively debate on the subject in the years since 1970. One group argues that
economists can successfully separate values from facts, which are ‘out there’
in the world, by adhering to a positivist methodology. According to this group,
a failure to maintain this distinction will lead to a disastrous slide into relativism.

Critics of value neutrality, on the other hand, marshal a wide variety of
arguments to make their case. It is argued, for example, that there is no access
to objective reality except through the lenses of a theory and, therefore, the

TEACHING ECONOMICS AS IF ETHICS MATTERED 149

P

values’shared by the community of economists color their judgment in
determining just what the relevant ‘facts’ are. For example, years of schooling
are important facts because they are proxies for human capital, and human
capital in turn is important because neoclassical theory says that it is what
explains a major portion of income differences. In another theory years of
schooling might be replaced by labor-market discrimination and family wealth
as more important facts.

I come down on this side of the issue, arguing that neoclassical economists
share a ‘world view’-a notion of the good, which shapes their analysis of the
economy. This world view includes three main elements:

1. People are rational and self-interested.
2. The purpose of life is to pursue happiness as people define it.

3. Theideal world is one in which people are free to compete to achieve
their ends and in which market forces lead to optimal equilibrium
outcomes.

This is certainly a set of value judgments, in need of justification like any
other. If these judgments indeed correctly characterize economics, they should
be openly debated, rather than tacitly assumed. :

Thus, economists bring certain values to their interpretation of the facts,
for example, by imposing a neoclassical template on the world they observe.
In an article by Robert Frank and others, they take the argument a step further.*
They experimentally demonstrate that economists’ values can affect the ‘real
world’ itself-and not just economists’ interpretations of it. This happens when
economists ‘export’ values into the classroom by teaching the economic theory
of rationality. The authors report several experiments, in one of which they
put students in a prisoner’s dilemma situation, with actual cash at stake. In a
regression model of the resulting data, with the decision to defect as the
dependent variable, an economics major variable was significantly positive;
those who had studied economics the most were more likely to take the most
self-interested action. If this kind of effect is common, then even clearly self-
interested behavior may not constitute an independent verification of the
theory of rational self-interest, but instead may be a product of that theory.

An introductory course in economics should provide students with several
different approaches to the relationship between facts and values in €conomics,
demonstrating that the role in economics of ideals such as objectivity are
unsettled. The debate is a longstanding one, and it continues.

Rationdlity, Ethics and the Behavior of Economic Agents

After teaching the fundamentals of microeconomics—scarcity, choice,
opportunity cost, supply and demand, it is important to discuss the limitations
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of the microeconomic way of thinking. Basically, economic theory posits that
wants are always greater than resources, therefore, scarcity is the economic
problem. Since by assumption everyone wants to get the most for the least the
logic of the model follows. The extensions are particularly troubling-couples
choose between a new car and a new baby; elected representatives act so as to
maximize the possibility of re-election. Even altruistic behavior is seen as self:
interested; people are seen to give money to charity because it makes them
feel good or it brings them social approval.

However, all evidence indicates that economic actors (consumers, workers,
firms) act out of more than calculated self-interest. Thus the assumption of
rationality used in economics may be insufficient in some cases and
inappropriate in others. In fact, people’s behavior is influenced by many things
including ethical norms. Economists have several reasons to be concerned.
First, to the extent that economics is based on a faulty theory of human behavior,
it will be unable to predict and control. For example, how should government
encourage people to behave in socially beneficial ways, say, to donate blood? If
people are rational maximizers, government can best achieve its ends by
providing a proper set of economic incentives for such behavior. But if
economics misconceives the way people are motivated, such incentives might

fail to work. In fact, there is evidence that blood donations decline when a -

system of cash payments is introduced. How can this be?

It is not clear how to account for the decline in contributions, but one
possible answer relates to a second, generative, role for economic theqry. By
this is meant its role in generating behavior as opposed to merely predicting or
controlling it. Economics can play this role in several possible ways. Fiist, as
mentioned earlier, economics can become a sort of philosophy of life for those
who study it, leading them to behave in economically rational ways. Second,
and more appropriate for the blood-donation case, economically rational ways
of behavior can be taught by exposure to social policies and practices that
presuppose economic rationality. Thus, even those who initially behave

according to social norms about giving blood may come to view blood donation ;

as just another economic transaction, once they see people being paid for
their donations. What they once saw as a ‘priceless’ gift, they now see as a $50
gift. Thus, their non-economic motives are undercut by an economic policy
based solely on self-interest.

Another reason to be skeptical regarding the assumption of economic
rationality has to do with its normative role. Earlier I noted that the practice
of neoclassical economics, despite claims of a positive-normative distinction,
commits one to certain moral beliefs. For example, when economics merely
identifies and describes certain behaviors as ‘rational,’ the label of rationality
carries a positive connotation that may lead some to see such behavior as
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desirable or even morally good. Another normative role for the theory of
economic rationality is as a benchmark of economic success. Economists
measure the success of the economic system by its satisfaction of individual
preferences, as opposed to some other measure such as reductions in infant
mortality or the elimination of demeaning working conditions. In this
‘benchmark’ role, the economic theory of rationality is normative because it
dictates how policies and behaviors are to be judged.

Thus, there are a number of reasons why one should be concerned about
whether the economic theory of rationality is a good one. How would one
begin to determine the answer to that question? Certainly it is relevant to ask
whether people actually behave according to the theory. One article does just
that, using experimental evidence. However, keeping in mind the generative
role’ that theory potentially plays, one must also ask what the consequences are
-of adopting the neoclassical theory of value. In an article I suggest among
other things that a society constructed on the basis of pure economic rationality
might face overwhelming problems of moral hazard, resulting in a kind of crisis
of the moral environment.® I examine the problems of organizing society, and,
in particular of organizing work, in conditions of imperfect information. In
those conditions, as economists have demonstrated, the problém of moral hazard
can arise. The problem arises when the payoff to one party of a contract depends
upon the performance of the other party, and the performance cannot be
monitored. For example, there may be a tendency to avoid work when the
boss is not looking. Such problems are surely pervasive in our complex society.
I argue that ethics can be part of the remedy, diminishing the tendency to
‘shitk’ in such situations. I argue further that alternative forms of work
organization, such as cooperatives, might be effective in eliciting moral behavior
under conditions of imperfect information.

Several themes emerge from a study of rationality, ethics, and the behavior
of economic agents. As has been seen, one of the crucial issues is the empirical
validity of the neoclassical theory. Another issue is the potential consequences
of adopting the theory as society’s operative theory of human nature. A third
issue is the question of exactly how people might deviate from the rational
model. If people are moral agents in addition to rational maximizers, how do
they care about the world? For example, do they simply care about the utility
of other agents, or do they obey certain moral strictures — like those against
lying — regardless of their effect on others’ happiness?

What studies make clear is that there is no one form of behavior, whether
self-interested or moral, that is dictated by human nature. There is abundant
evidence for this. The question then becomes how the various aspects of human
nature-economically rational and otherwise-can be elicited so as to create an
efficient and just society.
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ETHICAL THEORIES

We have examined how the relationship between ethics and economics i

important both for the construction of theory and for understanding the
behavior of economic agents. We now begin the examination of the third
question-how to assess the differential impact of economic institutions and
policies. That is, to answer the question of whether outcomes are desirable,
ethical evaluations must be applied in addition to economic evaluations. This
requires some understanding of available moral theories. A moral theory is
needed to provide a framework for responding to the ethical questions tha’t
arise in the course of economic activity. For example, if one decides that value.-
free economics is impossible, which moral values should inform the discipline?
If people do not behave simply as rational maximizers, what moral theories
might guide their actions? What moral theory should be used to answer applied
policy questions? And finally, if individual preference sovereignty is rejected
as the overriding goal of the economic system, what moral benchmarks or
objectives should take its place? All of these issues cannot be even understood,
much less resolved, without some sort of a moral theory as a guide.

There are three main types of moral theory: consequentialist, deontological,

and virtue ethics. Consequentialism holds that the right action is the one that :

results in the best outcomes. One type of consequentialism, utilitarianism, is
dominant in economic theory and asserts that the outcomes that matter are
utility or preference satisfaction. : o

Implementing utilitarianism presents certain problems. How does one
measure welfare or preference satisfaction, particularly when different
individuals must be compared? Do consequences count if they are not expected
in advance? Does the welfare of future generations matter? What of animals?
How does one compare two different states of affairs in which population levels
differ? How does an individual make ethical decisions when quantifying utility
is difficult if not impossible? Despite these difficulties, it is argued by many
that utility is the only intrinsically good thing. Others argue that utilitarianism
is justified on the basis of equal respect among persons. There has been a
recent resurgence in the popularity of consequentialism and many economists
find it appealing because of its apparent compatibility with neoclassical
economic theory. , : t S

In deontological ethics by contrast, moral duties or rights sometimes take
precedence over outcomes, because those duties or rights are morally valuable
in themselves. The deontological position is intuitively appealing as can be
seen by means of an example: assume a situation in which you must choose
between killing one innocent person yourself and allowing two others to be
murdered by another person. The consequences, in terms of the number of
lives lost, are not as bad if you commit the murder. But to do so violates thf;
moral obligation not to kill.
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Virtue theory traces its roots to Aristotle. Happiness plays a central role in
virtue theory, just as in utilitarianism, but virtue theorists mean something
different when they refer to happiness. Aristotle used the term to refer to activity
in accordance with virtue. Virtues, in turn, are the personal qualities that
enable us to do the things that good people do. Of course, the qualities of a
good person are complicated and require some kind of agreement on the proper

~ ends of humankind. Unfortunately, an important feature of modern societies

is their inability to reach agreement on such matters. But most people will
agree that the human virtues include truthfulness, courage, and so on.

Virtue theory might have much to teach modern business people. Businesses
might perform better if they concentrated on developing virtues or excellences
like quality, rather than focusing exclusively on the bottom line.

Deontological considerations might be used to augment neoclassical
economics. The essence of the deontological approach is that while the
utilitarian views the person as a unified bundle of preferences, the former sees
the self as bifurcated. Each person has a set of desires as well as a separate
aspect of the self that judges those preferences in light of moral considerations,
The ultimate choices of the individual are the product of both aspects of the
self. This notion is consistent with the work of those economists who have
introduced ‘meta-preferences,’ a secondary set of preferences over the domain
of all possible preferences. For example, [ like grapes but my moral commitment
to the United Farm Workers strike kept me from buying them in the 1960s, In
addition to the fact that preferences have this dual nature, they respond to
experience, and thus are endogenous in an important way. That is, our
preferences are not inborn but are learned. ' :

Morality interpenetrates all of economic life; its implications are sweeping
and do not apply only to certain areas. For example, in considering work life,
the moral value of work, and not just preferences must be taken into account.
Moreover, moral behavior undergirds all of the economy, which would quickly
disintegrate if large numbers of people attempted to cheat one another or failed
to honor their contracts. Thus, moral considerations demand a radical
rethinking of all of economics.

Virginia Held’ addresses another approach to ethics: Is there such a thing
as a feminist ethics? Carol Gilligan was one of the first to study this issue. Her
work was framed as a criticism of Lawrence Kohlberg, who apparently had
found that moral development among girls was less advanced than among
boys. Gilligan tried to document that what appears to be a lack of moral
development is rather a distinctively ‘female’ form of moral thought, which is
shared by many girls and women, as well as some young boys. Men tend to
have what Held calls a ‘justice perspective’ on morality. This form of morality
emphasizes rules and individual conscience. In contrast, women have a ‘care
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perspective,” which centers on meeting others’ needs and maintaining
relationships, rather than rigid adherence to moral rules.

Following the general lines of Gilligan's approach,‘ Held argues that \»L(imen
tend to share certain ways of thinking, acting and feeling ?bout moral pro erns.f
These distinctive forms of female moral experience are in part tbe prcdu?tl?
the activities that women have historically been involved in, especially
mothering. To the extent that moral theory is based upon moral eylcgin;nce,
Held argues women’s distinctive experiences shc')uld be mcludec?. Hf: e 1evz§
that this is especially the case because the experience of mothe@g flfs s0 cer;:r !
and important to human life, compared with the realm of p'ublilc affairs, whic
provides the inspiration for many ‘male’ forms ,of mora.l thmkmg . g

Held enumerates several aspects of women’s morality. First, it is attentwle
to the needs of ‘particular others,’ in contrast to all other people in gcinera :
That is, it emphasizes the special obligations we have tq those who sre.c osc]e3 to
us, as opposed to all others. Second, a feminist.morahty c.le'emp asizes, 1_ul:
does not discard, moral rules and principles. Third, there is more tcl)'mora ltg
than just knowledge; equally important are the assoc1atf3d fee ings ;n
motivations. Fourth, one of the most important .fe'male. experiences p;cl:))w ing
inspiration for feminist morality is the process of giving birth; the pa;ln 0 :fa@g
a child inspires the commitment of the mother, who does no.t want her suf e1i1mgf
to have been in vain. Fifth, a feminist morality emphasizes the survival hi(l)
children and relations of care and concern. Finally, .Held argues that while
much of what feminists say about morality has been said before, as some cnt;gs
have alleged, the important thing is that many problems and experiences spec c

to women have been largely ignored.

ECONOMIC INSTITUTIONS AND ETHICS

i i ! e and
Institutions, such as markets and property rights, impact people’s welfar

those impacts need to be evaluated both in economic and ethical Fem;;. $ome
economists may believe that the market is to be judged only on its e C}teml:y
in meeting wants, but Elizabeth Anderson® shows that moral concerns shou

play a part in our evaluations of the market. It is often proposed that martlilets ‘
should be used to allocate goods and services wherever possible because ey

are more efficient than the alternatives.

How can one evaluate such proposals? Anderson, in “The Ethical Limitations

llocate a good or
of the Market,” suggests an answer. She argues that when we a good 0

. . £ it in
service through a certain institution such as the market, we treat it in

. o . t
accordance with the norms of that institution. Those norms may allow us t

realize some values, but fail to realize — or even undermine — othefs. g'ilusilz
good is properly traded on the market if its value is successfully realized by t
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norms of the market. Also, an institution like the market, together with its
associated norms, embodies certain interpretations of ideals, while possibly
denying or ignoring other ideals. To determine whether a good is appropriately
distributed by the market, one can examine the rival ideals at stake. The way
people value things when they are allocated through the market is what

Anderson calls use. When we use something, we treat it in accordance with
certain norms of the market:

First, market relations are impersonal ones. Second, the market is
understood to be a sphere in which one is free, within the bounds of the
law, to pursue one’s personal advantage unrestrained by any consideration
of the advantage of others. Third, the goods traded on the market are
exclusive and rivals in consumption. Fourth, the market is purely want-
regarding: from its standpoint all matters of value are simply matters of
personal taste. Finally, dissatisfaction with a commodity or market relation
is expressed primarily by ‘exit,’ not ‘voice.” (p. 182)

o determine whether a good should be traded on the market one should
consult this list of market norms to see if they are compatible with the full
realization of its values.

To illustrate the application of this theory, consider the good of personal
relationships. The practice of modern relationships is informed by the ideals
of intimacy and commitment, as opposed to the ideal of market freedom
embodied in the market. This means that the goods of personal relationships
are, to a significant extent, shared ones. So, each partner enjoys those goods
and knows that the other also enjoys them. And the goods at stake must be
provided in the spirit of a gift, rather than out of narrow self-interest, meaning
that they must express a cognizance of and appreciation for the personal

characteristics of the recipient.

All of this conflicts with the market norm of impersonality, which requires
that goods be provided without regard to any characteristics of the buyer other
than his or her willingness to pay. Also, the goods of personal relationships
cannot be attained if they are given for base motives, like economic gain. Thus,
Anderson argues, we can see that sexuality is not appropriately traded on the
market. For a prostitute is motivated by monetary gain and, in providing her
sexual ‘services,” does not respond to the personal qualities of his or her
customer. Furthermore, the goods of personal relationships can be seen as
‘higher’ than those of the market. By implicitly equating the personal goods of

the prostitute with the money of the client, a lower good, prostitution, degrades
the prostitute. For these and other reasons cited by Anderson, prostitution

does not realize the goods of love; thus, sex should not be distributed on the
market.
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ECONOMIC POLICIES AND ETHICS

Rational actor theory is more than an empirical theory of behavior. This is
perhaps most clearly evident when economists assess the relative efficiency of
alternative economic arrangements, and, therefore, the desirability of policies.
Since the definition of welfare used is preference satisfaction, the utility function
becomes a normative benchmark. In practice economists use the more crude
standard — cost-benefit analysis (CBA). In this practice, the merit of projects
or policies is determined by adding up their costs and benefits. The benefits
are usually measured in terms of the willingness of the affected parties to pay
for them; with willingness-to-pay the normatively relevant piece of data because
it reflects preferences. Thus, both in theory and in practice, economists rely
on the notion that welfare amounts to the satisfaction of observed individual
preferences.

Tyler Cowen” is critical of the use of preference-satisfaction as a yardstick
for policy choice, arguing not that it necessarily always gives the wrong policy
recommendations, but that in some cases it fails to issue in any coherent
recommendations at all. Cowen’s argument is based on the paradox that
preferences shift in response to policy. Thus, there is a source of circularity in
the use of preferences to guide policy. An example will serve to illustrate the
point. Suppose that liberal education instills in students liberal values and a
tendency to favor government support for liberal education; while at the same
time, those educated in a more authoritarian system tend to support
authoritarian educational policies. In this situation, the preference: sovereignty
standard fails to provide any consistent advice to the policy maker. Which
policy satisfies preferences best depends upon which policy is unplemented in
the first place. Thus, ‘preference sovereignty’ as a criterion for policy selectlon
is not only incorrect, it is incoherent. ;

These problems are compounded when considering the problem of how to
count the welfare of future generations. The shape (and existence!) of future
individuals’ preferences are determined in part by the policies adopted today,
s0 again one is faced with the question of which preferences to count.

A related problem arises when dealing with the problem of imperfectly
informed preferences. It has been empirically documented that in the real
world, preferences are affected by all kinds of irrational influences. How, then
can one justify relying on those preferences to guide policy? For example, A
person reveals a preference to smoke when buying a pack of cigarettes. At the
same time that person wants to quit smoking.

9

CONCLUSION

In this chapter I have focused on the interaction between ethics and economics,
both in economic theory and economic policy. I have examined the three ways
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in which ethiics are important in economics: 1. Economists have ethical values
that help shape the way they do economics. 2. Economic actors have ethical
values that help shape their behavior. 3. Economic institutions and policies
impact people differentially and thus ethical evaluations must supplement
economic evaluations. Economics would be greatly enriched if it recognized
that there is no alternative to working from a world view. Making explicit the
ethical values embodied in that world view would help keep economics more
honest and useful.
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Economics as Ideology and the Need for
| Pluralism

PETER SODERBAUM

MALARDALEN UNIVERSITY, SWEDEN

Mainstream neoclassical economics — and no other economics — is taught at
university departments of economics and at business schools in all parts of the
world. The ideal is to build on one paradigm (theoretical perspective) and to

extend this perspective in different directions to cover international economics,

environmental economics, health economics and so on. The hope of
neoclassical economists is furthermore to offer a useful paradigm that is as
close as possible to the philosophy behind physics, chemistry and otheSr natural
sciences. Positivism in the sense of objectivity, value neutrality, testing of
hypotheses and, whenever possible, mathematical presentation are.some of
the features of the neoclassical approach. A large number of scholats have

vested interests in the monopoly position of the neoclassical paradigm, and

since the 1970s, there has even been a Bank of Sweden Prize in Economic
Sciences in Memory of Alfred Nobel for extraordinary achievements.
Gunnar Myrdal is one of those who have received the mentioned Nobel
Prize. Not unexpectedly, the Nobel committee emphasized his achievements
within neoclassical economics, but contrary to other neoclassical economists
he — at a certain stage in his career — openly declared his sympathies for

institutional economics. He argued that the study of problems related to 7
poverty, health and environment in developing countries and elsewhere has ‘
to be based on an interdisciplinary perspective. Myrdal also took an interest in
theory of science issues and argued that it is an illusion that economics can bek ,
value-free and neutral. “Values are always with us’ in social science research
(Myrdal 1978). We have interests in choosing one problem area for our studies

rather than another and values are involved when making a choice among
possible theories, methods and ways of presenting results. Scientific criteria
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play a role fn making all these choices, but so also do other values that make
up the total ideological orientation of the scholar. :

The ‘fact’ that ideology is unavoidably present means that the ‘one-paradigm
position’ at departments of economics becomes untenable. Limiting economics
to one paradigm means that one ideological orientation is emphasized at the
expense of all others. This position is not compatible with normal ideas of
democracy. Departments of economics should avoid the role of being political
propaganda centres. With more than one paradigm as part of a pluralistic
strategy, the ideological diversity in a democratic society will be better reflected.
Furthermore, one specific paradigm, such as the neoclassical one, may perform
well in relation to some fields of study while being more of a problem in relation
to other fields.

In defence of the neoclassical monopoly position at departments of
economics, it could perhaps be argued that there are other social sciences
such as economic history, political science, business economics and sociology
that are based on paradigms other than the neoclassical one. While this is
true, my point here is that the monopoly of the neoclassical paradigm at
departments of economics has a considerable impact on the understanding of
economics among major actors in society. If their mental maps are largely
influenced by neoclassical economics and if some categories of problems cannot
be dealt with successfully within the neoclassical perspective, then we have a
problem. I will argue that neoclassical economics is not enough — and is even
part of the problems faced — in relation to present environmental and
development issues. V

In this chapter the one-paradigm idea of economics will be questioned.
Those acquainted with the history of economic ideas — a subject nowadays
often avoided at departments of economics — know that there have been many
currents over the years. Among alternatives to neoclassical theory,
institutionalism will here be emphasized. Comparing different paradigms, for
instance neoclassical theory with institutionalism, is furthermore believed to
be an important way of learning. In this way it is possible to illuminate not

only differences in some narrow scientific sense but also the ideological
tendencies connected with each paradigm.

ON THE MEANINGS OF PARADIGM, IDEOLOGY, PLURALISM AND DEMOCRACY

I have already used concepts that may be unfamiliar to some students.
‘Paradigm’ here refers to ‘theoretical perspective’ within a discipline or at an
interdisciplinary level. Neoclassical economics with its microeconomics and
macroeconomics is a good example of a relatively clear-cut paradigm.
Microeconomics refers to individuals as consumers maximizing the utility of
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alternative bundles of commodities within their monetary budget constraints
and to business companies maximizing profits..Individuals and firms interact

in markets for commodities and factors of production. Markets are understood
in terms of the forces of supply and demand. Macroeconomics refers to the
whole national economy where the state may influence all consumers and
firms, for instance through monetary and financial policy.

As a paradigm, institutional theory may be less clear-cut. It is more accurate
to speak of different versions of institutionalism. According to the one
emphasized here, individuals and organizations are understood as ‘actors’ in
the economy. Individuals are guided by their ‘ideological orientation’ and the
same is true of organizations. Neoclassical Economic Man is replaced by.a
Political Economic Person (PEP), that is, an individual with many roles rather
than exclusively the one of being a consumer. To understand the individual in
the economy, roles such as the ones of professional, citizen and parent are also
judged to be relevant. An organization is similarly understood as a Political
Economic Organization (PEO). Firms or business companies are of course
important players in the economy but so are governmental agencies,
municipalities, environmental organizations, churches and universities.
Individuals and organizations alike are understood as actors in a political sense.
They all can influence the dialogue about the future of our societies, for instance
issues related to taxation, environment and development more generally. They
also engage in more limited roles in relation to markets of various kinds.

‘Ideology’ is here used in a broad sense as ‘means-ends philosophy’. Ideology
is based on beliefs about ‘progress’ at the level of society, of organizations and
for the individual herself. Normally, each actor has a positive attitude to her
‘ideclogical orientation’ and there is no tendency here to use ideolqu ina
derogatory sense. Established political ideologies such as liberalism or socialism

are certainly included but also ‘issue-related ideologies’ such as ‘business

ideologies’, ‘health-care ideologies’, ‘transportation ideologies’ or
‘environmental ideologies’. According to the ideological orientation of some
business actors, only monetary profits and other monetary indicators count
while other business actors may point to the importance of a number of non-

monetary dimensions, for instance the measurement of social and

environmental performance. One health-care ideology may emphasize
centralization of health care functions while another may point to the

advantages of decentralization. One transportation ideology emphasizes time- |

savings in transport while another lays stress on the avoidance of negative
impacts such as environmental pollution and traffic accidents. A compromise
between different objectives is of course as ‘ideological’ as more ‘single objective’
ideologies. s
Ideologies are seldom reducible to simple mathematical equations. To allow
for complexity, the term ‘ideological orientation’ is preferred as a guiding
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principle of iridividuals and organizations. An ideological orientation is typically
fragmentary rather than complete; it is uncertain and subject to reconsideration
(as part of public and private debate, for instance) rather than certain. The
ideological orientation of an actor still serves as a guide with respect to direction
of decision-making and behaviour.

‘Pluralism’ stands for a belief that competition between paradigms and
ideologies is good for society. Each actor tends to believe in one paradigm and
ideological orientation more than others. This belief can be of a ‘fundamentalist
kind or combined with an open attitude in relation to other theoretical
perspectives and ideologies. In the latter case of a pluralistic attitude, there is
a willingness to listen and learn from advocates of other perspectives.

The opposite of pluralism is monism. In natural science, there is a tendency
to believe in one paradigm at a time and then consider the possibility of
paradigm-shift in a Kuhnian sense (Kuhn 1970). One paradigm may be
abandoned when another is found to be more compatible with the results of
empirical experiments etc. Neoclassical economists tend to be ‘monists’ in
this sense. But today even some natural scientists are open to a complementary
role for different paradigms in understanding specific phenomena. Paradigms
that are incompatible within the current state of knowledge may each
contribute to the understanding of a phenomenon, for instance light. In the
case of economics, which is our main interest here, ‘paradigm co-existence’
(Séderbaum 2000: 29-30) appears to be a much more relevant idea than
‘paradigm-shift’. The mistake by neoclassical economists is not that they believe
in neoclassical economics but rather that they believe in the exclusion of other
paradigms. While excluding theoretical perspectives, they at the same time
exclude ideological orientations (other than those connected with neoclassical
economics) and thereby reduce the possibilities of a constructive dialogue in
society.

Most people who follow or participate in the development dialogue globally,
regionally or locally understand that mainstream ideas about progress in society
are challenged by an increasing number of factors. Simplistic ideas about
economic growth as the solution to every problem are no longer convincing
(see Hamilton 2003). In relation to poverty, health and the environment, there
are a number of unsustainable trends. And it is no longer possible to ‘solve’
problems in the home region; we all depend on each other at a global level. In
this situation of difficult choices we cannot only rely on experts but need a
broad dialogue based on ideas of a well functioning democracy.

The meaning of ‘democracy’ is a big subject and I will here only point to
one aspect that appears to be crucial. Each actor in a democratic society may
believe in one ideological orientation more than others but should respect the
existence of other ideological orientations as long as they do not contradict
democracy itself. In attempts to solve present problems, we need to be informed
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not only by experts in some scientific sense but also by clearly articulated
ideological orientations. What is the meaning of Sustainable Development as
an alternative to the previous emphasis on economic growth in GNP terms,
for instance?

THE IDEOLOGY OF NEOCLASSICAL ECONOMICS

My previous statement that neoclassical economics is not only science but
also ideology has to be elaborated a bit. While classical economists such as
Adam Smith and David Ricardo always referred to ‘political economics’ in a
broad sense, the neoclassical project starting around 1860 can be seen as an
attempt to separate ‘economics’ from ‘politics’ and present a ‘pure’ economics.
Following Myrdal, it is here argued that the belief in a value-free economics is
an illusion and that the neoclassical project in this respect was a failure. It is
now time to return to the ‘political economics’ vocabulary. :

Neoclassical Economic Man assumptions are specific in ideological terms.
Some roles and relationships are emphasized while others are excluded. Human
beings are regarded as consumers and wage-earners, thereby limited to market
relationships. The idea of utility maximization excludes other forms of ethics:
Building on Political Economic Person (PEP) assumptions instead means that
you do not deny the political and ideological aspect of human behaviour. Each
individual is acting in many roles and guided by her ‘ideological orientatior’.
This orientation may be built on utilitarianism, or alternatively on other kinds
of social and environmental ethics. Economists have no right to select one
ethics as the ‘correct’ one for purposes of economic analysis. Reference to
‘ideological orientation’ furthermore suggests that the neoclassical focus on
commodities and markets may legitimize a kind of ‘market 1deology and
‘consumerism’ that for many of us appears too limited, if not dangerous, to
society. In relation to the current debate about Sustainable Development
something else is needed.

Neoclassical assumptions about profit-maximizing firms are -similarly specific
in ideological terms. As already argued, the focus on one kmd. of organization,
that is, the firm, appears a bit strange in relation to the present dialogue about

development and a well-functioning economy where many kinds of

organizations are involved. Excluding Civil Society Organizations, like
churches, universities, and public organizations at the national and municipal
level, cannot easily be defended if one wishes to understand the functioning
of an economy. ;

For business organizations (and other organizations), monetary performance
is of course important but so is non-monetary performance. Environmental
Management Systems are a case in point. Stakeholder models of business
organizations suggest that rather than just maximization of profits, conflicts of
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interest and power relationships are also relevant. According to Political
Economic Organization (PEO) assumptions, the organization is furthermore
‘polycentric’ in the sense that each individual connected with the organization
is an actor with her specific ideological orientation, which to some extent may
depart from that of the leadership of the organization. Such tensions are not
only problematic in a negative sense but may as well be a source of learning
and reconsideration of the ‘core values’ or ‘business concept’ of the organization.

Each individual (or organization) interacts over time with her context. In
neoclassical theory, only a market context is taken into account. As part of
institutional theory, a multifaceted context is considered which is social,
cultural, institutional (markets included), physical, man-made and ecological.
Behaviour is guided by ideological orientation and may be habitual or a result
of conscious choice, that is, decision-making. In neoclassical microeconomics,
decisions are based on some optimization principle (maximum utility or
maximum profits) devoid of other ethical considerations. Institutional theory
does not deny egoism. Any healthy individual will consider her own best
interests. But the individual is at the same time part of a number of ‘we-
contexts’, suggesting that the concern for others is a normal feature in her
1deolog1cal orientation. Amitai Etzioni has proposed an ‘I & We Paradigm’
(Etzioni 1988) where egoistic tendencies and concern for others are combined
rather than mutually exclusive. Decision-making as part of the institutional
perspective is furthermore not exclusively understood as ‘optimisation’ but
rather as a ‘matching’ process between the ideological orientation of each
decision-maker and the expected impact profile of each alternative. In this
way not only quantitative but also qualitative and visual aspects of impacts
become relevant. _

In neoclassical theory, ‘markets’ are presented in terms of the ‘forces’ of
supply and demand. Contrary to this impersonal view, actors in the market
place can be made more visible as part of an institutional perspective. Each
market actor is guided by an ideological orientation (according to PEP and
PEQ assumptions). Fairness and other ethical aspects may be involved in the
relationship between two market actors. Each actor may furthermore be part
of different networks of cooperation and the relationship between two actors
may be cooperative as well as competitivé. In business actor-network theory,
trust is furthermore an important factor (Ford, ed. 1990). Each market
relationship has a history and each market actor is embedded in a social and
institutional context (Séderbaum 2002).

In neoclassical theory, ‘progress’ is assumed to be a matter of GNP growth
at the national level, increased profits for organizations and utility-maximization
for individuals. The alternative here is an ideologically open attitude to progress
at all levels. Some actors are concerned about present environmental, social
and institutional problems in society and may, for example, refer to a specific
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definition of sustainable development as their idea of progress. At the levels of
organizations and individuals there may similarly be many ideas of progress
rather than one. Monetary and material aspects may be important but how

they relate to non-monetary dimensions and ethical considerations has to be
the subject of study rather than being veiled over.

CBA AND DEMOCRACY AS A CASE

Neoclassical economists claim to offer clear ideas about ‘efficient resource
allocation’ in the economy. Reference is made to ‘welfare theory’ and ‘applied
welfare economics’. The practical instrument or method used is Cost-Benefit
Analysis (CBA). Just as the firm considers monetary costs and revenues in
attempts to estimate profits from alternative investments, a similar approach
is advocated at the national level, that is for society as a whole. What are the
costs and benefits in monetary terms of alternative investments in infrastructure
such as roads, airports, dams etc.? Not only constructions costs, maintenance
cost and benefits directly associated with the project are identified, but also all
impacts affecting economic subjects in a nation. The market ‘value’ of single
impacts is estimated with reference to existing markets, prices in comparable
real markets or through fictitious markets, using the ‘willingness-to-pay’
approach. All costs and benefits connected with a project are then aggregated
in monetary terms to a ‘present value’ or ‘benefit-cost ratio’.

The claim that neoclassical economics has a clear idea about correct resource
allocation as demonstrated in CBA analyses are correct. But this is at the
same time a problem. ‘Ideology’ was previously defined as a means-ends
philosophy and ‘ideological orientation’ was suggested as a guiding,principle
for different actors. CBA claims to rank mutually exclusive investment
proposals. It builds on a specific idea of what is good and best for society in
different decision situations and therefore qualifies as an ideology. As ideology,
CBA is more precise than most other ideologies. Among all ideologies, CBA is
a market ideology of a very specific kind. It is based on the belief that society
should be understood in market terms and other frames of reference of a
conceptual or ethical kind are thereby automatically excluded. As market
ideology, CBA is close to the ‘economic growth’ ideology (Johansen 1977), an
ideology that — as we all know — is not uncontroversial. Should science dictate
the correct ideology for politicians, citizens and actors of different kinds? The
answer is no. Some other role for science is called for.

What then are the alternatives to CBA? While CBA is a ‘highly aggregated’
approach one can think of ‘highly disaggregated’ approaches as alternatives
(Table 1). CBA is also ‘ideologically closed’, whereas there are alternatives
that are ‘ideologically more open’. This means that there are four possible
categories: ’
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Table 1!“(Categories of approaches to decision-making

Ideologically closed Ideologically open

Highly aggregated I 11
Highly disaggregated I v

It is clear that CBA belongs to category (highly aggregated, ideologically
closed). Ezra Mishan, himself the author of a textbook on economics (1971),
argues that CBA can only be used if there is a consensus in society about the
approach to valuation and progress entailed in CBA (Mishan 1980). If there is
no such consensus — and Mishan points especially to disagreements about
how to value environmental impacts — the CBA method is no longer useful. If
there is a diversity of ideological orientations in society, then CBA is no longer
compatible with our ideas about democracy as previously indicated. In a
democratic society, each citizen or actor is encouraged to form her own
ideological orientation as long as it does not contradict democracy itself. This
includes a right to have an opinion about what is good for society and how to
relate different policy or project impacts to each other (S6derbaum 2001).
The CBA ideology of trading-impacts set against each other in one-dimensional
terms at ‘correct’ prices is just one among possibilities.

In its final report, the World Commission on Dams (2000) expressed
scepticism about the use of CBA to legitimise the construction of large dams
in various parts of the world. The issue of resettlement of thousands of
individuals, in some cases tribal people who have been accustomed to a specific
way of living and context, raises issues of ethics that cannot be solved by
simplistic cost-benefit calculation. The World Commission on Dams pointed
in the direction of Multicriteria approaches (MCA) that are more open-ended

(Category II and IV in Table 1) but there are other possibilities as well, for

instance Positional Analysis (PA). The latter approach (category IV in Table
1) starts with PEP assumptions, uses ‘systems thinking’ and ‘positional thinking’
with the purpose of ‘illuminating’ a decision situation in relation to different
and possibly relevant ideological orientations (Séderbaum 2000).

CONCLUSIONS AND R_ECOMMENDATIONS FOR EDUCATION IN ECONOMICS

Today, there are many kinds of heterodox economics. Those of us who depart
from the neoclassical mainstream do it in many cases for ideological reasons
rather than scientific reasons in a narrow sense. We do not like the ideology of
neoclassical economics and tend to regard the monopoly position of this specific
ideology as an essential part of the problems faced in modern society.
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Neoclassical economics is reasonably coherent in logical terms and may be
useful for some purposes. While CBA belongs to the weakest elements of
mainstream theory, other parts can be considered within the scope of a

pluralistic attitude where the parallel existence to competing paradigms is
epted. ) 4
alCCInpthis chapter, the ‘political’ aspect of economics has been stress.ed. As
already mentioned, ‘political economics’ was the language used until .1870
when the ideas of a pure economics became dominant. This emphasis on
ideology and the political aspects may appear strange to some students. E.vut if
ideology is involved and if various actors (such as trans-national corporamon?,
for instance) play a political role in the economy, as I have argued, tl:xen this
language has to be reintroduced in textbooks and courses in economics. The
idea of Homo Politicus or a Political Economic Person has been supported in a
number of articles recently (Jakubowski 1999, 2000, Faber et al. 2002,
Siebenhiiner 2000). A textbook on organizational theory discusses ‘ideology’
in one chapter and ‘power’ in another (Jackson and Carter 2000). I can
understand if some professors and perhaps even students hesitate hfare, becaqs.e
the expert position of economists in an extreme sense is in danger if you admit
that there is ideology in economics. On the other hand, this is a matter ‘of
being honest and it is quite possible that a different kind of expertness will
restore the legitimacy of economics as a discipline in a democratic society.
Students of economics are normally acquainted with neoclassicalr theory
but they too often know less about the history of economic ide‘gs and abc.)t}t“T
present alternatives to the neoclassical paradigm. Considering t}}‘e present crisis
for neoclassical economics, there are many good reasons to reinttoduce courses

about early economists and their ideas and to point to the tensjons that have -

3, g
always existed between different schools of thought. Students should also hav¢
a chance to study institutional microeconomics, ecological economics and kot’he’:_r
alternative approaches. This means that professors of economics also have to

broaden their competence. Present tendencies of concepma} and ideological

closure have to be counteracted. A&
The importance of the ‘models’ we use in understanding individuals,

organizations, decision-making, markets, progress and etc. has been stressed.

Textbook writers are in a powerful position to influence future generations of

economists and it is a difficult task to open up economics if one generation

. , e
after another has become accustomed to only one idea of ‘correct ecor}ormcs. |
This argument about the role of ‘models’ or ‘schemes of interpretation’ at the

same time furnishes reasons for optimism. While neoclassical economists tend
to protect their monopoly in departments of economics, a lot happens in other

arenas. Socio-economics, social economics, development economics, ecological

economics, institutional economics, political economics, interdisciplinary

economics — many labels are used to indicate the existence of alternatives.
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‘Models’ of various phenomena play a role in an ongoing process of change.

- As part of neoclassical theory, individuals can be regarded as ‘consumers’ if
you are in favour of a consumer society and see globalisation as an extension
of market forces to make people happier in all parts of the world. If you instead
want to emphasize the role of the individual as citizen (and indeed consider all
roles, the one of being a consumer included) with democracy rather than
markets as the main ideological priority, then some other form of understanding
will follow.

An understanding of the ideological and political character of economics
furthermore means that the future of economics is not exclusively a concern
for professors and students ar departments of economics. While university
leaders and university professors are all responsible, politicians, professionals
of all kinds and citizens can also contribute constructively. In relation to present
environmental problems, and sustainability issues more generally, the European
Union and national governments have a role. The present author recently
participated in a workshop on ‘Sustainability Economics’ and ‘international
institutions for sustainability’ at a respected German economics research
institute (Deutsches Institut fiir Wirtschaftsforschung (DIW)). At a meeting
with the World Council of Churches, the World Bank and the IMF in Geneva,
I was similarly impressed by the position taken, roles played and documents
produced by the representatives of churches.

I'hope also that environmental organizations and civil society organizations
will increasingly come to understand the role of neoclassical economics as a
barrier to new thinking in the development dialogue. Behind the present
activities of criticized institutions, such as the World Trade Organisation, the
World Bank, the IMF and even in some respects the European Union, is a
‘mental map’ held by the influential actors which is very much connected with
neoclassical economics. Only with a pluralistic attitude allowing for more than
one paradigm will a better world be possible. A degree of competition rather

than monopoly and protectionism seems to be good for society in a number of
arenas, universities not excluded.
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Economists, like other people, get frustrated when different points of view

“yield clashing conclusions about something important. The frustration can

escalate'to real anger and conflict when, as often happens, disputing economists
are just not persuaded by each others’ evidence or reasoning. The disputed
issues can be minor: for example, whether to allow a local roadway, factory, or
school to expand. Larger social issues likewise divide economists: for example,
whether to raise taxes on everyone equally or to graduate tax increases
according to tax-payers’ ability to pay (that is, according to their incomes and
wealth). The great historical issues prdduce‘espeCiaHy intense clashes among
contending economists: which economic system better serves a people,
capitalism or communism? i

As frustration builds, all sides seek to find some way to win the argument,
some mechanism that will finally persuade others or at least shut them up.
When the larger issues are at stake, intervention from non-economists
sometimes resolves the debate with or without any legal justification. For
example, a government may kill, imprison, or simply intimidate economists
into affirming its preferred position. Likewise, important social institutions do
something similar: churches may denounce some points of view while
celebrating others or universities may refuse to hire economists favoring one
side of the argument and hire only proponents of the other side. Economists
who ‘win’ in this way sometimes pretend that they did so because they had the
‘better’ case. However, decent economists prefer. to win arguments without
external intervention. They try to find some ‘rational’ way to settle frustrating
contests between alternative economic arguments, perspectives, and analyses.

The ‘rational’ procedure most economists use today is an appeal to
‘efficiency.’ The idea is quite simple. Any disputed issue — a school expansion,
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a tax, an economic system — is assumed to have both good and bad
consequences, usually called benefits and costs. Economists who believe in

efficiency propose to identify and measure the benefits and costs of any disputed
act, policy, or institution. If the total benefits exceed the total costs of, say, a
school expansion or a tax, then it is declared to be efficient. All argument
should then stop. The issue is resolved. What has been shown to be ‘efficient’
is the ‘best’ for everyone. When economists argue over which is the better of
two different acts, policies, or institutions, then a ‘comparative efficiency test’
resolves the dispute. For example, if capitalism is more efficient (has a greater
excess of benefits over costs) than communism, then capitalism is the best
economic system for everyone. Efficiency — measured by the difference between
benefits and costs — should resolve all debates between economists divided on
any issue. No external force needs to intervene in economists’ disputes so long
as everyone abides by the solution that efficiency dictates.

Economists who differ on issues great and small regularly undertake efficiency

measurements to persuade others and win their arguments. In recent decades,’

efficiency studies have become a major industry. Colleges, universities, and
business schools teach courses devoted to ‘cost benefit analysis.” Economists
sell such analyses to businesses, institutions, and governments. Profits for
economic consultants offering efficiency measurements have soared. Everyone
with a project opposed by others tries to win the struggle by showing the
efficiency (or greater or greatest efficiency) of their project.

Opposing economists challenge each other’s efficiency measurements. They
accuse their opponents of overlooking significant costs and benefits or
improperly measuring them. Most economists never question Ehe very idea of
efficiency. Yet, as this chapter will show, efficiency makes little sense and
measuring it is impossible anyway. Efficiency turns out to be an illusion; it
cannot reasonably decide any dispute. When economists appeal to efficiency,
it is their frustration talking. Efficiency arguments only work with those who
have never questioned or seen through the efficiency illusion.

THE CONCEPT OF EFFICIENCY

The concept of ‘efficiency’ holds that economic analysis can and should
determine the net balance between the positives (total benefits) and negatives
(total costs) that result from any economic act, policy, or institution. When
benefits outweigh costs, efficiency is declared; the act, event, or institution is
judged to be worthwhile economically for the entire community. When costs
outweigh benefits, then the act, event, or institution is declared inefficient

and thus contrary to the interests of the community. Disputes should cease

because efficiency tests have resolved them.
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Such ‘efficiency’ tests prevail in both micro- and macroeconomic analysis.
The building of a factory extension may or may not be micro-efficient. An
interest rate increase may or may not be macro-efficient: At the level of society
as a whole, the institution of a ‘free market’ may or may not be efficient. Likewise
in comparative economics, when two or more alternative acts, events or
institutions are compared as to their efficiencies. The one with the greatest
quantitative net balance of positive over negative aspects is designated the
‘more/most efficient.’

This concept of efficiency assumes that an economist can actually identify
all the consequences or effects of an economic act, event, or institution. For
example, if the disputed issue is whether or not to expand the local hospital,
an efficiency analysis must identify all the consequences of that expansion.
Such consequences include changes in the number of doctors, nurses, and
medical aides living in the local community; their demands for housing, offices,
and recreation; the resulting changes in housing prices, rents, and shopping
conditions; local traffic patterns near the hospital; the health of area residents;
local tax revenues; the average income of local residents; the quality and
quantity of toxic medical waste needing safe disposal; and much, much more.
The efficiency economist needs to identify the consequences of the hospital
expansion for the people whose homes and jobs were destroyed to make room
for the expansion. Those consequences include the impact on their childrens’
school performances and hence the skill levels they will eventually bring to
their jobs; local political change resulting from the hospital expansion may
shift which party and which political priorities govern City Hall and may effect
the local economy. Since many consequences of a hospital expansion will last
for years or only occur in the future, the efficiency economist will need to
make guesses about future events.

The changes set in motion by the disputed hospital expansion are infinite
in their number, variety, and timing (present and future). No economist or
group of economists can identify them all. What efficiency analysis claims to
do it cannot do. To declare nonetheless that the hospital expansion ‘has been
found to be efficient’ is a pretense. So too is the opposite claim, that the
expansion is ‘inefficient.’ Efficiency is an illusion.

Moreover, identifying all the consequences is only the efficiency economist’s
first task. The second task is to measure each consequence. That is, the
economist must decide whether the consequence is good for the community
(a benefit) or bad (a cost) and measure exactly how good or how bad. This is
necessary since the efficiency calculation requires comparing the sum of all
the good consequences against the sum of all the bad. To compare costs and
benefits, the efficiency economist has to put a dollar value on each one. That
spells more trouble, since many consequences are very difficult to value in
dollars. How, for example, does one put a value on children’s difficulties in




172 A GUIDE TO WHAT'S WRONG WITH ECONOMICS

school or on traffic congestion o, indeed, on most of the countless consequences
of a hospital expansion? And the absurdity of even trying to do this is only
underlined by the fact that, as noted, many consequences will not occur until
the future. So the efficiency economist also must guess the future values of all
the future consequences of hospital expansion.

The conclusion is as simple as it is arresting: efficiency analysis is an illusion.
Economists cannot identify all the consequences of any act, event, or
institution, and they cannot measure them all either. It is not possible.
Economists make claims about efficiency — of a hospital expansion or a
particular kind of tax or of capitalism versus communism — but logic demarids
that we reject their claims. No identification and measurement of all the
consequences of anything have ever been achieved. Thus no claim of efficiency

is or ever has been valid. Efficiency claims cannot reasonably resolve any dispute. -

Still other reasons require us to reject the whole idea of efficiency. To see
this, let us examine more closely what it means to say that an efficiency
economist identifies and measures the consequences of some event. For
example, consider a tax cut. An efficiency economist might begin by saying
that one consequence of the cut is more spending by consumers and businesses.
But here a problem immediately arises. Is it reasonable to assume that rising
spending by consumers and businesses resulted from only the tax cut? What
about all the other influences shaping spending after taxes were cut? After all,
the incomes, expectations, politics, and culture shaping consumers and
businesses also played their role. In other words, the changed spending by
consumers and businesses resulted from countless other force§ beside a tax
cut. A change in spending cannot and does not measure the efficiency (benefits
versus costs) of the tax cut alone. To insist that it does is to deny:-,‘g;he effect on
consumer and business spending of everything else happening in‘an economy
beside a tax cut. Such insistence, like efficiency analysis itself, is illogical.

EFFICIENCY IN PRACTICE

After our examination dissolves the concept of efficiency into absurdity, we
are still left with a question: why has efficiency remained so important in
economics? Why do economists hang on to so illogical an idea? ,

In practice, economists are called upon to help support or defeat all sorts of
planned actions, events, and institutions. For example, liberal economists tend
to support all sorts of government interventions in the economy, while
conservatives usually oppose them. Liberal economists usually show. that

government intervention is efficient (its benefits outweigh its costs); indeed,
showing that is what earns them the name ‘liberal.” Conservatives show the

opposite. Let us consider how they do this.
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The liberal efficiency economist begins by identifying ‘consequences’ of

- government intervention and measuring them in dollar terms. This requires

proceeding as if each of these consequences resulted from the government
intervention alone. Otherwise no efficiency analysis would be possible. Further,
the liberal economist limits the list of identified consequences to a manageable
number. Consequences that may not show up for years are ignored or else
‘guesstimates’ are concocted. Since including all the possible consequences
would make their measurement a task of many lifetimes, in practice the liberal
efficiency economist always selects just a few consequences and measures them.
Among the subset of all consequences selected by the liberal, those that are
negative — the costs — are summed and compared to the sum of the positive
consequences—the benefits. If total benefits exceed total costs, the liberal
happily concludes that government intervention is ‘efficient.’

The conservative efficiency economist proceeds in the same basic way but
to the opposite conclusion. Once again, the logical problem of attributing a
consequence to only government intervention is swept under the rug. The
conservative economist selects and measures some small subset of all the
possible consequences of government intervention in the economy. If the total
costs outweigh the total benefits, the conservative declares that government
intervention is inefficient.

Liberal and conservative politicians, newspapers, and television companies
then use these results to promote their respective agendas. Each side insists
that efficiency lies on their side and points to their economists’ studies as
proof. The entire exercise resembles nothing so much as medieval disputes
between opponents who each claimed God to be on their side.

THE RELATIVITY OF EFFICIENCY

Every claim of efficiency depends on which subset (particular few) of all possible
consequences were selected for identification and measurement by the
economist making the claim. No economist or group of economists could ever
have identified and measured them all. The liberal economist usually selects a
different set of consequences from that selected by the conservative. Given
the huge number of possible consequences, it is hardly surprising that opposed
economists would select a different few from so many. The liberal economist
usually also measures consequences differently from how a conservative
economist evaluates them. Recalling the great difficulty of measurement and
the guesstimates about the future unavoidably involved, it is easy to see how
measurements would differ. In any case, liberal and conservative economists
reach different efficiency conclusions about the same act, event, or institution
because they select different sets of consequences and/or measure their selected

sets differently.
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This means that all efficiency claims are relative to the selected
consequences and kinds of measurements made. No efficiency claim is absolute.
That is, no efficiency claim can be or ever has been based on a complete or
comprehensive identification of all consequences. Nor has any system of
measurement (including guesstimates of the future) ever won everyone's
agreement. Beauty lies in the eye of the beholder, and efficiency lies in the eye
of the economist. ‘Efficient’ - like ‘beautiful’ — is one way of expressing a positive
opinion and nothing more.

A few self-aware efficiency economists admit that they identify and measure
only a few consequences of any act, event, or institution to reach their
conclusions. They defend their practice on the grounds that the few
consequences they select are ‘the most important consequences’ and that
because all the others are far less important, they may safely be neglected in
order to reach an efficiency conclusion that everyone should accept. Logic
dissolves that argument too. In order to know that the few consequences any
economist selects are ‘the most important’ it would be necessary to identify all
cohsequences and measure all of them. Otherwise, one could not know that
those not selected are ‘less important’ than those that were. In other words,
only by identifying and measuring all consequences — which cannot and has
not ever been done for any act, event, or institution — can anyone prove that
a selected few are the ‘most important.’

WHAT LIES BEHIND EFFICIENCY

The illusion of efficiency allows economists to imagine that their disputes are
resolvable into a unanimity. Some universally right way for everyone is just
around the corner. Proper cost-benefit analyses will reach conclusigns valid
for everyone (or at least for every ‘reasonable’ person). Economists cling to
the illusion of efficiency by blinding themselves to efficiency’s evident logical
absurdities.

Our analysis has shown that efficiency claims are moments in struggles
between opposing economists (and those who use the economists’ claims).
Each side seeks to use a claim of efficiency as a way to assert that its partlcular,
partisan goals are really the absolute best for everyone. Each side hopes that
the other side(s) will collapse and disappear under the weight of that claim.
Those who allow an opponent’s claim of efficiency to decide a conflict have
been defeated by an illusion. The defeat may be real; the efficiency claim is
not. For an economist to accept and practice efficiency economics — to believe

_in, teach, or perform cost-benefit analysis — is to sustain an illusion that keeps
people from recognizing and pursuing their often different and clashing goals
and interests.
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Ecou(';mics has always been a terrain on which basically different values,
projects, and dreams contest. The contest can be open with alternative
perspectives freely able to make their arguments and seek to persuade
majorities. Or, one perspective can seek to stifle and repress this contest of
differences by disseminating the illusion that some universal ‘best’ solution
exists that everyone must accept. Efficiency economics is one such illusion.
The efficiency illusion does not serve the interests of economics as a branch of
human thought rich in diversity. It is inconsistent with a democracy based on
open discussion of differences in the interest of social progress.

Considering its logical flaws and the dubious contribution it makes to social
life, efficiency is a concept long overdue for a well-deserved rejection. It is no
compliment to the sophistication of modern economics that it ﬁnds thlS
rejection so difficult.
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INTRODUCTION

Every year, a seemingly endless array of New! Improved! texts parade across
our desks, each with its inevitable supporting cast of test banks, overheads,
study guides, power points, web sites, and instructors’ manuals, But beneath
the glamour and the glitter lies a disturbing sameness, a homogeneity that
simultaneously produces and reflects both the intellectual commitments of
the mainstream paradigm, as well as the lack of diversity in the profession
itself! A series of articles published in the 1980s and 1990s revealed the extent
to which introductory economics textbooks reproduced stereotypes, failed to
consider the range of explanations for differences in economic outcomes by
race, gender, and ethnicity, and presented warmed-over Social Darwinism as
the ‘scientific’ pursuit of Truth.? It is depressing, but not surprising, to find
that standard economics continues to explain the disadvantages correlated
with race and gender in terms of the self-congratulatory rationalizations of the
Victorian bourgeoisie. Feminist, anti-racist scholars in economics have
demonstrated the close connection between contemporary mainstream
economics, and the racist and sexist assumptions of Victorian social science.
Why then do contemporary economics textbooks continue to reproduce these
ideologies?

In earlier discussions of introductory economics textbooks, I analyzed large
samples of texts and authors to demonstrate the pervasiveness of racial and
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sexual biases. I will not repeat that exercise here. Old wine. Old bottles. Instead,
I will focus on two texts that bracket the market to show that the practice of

" mainstream econormnics necessarily erases the very problems that concern those

of us interested in questions of racial, ethnic, and gender equality.

One is hard-pressed to find an economist more committed to mainstream
economics than Professor Gregory Mankiw of Harvard University and chair of
the Council of Economic Advisors for G. W. Bush. Mankiw, an ardent defender
of free markets and free trade, recently reported the unalloyed benefits to the
United States of shipping employment overseas. His report triggered a response
among Congressional Republicans, some of whom have joined Senate
Democrats in the call for his resignation.? In contrast, Professor David Colander
dedicates his text to Thorstein Veblen,* and the well-known radical
supplements Real World Micro, and Real World Macro are cross-referenced to
his introductory text.” Early on, Colander stresses the economic importance
of ‘social institutions, such as the family’ (14) Elsewhere Colander advocates
including issues like race and gender in introductory courses.®

Given these indicators of a significant difference in outlook on economics,
the near identity of these authors’ approach to questions relating to the
subordinate economic status of women, people of color, ethnic minorities, gays,
and lesbians might seem surprising. Given, however, the theoretical operation
of the mainstream paradigm in economics, this is to be expected.

It is important to understand the pedagogical role of textbooks. They are
not supposed to push the boundaries of a paradigm nor should they expose
students to the unsettled questions or heated debates in the discipline. Instead,
textbooks aim to socialize studentsinto the norms and practices of the field.”
Thomas Kuhn, in his now famous The Structure of Scientific Revolutions, gives
the raison d’etre for the existence of textbooks. “Textbooks offer a window on
“normal science,” that is the set of received beliefs that form the foundation
for the “educational initiation that prepares and licenses the student for
professional practice™.? The nature of the ‘rigorous and rigid’ preparation helps
ensure that the received beliefs are fixed firmly in the student’s mind. Scientists
take great pains to defend the assumption that scientists know what the world
is like. To this end ‘normal science’ will often suppress novelties that undermine
its foundations. Research is therefore not about discovering the unknown, but
rather ‘a strenuous and devoted attempt to force nature into the conceptual
boxes supplied by professional education’.’”

Instruction in mainstream economics is ‘normal science’. The stated purpose
of virtually all introductory texts is to teach students to ‘think like economists,’
which in practice boils down to demonstrating over and over and over again
that every aspect of human behavior — marriage, birth, sex, drug use, slavery,
and suicide-can be reduced to two timeless, pre-given economic truths. First,
every human action is self-interested {else it would not, by definition, occur)
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and since it is self-interested it must, by definition, make the actor better off.
Second, even though we can’t actually ‘see’ this rationality at work, economists
attempt to demonstrate that human behavior always and everywhere reflects
costs and benefits that can be accurately represented by supply and demand
versions of the market. :

Taken together these ensure the resulting opinion that markets are largely
benevolent. While economists admit that society may, and often does, find
market outcomes objectionable, they lament the fact that attempting to
improve on market outcomes will almost inevitably make things worse. This
‘tough love’ approach to social problems, especially such enduring problems
as poverty, racial discrimination, and gender inequality renders the policy-
maker impotent in face of the power of the market. There is a huge literature
(much of it summarized or referenced elsewhere in this volume) demonstrating
the flawed logic of this approach. Yet Colander and Mankiw, like virtually all
other textbook authors, are content in their ignorance.!® One result is that
the authors of economics textbooks are comfortable presenting explanations
of the observed differences in economic outcomes by race, gender, and ethnicity
that are not noticeably different from those that circulated in the nineteenth
century.

As Susan Feiner and Drucilla Barker argue in Liberating Economics: Feminist
Perspectives on Families, Work, and Globalization,!! during the Victorian Fra, in
the emerging capitalist industrial societies, political, economic, and social
pressure produced an ideology that defined women as subservient to men.
This subordination rested on the belief that insurmountable d!ifferences
separated the masculine from the feminine. Consequently, the Victorians
imagined that radically different imperatives governed the lives of women and
men. Men were by nature breadwinners and rule makers, while whife' women
were naturally devoted to hearth and home, kith and kin. Laws, editorials,
sermons, and scientific research, including that produced by economists,
endorsed the view that any woman whose behavior even hinted at autonomous
action in the worlds of commerce, politics, religion, or education risked her
sanity, her femininity, her fertility, and her very life.!2 ‘ ; .

In the same period, Rudyard Kipling coined the racist euphemism ‘the white
man’s burden’, which also expressed what seemed to be a self-evident truth
about the nature of humans of various complexions. This phrase rationalized
and apologized for the ruthless exploitation of the peoples of Asia, Africa, and
the Americas that took place during the era of formal colonialism. Ideas of
_tacial inferiority, like ideas about women’s secondary status, were integral

elements of Victorian ideology. !> Thus, by the end of the nineteenth century;
key cultural constructs of Western society included the view that the
subordinate social status of women and people of color was natural, ordained
in the heavens, and useful on earth.
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Today many scholars, men as well as women, realize that when views such
as these are at the foundation of a discipline’s approach to its field of study,
the knowledge that results is likely to be one-sided and biased against gender
equity, racial/ethnic equality, and social justice. One does not need an advanced
degree in textual analysis to show that this critical self-awareness has yet to
influence economics. Just a few examples from the Colander and Mankiw
texts will illustrate the extent to which these white, privileged (by education if
not birth), middle-aged, heterosexual, married male professors at elite schools
are unaware of the extent to which their economic narratives reflect their
social locations.

TEXTBOOK REPRESENTATIONS OF GENDER, RACE, AND SEXUALITY

Any college sophomore with a B average could, if given the assignment, find
the founding articles in feminist economics. Key among these would be Professor
Lourdes Beneria’s 1995 essay in which she summarizes the major feminist
critiques of methodological individualism and market choice, and then shows
how these concepts produce misogynist bias in analyses of economic
development.'* Beneria, like many feminists before and since, points out the
many problems inherent in assuming harmonious households in which a
benevolent (mnale) income earner makes altruistic decisions for all. The question
of who (or what) comprises a household, let alone how households make
decisions — an issue of great interest to a wide array of social scientists-is never
raised by either Mankiw or Colander. This same student would discover articles
by feminist, anti-racist economists like Barbara Bergmann, Robert Cherry,
William Darity, Patrick Mason, Julie Nelson, Michelle Pujol, Diana Strassman
and Rhonda Williams to name just a few. The questions raised in the oeuvre
often concern key ontological concepts in economics. Yet both Mankiw and
Colander work hard to paint the conceptual building-blocks of mainstream
economics as objective, value-free, and scientific.

Feminist economists, like other heterodox economists, disagree. Researching
the history of the discipline, feminists have demonstrated that the fundamental
categories of economic analysis are not neutral with Tespect to existing patterns
of sexual, racial, and ethnic subordination.’® The concepts of, for example,
rationality and scarcity, maximization and equilibrium, commodities and
exploitation, embody historically specific visions of normative masculinity,
femininity, whiteness, and heterosexual orientation that are particular to the
West. Indeed, the establishment of Anglo-European world dominance
depended upon the creation of new patterns of social hierarchy and the
intensification of old patterns of domination. Feminist economists have shown
how mainstream economics provided (and continues to provide) support for
ideologies and policies that justify exploitative social relations fundamental to
Western hegemony.
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In a nutshell, Victorian visions of appropriate behavior by race, gender,
class, and ethnicity continue to be the norm in economic science, and this
plays out in textbooks in two ways. The usual and less titillating approach is to
provide examples designed to prove that inequalities by race, gender, or class
are warranted on efficiency grounds. This is Mankiw’s modus operandi.

Thankfully Mankiw avoids provocative asides about sex, prostitution,
slavery, and markets for babies. Instead discussions of income inequality, gender
and race (precisely those issues that are most likely to produce critical
questioning) are deferred until students have had the mantra ‘markets iiber
alles’ drummed into their heads. In the chapter ‘Earnings and Discrimination,’
the discussion of the determinants of equilibrium wages includes eight topics,
including ‘ability, effort and chance’ as well as ‘the benefits of beauty.’ A picture
of Brad Pitt shows us that people differ in how ‘attractive’ and ‘handsome’
they are. Mankiw then discusses a study published in the American Economic
Review that estimated ‘returns to beauty.” Mankiw never raises the possibility
that beauty is a social construct which varies across time, space and culture.®

Indeed, the short story ‘Coming Apart’ and the video Beyond Killing Us
Softly show, power relations play a huge role in setting beauty standards.!?
Mankiw also neglects to discuss the role of the media in creating beauty

standards. Are the preferences that draw large audiences to Brad Pitt's blonde -

hair and blue eyes truly exogenous, untainted by social norms? Is it a pure
esthetic sensibility that produces the result that white supermodels outnumber
supermodels who are African American, Hispanic, Native American, or Asian
American by over three to one? The point is, as feminist and anti-racist
economists have argued, the very factors that are correlated with aboye-average
incomes are themselves the result of a history that has privileged whiteness;
maleness, and heterosexuality. In what sense is it scientific to demonstrate
that these are precisely the factors valorized by markets? ,
Mankiw’s discussion of discrimination struggles to exonerate markets. He
tells us that ‘discrimination occurs long before the worker enters the labor
market. In this case, the disease is political, even if the symptom is economic’
(422). He illustrates this point by referring to research about the segregated
streetcars of the Jim Crow south.!® This research argues that streetcar owners
were more interested in profits than in racial apartheid. This logic buttresses
the claim that the profit motive inevitably leads to competitive pressure to
reduce discrimination. Of course, Mankiw does not balance this presentation
with even a passing reference to research by African American economists
Professors Darity or Patrick Mason, published in equally prestigious economics
journals, that discuss the many audit studies which invariably find that whites
(male and female) have advantages over people of color in job application
processes, interviews, and housing. This research also traces court awards to
plaintiffs in discrimination cases: both the number of awards and the amount
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of awards has increased. As Darity argues, the conclusion that discrimination
will Be competed away cannot be inferred from the data, and in contrast the
persistence of discrimination can be (and is) observed directly.!?

The next chapter in Mankiw’s book, ‘Income Inequality and Poverty’, has
asimilar goal: to demonstrate that the lioness’ share of inequality follows directly
from individual, self-interested choices. Mankiw begins with a very brief
discussion of income inequality in the U.S. (which does not bother to
disaggregate the data by race or gender) and then he presents a case study
titled ‘The Women’s Movement and the Income Distribution’.?’ He makes
the point that ‘when evaluating any change in the distribution of income,
policymakers must look at the reasons for that change before deciding whether
it presents a problem for society.” Therefore, policymakers ought not ey to
reverse the recent trend toward more inequality because

the women’s movement has changed the behavior of the wives of high-
income men. In the 1950s, a male executive or physician was likely to
marry a woman who would stay at home and raise their children. Today,
the wife of a male executive or physician is more likely to be an executive
or physician herself. The result is that rich households have become even
richer, a pattern that increases the inequality in family incomes.

There are at several important points missed in this presentation. First,
there is no data showing the large and persistent gap in income between male
and female executives, male and female physicians, male and female lawyers.
The question of ‘the mommy track’ is.not raised, nor are we asked to think
about the consequences of divorce for women and children. Mankiw's sanguine
picture also fails to ask, ‘what about the kids?’ As many feminists point out, a
major employment barrier facing women involves the availability, reliability,
price and quality of childcare. Typically, private solutions to this public problem
involve employing low-income women — many of whom have young children
of their own-to take care of the children of the privileged.?!

For all I find to disagree with in the Mankiw text, at least his tone is serious,
and some relevant professional research is cited (although as I've mentioned,
his parochial choices are bothersome). This is not the case for Colander. Where
Mankiw has half a chapter on discrimination, Colander has three (short)
paragraphs. When Mankiw turns to questions of inequality, he discusses
segregation, the women’s movement, and discrimination in baseball. Colander’s
discussion of the ‘Socioeconomic Dimensions of Income Inequality’ is
remarkable for its brevity. The section on ‘income distribution according to
socioeconomic characteristics’ contains just five lines. Although the
accompanying tables do break down income by occupation, sex, race, and age
Colander provides no discussion of the causes of these different economic
outcomes. And unlike Mankiw he fails to cite sources. ‘
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What impressions are reinforced in students when they read the following
assessment of recent US policy changes concerning the demise of AFDC (Aid
to Families with Dependent Children) and the establishment of TANF
(Temporary Assistance to Needy Families)? “The general feeling is that the
law has significantly increased the incentives to get off and stay off welfare’
(402). Even a cursory review of the literature on welfare reform will show that
no such general feeling exists among scholars expert in anti-poverty policy.

Other than these brief mentions, much of what Colander chooses to include
about gender and/or race come in the form of ‘attention grabbers’ in what he
dubs his ‘colloquial style’. He does not seem to have considered the possibility
that for some students, these breezy asides may be either tasteless or offensive,
and hence an obstacle to learning. For example, early on in the Colander text
We encounter an argument that begins with these words: i our society allowed
individuals to buy and sell babies.” The next sentence completes the syllogism:
‘The invisible hand would see to it that the quantity of babies supplied would
equal the quantity of babies demanded at some price.’ To add emphasis and
draw even more attention to the example is the book’s second photograph: a
set of classified ads about adoption and pregnancy. Is this likely to get a student’s
attention? Probably. One must wonder what pedagogical purpose is served by
including this example so early on.

Colander goes on to write ‘Most people, including me, find the idea of
selling babies repugnant. But why? It's the strength of social forces reinforced
by political forces’. Surely there are other examples that could make the point
that ‘social and political forces are active in parts of your life...You cannot
understand economics without understanding the limitations that political
and social forces place on economic actions’. True enough. But as you turn
the page the text’s first highlighted box grabs the eye. Here, in an’@vErsizep,
ALL CAPITALIZED FONT, printed in white (not the usual black) letters, “Winston
Churchill and Lady Astor’ are offered as our first lesson in ‘applying the tools’
of economic analysis. Colander repeats a well-known salacious story. ‘Churchill
suggested that as a thought experiment Lady Astor ponder the following
question: If a man were to promise her a huge amount of money-say a million
pounds-for the privilege, would she sleep with him? Lady Astor did ponder
the question for a while and finally answered, yes, she would, if the money
were guaranteed. Churchill then asked her if she would sleep with him for five
pounds. Her response was sharp: ‘Of course not. What do you think I am-a
prostitute?” This time Churchill won the battle of wits by answering, ‘We have
already established that fact; we are now simply negotiating about price’.

This vignette illustrates ‘one moral’ economists ‘might’ draw; ‘economic
incentives, if high enough, can have a powerful influence on behavior.’ Wow.
But so can non-economic incentives: ‘most people feel it's wrong to sell sex
for money, even if they would be willing to do so if the price were high enough’.
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Is I:hls an established fact or Colander’s own prejudices trotted out as fact?
When Ishared this excerpt with a colleague who is an internationally recognized
expert on prostitution she wrote: ‘The thing I hate the most about the passage
as quoted is the editorial note: “Churchill won the battle of wits.” Not quite.
Rather I'd just say he managed to expose the shame a woman faces when she
sees her sexuality as her own and names a substantial price for access to it. If -
she’s willing to commodify it at all then she must be the kind of woman who
can be had cheap’ (Chapkis to Feiner, February 18, 2004). Clearly perspective
matters. As numerous feminist economists have pointed out, members of an
interpretive community are most often blind to the fact that their own
perspective is as situated as is every other perspective.?> Colander’s text
corroborates this point.

After telling readers that, ‘many social institutions, such as the family, have
economic functions,’ the author decides to illustrate the feedback between
economic policy and institutional change with the following assertion of
causality:

In the 1960s the United States developed a variety of initiatives designed
to eliminate poverty. These initiatives directed income to single parents
with children, and assumed that family structure would be unchanged
by these policies. But, family structure did not remain unchanged; it
changed substantially, and very likely, these policies to eliminate poverty
played a role in increasing the number of single-parent families. The
result was a failure of the programs to eliminate poverty. 2¢

In fact, US. anti-poverty initiatives of this form have existed since the 1930s.
The above suggests that the rise of single parent households followed from the
anti-poverty policies, rather than a rise in the divorce rate, and a growing
willingness on the part of women to refuse to marry as the result of a pregnancy.

Toward the end of the book, in a section titled ‘Inalienable Rights’ is an
example of a ‘market outcome failure’ that stopped me in my tracks. I reproduce
it in whole.

Nice guy wants to save his son who needs an operation that costs
$300,000. He doesn’t have that kind of money, but he knows that Slave
Incorporated, a newly created company, has been offering $300,000 to
the first person who agrees to become a slave for life. He enters into the
contract, gets his money, and saves his sor. Again, the market is working
just as it is supposed to. There’s no negative externality, and there’s no
information problem — Nice Guy knows what he is doing and Slave Inc.
knows what it's doing. Both participants in the trade believe that it is
making them better off 25
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Discussions like these would be less jarring (and less offensive) if the author

bothered to broach substantial discussions of gender and/or racial differences
in economic outcomes. Unfortunately, the terms gender, race, discrimination,
and segregation do not even appear in the index and a close reading of those
sections of the text where such discussions would be likely to occur came up
virtually empty.

A HELPFUL ALTERNATIVE

Neva Goodwin, Julie Nelson, Frank Ackerman, and Thomas Weisskopf are to
be congratulated for producing a workable text for introductory economics
that is far more than a ‘kinder, gentler’ repackaging of neoclassicism. 26 They
have worked for the better part of a decade to put microeconomics ‘in context,’
by which they mean attending to the human relationships that are always and
everywhere a part of economic activity but which are generally either defined
out of ‘the economic problem’ or are forced into the supply and demand
framework of rational choice. Goodwin et al. go to great lengths to include
discussions of ‘the core sector of households and communities’ including the
history of family structures and the role of the cult of domesticity in shaping
our norms about who does what-the gender division of labor. They also discuss
the ‘public purpose sector of governments and non-profits’ to avoid reducing
all economic activity to the monetary calculus of profit and loss.

Another laudable difference between this text and all others is the attention

to questions of sustainability and reproduction. In addition, the text has a

remarkably clear discussion of the limitations of the concept: of consumer
sovereignty, the connection between advertising and consumerism, and the
poverty of emphasizing consumables in the definition of wellbeing. Goodwin
et al. explicitly discuss institutions, power, and history in virtually all chapters.
And their final chapter ‘Market Systems and Normative Claims’ does an
excellent job of demonstrating why intelligent, well-trained, thoughtful
economists reject the neoclassical orthodoxy. E
Do I agree with everything in this text? No. Do I recommend tth text7
Absolutely. For those of you interested in reading a hlghly accessible alternative
to mainstream texts, this is a fine place to start. Even more importantly, this is
the.only text that will support you as you develop instructional strategies that
ate less techanistic, and more nuanced. And finally this book, far more than
- any others, -does not simply gloss over or ignore the substantive controversies
‘in economics that are associated with race and gender. The model is presented
carefully and correctly. But so are important dissenting points of view.
Mainstream economists will find no humor in the irony: putting
microeconomics in context means students are free to choose.

PART V

Misuse OF MATHEMATICS AND STATISTICS
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Can Mathematics Be Used Successfully in
Economics2*

DoNALD GiLues

PROFESSOR OF PHILOSOPHY OF SCIENCE AND MATHEMATICS,
KiING’s CoLLEGE LONDON

INTRODUCTION: THE SUCCESS OF MATHEMATICS IN PHYSICS

There is no doubt that mathematics has been extraordinarily successful in
physics. Let us take a simple example, namely the calculation of the orbits of
planets and comets. Using the mathematical system of mechanics introduced
by Newton in 1687, astronomers were able, from some initial data and their
theories, to use mathematics to calculate the paths of planets. Moreover their
calculations agreed with observation to a very high degree of accuracy.
Astronomers were able not just to calculate mathematically the rough orbits
of the planets but were able to compute small perturbations. Sometimes
Newtonian theory and the mathematical calculations based on it gave results
which were slightly (very slightly) wrong. A famous example concerned the
motion of the perihelion of the planet Mercury.! The motion of the perihelion
of Mercury as observed differed from its motion as calculated using Newtonian
theory by a small amount. Newcomb in 1898 gave the value of this discrepancy
as 41.24" + 2.09' per century; that is, less than an eightieth part of a degree
per century. This is a tiny anomaly, and yet even this anomaly was eliminated
by the general theory of relativity which Einstein introduced in 1915. Einstein’s
calculations using his new mathematics gave a value for the anomalous advance
of the perihelion of Mercury as 42.89" per century — a figure well within the
bounds set by Newcomb. Of course the successes of mathematics in physics
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are not limited to astronomy. The mathematics of quantum mechanics has

produced equally striking results.

In his famous 1960 paper: ‘The unreasonable effectiveness of mathe.matics
in the natural sciences’, Wigner poses the question of why mfflthematms has
been so successful in the natural sciences — particularlyf in physics. There c?oes
appear to be something mysterious here which stands in need of explanation.

. : )
CAN THE SUCCESS OF MATHEMATICS IN PHYSICS BE REPEATED IN ECONOMICS!

Granted the extraordinary success of mathematics in physics, iF is. hardly
surprising that attempts should have been made to apply mathematics in ther
areas. Indeed as early as the 1870s, attempts began to develop economics into
a mathematical science modelled on physics. One of the pioneers here was Fhei
English economist W.S. Jevons,? who in his (1871) The Theory of Politica

Economy, wrote (p. 3):

It is clear that Economics, if it is to be a science at all, must bff a
mathematical science... Many persons seem to think that the physical
sciences form the proper sphere of mathematical method, and that the
moral sciences demand some other method —I know not what. My theory

of Economics, however, is purely mathematical in characteI:... To me it

seems that our science must be mathematical, simply because it deals with

quantities.’

Jevons’ point is that economics deals with money, price.s etc., all of wlru\)c(,h
are quantities, and so seem eminently suited to mathema‘tmal treagr.nent‘.d e
could add that there is a large body of economic data which could be used to
test out economic theories, just as astronomical data were used to test out
Newtonian mechanics. At first sight then there seems to be a close analofiy{
between physics and economics, and so a good hope of constructing a succes§

tical economics. ;
maglfe :)irse not all economists have accepted Jevons’ point of view. Perhaps,
the most famous work of economics in the twentieth century was Keynes
General Theory of 1936. Keynes was originally trained in mathematics, but h;
decided that the mathematical approach to economics was not correct, akn’l
generally refrained from using it in his 1936 book. It is true that the Ger}eﬁz
Theory does contain a few pages of mathematics. Some of these are at the

beginning of chapter 20, but Keynes prefaces them with the following footnote: ;

“Those who (rightly) dislike algebra will lose little by omitting the first sectiqil

of this chapter’ (Keynes 1973: 280). :
While a little later he says:
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Too }ffrge a proportion of recent ‘mathematical’ economics are merely
.concoctions, as imprecise as the initial assumptions they rest on, which
allow the author to lose sight of the complexities and interdependencies
of the real world in a maze of pretentious and unhelpful symbols. (298)

Despite Keynes’ warnings, the last Sixty or so years have seen a renewed
attempt to develop economics into a mathematical science modelled on physics.
Many brilliant mathematicians have worked on this project, and yet
unfortunately the results have been hardly very impressive. To exemplify this I
will briefly analyse two works of mathematical economics written by leading
researchers in the field, namely Samuelson (1947) and Helpman and Krugman
(1985).

Samuelson’s Foundations of Economic Analysis is one of the classics of
mathematical economics and has been widely used for teaching purposes in
elite universities. Let us ask how it compares with classics of mathematical
physics. As we have seen, the great success of mathematical physicists consisted
in their being able to use mathematics to calculate from their theories results
which could be compared to observational data and which were found to agree
with observational data to an often amazingly high degree of accuracy. Now if
mathematical economists are even to begin to emulate this success, the first
step must be to use mathematics to calculate from their theories results which
could be compared to observational data. The extraordinary thing is that
Samuelson in his classic book does not even take this first step. The book consists,
in the edition cited, of 439 pages almost all of them filled with mathematical
formulas, but not even one result is derived which could be compared with
observational data. Indeed there is no mention of observational data in the
entire book. One has to conclude that this book, far from emulating the
successes of mathematical physics, seems more like a work of pure mathematics
which lacks any empirical content whatever.

Let us now turn to Helpman and Krugman's Market Structure and Foreign
Trade. The authors are two of the most famous contemporary mathematical
economists. Their book is a small improvement on Samuelson’s in that out of
the 266 pages of the edition cited, one page (173) is actually concerned with
results which are obtainable form the general theory and can be compared
with observational data. The authors say:

...we suggest the empirical hypothesis that on average the more similar
countries are in per capita income, the larger the share of intra-industry
trade in their bilateral trade volume. This hypothesis finds support in
Loertscher and Wolter (1980) for the year 1978 and in Helpman (1984b)
for all the seventies.’ (Helpman and Krugman 1996: 173)
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Note that this hypothesis is qualitative in character a.nd‘ only wc.ea}kly
supported by data. The authors go on to mention twc? similar ;QOcal
hypotheses on the same page. One cannot h.elp wondering w.het. er g was
really necessary to develop 172 pages of complicated mathematics in or ler tc;
explain a few qualitative results which are poorly suppmrted by' empgu:a
evidence. Certainly the situation is very different from that in physics, where,
as we have seen, an accuracy of the order of an eightieth part of a degree per

be achieved in some cases. .
Cer}lEll:uZ t‘;r:r:: of economics, characterised by mathematical modelling wit}} htie
or no empirical content, is fairly common in contemporary research in the
field. Indeed, it is the most prestigious part of economics. There.: are, l.lowever,
other uses of mathematics in economics. Handling data inevxtably. mvolve%s
the employment of numbers and statistics, and the use of mathematics to this
extent is largely uncontroversial, except that there might b'e some argument
as to how much statistical processing of economic data is desirable. The
problems begin when higher level mathematical models Sl'lch as those of
Samuelson, Helpman and Krugman are developed. In physics such nrhlodels
have been very successful, but they have not proved to be successful}n the
same sense in economics. Why is there this difference between.econorr‘ucs and
physics? In the next three sections I will attempt to answer this question.

A SUGGESTED DIFFERENCE BETWEEN PHYSICS AND ECONOMICS

My suggestion is that there is a fundamental differénce betwieen physics ar;ld
economics which could be put like this. The physical vc.forld appears on the
 surface to be qualitative, and yet underneath it obeys precise ql{ir.mtauve Iaws.
That is why mathematics works in physics. Conversely econoinics .appear?kt‘(’)
be mathematical on the surface, but underneath it is really ql.Jahtatlve. ThlS 1;
why attempts to create a successful mathematical economics have failed.
will deal with the cases of physics and economics in turn. . ,
Let us consider how the behaviour of bodies moving in the air might presegt
itself to a naive observer. It would surely all seem higk}ly irregular. Leaves ﬂutter
slowly to the ground, pebbles fall quickly, clouds float along, and smoke rises.

Indeed the first physical theory designed to explain these phenomena

(Aristotle’s) was qualitative in nature. Galileo, however, was able to show t‘hat
underlying all these qualitative differences, a single quantitative .law was actu;lg,
and the differences were due to disturbing factors of various kinds. Thus the

apparently qualitative phenomena turned out in reality to be governed by exact

mathematical laws.

. . X ana
Let us now consider economics. In contrast to physics, economic phenom

. . . . be
do, as Jevons stressed in the quotation given earlier, appear at first to
1)
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nurierical and hence mathematical. Thus goods have prices, firms have a
mérket value, and each item in a firm’s accounts is given an exact monetary
value. Falling pebbles do not come with numbers attached, but stocks and
shares and other products do have attached numbers. This would seem at first
sight to make economics more suited to mathematics. However my claim is
that this appearance is misleading because the numbers attached to economic
phenomena are what I propose to call operational numbers. Whereas numbers
in physics are estimates, which may be more or less accurate, of exact quantities
which exist in reality, operational numbers do not correspond to any real
quantities. They are a convenient, but sometimes misleading, way of summing
up a complicated, qualitative situation. Moreover their values depend to a
large extent on conventional decisions and procedures and are therefore
arbitrary to a degree. Operational numbers are the numerical surface form of
an underlying reality which is qualitative in character. This is essentially my

answer to Jevons’' claim that economics must be mathematical because it deals
with quantities.

AN EXAMPLE OF OPERATIONAL NUMBERS: EXAM RESULTS AND DEGREE
CLASSIFICATIONS

I'will illustrate the concept of operational number with an example which will
be familiar to all students, and then show that many of the salient features of
this example apply to the phenomena with which economics deals. The example
is that of marking examination papers and classifying degrees. [ will take as a
specific case a degree with which I have been involved, namely the philosophy
and mathematics undergraduate degree at King’s College London. The students
taking this degree do a mixture of philosophy and mathematics courses, which
are all assessed by examination. In the philosophy exams, the students are
asked to write 3 essays in 3 hours on 3 topics chosen from a list of about 10
which cover the material of the course. The essays are then marked out of
100, and the total divided by 3 to give a mark out of 100 for the script as a
whole. There are four grades: 70+ is a first, 60-69 an upper second, 50-59 a
lower second, and 40-49 a third. Below 40 is'a fail. Now the thing to note here
is that giving a philosophy essay an'exact mark out of 100 is a somewhat arbitrary
procedure. Of course everyone might agree that some essays are brilliant, some
sound but uninspiring, some pretty mediocre, and others positively bad.
However to go from this to saying that one essay is worth 47 and another 63 is
a rather big step. Nonetheless attempts have been made to introduce criteria

50 that the marking becomes less arbitrary. Each script is marked independently

by two internal examiners, and, if these two examiners cannot agree through

discussion, the issue is resolved by an external examiner. Although differences




192 A GUIDE TO WHAT'S WRONG WITH ECONOMICS

between the two internal examiners do indeed occur, it is perhaps more
surprising that there is very often quite close agreement.

The undergraduate degree takes 3 years, and when it is co.mpleted the
student will have taken a large number of exams for each of whu.:h ITe or she
will have been awarded a mark. We now come to the next step 'v\.zh1ch.1s th.at of
giving the student a classification for the degree as a whole. This again will bﬁ
first, upper second, lower second, third, or fail. To produ?e an overa

classification, it is obviously necessary to combine all the examination marks
using some formula. The simplest idea would be just to take an average of all

the student’s marks. However, rightly or wrongly, this simple formula is not -

adopted. There are two arguments against it. First of all, it is thc?ught that the
examinations in the third year should count more than thos.e in the second
year, and those in the second year more than those in thfa first year. Thu; a
weighting is introduced. Secondly it is thought to be unfair to.a student that
he or she should be brought down by a bad performance in one or two
examinations, since these bad performances might have been due to an. off
day, or to an aversion to a particular subject or teacher. Thus, broadly speakm,g,
the overall assessment is based on the best three quarters of the student’s
marks. However some account is taken of the remaining quarter of the student’s
ma{f :dll be clear by now that the formula for combining a ‘student’s rnark.s t.o
give an overall degree classification must be quite complicated, and this is
~ indeed the case. Moreover King’s College London changed the fo.rmula for
the undergraduate degree in philosophy and mathematics in theiperiod 1‘999--
2001. Previously a formula known as the A-score had been used, but this was
phased out and replaced by another formula known as the core. The
interesting point to note is that a student might get a ;?amcular c asmﬁcatt):lon,
e.g. a first, for his or her degree as a whole on the basis .of the A-score, but'a
different classification, e.g. an upper second, on the basis of the I-score.

All this makes it clear that marks on individual exams, or on degree
programmes as a whole, are what I call operational r}umbers. The1¥ valltj_es are
produced by conventional procedures which contain much that is ar 11tqrar5cri
Despite this arbitrary character, operational numbers can be a use.ful §hort ii'n
for summing up some salient features of a complicated and qualitative rea 1Fy.
They can, however, mislead if they are taken as estimates of some .exacF quargli:ltg
which really exists. | now want to show that some of the quantities with w ch
economics deals are operational numbers in this sense. Infieed there ar;
surprising parallels in some cases to the kinds of procedure which are adopte
for assigning marks to exam papers and to degrees.
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s OPERATIONAL NUMBERS IN ECONOMICS

I propose to consider as my examples of operational numbers in econormics,
two items which appear on the balance sheets of very many companies these
days, and which are always assigned an exact monetary value. These are goodwill
and brands. The two are not wholly distinct, and could be treated together,
though, for reasons which will become apparent as we go along, it is often
convenient to treat them separately.

Let m.e‘start with an example. In 1988 the Swiss Food Corporation Nestlé
made a bid for the English confectionery company Rowntree which produced
well-known brands such as Polo, Kit-Kat and Quality Street. Eventually Nestl¢
acquired Rowntree at a price, 83 per cent of which was considered to be for
the purchase of goodwill (Smith 1996: 91-3).3 What does this mean? On
purchasing Rowntree, Nestlé obtained a number of factories, buildings, land,
stocks of raw materials etc. However items of this sort, which are fairly easily
valued, amounted to less than 17 per cent of the price they paid. Rowntree
produced various types of sweet such as the mint Polo, the chocolate bar Kit-
Kat and the chocolate/toffee selection of Quality Street which were well-known
and had loyal groups of consumers. Of course Nestlé could easily have produced
a mint similar in shape and taste to Polo, but this would not have been regarded
as an acceptable substitute by devoted Polo consumers. To reach this market,
Nestlé had to acquire the right to produce ‘real’ Polos, and this was part of the
goodwill for which they were paying such a large sum.

But how could Nestlé estimate the value of this goodwill in order to make
their bid? There is no concealing the fact that they had to make a guess, which,
though doubtless carefully considered, must at the same time have been highly
arbitrary.

Suppose a company like Nestlé purchases a quantity of goodwill. This appears
on the accounts as having been paid for, but what happens to that sum of
money in later accounts? The answer, in 1996, was that there existed four

different conventions for dealing with goodwill operating in different countries,
These were (Smith, 1996, p. 159):

US and Canada  Amortise through Profit & Loss A/C — max 40 years
Australia Amortise through Profit & Loss A/C — max 20 years
Germany Amortise through Profit & Loss A/C - short period
UK Immediate write off to reserves.

Let us start with the UK convention. The amount paid for the goodwill is
simply deducted from the company’s capital reserves. There are two problems
with this. First, by reducing the company’s capital, it inflates the return on
capital, perhaps giving the impression that the company is more efficient than
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is really the case. Secondly the goodwill, though intangible, really is worth
something and so it is not unreasonable that it should be included in some
form in the company'’s assets.

The other three conventions all amortise the goodwill. They differ only in
the length of time used for this amortisation. Amortisation was originally
introduced for machinery. To take a simple example, let us suppose that a
company buys for £100,000, a machine which will last for 10 years. It would
seem sensible to deduct £10,000 each year from the value of the machine, so
that it is considered as worth £90,000 in the second year, £80,000 in the third
etc., and its value has fallen to zero by the time it needs replacing. While this
makes perfect sense for a machine, what kind of sense does it make for goodwill?
Even if we claim that it is reasonable to amortise goodwill, I can see no rational
criterion for preferring one time period rather than another. Inevitably then

the value attributed to goodwill in company accounts has to be an operational

number established by rather arbitrary decisions and conventions.

Although brands such as Polo, Kit-Kat and Quality Street could reasonably
be considered as part of goodwill, they are often valued separately. This is
partly because companies such as Cadbury’s want to value their own brands,
whereas goodwill is often associated with purchasing other companies. Terry
Smith gives a description of the method used to value brands, which I will
briefly summarise. The first step is to evaluate so-called ‘Brand Earnings’ which
is done as follows:

Brand Earnings are calculated from the net profit minus profits from
own label manufacture. This figure is then manipulated il two ways:
firstly figures for the last x years are used and restated at present values,
and then a weighted factor is applied to reflect the importai-ie‘e of each
year'’s profits. Often they use the last three years with a weighting of 1/2
to the present year, 1/3 to last year and 1/6 to the year before that. {Smith
1996: 96)

Having obtained ‘Brand Earnings’, a multiple is then applied and this gives
‘Brand Valuation'. To continue Smith’s description:

The multiple applied is derived from a mark given out of 100. The mark
is based on the brand’s strength in seven areas. ..each area.. .weighted in
order of importance. These are: Leadership... Market. .. Internationality. ..
Trend. .. Investment. .. Protection. Marks are also given for trade marks and
patents...” (96-7)

The procedures adopted for brand evaluation are strangely reminiscent of
those used for giving an overall evaluation of the worth of a candidate’s degree,
except that the conventions of degree evaluation seem rather less arbitrary.
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,I-fiterestingly brand values are not amortised like goodwill. It is argued that
this is unnecessary since brand values are maintained by advertising and sales
promotion. '

Once again it is quite clear that brand values like goodwill values are
operational numbers.

It might be thought that I am arguing that the valuation of goodwill or
brands is rather absurd and misguided. This is not, however, my opinion.
Goodwill and brands do indeed have a value for a company and this value is
often much greater than the value of more tangible items such as factories and
equipment. It is perfectly reasonable, therefore, that this value should appear
on a company’s balance sheet. The mistake lies in misunderstanding the nature
of the number representing the value of goodwill or of a brand. This number is
a rough indication, formed in a somewhat arbitrary and conventional fashion,
of a more complicated and qualitative underlying reality. As long as the number
is understood in this way it is a useful tool, but the danger lies in taking the
number more seriously and regarding it as an approximation to an exact
mathematical quantity existing in reality, as would be the case for a similar
number in physics.

This example is from the world of firms, but there are many similar ones in
macroeconomics. The analysis of the pitfalls in evaluating GDP given by Vaury
in his 2003 article is particularly striking. GDP is an excellent example of an
operational number.

An important difference between operational numbers and numbers
representing measurements in physics is that a thoughtless application of
mathematical calculations to operational numbers can easily give results which
no longer correspond in any way to reality. A simple example will illustrate
what I mean. Consider a set of equations a; = ay, a, = aj, ..., a,;=a. Let
us suppose that each of these holds within the limits of observational error.
Applying a standard mathematical deduction we geta; = a_. Yet for large n
(say n = 100), a, = a_ might be completely false. The invisible errors in each
individual case might accumulate to produce a large divergence. This sort of
problem can, of course, arise even in physics, but if some account is taken of
experimental error, it can be handled'in a way which does not cause too many
problems. Operational numbers are, however, only rough guides to a more
complicated qualitative situation. If we start performing elaborate mathematical
calculations with them, the results can all too easily cease to bear any relation
to reality. This is one important reason why we should be cautious about
applying mathematics in economics, and why the project of creating a
mathematical economics similar to physics is a dubious one.
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WHAT ARE THE ALTERNATIVES TO MATHEMATICAL ECONOMICS!?

But now the question arises: what are the alternatives to mathematical
economics? If we eschew the use of mathematics in our economic theorizing,
are we not condemning economics to a status of a subordinate subject of little
intellectual worth? I do not think we are, because many branches of science
have had striking discoveries and great achievements without the use of
mathematics. Perhaps economics should model itself more on one of these
branches of science than on physics.

A notable example of a huge advance in knowledge without the use of

mathematics is afforded by medicine between 1860 and 1945. In 1860 there
were no satisfactory theories to explain why the major diseases of the time
(tuberculosis, cholera, pneumonia, diphtheria, puerperal fever, etc.) occurred.
Surgery was extremely dangerous because a patient’s wounds would frequently
turn septic, often causing death. Again no one knew why. Yet between 1860
and 1900, Pasteus, Lister, Koch and others had developed the germ theory of
disease, and it had been shown that sepsis in wounds and many of the major
diseases were caused by bacteria. Indeed the bacterium responsible for each of
a whole range of important diseases such as tuberculosis had been identified.

The all important germ theory of disease was a causal but not a mathematical
theory. It claimed to identify the causes of a great many diseases and pathological
conditions. Until the underlying cause had been found, attempts at prevention
and cure had proved fruitless. Once the cause was known, however, prevention
became immediately possible through antiseptic precautions..‘Cure proved
harder since it was necessary to find a substance (an antibiotic) which would
kill the bacteria in the patient without harming the patient. MQ§F substances
which killed bacteria injured the patient as well. Still, in the 1930s the
sulphonamide drugs were discovered and in the 1940s penicillin. These
achievements would have been unthinkable without it having previously been
established that bacteria caused a large number of diseases.

Instead of taking theoretical physics as a model, economics might do better
to take as its model medicine between 1860 and 1945. This means in effect
adopting a causal rather than mathematical methodology, and trying to explain
economic phénomena by looking for their causes rather than by constructing
mathematical models.* This is hardly a new idea, since the full title of Adam
Smith's book was: An Inquiry into the Nature and Causes of the Wealth of Nations.
Perhaps economists in the last sixty or so years have been seduced by the lure
of mathematics into abandoning an older and more fruitful approach. ;

If economics modelled itself on medicine, it would begin by identifying some
problem in the shape of an undesirable economic phenomenon analogous to
disease. Attempts would then be made to discover the causes of this

phenomenon, and once these were known, they could be used as the basis of

8
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policies for putting things right. Keynes’s work in economics follows this pattern.

. His problem was the economic stagnation and mass unemployment of the

1930s. He proposed a qualitative theory which claimed to have identified the
principal causes of these undesirable phenomena, and then, on the basis of
this theory, suggested policies which could be adopted to put matters right.”

The specific problem with which Keynes was concerned may not be the main
one for the advanced capitalist economies of today. However there are certainly
a very large number of other serious problems affecting the world economy at
present, and so therefore plenty of scope for applying a causal methodology
similar to that of medicine in the attempt to solve them. Moreover medicine
should not only combat disease but also promote health. Analogously,

economists could study instances of economic success, and analyse their causes
with a view to promoting economic success in other countries.

To sum up, then. The application of mathematics to economics has proved
largely unsuccessful because it is based on a misleading analogy between
economics and physics. Economics would do much better to model itself on
another very successful area, namely medicine, and, like much of medicine, to
adopt a qualitative causal methodology.
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For somebody studying economics, game theory is quite mysterious: almost
everywhere, allusions are made to it (for instance, in organisation theory, m
labour theory, in international trade economics, in public economics, etc.),
but one can obtain a B.A. (and, even, a masters) degree in economics without
having followed a special course in this theory — and yet is it assumed to be so
important and so full of promise. One can find in recent microeconomic
textbooks-Varian and Schotter, for example — one or two chapters on game
theory, but they limit themselves to some little stories (almost always the same:
prisoners’ dilemma, battle of sexes, entry deterrence, store chain ~fparadc?x,
centipede game) and a rough definition of the Nash equilibrium. Inde”ed, quite
surprisingly, these examples seldom lead to clear conclusions or ‘reé;%lts’; on
the contrary, they either present dilemmas or paradoxes, or they imply that
Nash equilibria are solutions to certain problems. ,

As they are full of mathematical symbols, game theory books, or textbooks

(as Osborne and Rubinstein’s, or Fudenberg and Tirole), are very difficult to .

understand. All game theory presentations, advanced or not, have however a
common feature: they never give concrete examples, with real data (coming
from observed situations and facts). In the place of data, are figured other,
more or less complicated stories, that are summarised either by a table (the
‘strategic form’ of the game), or by a ‘tree’, with branches and nodes (its
‘extensive form'). These stories (almost) always centre on the same question:
is there a rational way to make a decision when gains depend on this decision,
but also on others’ decisions? Indeed, there are a lot of situations where there
is no simple answer — or no answer at all — to this question. This is why there
are so many ‘dilemmas’ or ‘paradoxes’ among game theory stories. Gam¢ theory
doesn’t ‘resolve’ problems, concrete or not: it highlights the difficulty of
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charac;térizing rational behaviour. Ariel Rubinstein, a recognized game theorist,
is totally right when he explains that ‘game theory is a fascinating and abstract
discussion, that is closer to philosophy than to the economic pages of the
newspapers’ (Rubinstein, 2001). It is for this rrason that there are no
undergraduate game theory courses: if students in economics are told, from
the beginning, that there is often no clear answer to the question: ‘what is a
rational decision?, even in quite simple — but interdependent — situations,
they will then be very sceptical when their professors (specially in
microeconomy) tell them that they are going to study ‘rational choices’ and
their consequences. Think of an economic cursus with students criticizing
each ‘solution’ proposed because it doesn’t ‘really’ result from rational behaviour.

GAMES AS STORIES

Game theory has been invented by mathematicians ~ it is often presented as a
branch of mathematics. This is its principal source of prestige: aren’t
mathematics synonymous with rigour, and their results (theorems) indisputable?
But it is also its main weakness: game theory models are always ‘stories’, like
fables or parables, with no relation to real-life situations. When mathematics
is used, all aspects of models must be translated into symbols (sets, functions,
equations, etc.). But, as no situation in social life can be reduced in such a’
way, game theorists (as microeconomists) invent stories, called games —because
they are like parlour games, where people are isolated from the real world,
know almost everything about each other and about possible outcomes, and
only have to respect imposed rules. If things are so, there can be precise
calculations — such as determining the players’ payoffs.

Game theory models are thus all of the same type; that is, they are all formed
by three ingredients:

1. Individuals, called players, who want to maximize their payoffs (they
are rational). '

2. Sets, whose elements are called strategies. Each player has one set of
strategies, and player i is supposed to choose one element s in his set
of strategies, S (i = 1, ..., n, if there are n players).

- Rules, that associate an outcome of the game with each strategy profile
(Sps e s S ey 2, 5,€S,, i =1, ..., n, and that assign payoffs to each
outcome. Rules are often represented by payoff functions. If g(x) is
the payoff function for player i, g (s, ... Sy - » 5,) gives his payoff
when the profile of strategies is (s, ..., s;, ..., s )

Which strategies will players then choose? Before answering this question,
it is necessary to be precise about what each player knows about others, and
about the rules of the game (and thus, about payoffs in each outcome).
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Game theorists assume, at least for a start, that there is complete information:
everybody knows everything about everybody, including that they are rational
(all this being common knowledge).!

It is very clear that there is no real life situation which fu ﬁls these conditions (1,
2 and 3, plus complete information); it is why game theory models are only
stories, without real data-like parlour games.

A FUNDAMENTAL POINT

All game theory models are formed by ingredients 1, 2 and 3 (differences in
models come from differences in sets of strategies, in payoff functions and,
sometimes, in players’ information). When these conditions are fulfilled, players
are supposed to choose separately and simultaneously one element of their strategy
set, and then the game is over, the outcome corresponding to these choices
(and, thus, players’ payoffs) is determined. Assuming that choices are unique
and made simultaneously is fundamental in game theory; without this
assumption, outcomes will not be well defined. But, again, it is quite difficult-
or impossible-to find real-life situations where such an assumption can be
accepted. And, moreover, usual, or ‘popular’, presentations of game theory
completely ignore this, especially when they explain that, thanks to game theory,
it is possible to analyse ‘strategic behaviour’, ‘conflict’ or ‘cooperation’, with
‘threats’ and ‘retaliations’, and so on. How can this be possible when players
decide — separately and simultaneously — once, and only once?

In fact, confusion proceeds here from two sources: first, game theqpsts have
an interest in ‘selling’ their models, by insinuating that they can explain many
aspects of real life (like ‘strategic interactions’, ‘conflicts’, etc.); the other source
of confusion comes from the fact that it is possible to construct games fulﬁlhng
conditions 1, 2 and 3 with more than one move (sequential games and repeated
games), but with simultaneous and unique choices. In this kind of game,
strategies are ‘lists of instructions’, about actions chosen by players at each
move (at each node of the game tree). Strategies are, thus, ‘conditional’, as
they are of the kind: ‘if I am in this situation, then I will do that; if I am in this
other situation, then I will do that’; and so on.

Each player then chooses one list of instructions (a strategy) in his strategy
set (whose elements are lists of instructions), all players doing the same, at the
same time. When all lists of instructions are chosen, and known by everybody,
players — or some kind of referee — determine what happens at each move (‘a
path in the game tree’) and, thus, every player’s payoff.

For instance, consider the prisoners’ dilemma game, played twice. Each
player’s strategy set has then four elements, like: ‘I won’t implicate my colleague
at the first move; at the second move, I will implicate him if he has implicated
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me at the'first move but I won’t implicate him if he has not implicated me at
the first move’, or: ‘T implicate my colleague at the first move; at the second
move, | implicate him again, whatever has he done at the first move’.

Intuition is here misleading: it seems natural to consider that, like in real
life, players decide successively, at each move, after observing what has
happened in the precedent moves (and then ‘learning’ from that). But game
models don't proceed in this way, and we know why: players are supposed to
choose simultaneously one, and only one, strategy (of the conditional type
when there is more than one move). This is not intuitive at all and, again, there
is no real-life situation of this type; for instance, it is impossible to find an
example of an oligopoly, an entry with deterrence, or any kind of competition
with threats, cooperation, etc. reduced to unique and simultaneous choices —
even if textbooks, or books alluding to game theory ‘analysis’ and ‘results’,
create confusion when they speak of ‘dynamics’ about game models with many
moves. Indeed, these books never present clearly what we have called the
fundamental point, i.e. unique and simultaneous choices. If they did so, a
normal person would stop reading, as there is no interest (except for fun) to
continue with such counterintuitive, and misleading, stories.

ABOUT GAMES ‘SOLUTIONS’

Game theory is a collection of stories, that need to satisfy conditions 1, 2 and
3, and thus are irrelevant for real-life situations. But it is always possible to
create situations such as those described in their stories, and then ask: which
strategy will rational players choose in this or that situation ?

If there is a simple answer to this question, then it can be considered as ‘the
solution’ of the game, the outcome predicted by the theory. This can happen if
there is an outcome where players’ payoffs are bigger than in all other outcomes.
But this is a very specific case. Moreovey, it is not interesting, as game theory is
concerned with conflicts, where players disagree about the game’s ‘best
outcome’ (as they each get a bigger payoff with different outcomes).

Prisoners’ dilemma is another case, or story, whose solution seems to be
obvious... when, in fact, it isn’t (it is a ‘dilemma’)! The story is described in
figure 1: the first number in couples (a,b) gives player A’s payoff, the second
number B’s payoff.

Figure 1
B
don’t implicate implicate
A don’t implicate (1, 1) -2,2)
implicate (2,-2) (~1,-1)
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There seems to be an obvious ‘solution’ for this game, because the strategy
‘implicate your colleague’ dominates over the strategy ‘don’t implicate him’ —
you get greater payoffs if you ‘implicate’ than if you ‘don’t implicate’, when the
other implicates you (-1 >-2 ) or when he doesn’t (2 > 1).1If players A and
B are rational, they must then both choose to ‘implicate’ their colleague...but
then their payoffs are less than if they had both chosen to stay mute. ‘Rational’
choice doesn’t lead to a ‘rational’ outcome.

The dilemma is somewhat more dramatic when the prisoners’ dilemma is
repeated n times (n being ‘as big as one wants’, but finite). The new game is a
game with n moves (each move being described by figure 1) — strategies being
then lists of instructions of the conditional type ‘implicate (or don’t) if ...".
Here too, there is an ‘obvious’ solution: ‘implicate your colleague until the last
move, whatever he has done before’, as this strategy ‘iteratively’ dominates
the others. Proof is given by backward induction: the last move situation is the
same as in the ‘one move’ prisoners’ dilemma: whatever has happened in the
past, ‘implicate’ dominates ‘don’t implicate’. In the n—1 move, both players
give the instruction ‘implicate’, as it dominates ‘don’t’, and as they know that
- what they do then has no influence on the last move decision. The same
happens in the n-2 move, and so on, until the first move.

Such a solution, apparently so logical, is in fact absurd: prisoners stay all
the time in jail (payoff: -n) when they could be free (payoff: n)! Is this solution
a ‘prediction’ of the theory — in a positive mood? Or is it the choice proposed
by the theorist, in 2 normative mood? The answer is, of course, ‘no’ in both
cases. Can the theorist predict any other outcome, that could then be
considered as a ‘solution’ of the game! No, as choices depend on expectations:
if a player doesn’t implicate his colleague in certain moves (certain rindes of
the game tree), it is because he expects that he will not be implicated By him.
His list of instructions thus depends on his expectations about the list of
instructions chosen by his colleague; and as these expectations can be of any
form (they depend, among other things, on the opinion that both have of
each other), precise predictions are not possible. The same can be said from
the normative point of view.

GAMES SOLUTIONS AND RATIONALITY

The prisoners’ dilemma played only once has a predictable outcome, because

players have a dominant strategy. They both know that, and each expect that,

the other will choose his dominant strategy. Consequently, they are even more
convinced that they have to choose their own dominant strategy. It is easy to
predict what the other’s decision will be. But games where every player has a
dominant strategy are of a very particular kind. In general, games have no
dominant strategies, as in the game described in figure 2.
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a; a, ds
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33 12 (1,0
@1 (76 37

Is there a solution for this (very simple) game, if by ‘solution’ we mean a
specific outcome (a strategy profile) predicted by theory? No, because all
outcomes can be the result of rational players’ choices-game theorists say that
all players’ strategies are rationalizable. For instance, A is rational in choosing
strategy a, if he expects that B will choose b;; and B is rational in choosing b,
if he expects that A will choose as; this last choice is rational if A expects that
B will choose b, which is rational if B expects that A will choose a;, and so on.
Indeed, in this game, all strategies are ‘rationalizable’: there are reasons to
choose each of them (actual choices depend on beliefs about others’ choices).
If ‘rationalizability’ is the only condition required for the solution of a game,
then all outcomes of the game in figure 2 are solutions of this game and no
precise prediction is possible (the only prediction is: anything can happen).

From the two very simple examples (or stories) described in figures 1 and 2,
we can deduce two important lessons.

1. In general, assuming that players are rational doesn’t imply a unique
prediction.

2. When there is only one ‘rationalizable’ outcome, it may not be
‘collectively rational’, (as in repeated prisoner’s dilemma).

Normally, we should stop here, as game theory is interested in determining
rational people’s ‘decisions in interaction’, and as, in general, assuming a player’s
rationality is insufficient to make predictions different than: ‘anything, or
almost, can happen’.

But game theorists don’t do that: they want to publish papers, to get jobs as
professors and, probably, they like to invent stories and discuss their ‘solutions’
or the ‘dilemmas’ that they can raise. Special attention is then given to particular

outcomes, Nash equilibria, where expectations are as important as rationality.

NASH EQUILIBRIUM AS A RESULT OF CORRECT EXPECTATIONS

In the figure 2 example, there is a couple of strategies, {a,, b, }, different from
other outcomes, in the sense that each player has ‘correct’ expectations: A
chooses a, because he thinks that B will choose b, and B chooses b, because
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he thinks that A will choose a,- A couple (or a profile) of strategies where
players anticipate correctly what others will do is, by definition, a Nash
equilibrium. As in a Nash equilibrium each player maximises his payoff, given
others" choices, Nash equilibria satisfy in a certain way a rationality condition.
But, as with the prisoners’ dilemma (simple or repeated), ‘individual rationality’
doesn’t imply ‘social rationality’: in our example, players’ payoffs are bigger
with {a;, b,} than with {a,, b,}. It may then happen that Nash equilibria are
not ‘best outcomes’, thus they cannot be considered as ‘solutions’ from a
normative point of view. ,

But also, often, they cannot be justified from a positive point of view-that
is, Nash equilibria cannot be considered as predictions of what (rational) players
will do. This is obvious in repeated prisoners’ dilemma (where there is only
one Nash equilibrium: each player always implicates his colleague), especially
if it is repeated many times (say, more than ten times). In the figure 2 example,
it is possible to consider that {a3, b,} is a prediction at least as good as {a,, b, }
(Nash equilibrium): ayis A’s choice because he thinks that B is going to choose
b, where payoffs are, ‘in the mean’, higher than those that can be obtained
with b, and b, ; there is a risk, for A, that B will choose b, but even in this case
his payoff is not inferior to that of equilibrium (indeed, {a3, by} is also not a
bad prediction). :

The Cournot duopoly model, one of game theorists’ favourite models, gives
another example where Nash equilibrium is a very bad prediction. In this model,
each duopolist (player) only knows his own reaction function, which gives his
product supply in response to the other duopolist’s supply. As always in game
theory, choices (here, supplies) are made simultaneously (like in all game
models). What can be predicted about duopolists’ choices? Nothing: as they
don’t know anything about the other’s choice, the only thing that E})‘Qey cando
is to choose randomly their supplies, i.e., anything can happen. o

WHY NASH EQUILIBRIUM!?

Game theorists, and people who speak about game theow, focus their attention
on the Nash equilibrium. They try to see if it exists (in pure or mixed strategies),
if it is unique, if it is ‘robust’ (not too sensitive to parameters’ values), etc. But,
they seldom answer the question: why give so much importance! to the Nash
equilibrium? Indeed, the use of the word ‘equilibrium’ is quite misleading. In
general, the idea of equilibrium is associated with that of process-equilibrium
being the ‘result’, the ‘outcome’ of a process (its ‘resting point’). But this is
nonsense in game theory, because there are no processes at all, players’ choices
being, by assumption, unique (and simultaneous).
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Cournot’s model gives an example of how, often, game theorists and, always,
textbooks justify the Nash equilibrium in the wrong way, as the ‘solution’ of a
game. They sketch both reaction curves in the same figure, and then focus
attention on the point where they intersect. Isn’t this point the ‘obvious’ solution
of the model? But in fact, the only way to present the model in a correct
manner is to draw one figure with one duopolist’s reaction curve (this is what
this duopolist knows) and another figure with the other duopolist’s reaction
curve. Each duopolist then chooses one point on his reaction curve, and there
is no reason that these points are ‘precisely’ the points where the two curves
intersect (indeed; the probability that this happens is zero). It is then clear
that the Nash (or Cournot) equilibrium is not a prediction of the model, and
that there is no reason to give it such importance. Often, textbooks present
the Cournot equilibrium as the result of a process: one duopolist makes an
offer, at random; the other ‘reacts’ to this offer, and makes his own offer; in his
turn, the first duopolist ‘reacts’ to this offer, and so0 on, until they reach the
equilibrium (the point where reactions curve intersect). But this is nonsense,
because rational duopolists will modify their reaction curves as the process
goes on (as they notice that their competitor reacts to their offers), and thus
the equilibrium (intersection point) changes during the process, as each of
them observes how the other reacts (or plays) — equilibrium is ‘path dependent’,
and thus indeterminate.

In summary: in most of their ‘stories’ (and, especially, in those of the ‘imperfect
competition’ type, such as duopoly models), game theorists are unable to answer
the question: why do you pay so much attention to Nash equilibria? They
cannot justify, then, all the mathematics that they use in discussing the
‘properties’ of these specific outcomes (the only justification is that they are
interesting, from a mathematical point of view).

GAME THEORY AND ‘EXPERIMENTS’

Games, in game theory, are simple stories: they don’t describe (even
approximately) observed situations. But it is always possible to make
‘experiments’, asking people to ‘play the game’, as in parlour games. There
have been many ‘experiments’ of this kind. What are their conclusions? That
‘real’ people, in flesh and blood, often don’t react as the theory predicts (when
it predicts anything). Even in the case of the simple prisoners’ dilemma, not
repeated, there is a minority of people who choose the strategy ‘don’t implicate’,
and it seems that they are not rational. When the game is repeated only two or
three times, few people choose what seems to be the ‘rational’ strategy (‘always
implicate’). But the most famous example is the so-called ‘ultimatum game’:
player A says to player B: ‘Somebody will give me a cake only if you accept to
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share it with me. Now, I propose to give you x per cent of the cake. Do you
accept?’
If B is rational, he must accept even if x is tiny (it is better to have something

than nothing). If A is rational, and thinks that B is rational too, he will then
propose an x near zero: in this case, there is a quite clear prediction. But
‘experiments’ don’t confirm it: in general, people like B don’t accept propositions
if x is far from 50 per cent, and people like A don’t propose a tiny x. Game
theorists explain this by sense of equity: if people feel that the share is ‘too
unfair’, they prefer to diminish their gains than to accept. Everybody agrees
with them, but we can deduce that if this is true in a such simple situation, it
must be true in a lot of real-life situations, where people live together, interact-
and where payoffs are not only monetary. Indeed, almost all ‘experiments’ in
game theory fail to confirm the predictions of the theory, even when these
predictions are well defined: people don’t act as they are supposed to do.

Recent game theory literature is full of another kind of ‘experiment’ in the
so-called, and fashionable, ‘evolutionary game theory’. The starting point of
this theory is that people don't choose: each player is identified with a strategy
(often, a conditional one). We are then at the opposite side of the starting
point of game theory, which is to try to determine how rational people choose
(or can choose) one of their (many) strategies.

It's amazing to see that game theorists — so proud of their ‘rigour’ — use the
same words (game theory) to design completely different theories (even if they
have some formal similarities). Indeed, in ‘evolutionary game theory’ each
individual is reduced to a strategy, and there are ‘tournaments’ where strategies
are confronted, two by two. Payoffs give a number of ‘offspring’, who are in
their turn confronted in ‘tournaments’, and so on, until some kind of
‘equilibrium’, where some (or all} strategies ‘survive’, is reached. ;i

Countless ‘experiments’ of this type can be made: only a computer and
some imagination are needed! Strategies can be very sophisticated (including
some kind of ‘learning’, decisions in each move depending on what happened
before that move) or very simple. The theory doesn’t predict anything; theorists
only choose the strategies and rules of the ‘tournament’ that they will play
(thanks to computers), and then comment on the ‘results’ obtained — whatever
they are. Mathematicians can try to find which strategies are ‘evolutionarily
stable’ in this or that ‘tournament’, and so on. But it remains to be proved that
these new kinds of ‘story’ are of any interest-in biology as much as in social
science.

MICROECONOMICS AS A BRANCH OF GAME THEORY

Microeconomic textbooks are, like those in game theory, full of little stories
with fictitious households and fictitious firms, which interact in fictitious
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marke}:s"— and with no data (when there are some, they are irrelevant, because
they are of the aggregate kind). Indeed, microeconomics must be considered
as a branch of game theory as its purpose is to study the interactions of rational
agents’ decisions. Game theorists are, however, more rigorous than current
microeconomists, as they give more importance to the rules of the game than
to the players’ ‘tastes’ or ‘psychology’. When microeconomists speak of ‘price
mechanisms’, ‘market forces’, ‘tlexibility’, etc., the game theorist asks: ‘what
do you mean by that? Please, say exactly what the strategic set of each player
is, what kind of information they have, how they interact, etc.’

"Take microeconomics’ preferred model: perfect competition. One of its most
important assumptions is that households and firms are ‘price takers’; their
strategic sets are then bundles of goods. A game theorist asks: ‘who sets prices
7', and microeconomists have to recognize that it is (implicitly) supposed that
there is ‘somebody’ setting prices, and that these prices are known, and
accepted, by households and firms. The game theqrist would pursue by saying:
‘OK, but now you have to be precise about the payoffs of this “person™. The
microeconomist (for example, Arrow and Debreu) says: “Well, it is a benevolent
person whose only “satisfaction” is to make as low as possible the value of
other agents’ total excess demand.’ The game is then well defined: households
and firms announce bundles of goods, anticipating their prices; the price setter
announces a price vector, anticipating (total) goods’ excess demand, each one
wanting to get a maximum payoff. If, after (simultaneous) announcements,
agents notice that they have correctly anticipated other’s choices, then there
is equilibrium. You can call this (Nash) equilibrium ‘competitive’ — even if it is
not clear at all where there is ‘competition’ in those simultaneous, and unique,
announcements — but it obviously supposes a quite curious institutional
arrangement (the game’s ‘rules’) and, incidentally, its probability as an outcome
of players’ choices is zero (how can anyone predict exactly another’s choices,
knowing nothing about them?).

CONCLUSION

When somebody speaks of game theory and its ‘results’, or ‘insights’, first ask:
‘could you please give me a real-life situation with observed facts and data
that can be described as a game, in game theory’s sense?’. If the answer that
you are given is of the kind: theory always simplifies, it tries to explain ‘stylized
facts’, to understand what rational choices can be in different kinds of situations
(catching some important aspects of real life), then ask: ‘OK, but then, can
you tell me what are the predictions of game theory, its proposed “solutions”?’
If your interlocutor replies: ‘well, the first thing to do is to see if there is (at
least) a Nash equilibrium’, then insist: ‘Do you mean that a Nash equilibrium
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is the prediction of the model, the result of players’ rational choices, or its
“solution"?’, and wait for the answer... If it doesn’'t come, or if it is confused,
then close your eyes and your ears, and refuse all the figures and maths regarding
the ‘properties’ of Nash equilibria, and so on.
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Improbable, Incorrect or Impossible: the
Persuasive but Flawed Mathematics of
Microeconomics

Steve KeeN

UNIVERSITY OF WESTERN SYDNEY, AUSTRALIA

The most distinctive feature of economics as a social science is its use of
mathematics. Ever since Walras began the program of recasting economics as
a mathematical discipline, attitudes to mathematics have defined both its
proponents and its detractors. Detractors dispute the feasibility of expressing
economic processes in mathematical form, while proponents are dismissive of
those whom they believe do not practice mathematics because they do not
understand it. As is so often the case, the one who first put this perspective
forward also put it best:

As for those economists who do not know any mathematics, who do not
even know what is meant by mathematics and yet have taken the stand
that mathematics cannot possibly serve to elucidate economic principles,
let them go their way repeating that ‘human liberty will never allow itself
to be cast into equations’ or that ‘mathematics ignores frictions which
are everything in social science’-and other equally forceful and flowery
phrases. They can never prevent the theory of the determination of prices
under free competition from becoming a mathematical theory. Hence,
they will always have to face the alternative either of steering clear of
this discipline and consequently elaborating a theory of applied economics
without recourse to a theory of pure economics or of tackling the problems
of pure economics without the necessary equipment, thus producing not

only very bad pure economics but also very bad mathematics. (Walras
1900 [1954]: 47)
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The bad economics and bad mathematics has come from Walras and his
successors — whom these days we call neoclassical economists — for four main
reasons. Firstly, far from using mathematics to analyse the economy, they tried

to use mathematics to reach preconceived conclusions. Secondly, they used
the wrong types of mathematics. Thirdly, they failed to realise the inherent
limitations of mathematics. Fourthly, they made outright mathematical errors
which persist in economic analysis and tuition to this day.

Let’s take those in reverse order — and if you're an undergraduate economics
student who believes that economics is internally consistent, prepare for a
shock or two.

MATHEMATICAL ERRORS: DOWNWARD-SLOPING DEMAND CURVES

“While the market demand curve is negatively sloped, the demand curve
facing the individual competitive firm is horizontal. Therefore for the
competitive firm, marginal revenue is equal to the market price.’

This mantra is a key part of the theory of the firm, and its import is deeper
than most economists realise. Without this proposition, a supply curve can’t
be derived, and supply and demand analysis itself becomes impossible.

Well goodbye supply and demand analysis, because this proposition is-

mathematically false. Worse, it has been known to be so since at least 1957,
when the influential neoclassical economist George Stigler published ‘Perfect
competition, historically considered’ in the leading journal The Journgl of Political
Economy. It took him just one line of calculus to demolish it:

If that went by you a bit fast, try the English version. This application of the
‘Chain Rule’, one of the simplest rules in mathematics, translates as ‘the slope
of the demand curve facing the individual firm equals the slope of the market
demand curve, multiplied by how much market output changes given a change
in output by a single firm’. Since we're dealing with competitive, non- colluding
firms, a change in output by one firm doesn’t elicit any reaction by other firms.!
Therefore the quantity ‘how much market output changes given a change in
output by a single firm’ is one. As a result, the slope of the individual firm’s
demand curve is exactly the same as the slope of the market demand curve.

The graphical intuition is shown in Figure 1, which shows a market demand
curve for an industry with a large number of firms. The overall movement
from Q, to Q, involves a change of AQ in output and AP in price, consisting
of changes in the output of each firm of 84 that cause a corresponding change
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of price by 8P. The slope of any tiny line segment g—:is equivalent to the slope
of the overall section 22 - Thus the individual competitive firm’s demand curve

'has exactly the same negative slope as the market demand curve.

Demand

WQz Qantity

AQ

Figure 1: Slope of firm’s demand curve is identical to market demand curve

The ‘horizontal firm’s demand curve’ that adorns so many undergraduate
textbooks is thus a travesty of mathematics. Nor can it be ‘waved away’, as
most neoclassical economists try to do, with assertions that the competitive
firm is so small compared to the market that it acts ‘as if’ it faces a horizontal
demand curve. If so, then competitive firms are not profit maximisers but profit
‘satisficers’, and the rest of the theory has to fall apart. Other neoclassicals
justify the assumption that the firm’s demand curve is horizontal by pointing

out that the elasticity of demand for a competitive firm (e=: -:}‘{) is so much

larger than the elasticity of demand for the market as a whole (E =£~%) Sure,

but this is a red herring. It has nothing to do with the relative slopes of the
demand curves (which are identical), but is simply an artefact of the ratio
between total industry output (QQ) and the output of a single firm(q):
e/E=Q/q.

So why do economists persist with a mathematically false model? For the
vast majority, the reason is ignorance. Since the texts from which they studied




212 A GUIDE TO WHAT'S WRONG WITH ECONOMICS

don’t mention Stigler’s result, they aren’t aware that a mathematical error
forms a key part of their reasoning. They then continue teaching an error

without being aware that they are doing it (have some fun in your next class:
find out whether your teacher is aware of Stigler’s analysis).

A minority persist because they think that, as well as pointing out an error,
Stigler also provided a solution: that though it was strictly false that marginal
revenue equals price for the competitive firms, it was approximately true since
marginal revenue approaches price as the number of firms increases. Stigler
got this result by assuming identical firms and introducing the number of firms
(n) and the market elasticity of demand E into the expression for marginal
revenue:

dpP P
MRi(qi)=P+qi.‘;é=P+E @)

He argued that ‘this last term goes to zero as the number of sellers increases
indefinitely’ (Stigler 1957: 8), and the minority accept this as a reason to
continue teaching a mathematically false proposition to undergraduates. The
alternative of telling ‘the whole truth’ would be just too complicated in first
year; let students find out for themselves later (if at all) when they’re sufficiently
trained in economics to cope withit.!

In fact, a solution like this can’t eliminate a mathematical error: it simply
causes the error to pop up elsewhere. And this relocated mathematical error
has a surprising manifestation: the proposition that a firm maximises profits by
equating marginal revenue and marginal cost is false. s

If that sounds impossible, think about what constitutes a change in revenue
for a firm in a multi-firm industry. The conventional formula implicitly assumes
that only a change in the firm’s output can change the firm's revenue. But
with more than one firm in an industry, the i firm’s revenues can change
because of the behaviour of the other firms. The i firm’s total revenue is a
function not only of its own behavior, but also the behavior of all the other
firms in the industry. The true expression for a change in total revenue is
therefore not an ordinary differential, as in the conventional formula, but a
partial differential. Defining Qp as the output of the rest of the industry a

[QR =J};q,-] change in revenue for the ith firm is properly defined as:

0 d
dTR, (Qg 4) = @;P(Q)'qi Qg + 5q~iP(Q)'qi dg, (3)

The accepted formula ignores the effect of the first term on the firm’s profit.!
When it is taken into account, the true profit-maximising formula turns out to be:
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-1 '
MR, (g) - MG, () = *— (P(Q) ~MC, () )

Have you ever noticed that, in conventional economics, everything happens

Profit masimization for single firm
in multi-firm industry

Costs & Revenue

;%ln

5 129 ime gn 2n oy R B3 GE ES E BN OER

Quantity
Figure 2: True Profit-Maximisation Level of Qutput

where two curves cross? This vision is a product of the equilibrium obsession
that mars the mathematics economists use, but even on its own terms, it can
be wrong — as it is here. As equation (4) shows, only a monopoly (where n=1)
maxirises profits by equating marginal cost and marginal revenue: firms in a
multi-firm industry maximise profits by setting their marginal revenue to be
greater than marginal cost, as illustrated by Figure 2.! ‘

So much for the theory of the firm. But surely the theory of consumer
behaviour makes sense, right? Don’t people utility-maximise?

Not in this universe! The computational power people would need to behave
the way economists theorise that they do exceeds not simply the capacity of
humans or modern-day computers, but the capacity of the universe itself.

INHERENT LIMITS: UTILITY MAXIMIZATION AND THE REAL WORLD

The proposition that people choose what to consume in order to maximise
their utility (given their incomes) sounds intuitively plausible, and economists
appear to have codified this in a manner which makes eminent scientific sense.
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Starting from the proposition that people know their own preferences, and
that these are independent of their incomes (thereby ignoring marketing, peer

pressure and a host of other woolly topics more suited for the simpler social
sciences), Samuelson codified the economic vision of consumer behaviour into
four axioms of rational choice:

e Completeness: The consumer knows his/her own subjective ranking
of all combinations of goods
Transitivity: If combination A is preferred to combination B, and B
to C, then A is preferred to C
Non-satiation: More is always preferred to less.

Convexity: The additional utility that a consumer gets from extra
units of each commodity falls.

Given these axioms (plus the assumption that preferences and the budget

constraint are completely independent), economists can prove the existence

of ‘indifference curves’ that specify what quantities of commodities a consumer

Biscuits

Figure 3: Point of tangency between budget line & indifference map maximises
utility
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will pu/réhase given different relative prices and incomes. From these they can
derive what economists like to call ‘well-behaved’ demand curves for any
commodity: individual demand curves that slope down as price increases.!
We get the picture of the happy, utility-maximising consumer shown in Figure 3.

This consumer would clearly prefer combination C to combination A —
because it lies on a higher indifference curve —but budget YY doesn’t allow the
consumer to purchase C. She is indifferent between A and D — because they
lie on the same indifference curve — but the consumer chooses A because that
is within the budget set. Finally the consumer will never purchase B when she
can afford A, because it lies on a lower indifference curve than A.

2 commodities, | 3 commodities,
| 2 axes 3 axes

n commodities,

4 commodities,

rrsvunsununnnnn

Figure 4: Indifference maps for multiple commodities require multiple axes

Erudite, apparently scientific, and completely wrong: not because of faulty
mathematics this time, but because this toy model simply can't scale to the
real world. The problem is a well-known dilemma in computational theory
called the curse of dimensionality. ‘

Take another look at Figure 3: how many commodities does it represent?
Just two, of course. : .

If the ‘axioms of revealed preference’ scale to the real world, then a rational
consumer must have complete preference set rankings for the possible
combinations of these thousands of commodities, and must be able to rapidly
compute the budgetary implications of purchasing one bundle versus another
in order to be able to work out how a given set relates to her budget.
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Let’s consider a supermarket shopping trip and the simplest possible
combination of commodities: the decision whether to buy or not buy each

commodity. How many different combinations does the consumer have to have
a preference ranking for?

With the standard 2 dimensional (2 commodity) diagram, there are just 4

combinations — (0,0, (1,0), (0,1) and (1,1). With 3 commodities, there are 8
combinations from (0,0,0) through to (1,1,1). With 4 commodities there are
16 combinations, 32 with 5, and so on. The general rule is that the number of
feasible consumption sets is equal to:

With a small number of commodities, thisisn'ta problem. But what happens.

when the consumer attempts to fulfil the axioms of rational behaviour in the
local supermarket? You wouldn't go too far wrong in estimating that the average
supermarket contains about 1,000 different commodites. Each ‘buy/not buy’
bundle thus contains 1,000 entries, so there are 21000 -mbinations — roughly
10%% or 10 followed by 300 zeros. This is an enormous number, but since most
people can’t think in exponential numbers, let's compare it to real-world
phenomena. :

Assume (or pretend, as a student of mine preferred to say) that each human
neurone can store preferences for 100 billion combinations, and that each one
weighs 107 grams.! How much would the rational consumer’s brain weigh?
About 102 grams or 107 tonnes. Clearly that'sa tad heavier than the average
brain. It is, in fact, about 10724 times the estimated mass of the universe.”

Enough of ridiculous numbers. The point is that, while the axioms of revealed
preference appear to define rational behaviour, anyone who a‘ctually tried to
behave that way would be paralysed by the sheer range of choice that is
presented by even 30 different commodities — let alone the number in a
supermarket. It isn’t rational to behave according to the rulesiof neoclassical
micro. :

It is therefore no wonder that attempts to empirically verify the neoclassical
concept of utility maximisation have been abject failures. The latest and best
such study, by Sippel in 1997, led the researcher to te}lingly conclude that

We find a considerable number of violations of the revealed preference
axioms, which contradicts the neoclassical theory of the consumer
maximizing utility subject to a given budget constraint. We should
therefore pay closer attention to the limits of this theory as a description
of how people actually behave, i.e. as a positive theory of consumer
behavior. Recognizing these limits, we economists should perhaps be a
little more modest in our ‘imperialist ambitions’ of explaining non-market
behavior by economic principles.’ (Sippel 1997: 1443)

Far from optimising being rational, truly rational behaviour consists in finding
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ways to reduce the number of bundles you consider to a manageable set. This
is common knowledge in computational theory — a branch of knowledge that
“wast't available to Walras and his contemporaries, but which should be known
to modern economists. Its import is that strict optimisation is impossible in
any problem subject to the curse of dimensionality, since no strict optimisation
routine could terminate in a meaningful finite time. Sensible computational
processes try to find a satisfactory outcome for such problems by finding ways
to reduce the complexity to manageable levels without locking in obviously
substantially sub-standard outcomes.

We all do this when we shop, using guidelines that economists dismiss as
irrational: we do use our budgets to limit the commodities we consider. We use
habit — we buy largely what we bought last time. These and other heuristic
rules enable us to complete a shopping trip in an hour or so, versus the multiple
ages of the universe true optimisation would require.

Now's the time to point out an obvious shortcoming to the utility
maximisation model: why is consumption not shown as a function of time?
Why dor’t the axes show ‘cups of coffee per day’, rather than just ‘cups of
coffee’? It's because neoclassical economics doesn’t use the mathematics needed
to handle processes that take place in time.

THE WRONG MATHEMATICS: STATICS IN A DYNAMIC WORLD

Al first year economics students have suffered through solving simultaneous
equations to work out the (irrelevant) intersection of supply and demand.
Those doing actual economics degrees (a vastly reduced proportion of the
total commerce intake compared to what it used to be) learn some quite
sophisticated statistical procedures in the introductory econometrics subject.
More senior students learn matrix methods, the method of Lagrange multipliers,
etc. Some learn set theory as part of a course on general equilibrium or game
theory. But few if any learn the kind of mathematics that should be the starting
point of any attempt to apply mathematical analysis to the economy: differential
and difference equations (differentiation is not the same thing).

Differential and difference equations are the foundations of the
mathematical methods needed to analyse processes that change over time.
Clearly the economy is such a process: when was the last time you saw an
economy stand still? But the mathematics economists use is by and large
restricted to that needed to analyse processes which have ceased: processes
that have reached equilibrium and have therefore stopped changing.

The founding fathers of neoclassical economics were aware that economic
analysis should use such tools, but they absolved themselves of the responsibility
for doing so on the basis that these techniques were so much more difficult
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than those designed to characterise the nature of equilibrium states. As Alfred
Marshall put it,

...dynamics includes statics... But the statical solution... is simpler.. it
may afford useful preparation and training for the more difficult dynamical
solution; and it may be the first step towards a provisional and partial
solution in problems so complex that a complete dynamical solution is
beyond our attainment. (Marshall 1920: xiv).

Marshall, Jevons and Walras contented themselves with the expectation
that their successors would develop dynamic methods on the static foundations
they laid. The originator of the marginal productivity theory of income
distribution, J.B. Clark, was full of hope for the development of dynamic
economics in the twentieth century:

A point on which opinions differ is the capacity of the pure theory of
Political Economy for progress. There seems to be growing impression
that, as a mere statement of principles, this science will fairly soon be
complete... It is with this view that I take issue. The great coming
development of economic theory is to take place, I venture to assert,
through the statement and solution of dynamic problems. (Clark 1898: 9)

But what happened? Effectively nothing. The vast majority of neoclassical
economic methodology is still static, and even those parts (such as game theory)
that aspire to some semblance of dynamics are more show than substance (see
Guerrien’s chapter in this book). This is despite the rapid development of
tools for dynamic analysis by other disciplines (mathematics, engineering,
physics, biology) since the development of the computer. Economists in general
remain blissfully ignorant of the fact that, these days, while still challenging,
dynamic analysis is dramatically easier than it was when neoclassmal €conomics
first evolved.

Most neoclassicals content themselves in their ignorance with the belief
that dynamic processes ultimately converge to an equilibrium, so that in effect
‘statics is long run dynamics’. Keynes was aptly dismissive of this in his famous
but incompletely quoted ‘in the long run’ comment, where he observed:

But this long run is a misleading guide to current affairs. In the long run
we are all dead. Economists set themselves too easy, too useless a task if
in tempestuous seasons they can only tell us that when the storm is long
past the ocean is flat again. (Keynes 1923: 65)

Keynes was of course right. But even on its own terms, the neoclassical
faith in equilibrium is misplaced — which brings us to the fourth flaw in the
mathematics of microeconomics.
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PRECONCEIVED RESULTS AND ‘INCONVENIENT’ MATHEMATICS: GENERAL
DISEQUILIBRIUM

4

Walras was correct that opponents of the mathematisation of economics could
‘never prevent the theory of the determination of prices under free competition
from becoming a mathematical theory’. But he was wrong about the
mathematical results that would apply.

Walras commenced with an exchange-only (no production) model in which
many agents were both suppliers and demanders of different commodities,
and each agent wished to sell a given value of commodities and use the proceeds
to buy the same value of other commodities. He realised that, if exchanges
occurred out of equillibrium, then some agents would benefit while others
lost, thus changing the distribution of income. Each change in the distribution
of income would alter the equilibrium, making the equilibrium elusive, non-
unique and path-dependent. He therefore invented the fiction of an

‘auctioneer’, who costlessly jiggled all markets towards equilibrium by a process
he called ‘tatonnement’ (‘groping’).

The auctioneer would declare an arbitrary set of prices, and using these
prices all agents would work out their demands and supplies. Some markets
would have more buyers than sellers, others the reverse. The auctioneer would
then reduce the prices where supply exceeded demand, and increase prices
where demand exceeded supply, until ultimately all markets were in equilibrium:
then and only then would the auctioneer let trade occur.

The process sounded plausible, but Walras realised that he could not prove
that it would actually converge to equilibrium. He contented himself with the
observation that convergence

will appear probable if we remember that the change from p’b to p”'b,
which reduced the above inequality to an equality, exerted a direct
influence that was invariably in the direction of equality at least so far as
the demand for (B) was concerned; while the [consequent] changes from
p'c to p’c, p'd to p"d, ...which moved the foregoing inequality farther
away from equality, exerted indirect influences, some in the direction of
equality and some in the opposite direction, at least so far as the demand
for (B) was concerned, so that up to a certain point they cancelled each
other out. Hence, the new system of prices (p"b, p’c, p’d, ...) is closer to
equillibrium than the old system of prices (p'b, p'c, p'd, ...); and it is only
necessary to continue this process along the same lines for the system to

move closer and closer to equilibrium. (Walras 1954 [1874]: 172)

‘Twentieth century mathematics proved Walras wrong: this process need not
converge to a unique equilibrium. As one neoclassical author put this dilemma:
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From static analysis (going back to Walras and Marshall), it is known
that, even under very plausible circumstances, [Walrasian tatonnement]
systems...have multiple equilibria... Hence it is not to be expected that,

ina reasonably broad class of economic environments (i.e., here, aggregate
excess demand functions) every equilibrium point of a Walrasian
tatonnement process will be stable.” (Hurwicz 1986: 46-7)

Walras’ mechanism is highly unrealistic: there is no such beast as the
Walrasian auctioneer (a physicist might compare him to Maxwell’s demon),

actual trades do occur out of equilibrium, and we necessarily live in a world ~

with production as well as exchange. What about the dynamics of this world —
can we expect it to converge to equilibrium?

No. As Jorgenson showed in 1960, such a system is necessarily unstable:
either price levels or quantities or both must be in disequilibrium. The sim.ple'st
possible model with no technical change, no fixed capital, and perfect thrift is:

x(t+ 1) =A.x() (5)

For this system to grow stably over time, there has to be a stable rate of
growth 0% p.a. at which all sectors grow:
x(t+ 1) =(1+a).x() (6)
These two equations yield three:
(1+0)- x(t) =A - x(f)
(1+0) - x()—A-x(1) =0 (7)
(Q+0)-T-A)-x(1) =0
This is only consistent with non-zero output levels if thgz determinant of
(A—1 —(+m)-1 ) equals zero.

|1+a).I-A] =0 ®)

R

The market-clearing relative price system for this model economy is given

b ion (9
v eauation ©) p=(l+m.p. A )

Manipulating this to get a compact expression for p yields (10):

p=(1+m).p-A
p-Al=(1+7n).p-A- A"
p-A'—-(+m).-p-I=0 (10)

p.(A‘l—(1+n)-1) =0

This is only consistent with non-zero prices if the determinant of

(A"1 ~(1+75)'1) is zero

’(A"l—(1+7r)-l)‘ -0
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Here’s the dilemma that Jorgenson dubbed a ‘dual stability theorem’, but
which is better called a dual instability theorem. The stability of production
depends upon the characteristics of the matrix A; the stability of relative prices
depends upon the characteristics of its inverse.

By an advanced mathematical theorem known as the Perron-Frobenius
theorem, it is known that a matrix like A (with all non-negative entries) has a
‘dominant eigenvalue’ (largest root) greater than zero. The inverse matrix A~
has the inverse roots. Therefore, the largest root of either A or A"! must exceed
one. A dominant eigenvalue greater than one means that the equilibrium is
unstable: Hence either quantities or relative prices must be unstable.

This cannot be evaded by considering a nonlinear system, such as a Cobb-
Douglas production function,! since any such function can be reduced to a
polynomial expansion whose first variable term is an input-output matrix.
Though the higher polynomial terms may stablilize an unstable system far from
equilibrium, the input-output matrix alone determines the stability of the model
close to equilibrium.

The ‘right thing to do’, once this result was proved, was to take to heart the
result that Walras was wrong, that equilibrium prices and outputs will not
prevail in a real economy, and to develop a theory of disequillibrium, of non-
market-clearing prices. Jorgenson himself made such a deduction in a
convoluted way: since the equilibrium of a model of spot market prices is
necessarily unstable, other non-market-clearing pricing mechanisms are
necessary and probably what actually exists in the real world:

The conclusion is that excess capacity (or positive profit levels or both)
is necessary and not merely sufficient for the interpretation of the dynamic

input-output system and its dual as a model of an actual economy.
(Jorgenson 1960: 893)

But in predictable neoclassical fashion, Jorgenson and others subsequently
considered how the system might be made stable by various adjustments, rather
than accepting the conclusion that spot market prices must be unstable. Stuff
the mathematics: let’s assume what we want to assume!

'CONCLUSION

Neoclassical economics is a mathematical science? Give me a break! As you
should be able to see from above, its so-called mathematical credentials are a
myth. Far from using mathematics to elucidate economic issues, neoclassical
economics has twisted and distorted mathematics to maintain an ideological
vision of the market which proper mathematics shows is unsustainable.
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This is a great pity, because — within limits — mathematics can assist economic
understanding. But it has to be used as a tool with realism in its foundations,
and whose results are accepted rather than evaded when they are inconvenient.

Hopefully some of you young budding economists who read this can
contribute to the development of an economics where mathematics is used
rather than abused.
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The Significance of the Economics Research
Paper

SterHEN T, Ziuak!

Rooseverr UNiversiTy, USA

My Father’s house of worshié has become a den of thieves stealing in the
name of the Lord. (Reggae lyric)

In 1996 I published with Deirdre McCloskey in the Journal of Economic Literature
a paper called ‘The Standard Error of Regressions’ (McCloskey and Ziliak 1996).
We gave in that paper the intellectual history of statistical hypothesis testing —
significance testing — and showed, with massed observations from the American
Economic Review, how testing has evolved in the economics research paper.
Devolved, to be precise. Significance testing was designed in the eighteenth
century to separate random fluctuation from more or less permanent effect; it
was not and cannot be used to determine whether a more or less permanent
effect is important for any other reason. Since 1885, when EY. Edgeworth coined
the very term ‘statistical significance, a crucial and obvious distinction has
been drawn between statistical significance (a concept concerning errors of
sampling) and economic or substantive significance (a concept concerning
the quantitative magnitude and scientific or ethical importance — the size, the
‘what matters’ - of the effect (Edgeworth 1885: 187)).2 A statistically significant
difference may not be an economically significant difference and a statistically
insignificant difference may be economically significant, i.e. important.

It’s easy to see why. To fix ideas, suppose you want to test using regression
analysis the hypothesis that public assistance — cash welfare - reduces recipient
labor supply. I'm not saying it’s easy to answer the hypothesis in some clear-
cut, final sense: ‘guarantee a minimum standard of living,’ let's say, because
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workers are good but exploited, or, ‘abolish the dole’ because pauperism is a
seething social plague. With hypothesis testing it's not like that. Answering a

hypothesis in the human sciences, concerning a vision of capitalism, is not like
answering a hypothesis concerning a light switch for a person of normal vision.
s the switch turned on?’ Yes or no. ‘Is the light bright?’ True or false. In the
human sciences, such as economics, you do not ask yes or no or true or false.
You have instead to ask how much? You have to ask, for example, if welfare
payments to the poor increased by 10 per cent, how much was lost in labor
supply and GDP? You have to measure the drag of the welfare benefits. (It's

some four hundred years since the Elizabethan Poor Law came to the British -

colonies — the first public welfare in America. Perhaps we're beginning to
understand (with Albert Hirschman) that attitudes toward welfare and poverty
can rarely be reduced to matters of plain efficiency, labor market or otherwise
(Ziliak and Hannon, forthcoming). Just look at today’s naked obsession with
sex, drugs, and place of birth — that New Victorian gaze of the Other) In
economics research, as here, to throw any light at all you have anyway to
measure and interpret the economic relationships in your model. Economists
and policy makers want to know: how big is the welfare drag?

The answer — ever since Laplace first tested the hypothesis that comets
come from outside the solar system — is found by measuring the size of the regression
coefficient against the descriptive statistics. The answer cannot be found by looking
at t- and other test statistics. Yet people, highly intelligent people, Nobel Prize
winning people, have gotten terribly confused over this crucial distinction,
the distinction between statistical and economic significance. They shouldn't.

Imagine a classical linear regression with 300 cross-sectional observations
on individual-level labor supply (the dependent variable) andé‘grresponding
individual receipts of cash welfare grants (the independent variable). Labor
supply is measured continuously by the number of hours an individual works
each month and cash welfare is measured by hundreds of dollars or euros or
whatever each individual receives per month. To avoid distractions, let’s assume
that all the usual control variables are included (education, family structure,
and so on) and that all the typical holes in econometric practice — such as
sample selection bias and ohfmy—gosh—l'have—a—lotaof»zeros—onfthe—Ieft—hand~
side — have been filled with milk and honey. All's well in econometric-land;
speciﬁcétion error and other measurable ignorance have been considered and
accounted for.

Now, run the regression. Wait! After one more step. To get a definitive
answer to a Neyman-Pearson test of a hypothesis you must testa null hypothesis
that you believe to be true. Let's say for sake of argument you believe that
cash welfare does not discourage labor supply. So in your regression you are
testing the null B=0 against the two-sided alternative that the effect could go
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eitheffi)vay. (In the nineteenth century the world’s leading charities believed
that aid to the poor, if properly administered, could actually increase labor and
build self-reliance: see Ziliak 2004; Humphreys 1995. The idea’s alive again:
we should watch for it.) Suppose you run the regression and find an estimated
coefficient 4 on the welfare variable = -0.002 with t = 2.7.

Should you change your mind about labor supply and the dole? McCloskey
and I have found that economists who publish in the most prestigious journal
of the profession, the American Economic Review, will answer, Yes. The null
hypothesis, they observe, is zero effect: that is, the null says that giving cash to
poor people does not affect their hours of work. Yet the estimated coefficient
is statistically significantly different from zero at the 5 per cent level. Therefore,
yes! Change your mind. (If you're not sure why the coefficient is ‘statistically
significantly different from zero’ you might turn in your elementary statistics
book to the section on t-testing in large and small samples, and dutifully follow
the published tables of ¢ as it leads you through examples. It's not hard.) The
typical procedure in the AER we’ve found is to examine the size of the test
statistic to discover whether or not a policy variable is economically significant.
As if to say ‘t = 2.77 that’s really important.’

The problem is that the test statistic cannot say. Economic significance is
about the size of economic relationships; it's about how the economy hangs
together, quantitatively speaking; it's about the contours of the circular flow,
the structure of the American [or French or X] economy. To what extent is
savings a function of permanent income! That's a question of economic
significance (especially in post-1990s Japan). Shockingly, economic significance
is about profit and loss in the ordinary business of life. In your research on
personal finance you've discovered an enormous rate of return, enough to
make a fortune, or you've found tuppence. You have to say which. The
government program in Bosnia caused millions in deadweight loss, or was it
billions? The Okun’s Law trade-off between output and unemployment is
between 2.3 and 2.6, you reckon: with what difference for macro policy? What,
in economic or human terms, could be lost if the factory is not built? T-tests
and the like can’t say. Statistical significance, the thing the AER is obsessed
with, can only say to what degree — under similar observational conditions —
the coefficient you've estimated is more or less permanent. That's all. You and
your scientific community have to say to what degree your finding is more or
less important, explaining why with magnitudes.

Look again at the coefficient on welfare: = ~0.002 (t = 2.7, N = 300). In
the State of California a cash welfare check can average $800 (US) a month
for a single mother. What does the coefficient tell you? It says starting at the
point mean (which is what B is), and holding other things equal, a 10 per cent
increase in welfare gives an [$80 per month X -0.002] or 0.16 hour reduction
in work each month. The reduction in work we find is imputed to be about 10
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minutes per month. Ask, is a 10-minute reduction in work per month an
economically significant diversion from the hypothesis no reduction of work
per month? Common sense says no. And so, presumably, does advanced
decision theory in the relevant loss functions. In other words, you've so far
found no evidence in the data to warrant a change of mind. In 1933 Neyman
and Pearson spoke of statistical v. substantive significance in studies of crime
and punishment:

Is it more serious to convict an innocent man or to acquit a guilty? That

will depend on the consequences of the error; is the punishment death or .
fine; what is the danger to the community of released criminals; what are
the current ethical views on punishment? From the point of view of
mathematical theory all that we can do is show how the risk of errors may
be controlled and minimised. The use of these statistical tools in any given
case, in determining just how the balance should be struck, must be left to
the investigator. (Neyman and Pearson 1933: 296; emphasis supplied)

Neyman and Pearson are saying that if your decision-rule leads to a public
execution you will before the moment of injection want to reflect humbly on
the nature of Type I and Type I error. If on the other hand your decision-rule
leads to a slap on the hand you can safely move on to the next problem. To
Tepeat, answering a test concerning cash welfare and labor supply does not
complete an answer to the Big Question about the Welfare State (though it's
certainly part of an answer. Our example suggests that society can help the
children while keeping steady mothers’ level of employment.) But one thing is
certain: testing means calculating and interpreting the economic significance
of a diversion from a null. ‘From the point of view of mamézgglatical theory all
we can do is to show how the risk of errors may be controlled and minimised.

OOMPH

‘Quantification,’ said Sir Peter Medawar in his Advice t0 a Young Scientist, "has
NO merit except insofar as it helps to solve problems’ (Medawar 1979: 18).
Bingo. As in chemistry and immunology (where Sir Peter earned his Nobel
Prize), the meritorious paper in economics will calculate a minimum standard
of oomph — a reservation price of economic significance that would just make
the policy worth pursuing or just make the variable worth discussing. (Medawar
got the Nobel for showing how much the body can bear in transplanted parts
from another.) The Ziliak-McCloskey standard of oomph can be contrasted
graphically with an AER-type, empirical proof (Figures 1 and 2):

Authors of the AER do not care about oomph but they care a lot for high ¢
values. They will 'accept’ a finding as ‘significant’ if the t-statistic is high,
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Figure 1: Minimum Oomph is What You’re Looking For

f

Statistical

Significance

AER often
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AER often
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Minimum Economic
Oomph Signiﬁcance

Figure 2: Yet the AER Has Tastes for t, with no Oomph

regardless of oomph, regardless of the size of effect (Figure 1 and Figure 2,
northwest quadrant). But economic significance is found in the northeast and
southeast quadrants; at or above the minimum standard of oomph, regardless
of the size of the t-statistic. Just how the line of oomph is set is to be determined
by the community. For instance, in the history of the United States, 1820 to
the present, the average length of time a household takes poor relieflies between

8 and 15 months (Ziliak 2002, 2004). By poor relief I mean public welfare or
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private charity for the poor; federally funded or locally funded; secular or
religious. That seems to be the range. So in a study of poor relief in the United
States an investigator would not draw attention to a finding of 10 or 12 months

on the welfare rolls. It's not economically significantly different from the norm.
A finding of 20 months, however, may be economically significant: another
half year getting relief and for how many families? With that increase the
investigator might inquire into the costs and benefits of bringing the rate back
down to the normal range. If she’s really on the ball she'l] talk about the ethics
of doing so, too. Like Peter Medawar, in chemistry. Or Stephen Jay Gould, in
biology. You'll be able to think up minimum standards of oomph in your own
field of macro or trade.

THE AER

What's wrong with significance testing in economics? No oomph. Most
economists believe erroneously that statistical significance is a necessary and
sufficient condition for economic significance. It’s neither, Even the historians
and heterodox are not vet angels. The erroneous belief is causing a loss of jobs
and justice and even human lives, (In a forthcoming book with McCloskey I'll
show how big the problem is in psychology, law, health, biology, management,
and medicine. State Supreme Courts have for example a standard of oomph
for justice cases: a 5 per cent level of Type I error. You be the judge.)

The problem began years ago, when research workers began to listen to a
thetorical magician named Ronald Aylmer Fisher ( 1890-1962). Fisher is the
prince who invented the ‘rule of 2.’ Listen as Fisher computes for the masses
in 1925 a first test of significance in his Statistical Methods for Research Workers:

The value for which P=.05 yor 1in 20, s 1.96 or nearly 2; it is zdnvenient
to take this point as a limit in judging whether a deviation is to be
considered significant or not. Deviations exceeding twice the standard
deviation are thus formally regarded as significant. Using this criterion we
should be led to follow up a false indication only once in 22 trials, even
if the statistics were the only guide available. Small effects will still escape
" notice if the data are insufficiently numerous to bring them out, but no
lowering of the standard of significance would meet this difficulty.

(Fisher 1941 [1925]: 42; emphasis added).

Notice how a standard of ‘convenience’ rapidl became in Fisher’s prose an
y

item to be ‘formally regarded.’ With Fisher there’s no loss function. There’sno -

thinking beyond the statistic. We're ‘to take this point as a limit.’ Fisher's
famous and influential book nowhere confronts the difference between
statistical and substantive significance (1234, 139-40, concerning soporific
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drags and algae growth). He provided (and then defended for the rest of his
long life against the decision-theoretic ideas of Neyman, Pearson, Wald and
every other theorist) the cheapest way to get marketable results. The marginal
social benefit of the Fisherian ‘rule of 2’ is at best equal to its cost of
computation. .

In the 1996 paper we applied a 19-item

papers publi

Table 1: The American Economic Review Had Numerous
Errors In the Use of Statistical Significance, 1980—1999

Percent Percent
Survey Question Yes Yes
in 1990s in 1980s

Does the paper. ..

1. Use a small number of observations, 67.9 85.7
such that statistically significant
differences are not found merely by
choosing a very large sample?

Report descriptive Statistics for
regression variables?

Report coefficients in elasticities, or
in some other useful form that
addresses the question of ‘how large
is large’?

Test the null hypotheses that the
authors said were the ones of interest?

Carefully interpret the theoretical
meaning of the coefficients? For
example, does it pay attention to
the details of the units of measure-
ment, and to the limitations of the
data?

Eschew reporting all standard
€ITOts t- , p-, and F- statistics, when
such information is irrelevant?
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Percent Percent

S tio Yes Yes
urvey Question in 1990s . in 1980s

At its first use, consider statistical 36.5 473
significance to be one among other
criteria of importance? |
Consider the power of the test? 8. 44
Examine the power function?®
Eschew ‘asterisk econometrics,’ the
ranking of coefficients according to
the absolute value of the test statistic?
Eschew ‘sign econometrics,” which
remarks on the sign but not the size
of the coefficient?
Discuss the size of the coefficients?
Discuss the scientific conversation
within which a coefficient would be
judged large or small?
Avoid choosing variables for
inclusion solely on the basis of
statistical significance?
Use other criteria of importance
besides statistical significance after
the crescendo?
Consider more than statistical
significance decisive in an
empirical argument?
Do a simulation to determine
whether the coefficients are
reasonable?
In the conclusions, distinguish
between statistical and economic
significance?
19.  Avoid using the word ‘significance’ 372 41.2
in ambiguous ways!?

. 0 0 - afe ]j_shed
Source: All the full-length papers using tests of statistical significance and pub
in the American Economic Review in the 1980s (N=182) and 1990s (N=137).
Table 1 in McCloskey and Ziliak (1996) reports a small number of papers for

which some questions in the survey do not apply. o ‘
Notes: a Of the papers that mention the power of a test, this is the fraction that

examined the power function or otherwise corrected for power.
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#The table is rich. But the main point is this: in the 1980s 70 per cent of the

papers considered statistical significance to be decisive in an empirical argument
(Question 16). In 7 of every 10 papers, that is, scientific matters were decided
only on the basis of statistical significance. What's worse, of those 70 per cent
that relied exclusively on statistical significance, another 70 per cent failed to
report descriptive statistics — the means and standard deviations of regression
variables. In other words, half the papers in the AER supplied no evidence,
nothing at all, of economic significance.

Since 1996 many colleagues have replied, “Yes, significance testing turned
bad in the 1980s. With our fast PCs, our mullet hairstyles — yessir, we screwed
up. But things have gotten better.’ Individually and collectively we have many
times heard this claim. But like the authors of the AER we too are empirical
scientists. So we decided to apply the same 19-item questionnaire to all the
full-length papers published in the AER in the decade just completed, the
1990s.! If best practice has improved it would presumably appear in the data.
Table 1, column 2, describes the chief findings of the 1990s survey.
Unfortunately, best practice has not improved. Sadly, in the most crucial
variable, it's gotten worse. In the 1990s, we found, 82 per cent made the crucial
error: 8 in 10 papers, that is, mistook statistical significance (or the lack of it)
for economic relevance (Question 16). There were improvements, in some
areas big, and that's pleasing. But to repeat, the essential problem, the reduction
of science to t-testing, has gotten worse.

It’s not fair to blame the students. We looked at all the textbooks, from
advanced econometrics books to elementary statistics for business and
economics and found that, with few exceptions, professors propagate the very
error we're preaching against (Ziliak and McCloskey 2004; McCloskey and
Ziliak 1996). Dear students: show your teachers how to correct the error,
politely, and open-handedly, and very patiently (remember: Professor’s supposed
to know). Don’t fear. Today you're at worst a victim, tomorrow a saint.

WHAT CAN WE HOPE!

The textbooks are wrong. The teaching is wrong. CNN is wrong. The seminar
you just attended is wrong. The most prestigious journal in the profession is
wrong. Since you have read this far probably you are searching for ways to
avoid being wrong: Perhaps you feel frazzled by what Morris Altman calls the
social psychological culture of fear, the deeply entrenched path-dependency,
that keeps the abuse in circulation, and want to come out of it. Come.
Significance testing became in the late twentieth century the main tool of
empirical economics (and so for most of the life and human sciences). The
doctor who does not know statistical significance from substantive significance,
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F-stat from heart attack, is like the economist who does not know supply from
demand. Actually, it's worse. He's like an economist who's never heard of

opportunity cost, or, if he’s heard of it, ignores it anyway — the loss function.
Accepting or rejecting a test of significance without considering the loss
function is like making ‘Sophie’s Choice’ without considering the child:
Economists choose now to look the other way, and do not consider the child.
They throw out the baby with the bath water.

Some critics, like Ed Leamer, I note, have a look at our findings from the - .
AER and turn nihilistic (though Leamer in a most charming, Harpo Marxian-~

Friedrich Nietzschean way). 'm optimistic in I'd guess (to make the sentence
parallel) a Thomas Carlyle-Dr. Martin Luther King, Jr. kind of way: ‘No lie can
live forever.’ Like McCloskey, like Zellner, like Arrow, like Solow, like Granger,
like Friedman (all who’ve on this matter long seen the light) I believe that a
once persuasive though misleading rhetoric was used to inject and defend the
incorrect usage of hypothesis testing in economic research. At the peak of
modernism in economics, the machine age of economic epistemology, any need
for human judgment produced in the economist a kind of vertigo, a vertigo he
feared and then fled by doping up or tuning out. Like Dr. Strangelove, he let
the machine decide. It's the morning after modernism and we’ve now a different
feeling about human judgment. A persuasive and scientific thetoric —a rhetoric
of economic significance — we believe, can be used to dislodge and then replace
incorrect usage with correct. Bayesian and frequentist. Classical and
subjectivist. Human judgment, human interpretation, we now know, is all that
matters. But we've got to get the incentives right. 4

Hope springs from a frequentist tale. Think of it: Fisher is one of maybe 50
statisticians who've seriously influenced the history of hypothes1s testing. That
means the long-run relative frequency of Fisher imitations is ‘about 2 per cent.
Yet in the twentieth century the relative frequency of Fisher imitations rose
far above 2 per cent — to some 95 per cent. I conclude that the percentage of
research workers imitating R.A. Fisher will eventually fall to O per cent, and
for many years over, in order to drive the long-run relative frequency of Fisher
imitations down to its equilibrium 2 per cent. This tale assumes, with apologies
to Marx, that theory choice is random.

A French naturalist, Count Buffon (1707-1788), flipped a fair coin 4,040
times with the result, heads = 0.5069. While imprisoned by Nazis during World
War II an Australian mathematician by the name of John Kerrich flipped a fair
coin 10,000 times and with the result, heads = 0.5067 (Moore and McCabe,
p. 291). In the 1970s Flip Wilson was a comedian in the United States having
nothing at all to do with coins. T cannot conclude with Arnold Zellner that
the twentieth century will belong to Bayes. But with so many ‘flips’ in the
twentieth century the next century will likely not belong to R.A. Fisher.  hope
anyway that in the next century we see reward flowing only to those research
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,
papers that find and interpret economic significance. It’s in truth the only choice,
the only choice, that is, if you stand for sanity, humanity, and science.
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Changing Visions of Humans’ Place in the
World and the Need for an Ecological
Economics

RoBert CostanzA

THE UNIVERSITY OF VERMONT, USA

Practical problem-solving in complex, human-dominated ecosystems requires
the integration of three elements: (1) active and ongoing envisioning of both
how the world works and how we would like the world to be; (2) systematic
analysis appropriate to and consistent with the vision; and (3) implementation
appropriate to the vision. Scientists generally focus on only the second of these
steps, but integrating all three is essential to both good science and effective
management. ‘Subjective’ values enter into the ‘vision’ element, both in terms
of the formation of broad social goals and in the creation of a ‘pre-analytic
vision’ which necessarily precedes any form of scientific analysis.

Research concerning the process of change in various kinds of organizations
and communities suggests that a necessary ingredient of moving change in a
particular direction is having a clear vision of the desired goal, a vision which
is also truly shared by the members of the organization or community (Senge
1990, Wiesbord 1992, Wiesbord and Janoff 1995). Or, as Yogi Berra once said:
‘If you don’t know where you're going, you end up somewhere else.’

VISIONS OF THE ECONOMY AND ITS RELATIONSHIP TO THE ECOLOGICAL LIFE
SUPPORT SYSTEM

Our ‘pre-analytic vision’ of both how the human economy and society relate
to the rest of nature and of the economy itself are changing. The human
economy has passed from an ‘empty world’ era in which human-made capital
was the limiting factor in economic development to the current ‘full world’
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era in which remaining natural capital has become the limiting factor (Daly
and Cobb 1989, Costanza et al. 1997). Basic economic logic tells us that we
should maximize the productivity of the scarcest (limiting) factor, as vs{ell as
try to increase its supply. This means that economic policy should be designed

to increase the productivity of natural capital and its total amount, rather
than to increase the productivity of human-made capital and its accumulation,
as was appropriate in the past when this form of capital was limiting. This

implies a very different vision of the economy and its place in the overall -

ecosystem.

(a) "Conventional" Model of the Economy
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Figure 1. (a) Conventional (empty world) economics model and (b) eXPandéd,

(full world) ‘ecological economics’ model.
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Figure 1a shows the conventional (empty world) economic pre-analytic
vision. The primary factors of production (land, labor, and capital) combine

" in the economic process to produce goods and services (usually measured as

Gross National Product or GNP). GNP is divided into consumption (which is
the sole perceived contributor to individual utility and welfare) and investment
(which goes into maintaining and increasing the capital stocks). Preferences
are fixed. In this model the primary factors are perfect substitutes for each
other so ‘land’ (including ecosystem services) can be almost ignored since one
could always substitute more labor or capital for it. Property rights are usually
simplified to either private or public and their distribution is usually taken as
given. There is nothing in this model that would in any way prevent the
economy from growing indefinitely. The main policy question thus becomes:
how much should we consume vs. invest in each time period in order to keep
the economy growing at the ‘optimal’ (i.e. fastest possible) rate. If ‘welfare’
equates to the absolute level of consumption of marketed goods and services
then (under this vision) we are maximizing welfare by maximizing the
discounted stream of consumption into the future.

Almost all economic policy today is still made based on this vision of the
world. If GNP decreases for even a quarter, the ‘health’ of the economy is
thought to be in severe trouble and we have to do everything in our power to
get the economy ‘growing’ again.

What's wrong with this model/vision? The list is long, but here is a briefand
partial summary:

e Itignores physical reality, the laws of thermodynamics, and the fact
that the economy is a subsystem of the larger global ecosystem. Note
that there is no ‘waste’ in the empty world model. It is a perpetual
motion machine that can run forever on its own output.

It assumes near-perfect substitutability between the main factors of
production (land, labor and capital) such that the economy could
continue to grow indefinitely, even with no natural resources,

The view of human psychology embedded in the model is hopelessly
simplistic and inaccurate, Psychological research has clearly shown
that (beyond a fairly low level) consumption of goods and services is
only one of many factors that contribute to human well-being, and
that within the consumption factor it is relative rather than absolute
consumption that is the more important criteria (Kahneman et 4l.
1999, Kasser 2002).

It assumes that tastes and preferences are fixed and given, when in
factit is well known that they are evolving and changing in response
to a host of influences, including advertising (Norton et 4l. 1998).
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It assumes that humans are rational actors with fixed preferences
and perfect information. They value things according to their relative
ability to satisfy their individual preferences and there is no

interpersonal interaction of one person’s preferences with any others’.

It ignores direct, non-marketed contributions to human welfare by
factors such as ecosystem services, a fulfilling job, and family and
community social interactions.

Its view of property rights is simplistic and ignores the many forms of
community ownership that have proven effective in many contexts.
It also ignores the distribution of these property rights as a problem
that is outside the boundaries of economics.

AN ALTERNATIVE MODEL

Figure 1b shows an alternative ‘ecological economics’ or ‘full world’ vision of
the process (Ekins 1992, Costanza et al. 1997) that attempts to address the
problems and limitations of the ‘empty world’ model noted above. Notice that
some of the key elements of the conventional model are still present, but much
more has been added and many basic assumptions and priorities have changed,
including:

1. There is limited substitutability between the basic forms of capital
in this model and their number has expanded to four. Their names
have also changed to better reflect their roles: (1) natural capital
(formerly land) includes ecological systems, mineral deposits and
other aspects of the natural world; (2) human capital (formerly labor)
includes both the physical labor of humans and the know-how stored
in their brains; (3) manufactured or built capital includes all the
machines and other infrastructure of the human economy; and (4)
social (or cultural) capital includes the web of interpersonal
connections, institutional arrangements, rules and norms that allow
individual human interactions to occur (Berkes and Folke 1994).

. Property rights regimes in this model are complex and flexible,
spanning the range from individual to common to public property.

- Natural capital contributes to the production of marketed economic
goods and services, which affect human welfare. It also produces
ecological services and amenities that directly contribute to human
welfare without ever passing through markets.

- Natural capital captures solar energy and behaves as an autonomous
complex system. The model conforms to the basic laws of
thermodynamics (conservation of mass and energy, the need for low
entropy inputs to keep the system running).
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. There is waste production by the economic process, which
contributes negatively to human welfare and has a negative impact
on capital and ecological services.

. Preferences are adapting and changing but basic human needs are
constant. Human welfare is a function of much more than the
absolute level of consumption of economic goods and services.
Welfare involves consumption relative to perceived peers,
participation in decisions, a sense of fairness about the distribution
of resources, non-marketed benefits from ecosystem services, social
interactions at many scales, and other factors.

. People have limited knowledge and ‘rationality’ and limited ability
to process the information they do have. The value of things has to
do with their contribution to the broader conception of human
welfare sketched above, rather than the narrow conception embodied
in the ‘empty world’ model.

These visions of the world are significantly different. As Ekins (1992) points
out: ‘It must be stressed that that the complexities and feedbacks of model 2
are not simply glosses on model 1's simpler portrayal of reality. They
fundamentally alter the perceived nature of that reality and in ignoring them
conventional analysis produces serious errors...” (151).

One could expand on any of the issues above, and other chapters in this
book do just that. In what follows, I'll expand a bit on the valuation issue, as it
has been a core concept in economics since its inception.

VALUATION AND SOCIAL GOALS

Valuation ultimately refers to the contribution of an item to meeting a specific
goal or objective. A player on a sports team is valuable to the extent that he or
she contributes to the goal of the team’s winning. In ecology, a gene is valuable
to the extent it contributes to the survival of the individuals possessing it, and
thus their ability to produce progeny. In conventional economics, a commodity
is valuable to the extent it contributes to the goal of individual welfare as
assessed by willingness to pay. The point is that one cannot state a value without
stating the goal being served. Conventional economic value is based on the
goal of individual welfare or utility maximization. But other goals, and thus
other values, are possible and may be more important to human welfare, more
broadly conceived. For example, if the goal is sustainability, one should assess
value based on the contribution to achieving that goal — in addition to value
based on the goals of individual utility maximization, social equity, or other
goals that may be deemed important. This broadening is particularly important
if the goals are potentially in conflict.
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There are at least three broad goals which have been identified as important
to managing economic systems within the context of the planet’s ecological

life support system (Daly 1992):

1. assessing and insuring that the scale or magnitude of human activities
within the biosphere are ecologically sustainable;

. 2. distributing resources and property rights fairly, both within the
current generation of humans and between this and future
generations, and also between humans and other species; and

. efficiently allocating resources as constrained and defined by 1 and
2 above, and including both marketed and non-marketed resources,
especially ecosystem services.

Several authors have discussed valuation of ecosystem services with respect
to goal 3 above —allocative efficiency based on individual utility maximization
(e.g. Farber and Costanza 1987, Mitchell and Carson 1989, Costanza et al.
1989, Dixon and Hufschmidt 1990, Pearce 1993, Goulder and Kennedy 1997).
We need to explore more fully the implications of extending these concepts to
include valuation with respect to the other two goals of (1) ecological
sustainability, and (2) distributional fairness (Costanza and Folke 1997). Basing
valuation on current individual preferences and utility maximization alone, as
is done in conventional analysis, does not necessarily lead to ecological
sustainability or social fairness (Bishop 1993).

A Kantian or intrinsic rights approach to valuation (see Goulder and
Kennedy 1997) is one approach to goal 2, but it is important to récognize that
the three goals are not ‘either-or’ alternatives. While they are in some senses
independent multiple criteria (Arrow and Raynaud 1986) they}::gmust all be
satisfied in an integrated fashion to allow human life to continue in'a desirable
way. Similarly, the valuations that flow from these goals are not ‘either-or’
alternatives. Rather than an ‘utilitarian or intrinsic rights’ dichotomy, we must
integrate the three goals listed above and their consequent valuations.

A two-tiered approach that combines public discussion and consensus
building on sustainability and equity goals at the community level with methods
for modifying both prices and preferences at the individual level to better reflect
these community goals may be necessary (Rawls 1971, Norton 1995, Norton
etal. 1998). Estimation of ecosystem values based on sustainability and fairness
goals requires treating preferences as endogenous and co-evolving with other
ecological, economic, and social variables.

VALUATION WITH SUSTAINABILITY, FAIRNESS, AND EFFICIENCY AS GOALS

Thus, we can distinguish at least three types of value which are relevant to the
broader goal of maintaining human welfare. These are laid out in Table 1,
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acc/ording to their corresponding goal or value basis. Efficiency-based value
(E-value) is based on a model of human behavior sometimes referred to as
‘Homo economius’ — that humans act independently, rationally and in their
own self-interest. Value in this context (E-value) is based on current individual
preferences, which are assumed to be fixed or given (Norton et al. 1998). No
additional discussion or scientific input is required to form these preferences
(since they are assumed to already exist) and value is simply people’s revealed
willingness to pay for the good or service in question. The best estimate of
what people are willing to pay is thought to be what they would actually pay in
a well-functioning market. For resources or services for which there is no market
(like many ecosystem services) a pseudo-market can sometimes be simulated
with questionnaires that elicit individual’s ‘contingent’ valuation.

Fairness based value (F-value) would require that individuals vote their
preferences as a member of the community, not as individuals. This different
‘species’ (Homo communicus) would engage in much discussion with other
members of the community and come to consensus on the values that would
be fair to all members of the current and future community (including non-
human species), incorporating scientific information about possible future
consequences as necessary. One method to implement this might be Rawls’
(1971) idea of the ‘veil of ignorance’, where everyone votes as if they were
operating with no knowledge of their own individual status in current or future
society.

Table 1. Valuation of ecosystem services based on the three primary goals of
efficiency, fairness, and sustainability (Costanza and Folke 1997)

Goal or Who Preference Level of Level of Specific
Value Basis ~ votes Basis Discussion  Scientific Input Methods
Required  Required

Efficiency Homo Current low low willingness
economius  individual to pay
preferences

Fairness Homo Community  high medium veil of
communicus preferences ignorance

Sustainability Homo Whole system medium high modeling
naturalis preferences ‘ with
precaution

Sustainability-based value (S-value) would require an assessment of the
contribution to ecological sustainability of the item in question. For example,
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the S-value of ecosystem services is connected to their physical, chemical,
and biological role in the long-term functioning of the global system. Scientific
information about the functioning of the global system is thus critical in
assessing S-value, and some discussion and consensus-building is also necessary.
If it is accepted that all species, no matter how seemingly uninteresting or
lacking in immediate utility, have a role to play in natural ecosystems {Naeem
et al. 1994, Tilman and Downing 1994, Holling et al. 1995), estimates of

ecosystem services may be derived from scientific studies of the role of

ecosystems and their biota in the overall system, without direct reference t&
current human preferences. Humans operate as Homo naturalis in this context,
expressing preferences as if they were representatives of the whole system.
Instead of being merely an expression of current individual preferences, S-
value becomes a system characteristic related to the item’s evolutionary
contribution to the survival of the linked ecological economic system. Using
this perspective we may be able to better estimate the values contributed by,
say, maintenance of water and atmospheric quality to long-term human well-
being, including protecting the opportunities of choice for future generations
(Golley 1994, Perrings 1994). One way to get at these values, would be to
employ systems-simulation models that incorporated the major linkages in
the system at the appropriate time and space scales (Costanza et . 1993,
2002, Boumans et al. 2002). To account for the large uncertainties involved,
these models would have to be used in a precautionary way, looking for the
range of possible values and erring on the side of caution (Costanza and Perrings
1990). s

In order to fully integrate the three goals of ecological sustainability, social
fairness, and economic efficiency we also need a further step; which Sen (1995)
has described as ‘value formation through public discussion’: This can be seen
as the essence of real democracy. As Buchanan (1954: 120) put it: “The

definition of democracy as ‘government by discussion’ implies that individual .
values can and do change in the process of decision-making.” Limiting our .

valuations and social decision-making to the goal of economic efficiency based
on fixed preferences prevents the needed democratic discussion of values and
options and leaves us with only the ‘llusion of choice’ (Schmookler 1993).
So, rather than trying to avoid the difficult questions of valuation, we need to
acknowledge the broad range of goals being served as well as the technical
difficulties involved. We must get on with the process of value formation and
analysis in as participatory and democratic a way as possible, but one which
also takes advantage of the full range and depth of scientific information we
have accumulated on system functioning. This is not simply the application of
the conventional pre-analytic vision and analyses to a new problem, but will

require the new, more comprehensive, more integrated, pre-analytic vision -
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discussed above, and new, vet to be developed, analyses and valuation
techniques that flow from it. This will be an enormously important challenge
for the next generation of ecologists and economists working together in the
transdisciplinary field of ecological economics.
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Ecological Economics:
The Concept of Scale and Its Relation to
Allocation, Distribution, and Uneconomic
| Growth

HErRMAN E. DALY

UNIVERSITY OF MaryLaND, USA

INTRODUCTION

My discussion is in three parts. First, I look at the main features and issues in
ecological economics, noting differences and questions under debate with
mainstream neoclassical economics. Second, a look at the meanings of
economic growth, and the specific issue of economic growth versus uneconomic
growth in the scale of the physical economy. Third, some policy implications
from ecological economics about avoiding uneconomic growth by seeking a
steady-state economy at or near the optimum scale.

ECOLOGICAL ECONOMICS IN GENERAL AND COMPARED TO NEOCLASSICAL
ECONOMICS

Ecological economics is mainly about three issues: allocation of resources,
distribution of income, and scale of the economy relative to the ecosystem —
especially the third:'A good allocation of resources is efficient (Pareto optimal);
a good distribution of income or wealth is just (a limited range of acceptable
inequality); a good scale does not generate ‘bads’ faster than goods, and is also
ecologically sustainable (it could last a long time, although nothing is forever).
Allocation and distribution are familiar concepts from standard economics
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for any given distribution of income there is a different optimal efficient
allocation of resources with its corresponding optimal set of prices. A Pareto
optimal allocation is one in which it is impossible to reallocate resources in a

way that makes someone better off without making someone else worse off—a
very minimalist definition of efficiency. Standard economics focuses primarily
on the allocation issue, but pays secondary attention to distribution, first
because a given distribution is logically necessary for defining efficient
allocation, and second because distributive fairness is important in its own

right. It is fair to say, however, that ecological economists consider the issue of

distributive fairness more pressing than do most neoclassical economists.

The third issue of ‘scale’, by which is meant the physical size of the economy
relative to the containing ecosystem, is not recognized in standard economics,
and has therefore become the differentiating focus of ecological economics.

Ecological economists’ pre-analytic vision of the economy as an open
subsystem of a larger ecosystem that is finite, non growing, and materially
closed (though open with respect to solar energy), immediately suggests several
analytical questions regarding scale: How large is the economic subsystem
relative to the earth ecosystem? How large could it be, i.e., what is its maximum
scale? And most importantly, How large should the subsystem be relative to
the ecosystem? Is there an optimal scale (less than the biophysical maximum)
beyond which physical growth of the economic subsystem (even if possible)
begins to cost more at the margin than it is worth, in terms of human welfare?
You will not find these questions in standard economics textbooks.

If the economy grew into the Void it would encroach on nothing, and its
growth would have no opportunity cost. But, since the economy in fact grows
into and encroaches upon the finite and non growing ecosystem, there is an

opportunity cost to growth in scale, as well as a benefit. Th'eé‘:gosts arise from

the fact that the physical economy, like an animal, is a ‘dissipative structure’
sustained by a metabolic flow from and back to the environment. This flow,
called ‘throughput’, begins with the depletion of low-entropy, useful resources
from the environment and ends with the return of high-entropy polluting
wastes. Depletion and pollution are costs — ’bads’ rather than goods. Not only
does the growing economy encroach spatially and quantitatively on the
ecosystem, it also qualitatively degrades the environmental sources and sinks
of the metabolic throughput by which it is maintained.!

The scale of the economy has two measures: (1) the throughput flow of
physical resources that constitute the material component of the annual flow
of goods and bads, and (2) the accumulated stock of goods in the form of
wealth, and of bads in the form of ‘illth’ (to employ a useful a word coined by
John Ruskin to designate the opposite of wealth). The throughput flow measure
is emphasized because it is what affects ecosystem sources (depletion) and
sinks (pollution) at the margin. '
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#We would of course prefer not to produce bads or allow them to accumulate
in illth, but since we live in a finite world governed by the laws of
thermodynamics, and since we and the artifacts we produce are dissipative
structures, we cannot avoid producing bads along with goods. If we stop
depleting, we and our economy die of starvation; if we stop polluting, we die of
constipation. If, however, we keep the throughput within the natural capacity
of the ecosystem to absorb wastes and regenerate depleted resources, then the
scale of the economy is ecologically ‘sustainable’. There are many sustainable
scales. The particular sustainable scale that maximizes the difference between
wealth and illth (i.e., equates marginal goods produced with marginal bads), is
the optimal scale. If we grow beyond this point then growth becomes
uneconomic, and GNP becomes, in Ruskin’s terms, ‘a gilded index of far-
reaching ruin.’ : ,

As growth pushes us from an empty world to a full world the limiting factor
in production will increasingly become natural capital, not manmade capital
—e.g,, the fish catch today is no longer limited by manmade capital of fishing
boats, but by the complementary natural capital of fish populations in the sea;
irrigated agriculture is limited not by the manmade capital of puinps and pipes,
but by the natural capital of aquifers and rivers, etc. As'we move from the
empty world into a full world, economic logic remains the same, namely to
economize on and invest in the limiting factor. But the identity of the limiting
factor changes from manmade capital to remaining natural capital, and our
economizing efforts and policies must change accordingly. Therefore it becomes
more important to study the nature of natural capital, of environmental goods
and services — are they rival or non rival, excludable or non excludable — in
order to know the extent to which they can be allocated by markets.

Ecological economics has no quarrel with the standard analysis of allocative
efficiency, given prior social determination of the distribution and scale
questions. Although the main difference has been the focus on scale, that
difference has entailed more attention to distribution, especially to two often
neglected dimensions of distribution: namely intergenerational distribution of
the resource base, and distribution of ‘places in the sun’ between humans and
all other species (biodiversity). Also as more vital natural resources and services
cease being free goods, and are allocated by the market whenever possible, the
fairness of the assumed distribution underlying efficient market allocation
becomes more critical. '

One question sure to be asked is: what is the relation between ecological
economics and the fields of resource economics and environmental economics?
The difference is that the latter two are both sub-fields of neoclassical
economics, do not consider scale an issue, have no concept of throughput,
and are focused on efficiency of allocation. Resource economics deals with
the efficiency of allocation of labor and capital devoted to extractive industries.
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It develops many useful concepts, such as scarcity rent, user cost, and Hotelling’s
rule: Likewise, environmental economics also focuses on efficiency of allocation
and how it is disrupted by pollution externalities. Concepts of internalizing
externalities by Pigouvian taxes or Coasian property rights are certainly useful
and policy-relevant, but their aim is allocative efficiency via right prices, not
sustainable scale. Ecological economics connects resource and environmental
economics by connecting depletion with pollution by the concept of

throughput.? It also pays much more attention to impacts on, and feedbacks
from, the rest of the ecosystem induced by economic activities that cause

depletion, pollution and entropic degradation, chief among which is the growing
scale of the human economy.

Within this overall context of a difference in basic vision, there are in
addition some important specific issues of debate between ecological and
neoclassical economists. Below I list seven important ones.

1 Whether natural and manmade capital are primarily substitutes or
complements. Ecological economics sees them as basically
complements, substitutable only over a very limited margin.
Neoclassical economics regards them as overwhelmingly substitutes.
If complements, the one in short supply is limiting; if substitutes,
there is no limiting factor. The phenomenon of limiting factor greatly
increases the force of scarcity. For example, the scarcity of fish in
the sea reduces the value of the complementary capital of fishing
boats. s ,
The degree of coupling between-physical throughput and GNP. Ecological
economics sees this coupling as by no means fixed, bd?;_;not nearly as
flexible as neoclassicals believe it to be — in othér words, the
‘dematerialization’ of GNP and the ‘information economy’ will not
save growth economics by forever reducing material intensity of GNP
We can certainly eat lower on the food chain, but we cannot eat
recipes! While throughput per dollar of GDP has recently declined

somewhat in some OECD countries, the absolute level of throughput

continues to increase as GDP increases.

The degree of coupling between GNP and welfare. Here ecological
economists consider the coupling very loose, at least beyond sorne
minimum amount. Since many non-economic sources of welfare are
damaged by growth in GNB et are not subtracted from GNE the
gap between Welfare and GNP widens as we move from the empty
world to the full world. Neoclassical economists invariably advocate
policies based on the assumption that welfare increase is rigidly

coupled to GNP growth, even though in theory they allow themselves -

a few doubts. In sum, ecological economists see GNP as tightly coupled
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to thmughpz.tt and loosely coupled to welfare, while neoclassicals believe
that GNP is only loosely coupled to throughput but tightly coupled to
welfare. There is clearly room for empirical work here!

A deeper philosophical issue is the relative importance in pfoduction
of ‘value added’ versus ‘that to which value is added’. Value is added to
the throughput flow of natural resources, and it is added by the
transforming services of labor and capital. In Aristotle’s terms labor
and capital are the efficient cause of production (transforming agent)

while natural resources are the material cause (that which i;
transformed). Neoclassical economists evidently do not believe in
material causation because their production functions usually say
that output is a function only of labor and capital inputs ~ a recipe
that includes the cook and her kitchen, but no list of ingredients.
When they occasionally do include resources as an input in the
production function, they almost always do it in a way that
contradicts the first law of thermodynamics.’

tI'his error is repeated with admirable logical consistency in national
income accounting where GNP is defined as the sum of all value
added by labor and capital. No valuable contribution from nature is
recognized. Natural resources in the ground are of zero value. When
extracted they are valued by the marginal cost of capital and labor
needed to extract them. Yes, there are royalties paid to resource
owners, and that seems like a price for resources in the ground, but
royalties are determined by savings on labor and capital cos;:s of
extraction whenever the owner’s mine or well is richer or more
accessible than the marginal mine or well. Resources are considered
a free gift of nature, but some free gifts are easier to unwrap than
?thers, and earn a rent determined by their relative ease of
unwrapping’ or extraction, as measured by labor and capital costs
saved. Labor and capital remain the source of all value, nothing is
attributed to nature. ' L :

Ecological economics recognizes that it is a lot easier to add value to
10\~v' entropy natural resources than to high-entropy waste, and that
this extra receptivity to the addition of value by labor and capital
should count as ‘nature’s value, value-added’. Low-entropy matter/
energy is our ultimate means without which we cannot satisfy any of
our ends, including that of staying alive. We cannot produce low
entropy in net terms, but only use it up as it is supplied by nature. It
is scarce and becoming more so. To omit this necessary contribution
from nature both from our theory of production and from our
accounting of value is a monumental error.
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5 Growth has been treated as a macroeconomic issue, and frequently

justified in terms of GNP accounting. If macro policies are designed
to promote growth in GNE then ex post accounting issues become
relevant to ex ante policy in the next time period. Ecological
economists have argued that whole categories being measured in
GNP are mistakenly conceived, even if the prices by which the value
of the category is measured are correct. I consider three such category
mistakes in GNP accounting in the next section.

Although ecological economics focuses on the physical or real

economy, monetary issues are also relevant. Under our current
fractional reserve banking system, favored by the neoclassical
mainstream, the money supply is a by-product of private commercial
activities of lending and borrowing, rather than a public utility for
effecting exchange. Over 95 per cent of our money supply is created
by the private banking system (demand deposits) and bears interest
as a condition of its existence. Unless loans are repaid at interest
and renewed, the money supply will shrink and transactions will be
more difficult. Fractional reserve money is therefore not neutral with

* respect to the scale of the physical economy — it requires growth of

GDP to keep the money supply from declining. And GDP growth
correlates positively with throughput growth. Furthermore the
seigniorage (profit to the issuer of fiat money) now goes largely to
the private sector (banks and their customers), rather than to the

public sector, the government, the legitimate supplier of the public

utility of money. A public good has been subjected to ‘enclosure’ —
converted to a private good — just like the common pastures of

_England. Ecological economists also welcome thé}alpcal reclaiming

of money as a public utility by the various supﬁl'ementary local
currency movements. Local currencies allow people, especially in
depressed areas, to make local exchanges (to employ each other)
without first having to compete or be employed in the national
economy just to get the money that allows them to avoid the
enormous inconvenience of even local barter. Also seigniorage from
local money can be used to finance local public goods.

Ecological economists’ preference for the local is also expressed by
their advocacy of internationalization and opposition to the
globalization so favored by neoclassicals. Internationalization refers
to the increasing importance of relations between nations:
international trade, international treaties, alliances, protocols, etc.
The basic unit of community and policy remains the nation, even as
relations among nations, and among individuals in different nations,
become increasingly necessary and important. Globalization refers
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to global economic integration of many formerly national economies
into one global economy, by free trade, especially by free capital
mobility, and also, as a distant but increasingly important third, by
easy or uncontrolled migration. Globalization is the effective erasure of
national boundaries for economic purposes. As nations encounter limits
to the scale of their national economies they seek to grow into the
global commons, and into the ecological space of other nations.
Global integration is an attempt by all economies to expand their
national scale simultaneously. Global boundaries are of course not
erased, and the result is that all countries now integrated will hit
the limits to growth more simultaneously and less sequentially than

before, with less opportunity to learn from the experience of others.

There are other issues, of course, but these seven illustrate the range and

importance of the differences, and provide a research agenda for at least several
years.

ECONOMIC GROWTH AND UNECONOMIC GROWTH

Economic growth is the major goal of most countries today. But what exactly
do we mean by economic growth? Usually growth in GNP, But is economic
growth so measured a holy icon of the summum bonum, or a statistically graven
image of Mammon? It can be either because there are two very different

meanings of economic growth in common usage, often confused, and certainly
conflated in the measure of GNP:

1 ‘Economic growth’ in sense (1) is simply the expansion of what we
call ‘the economy’, i.e., production and consumption of goods and
services. The economy is basically the human niche within the
ecosystem, what we have called its scale. It is measured either by
the stock of people and their artifacts, or by the flow of resources
hecessary to maintain and add to this stock. That, in physical terms,
is ;he economy. When it gets bigger in scale we have growth of the
economy, and refer to it in quite normal English usage as ‘economic
growth’,

‘Economic growth’ in sense (2) is any change in the economy for
which extra benefits are greater than extra costs. Benefits and costs
are not physical concepts, but refer to psychic experiences of
increased or decreased welfare or enjoyment of life. The changes in
the economy that cause changes in costs and benefits may themselves
be either physical or nonphysical. Whatever profits us, whatever

- yields net benefits, is ‘economic growth'. In public discourse we shift

easily from one meaning of ‘economic growth’ to the other, and
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thereby introduce a lot of confusion. Quantitative increase in size
and qualitative improvement in wellbeing are very different things,

and should not be lumped together, as done in calculating GNP

As discussed earlier, there are three economic problems (allocaFio.n,
distribution, and scale), not just one (allocation). Let us consider each in its
relation to the two meanings of economic growth.

Economic growth as physical expansion of the economy (sense 1) clearly
refers to the third problem (scale). Economic growth occurs wl.len th.e economy
gets physically larger, as measured either in its stock or flow du.nensmns.. S.m‘ce
the economy grows into the rest of the finite ecosystem, not into th.e mﬁm.te
Void, the economy becomes larger not only absolutely, but relat}ve to its
enveloping ecosystem. That is what is meant by scale increase, the ‘fust’of th'e
two common senses of ‘economic growth.” The second sense of econormic
growth' — an increase in net benefit — may or may not result from growth in the
first sense. More on that later. .

Net benefit can result from an improvement in allocative efﬁc1ency -
redirecting the same scale of resource use from low-value uses to hlgh'va.lue
uses — this is economic growth in sense (2), but not in sense (1). Ecological
economists have no problem with this kind of growth. But GNP does not
distinguish growth based on greater allocative efficiency from growth based
on larger scale.* . |

Let us turn now from scale and allocation to distribution — what is the
relation of distribution to economic growth? Redistribution does, noF involve
growth in sense (1) —scale stays the same. But does it involve economic growth
in sense (2) — an improvement in net benefit? It does not m\{o}jxe a 'Pareto
improvement because someone is made worse off in any redistribution, 50
neoclassical economists would disallow redistribution as a source of net social
benefit. . '

But Vilfredo Pareto was not God, and many people, including some
economists, think it perfectly reasonable to say that a dollar redistributed from
the low marginal utility uses of the rich to the high marginal utility uses of th-e
poor increases total social utility —i.e., signals an increase in netsocial benefit
(economic growth in sense (2)). o .

The conclusion is inescapable if we assume the law of diminishing marginal
utility, and the democratic principle that everyone’s utility coun.ts egually.
Carried to its extreme this argument implies complete equality in the
distribution of income, which is why many economists backed off from ‘1t. ?Sut
principles need not be carried to extremes. For that matter, the Pareto principle
has its own extreme — one person could have all of the surplus and everyone

else live at subsistence (or die for that matter!), and there would still be no

case for arguing that redistribution would increase net social benefit. Within
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limits; therefore, it is reasonable to say that redistribution can give us economic
growth in sense (2), but not in sense (1) — another reason why ecological
economists pay more attention to distribution than do neoclassicals.

Does economic growth in sense 1(scale) imply economic growth in sense 2
(net benefit)? No, absolutely not! Growth in the economy, sense (1)
(expansiony), can be economic growth in sense (2) (net benefit), but does not
have to be. It can be, and in some countries probably already is, ‘uneconomic
growth’ — physical expansion that increases costs by more than benefits, thus
reducing net benefit. O, to recall John Ruskin’s more colorful language, the
economy becomes a net producer of ‘illthy’, not wealth, and GNP would become,
in Ruskin's terms, ‘a gilded index of far-reaching ruin’. I think this is more
than a logical possibility — it is a reasonable characterization of the actual state
of affairs in some countries.

One will surely ask: What makes you think that growth has become
uneconomic, say in the US? Some empirical evidence is referenced below,
but an equally fair question is to ask what makes economists think that benefits
of growth are greater than costs at the current margin? GNP measures only
benefits and not costs. Moreover GNP accounting commits several category
mistakes — mistakes that count as benefits what are in fact costs. Three examples
are discussed below.

Regrettably necessary defensive expenditures are what national income
accountants call those expenditures we make to defend ourselves from the
unwanted side effects of production and consumption by others. To escape the
congestion and pollution of the city one buys another car and more gasoline to
commute from the suburbs. This is a voluntary expenditure, but regrettable.

Alternatively, one can remain in the city and regrettably spend more on
soundproof windows, security services, and air filters. Regrettably necessary
defensive expenditures are more coerced than voluntary, even though they
are, strictly speaking, voluntary in the sense that no one had a gun at your
head. Some reject siich a distinction, arguing that all expenditure is defensive
~food defends us against hunger, clothes defend us against cold, etc. True, but
hunger and cold are not the consequences of other peoples’ production and
consumption — they are natural background default conditions. Defensive
expenditures are ‘anti-bads’ rather than goods. They counteract or neutralize
the negative effects of other production. They should be counted as a cost of
production of the activity that made them necessary, thereby increasing the
price and reducing the amount purchased of that activity, and reducing scale.
Instead we count them as purely voluntary purchases and add them to GDP
This may be economic growth in sense 1(expansion), but not in sense 2 (net
benefit).

Monetization of previously non monetized production. A young colleague told
me that he and his wife must make more money so that they can pay the
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woman who looks after their children enough to enable her to pay someone to
look after her children while she is caring for theirs, etc. Childcare,

housekeeping, cooking, and other household production used to be non-
monetized. Now they have largely been shifted to the monetary sector and
thus counted in GDP. Simply counting what was previously uncounted, even
though it existed, is likely not to be economic growth in either sense (1) or

(2).

Counting consumption of capital as income. Running down stocks of natural

capital reduces future capacity to produce, even while increasing current -~

consumption. Depleting nonrenewables is like running down an inventory
without replacing it; consuming renewable stocks beyond sustainable yield is
like failing to maintain and replace depreciating machinery. The same applies
to failure to maintain social overhead capital such as roads, bridges, etc. Some
would consider the costs of dishonesty, whether on the level of Enron or of
local robbery, as the cost of having allowed the depletion of traditional social
standards of honesty, or ‘moral capital’. Mis-counting capital consumption as
income increases economic growth in sense (1), but not in sense (2), at least
in the long term.

The above cases are examples of uneconomic growth in GNP even with
correct prices — they involve accounting category mistakes rather than
measurement errors — counting intermediate as final production, counting
traditional but newly monetized production as if it were new production, and
treating capital drawdown as if it were income. Each of these categories may
be priced correctly, but the categories are misused. A job not worth doing is
not worth doing well. :

More convincing to me than empirical measures, which k¢ }ong with others
have attempted, is the simple theoretical argument that aé'the scale of the
human subsystem (the economy) expands relative to the fixed dimensions of

the containing and sustaining ecosystem, we necessarily encroach upon that

system and must pay the opportunity cost of lost ecosystem services as we
enjoy the extra benefit of increased human scale.

As rational beings we presumably satisfy out most pressing wants first, so
that each increase in scale yields a diminishing marginal benefit. Likewise, we
presumably would sequence our takeovers of the ecosystem so as to sacrifice
first the least important natural services. Obviously we have not yet begun to
do this because we are just now recognizing that natural services are scarce.
But let me credit us with capacity to learn. Even so, that means that increasing
marginal costs and decreasing marginal benefits will accompany growth in
human scale. At some point increasing marginal cost will equal declining
marginal benefit. That is the optimum scale. Beyond that point growth becomes
uneconomic in sense (2) — the economy becomes a net producer of a current
flow of bads and an accumulating stock of illth. ‘
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Af we add to the limits of finitude and non-growth of the total system the
\ additional limits of entropy and ecosystem complexity, then it is clear that the
optimal scale will be encountered sooner rather than later. Additionally, if we
expand our anthropocentric view of the optimum scale to a more bioc;ntric
view, by which I mean one that attributes not only instrumental but also some
degree of intrinsic value to other species, then it is clear that the optimal scale
of the human presence will be further limited by the duty to reserve a place in
Fhe sun for other species, even beyond what they ‘pay for’ in terms of their
instrumental value to us. ‘Biodiversity’ is an empty slogan unless we are willin
to limit human scale. And of course the whole idea of ‘sustainability’ is tha%
the optimal scale should exist for a very long time, not just a few generations
Clearly a sustainable scale will be smaller than an unsustainable scale. For ali
these reasons I think that, for policy purposes, we do not really need exact
empirical measures of the optimal scale.

Consider a thought experiment. Imagine an economy in which all prices
were right —at the initial scale of the economy air and water are free goods so
the1.r right price is zero. Now suppose scale increases — population and per
capita resource use both triple, so scale goes up nine-fold (roughly what has
happened in my lifetime). Now air and water are scarce, so their right prices
are no longer zero, but positive numbers, which are, let us assume, accuratel
set. In both cases right prices give us a Pareto optimal allocati;m and thz
neoclassical economist is happy. But are people indifferent between the two
cases? Should they be? Some will agree with John Stuart Mill that:

It. is not good for a man to be kept perforce at all times in the presence of
his species... Nor is their much satisfaction in contemplating a world
with nothing left to the spontaneous activity of nature; with every rood
of land brought into cultivation. .. every flowery waste or natural pasture
plowed up, all quadrupeds or birds which are not domesticated for man’s
use exterminated as his rivals for food, and every hedgerow or superfluous
tree rooted out, and scarcely a place left where a wild shrub or flower

coqld grow without being eradicated as a weed in the name of improved
agriculture.’

.To bring Mill up to date we need only extend the predicament of the
wildflower to the traditional agricultural crops that replaced it. These crops
are now in danger of being eradicated by their genetically engineered cousins
designed to grow faster and be more resistant to both pests and pesticides ,

The difference between Mill’s view and that of his opposites, such as ]uiian

Simon and Peter Huber, runs deep. S i i ill o i
, p- Some will consider Mill old f:
agree with Huber, who says: S . : aShland ?md
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Cut down the last redwood for chopsticks, harpoon the lz'as.t blue whale
for sushi, and the additional mouths fed will nourish add.monal human
brains, which will soon invent ways to replace blubber with olestra and

pine with plastic. Humanity can survive just fine in a.planetfcc.)verfnlﬁg
crypt of concrete and computers... There is not the shgljltest sc1enF hc
reason to suppose that such a world must collapse unqer 1ts.o§m weight
or that it will be any less stable than the one we now inhabit.

Huber does admit that such a world might not be as pretty, but it is clear that on
ikes it better than Mill’s world. . .
balcl?ecii}}::rhslzgsel;li)ll be comforted by the neoclasssical ec.:onomist po'intmg out
that in both cases right prices will give us a Pareto-optimal allocation. Sqmei
will want a larger scale, some a smaller — but it seems that only the neoclassica
ist is indifferent.
ecosti;r:s;;; 1tr}llat it is idle to talk about maintaining a sFeady state atl sogxe
limited scale unless we first know the optimal scale at whlch to be stable. hn
the contrary, unless we first know how to be stable, it is idle .to kngw the
optimal scale. Such knowledge would only enable us to recognize ar;r wave
goodbye to the optimal scale as we grew through it! If one jumps from an
airplane one needs a parachute more than an altimeter.

TOWARDS POLICY

So let us begin to search for some parachutes to arrest the free-fall of growth

4 .
in scale.

We measure growth of the macroeconomy by GNP, Does that measure reflect

economic growth in sense (1) (scale) or in sense (2) (net beneﬁb)7 {Xs we havek
seen it conflates the two. But by historical design and intention i 'rnamly reﬂects
sense (1), growth in the physical scale of aggregate production. However,

economists soon began to treat GNP also as a measure of growth in sense (2),

any change yielding net benefits. They reasoned that for something to count

in GNE someone had to buy it, and consequently that person must have judged
! . N . .
that the item benefited her more than it cost her, so its production must

represent economic growth in sense (2} as well as in sense ‘( 1). Cor,lseqllientisg
for most economists the concept of ‘uneconomic growth in GNP ma ehs %
sense. There is no separate problem of scale. The 7free: market is thougk l; 13
optimize scale and allocation simultaneously.’ Presumably yzal;nz: 1):
temporarily have uneconomic growth in the scale .of the economy s1 ’ ‘oré
but if it were truly uneconomic growth (sense 2), it would cost people m -
than it was worth and they would learn not to buy it, and therefore blt wouS :
not be counted in GNE and whoever was making it would go out of busine -
and scale would decline.
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This individualistic, consumer-sovereign judgment of costs and benefits
has its obvious strengths, but also some less obvious weaknesses. It assumes
that individual costs and benefits coincide with social costs and benefits — in
other words that the prices faced by the consumer are a good measure of
Opportunity cost, not just to the individual consumer, but to society as a whole.
However, our economy has a bias toward privatizing or internalizing benefits
and socializing or externalizing costs, in the interest of maximizing private
profits, thus driving a wedge between private and social.

Collecting and selling poisonous mushrooms no doubt has greater social
costs than benefits. But if the costs fall on the public who cannot distinguish
poisonous from non poisonous varieties, while the benefits all accrue to me,
then I will find the activity privately profitable. Frequently the prices individuals
pay are an underestimate of full social Opportunity cost, so it is true that much
stuff is purchased only because the prices are wrong — too low. Therefore some
growth in GNP is uneconomic due to wrong prices. The economists’ answer is
admirably straightforward — get the prices right! I certainly agree. But note
that getting prices right does not mean that GDP can grow forever — it means
that growth as measured by GDP based on right prices would presumably have
stopped sooner, when it became uneconomic ~ when it began to cost more
than it was worth as measured by corrected prices — when the price of my
poisonous mushrooms was high enough to pay wrongful death claims to my
customers’ survivors. By then I would be out of business. Right prices are all to
the good. However, whether right prices are by themselves sufficient to avoid

uneconomic growth requires further consideration.

Indifference to scale is only one neoclassical reaction. Somewhat
contradictorily, neoclassical economists frequently argue that scale will
automatically be optimized along with allocation. The first view, indifference
to scale, is logically consistent with neoclassical theory, but inconsistent with

- the facts (people are not indifferent to scale). The second view, that scale is

automatically solved along with allocation, is either logically inconsistent or
requires absurd premises to be consistent. Regarding this view, it is inconsistent
for neoclassicals to claim that the same set of prices that optimizes allocation
would also optimize scale. That would sin against the mathematical condition
that we cannot maximize simultaneously for two independent variables, as
well as against Jan Tinbergen’s policy rule that for every independent policy
goal we need a separate policy instrument. If we use relative prices to solve the
allocation problem, we cannot simultaneously use prices to solve the scale
problem (or the distribution problem).

The only way out of this logical difficulty, and a way taken by some
€conomists, is to claim that the allocation and scale problems are not
independent, but merely the same problem. The way to reduce scale to
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allocation is to assume that scale is total. Everything is economy, nothing is
environment. Everything in creation, every whale and every amoeba, is

conceptually yoked to pull the human wagon, and their services are allocated
according to pecuniary calculation of present value maximization. The scale
of the economy would not be a separate issue because there is nothing that is
external to the economy. This is the result of carrying the principle of
internalization of costs and benefits to its extreme. When everything is

internalized, then nothing is external, the scale of the economy is 100 per cent .

by definition.

One of the saving graces of neoclassical economists has been their humility
when faced with the information requirements of a centrally planned economy.
The information requirements of ‘centrally planning’ the entire biosphere, even
with liberal use of markets, is so utopian that honest neoclassicals will blush at
the very thought.

Given prior social decisions on scale and distribution, the market can, as
always, determine allocatively efficient prices. Indirectly these prices would
then reflect socially imposed scale and distributive limits and therefore may be
thought of as, in a sense, ‘internalizing’ the values of sustainability and justice
that have previously been decided politically, independently of prices.

Another way to make the point is to distinguish price-determining from price-
determined policy actions. Allocation is price-determined. Distribution and
scale are, or should be, price-determining. What then determines distribution
and scale? Social values of justice and of sustainability. Once these social values
are reflected in constraints on the market, then the allocative prices calculated
by the market will reflect, and in a sense ‘internalize’ these external constraints.
We cannot use these corrected allocative prices to calculaté% the cost and benefit
of a change in scale or distribution, because we first had to set the distribution
and scale to get the corrected allocative prices.

The way to get prices to reflect the values of just distribution and sustainable
scale is to impose quantitative restrictions on the market that limit the degree
of inequality in distribution of income and wealth to a just range; and that
limit the scale of physical throughput from and back to nature toa sustainable
volume. These imposed macro-scale limits reflect the social values of justice
and sustainability, which are not personal tastes and cannot be reflected in the
market by individualistic actions. The market can, however, recalculate
allocative prices that are consistent with the imposed scale and distribution
constraints, thereby in a sense ‘internalizing’ these social values into prices.
Scale and distribution limits are our ‘parachutes’. Allocative prices are more
like an altimeter.

Finally it is worth emphasizing a general policy consequence of these

considerations: namely, ‘frugality first, efficiency second’. By frugality I mean
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# limiting scale by limiting quantity of throughput. Limited throughput will drive
up resource prices (the rents can be captured as public revenue and used to
ﬁn.ar'lce the reduction of other taxes). Higher resource prices will induce greater
‘efﬁ.a-ency. ?f on the other hand we continue to follow the usual policy of
efficiency first’ we do not induce frugality as a secondary consequence. Instead,
efficiency improvements make frugality less necessary. A more efficient car is
equivalent to discovering more oil. It will have the same consequence, namely
reducing the price of oil. That will induce more use of oil than before. True
the oil will be burned more efficiently, but more will be used. We will havé
become more efficient and less frugal. We must become more frugal. If we seek
frugality first by limiting scale, we will get efficiency as a bonus.

Standard economics strains out the gnat of allocative inefficiency while
swallowing the twin camels of unjust distribution and unsustainable scale. As
distribution becomes more unjust big money buys political power and uses it
to avoid any redistribution. A favorite political ploy for avoiding redistribution
is to emphasize economic growth. Growth in sense (1) leads to an unsustainable
scale and uneconomic growth in sense (2). But if growth is uneconomic then
it makes us poorer, not richer. Growth is then no longer the cure for poverty
and cannot substitute for redistribution. Consequently, the concepts of
}meconomic growth, accumulating illth, and unsustainable scale have to be
incorporated in economic theory if it is to be capable of expressing what is
happening in the world. This is what ecological economists are trying to do.
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What's Wrong with GDP and Growth? The
Need for Alternative Indicators
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Tt is customary to say that developing countries are looking for growth. On the
other hand, it might reasonably be suggested that developed Western countries
are now looking for what might be termed post-growth development and the
intellectual tools to denote, conceptualise and evaluate such development.
At first sight, however, the key indicator that developec,l societies use in
formulating their overall judgements on progress ot their anxieties about t}}e
future is still, perhaps more than ever, the standard indicator of economic

growth, that is the one that measures variations in GDPy{gross domestic

product) or some variant of that notion, which remains the cornerstone of
national accounting. Thus what is being monitored and measured is the total
‘yolume’ of goods and services produced each year and the variations therein.

There are of course other major indicators that regularly attract attention
in public debate and in the media, notably the unemployment and inflation
rates and, more recently, the leading stock exchange indices. However, the
level of GDP and growth remain the major symbols of success and progress.

This was clearly demonstrated at the beginning of 2002 by the ‘storm’ aroused -

by the publication of dubious EUROSTAT statistics comparing the level of
per capita GDP in EU member states and the changes in the rankings of member
states since 1990.

The domination of these criteria has been a target of criticism since the
1970s. Such criticism has, on occasions, emanated from economists but usually
from other ‘anti-establishment’ actors, some of whose protests have had a social
slant (growth is not necessarily to be equated with social progress) while others
have been more concerned with environmental issues (growth can destroy
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nén-renewable natural resources). However, these criticisms have had little
impact until now, at least as far as the institutionalisation of alternative
indicators is concerned. '

There are several reasons for the ineffectualness of this criticism. The main
one is that, even though it is true that growth is not the answer to all problems,
many people believe, quite rightly, that it can open up room for manoeuvre
and improve certain aspects of daily life, employment, etc. In the short and
medium term, therefore, it is regarded positively by large sections of the
population. This widespread acceptance of the benefits of growth is,
incidentally, further reinforced by the fact that it is encapsulated in one final
figure (the rate of growth achieved or hoped for) that ignores the qualitative
aspect of growth (what has improved?). Great care is taken to avoid specifying,
for example, who has received what (the ‘distribution of value added’).? And
even less mention is made of certain problems of measurement which are,
nevertheless, quite formidable and would undoubtedly undermine the religion
of the growth rate if they were ever to become the focus of public attention.?

However, there are other explanations for the relatively small impact these
criticisms have had. One of them consists of the theoretical and methodological
weaknesses of the alternative indicators that have been suggested in the past,
and their inability to produce meaning.

Nevertheless, it would seem that recent years have seen genuine advances
in the search for indicators that are both theoretically ‘defensible’ and capable
of producing an alternative meaning (an extended vision of wealth). This is
one of the most dynamic and-innovative areas of contemporary socio-
economics. Followirig an investigation of the limits of the concepts of GDP
and growth in part 1, part 2 of this chapter will be given over to an initial
assessment of these innovations.

1. WHAT'S WRONG WITH GDP AND GROWTH!

The calculation of growth is based on the definition of what is termed the
gross domestic product. GDP is made up of two parts. The first is the market
value of all the goods and services sold in a country in the course of a year (to
be precise, I should say the market value added, but that does not change
anything I say subsequently) of all the goods and services sold ina country in
the course of year. This market value is then supplemented by a second part,
namely the cost of producing the non-market services provided by government
bodies: state education, central and local government services, and so on.
Thus — and this is a crucial point — economic wealth measured in this way,
that is GDB is purely market and monetary wealth. And growth is defined as
the increase in GDP that is the increase in the volume of goods and services
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that are sold or costed in monetary terms. Once again, I'm simplifying
. - . b

somewhat, since in order to evaluate GDP in volume (or in ‘real’) terms,

account must be taken of inflation, etc. However, this too has no effect on

what follows. , .
This is all that it is necessary to know in order to understand what the main

issues at stake are. Indeed, this way of measuring national wealth has three
major consequences:

® everything that can be sold and has monetary value added will bump )
up GDP and growth, irrespective of whether or not it adds to
individual and collective well-being; o
many activities and resources that contribute to well-being are not
counted, simply because they are not market activities or resources
or because they do not have a direct production cost expressed in
money terms; _ )
GDP measures only outputs. It takes no account of ‘outcomes’, which
are more important in assessing progress. It indicates how much
‘having’ there is in a society, not its well-being. Nor does it take
account of the distribution of the wealth it measures, or of
inequalities, poverty, economic security, etc., despite the fact that they
are virtually unanimously regarded as aspects of a society's well-being,

1.1 The Defence Put Up By Orthodox Economists

Before examining several examples of the limits of GDP, a slight digression
might be useful. If you question economists and experts in national accounting
on this matter, they all adopt a simple line of defence: we knﬁoﬁw perfectly well
that GDP and growth do not measure well-being! That's hot what they’re
intended to do! Your accusation is unfounded! Nobody’s stopping you
suggesting indicators of well-being in addition to GDP and using them! ]us;
leave us to get on with our work and you do whatever you want to do!

~ These economists are absolutely right-and absolutely wrong. They're
abéolutely right, because the current measure of GDP is indeed not designed
to assess well-being. It is not an indicator of well-being, of human development
or of sustainable development. Such indicators have, therefore, to be
constructed in different ways and in parallel with GDP. However, they are also
absolutely wrong, for three reasons.

Firstly, if the current measure of GDP is not designed for this purpose, what
is stopping us from developing it, from redefining it so that it encompasses the
forms of wealth it currently ignores? After all, national accounting has evolved
since its early days and some activities or services that were ignored at the
beginning have subsequently been included. Why can other enlargements not
be considered?
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pd Secondly, why do economists and experts in national accounting
(encouraged by policymakers, who commission these statistics) devote 100
per cent of their efforts to measuring and using GDP and economic growth
instead of directing only 50 per cent of their efforts in that direction and
reserving the other 50 per cent for developing and diffusing alternative
indicators that better reflect notions such as well-being, human development,
social development, sustainable development and so.on? Are they not
imprisoned in a very narrow vision of what really counts and what should be
counted? .

Thirdly, economists state that they do not confuse economic growth with
growth in well-being and that if others confuse the two, it's nothing to do with
them. That may be so, but if ir is why is it that, in the media and in public
debates, we hear incessantly of economic growth as the indispensable lynchpin
of progress, while there is little if any mention of indicators of social health, of
well-being or environmental protection? Do economists have no responsibility
for this unbalanced situation, in which a country’s health is judged virtually
exclusively in terms of its economic health? : :

I come now to a few examples that will help us better understand how far
removed the notions of GDP and economic growth are from those .of well-
being and development.

1.2 Growth of What?

The damage caused by the current growth model is not counted and is not
deducted from the evaluation of wealth produced.

By way of a first example, let us take a society in which there are many road
accidents, which require medical care, vehicle repairs, emergency services etc, -
Such a society will tend to have a higher GDP than a society in which people
drive carefully (all othes things being equal, of course). More precisely, it will
tend to direct a large share of its economic resources and activities towards
the repair of damage, without any overall increase in well-being, rather than
towards the production of additional well-being.

Imagine: if a ¢ounty paid 10 per cent of its population to destroy goods,
make holes in roads, damage vehicles, etc., and another 10 per cent to make
good the damage, it would have the same GDP a5 a country in which the same
20 per cent of employment (whose effects on well-being cancel each other
out) was given over to improving health life expectancy, educational levels
and participation in cultural and leisure activities. e

The same idea can be applied to expenditure incurred in making good
environmental damage linked to human actiVity. This is what ecologists call
defensive expenditure. From this p'erspeuii\?é, expenditure (and the
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corresponding output) incurred in repairing the damage caused by human

actions should not be counted as a positive contribution to ‘real’ wealth. If
such damage (pollution, crime, road accidents, etc.) reduces well-being and
makes it necessary to produce goods and services (whose value is X) in order
to repair or defend against this reduction, there can be no question of X being
counted as a positive item in any measurement of ‘real’ wealth. And since the
conventional measure of GDP counts the defensive output X as a positive
item, which is acceptable from a purely economic perspective, X must be

deducted from GDP in order better to identify ‘real’ wealth (that which -

contributes to well-being). If households are purchasing more and more anti-
burglary equipment or anti-pollution devices in response to increasing risks,
the corresponding expenditures should be deducted from GDP (or their
standard of living) if it is desired to depict the variations in their well-being
more accurately. There is no need for such equipment in countries in which
the incidence of burglary or of pollution is very low. As Fred Hirsch wrote in a
superb book?, if the outside temperature drops and the heating is turned up in
order to maintain the inside temperature at 2 constant level, there is no increase
in well-being. This holds true if ‘outside temperature’ is replaced by ‘pollution,
crime, accidents, uncontrolled urbanisation, etc.’ and “turning the heating
up’ by ‘increasing reparative or defensive output’. :
Let us take a second example. The organised destruction of the Amazon
rainforest is an activity that increases global GDP. Nowhere is any account
taken of the resultant loss of natural resources, or of the various effects on
climate, biodiversity, the long term and the needs of future generations. GDP
takes no account of losses of natural resources. On the contrafy, it counts the

H . " . kY
organised destruction of such resources as a positive item on the balance sheet.

Similarly, a company that pollutes a river in order to ensure its own economic
growth and thereby contribute to GDP causes damage that reduces some
people’s well-being. Such damage is not included in any measure of economic
wealth. : :

In all the previous examples, what emerges is the fact that nowhere are the
damage and destruction (and losses of well-being) linked to economic growth
accounted for. Thus we have indicators that incessantly add and add economic
wealth as soon as production and monetary sale take place, without any concern
for what is lost on the way, which may not have any market value but may be
of enormous value for our current well-being and that of future generations.

A. Positive contributions essential to well-being are not counted

In addition to these examples in which no account is taken of losses of well-
being, there are other in which gains, that is contributions essential to well-
being, are not counted. A few examples are listed below.
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_First, if, in order to achieve high growth rates, people are forced or

encouraged to work more and more and to enjoy less and less leisure and free

time, this phenomenon will be reflected only in an increase in GDE since an
increase in free time is not regarded as an asset worthy of being included in the
measure of national wealth. I have not selected this example at random. In
the United States, average annual working time per person has increased by
the equivalent of five weeks of work (204 hours) since 1980. This contrasts
with what has happened in virtually all European countries, where there has
been a significant reduction. This is an excellent example of an essential
contribution to well-being, namely free time, that does not appear in measures
of wealth.

A second example of a contribution that is disregarded is voluntary work,
which is not included among the activities that contribute to national wealth
as defined by GDP precisely because it is free and non-monetary. Does this
form of work not produce wealth and well-being in the same way as paid work?

The third and final example of a forgotten contribution is even more
significant. It is domestic work, the work carried out in the private sphere,
mostly by women, which is not the least of the reasons why it is ignored. This
is invisible work par excellence. And yet enormous volumes of such work are
performed, and there is no doubt that it contributes to well-being in the same
way as paid work. It is estimated that the total time devoted to unpaid domestic
work in developed countries is of the same order of magnitude as that spent
on paid work. If it was decided, for example, to attribute to it the same monetary
value per hour of work, GDP would be doubled overnight! And even if it were
given a lower value, for example one equivalent to the hourly cost of a cleaning
lady or a home help, there would still be considerable amounts of wealth being
disregarded.

B. GDP is concerned only with outputs and not with the outcomes of economic
activity in terms of well-being

Itis no secret that having a great deal is not the same as well-being. This latter
notion can be approached in two ways. The first is to evaluate subjective well-
being by means of opinion polls or satisfaction surveys. These are, it is true,
tricky to interpret but they do at least reveal very considerable discrepancies
between the evolution of living standards and perceptions of the evolution of
well-being. Numerous surveys conducted in several countries have shown that
this is so. For example, ‘when Canadians were asked in 1998 how the overall
financial situation of their generation compared to that of their parents at the
same stage of life, less than half (44 per cent) thought that there had been an
improvement, despite an increase of approximately 60 per cent in real GDP
per capita over the previous 25 years.” '
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The other approach to well-being is to assess objective well-being on the
basis of a range of criteria such as good health and life expectancy, access to
education and knowledge, economic security, the incidence of poverty and

inequalities, housing and working conditions, etc. Now GDP measures only
volumes of outputs (the volume of goods and the quantity of services consumed)
and is not concerned with these outcomes. For example, the contribution of
health services to growth is measured only in terms of the volume of
consultations, hospital admissions, treatment etc. and never in terms of the

contribution such services make to improvements in health and living
conditions. With the present type of measurement method, an effective policy

on the prevention of health risks would tend to reduce the contribution of
health services to growth whereas it would probably increase well-being.

1.3 Growth for thm?

Besides the question of ‘growth for what?’, there is also the question of ‘growth
for whom?’, that is the question of inequalities. Now the same growth rate of 2
or 3 per cent per annum over a number of years may go hand in hand, in
certain cases, with a widening or a reduction in social inequalities. And yet
these phenomena have no part in the prevailing concept of wealth. Is this
normal? Does the fact of living in a society in which vast numbers of poor
people coexist with a handful of very rich individugls have no impact at all on
our well-being? Does not a Euro or dollar’s worth of growth in a poor man’s
pocket produce more well-being than the same sum added to I‘Bﬂl Gateg’ wallet?
And yet this is the hypothesis advanced by those who regard GDB wealth an

progress as one and the same thing.

2. Alternative, Synthetic Indicators

Since the beginning of the 1990s, there has been a proliferation of attempts on
a global scale to produce alternative visions of wealth and indicators thereof, a
sure sign of increasing protest. It will take time to establish new norms, but it

would seem that an increasingly powerful wave is on the move and beginning :
to affect the major international institutions. I have selected four of these -

innovations on the grounds that they are well known internationally and could
possibly be used by economists seeking alternatives to current practice.
They all involve the use of synthetic indicators with the aim of encapsulating
in a single final figure, like GDP but with considerably more uncertainties,
various aspects of progress that others prefer to present separately in the’forrrrvl
of reports or ‘dashboards’. However, as Amartya Sen has shown with regard to
the UNDP Human Development Index, which was ;he first major ’inte;‘_ngt’io!rylgl
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dlternative indicator, these two approaches should not be pitted against each
£ . . Y . .
other. Provided there is sufficient transparency, they can both improve the
quality of public debate, mutually reinforce each other and contribute to the
formation of individual and collective assessments of progress.

2.1 The UNDP Indicators ’

Since 1990, the United Nations Development Programme (UNDP) has
published a Human Development Report, which includes the celebrated, albeit
rudimentary Human Development Index, whose diffusion throughout the
world has been a spectacular success beyond the developing counties for which
it was initially intended. This indicator is quite simply the average of three
indicators that classify countries on a scale of O to 1: GDP per capita (expressed
in purchasing power parities’ ), life expectancy at birth and a knowledge index
(measured by a weighted combination of the adult literacy rate and the gross
enrolment ratio). The UNDP has subsequently published other synthetic
indicators each year. Of these, only the GEM (Gender Empowerment Measure,
an indicator of women’s participation in economic and political life) and the
HPI (Human Poverty Index) will be examined here. For developed countries,
this latter indicator is based on four criteria that are all given the same
weighting: probability at birth of not surviving to age 60, percentage of adults
lacking functional literary skills, percentage of people living below the poverty
line and long-term unemployment rate. :
Table 1 shows the ranking of the 20 leading countries (only 17 in the case
of the HPI, for lack of data for some countries) by, respectively, the HDI, HPE
and the GEM that appeared in the 2003 report. In addition, column 2 ranks
the countries in the first column by the single criterion of GDP per capita.
The UNDP indicators, particularly the HDI, have attracted some strong
criticism. Critics have pointed, among other things, to imperfections, sometimes v
enormous, in some of the data, which for some countries produce results that
are simply counterintuitive, to the allegedly ‘arbitrary’ weightings used to
produce the synthetic indicators (in general, the various component indices
are given equal weighting) and to a ‘third world’ bias, which renders the HDI
unsuited to producing significant differences between rich countries (in 1999,
the 20 leading countiies all exceeded 0.9 on the scale, the maximum value
being 1). All this is true, but it is also defensible and to some extent
surmountable, as the adjustments made over the years have shown.
Nevertheless, it remains the case that any comparative approach using statistics
that attempt to cover every single country will inevitably come up against
limitations with respect to relevance and reliability. Thus we need to turn to
other approaches (the ones that will be outlined below) that do not seek to be
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global in their scope and may consequently provide a basis for making more
detailed and accurate evaluations of each country or of a limited number of

countries.

Whatever their limitations may be, these indicators already show many
things, even in the case of developed countries. It is not without significance,
for example, to note that the Nordic countries achieve an excellent ranking
for inequality reduction (poverty, gender inequalities) while retaining a decent
ranking when economic wealth comes into play (as one component of the
HDU). Nor is it entirely without interest to observe those countries whose
social performance (in terms of ranking) is significantly better than their rtaw
economic performance (the Nordic countries once again). It is also worthy of
note that the four countries ranked lowest in terms of the incidence of poverty
(albeit in a list made up of only 17 countries) are, in descending order, Australia,
the UK, Ireland and the USA.

Table 1 Developed countries ranked by four indicators (UNDP report 2003)

HDI (2001) Ranking by Poverty Gender
ranking GDP/capita HPI-2 (2001) empowerment
GEM (2001)

Norway . Sweden . Iceland

Iceland . Norway . Norway

. Finland

. Netherlands
. Denmark

Sweden . Sweden

Australia
Netherlands

Belgium
USA
Canada
Japan
Switzerland . Japan

Denmark 11. Italy
Ireland 12. Canada
. UK : 13. Belgium

Finland 14. Australia
Luxembourg 15. UK
Austria 16. Ireland
France 17. USA . UK

Germany . The Bahamas
Spain . Costa Rica
New Zealand . Barbados

Italy . Portugal

. Denmark
. Finland
. Netherlands

Germany {
. Austria

. Luxembourg
. Germany

. Canada
. USA

. Australia
. New Zealand
. Switzerland

. France
. Spain
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Reading the table: for each of these four indicators, the country ranked
highest is the one that performs ‘the best'. Thus in terms of poverty, Sweden

is ranked first in the sense that it is the country where, according to this
indicator, there is least poverty.

2.2 The Index of Social Health

In 1996 two American researchers (Marc and Marque-Luisa Miringoff)
produced and launched a debate on a global indicator of ‘social health’ for
their country.® Their indicator was the average of 16 existing indicators, each
of which has values ranging from 0 to 100. For each of these 16 variables, a
mark of 0 is given for the ‘worst value’ achieved during the reference period
for the index (generally two or three decades) and a mark of 100 is given for
the ‘best value’.

The criteria used in constructing the index relate to health, education,
unemployment, poverty and inequalities, accidents and various risks (see Table
2). It amounts to a sort of summary of what these researchers see as the major
contemporary social problems, taking into account the relative significance of
these issues in the ongoing public debate in the USA. This indicator has
achieved a certain degree of fame in North America and elsewhere as a result
of the publication in the magazine Challenge in 1996 of a fairly striking graph
depicting both the curve of economic growth (the evolution of GDP base 50
in 1959) and that of the index of social health since 1959, with the two diverging
spectacularly from 197374 onwards (Graph 1 below).

Graph 1 Index of Social Health and Economic Growth, USA, 1959-1996

Index of Social Health and Economic Growth,
USA, 1959-1996
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Table 2 The components of the index of social health ‘ “downward turn. It may be no coincidence that Thatcher’s long period as prime

" Children Youth Adults Elderly All ages o Elmster, which lfisted 11 yeats, came to an end in late 1990. In the case of
orway, economic growth (which was slightly higher than the UK’s over the

Infant mortality Youth Unemployment Persons 65  Violent ; same period) and ‘economic well-being’ evolved in unison.
suicides and overin  crime '

boverty ; Graph 2 United Kingdom: Index of Economic Well-Being (IEWB) and GDP
g per capita, 19801999
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2.3 The Index of Economic Well-Being

S : Osb WWW.
The index of economic well-being constructed by the Canadians Osberg and (Source: Osherg and Sharp, -csls.ca) -

Sharpe is undoubtedly one of the most promising initiatives, particularly because Graph 3 Norway: Index of E i Well-Bei

it links national accounts and certain sets of social statistics./It takes the average 1980-1999 ’ c01i10rruc ell-Being (IEWB) and GDP per capita,
of four component indicators, which are themselves §ynthetic, relating
respectively to consumption flows broadly defined (including household
production, leisure and other -unmarketed goods and services), stocks of =X
productive resources (economic, human and environmental capital), economic , GDP/Capita /
inequalities and poverty and economic insecurity (economic risks linked to '
unemployment, illness and old age and those incurred by single-parent
households). The economic and social dimensions play a very important role,
a significantly greater one than environmental issues. However, since this
method of construction is very transparent, there is no reason why, after:
discussion, other weightings could not be selected.! These researchers have
applied their method to various OECD countries. Graphs 2 and 3 show two
very contrasting cases, that of the UK and that of Norway, for the period 095 L —

1980-1999 (base 1 in 1980 for each country). In the former, the index of _

economic well-being (bottom curve) stagnates then dips before beginning to (Source: Osberg and Sharp, www.csls.ca)

climb again (from 1991 onwards) but without regaining its 1980 level, even 23 Sustai J

though economic growth (as reflected in the evolution of GDP per capita ‘ "~ ustainable Development and the Genuine Progress Indicator

depicted in the top curve) was, on average, good. It is the economic equality f . In 1987, the World Commission of Environment and Development, known
and security indices (not shown here) that caused the overall index to takea ; the Brundtland Commission after its chair, put forward a def’inition 2;
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sustainable development that is now widely cited but lacks precision:
~‘development that meets the needs of the present without compromising the
ability of future generations to meet their own needs’.

This notion is clearly in need of clarification, and the trend that is now
emerging at international level, which was vigorously reaffirmed at the 2002
Earth Summit in Johannesburg, is to seek to do so by taking into account the
economic, environmental and social aspects of sustainability. This is what is

reflected in the various synthetic indicators of sustainable development that -~

have been produced in the last ten years under various names (Green National
Product, Index of Sustainable Economic Welfare, Dashboard of Sustainable

Development) and by a multiplicity of actors (NGOs such as Friends of the

Earth, various foundations, national environmental institutes, etc.). In all cases,

the method of aggregation adopted is the monetarisation of the component

variables.

A good example of an indicator of this type, constructed after much careful
thought as to the method, is the Genuine Progress Indicator (GPI), which
Redefining Progress, a Californian institute that campaigns and researches on
environmental and sustainability issues, has been developing since 1995. The
method (which draws on earlier, and controversial, work by Nordhaus and
Tobin in 1972) takes as its starting point the traditional measure of household
consumption. To this are added various contributions to ‘real’ wealth and well-
being, including voluntary activity and domestic work. The estimated value of
‘lost wealth’ is then subtracted; the main element here is natural resource
depletion (destruction of the ozone layer, other envirohmental damage,

destruction of non-renewable resources) but a social dimension is also included -

(social cost of unemployment, crime, road accidents, incré:fa§ing inequality).
This ‘extended national accounting system’ seeks to calculate (as far as possible)
a monetary value for all these added or subtracted effects, e.g. the value added
of voluntary work, the (lost) value of environmental damage, etc. '

The result of these calculations is no less spectacular than those of the
previous indicators, as is shown by the example of the USA between 1950 and
1998. While gross economic wealth (GDP) per capita virtually tripled in 50
years, net economic, social and environmental wealth (GPI) per person barely
increased at all, and actually declined from 1980 onwards.

CONCLUSION

It has to be conceded that all these alternative indicators (particularly those
that attempt to put a monetary value on sustainable development) depend on
questionable conventions, but this is not sufficient reason to ignore them.
Firstly, indicators other than those outlined above that also seek to combine
the economic, social and environmental dimensions, in very different
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" Graph 4 GDP and GPI per capita, USA, 1950-1998
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(Source: WWW.Iprogress.org/projects/gpi)

proportions and using very different methods, actually provide fairly similar
diagnoses, particularly over long observation periods. Secondly, it is difficult
to see how ‘questionable conventions’ can be dispensed with in attempting to
construct indicators encompassing the environment, quality of life and social
progress and hence value systems. Even the ‘serious’ economic indicators are
riddled with questionable conventions, as the debates on the very considerable
uncertainties about the comparisons of GDP per capita in Europe demonstrated.
Fin.ally, the emerging international debate on these questions can be expected
to improve matters.

One day, perhaps, the European and international criteria used to evaluate
‘convergence’ and ‘good governance’ will take as much account of such

alternative indicators as of countries’ economic and financial performance.
Well, we can dream, can’t we?

A FEW WEBSITES ABOUT THE NEW INDICATORS

- On the UNDP indicators: www.undp.org

- On the Index of Social Health: no website, but an excellent book: M. and M.L.

Ilv;i;i;gofﬁ The Social Health of the Nation, Oxford: Oxford University Press,

- On Osberg and Sharpe’s index of economic well-being: www.csls.ca
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- On the indicators of sustainable development, include the GPI, see Friends of
the Earth’s British website : www.foe.co.uk

- The GPI : www.rprogress.org/projects/gpi

- The dashboard of sustainable development: http://esl.jrc.it/dc

PART VII

GLOBALIST DISTORTIONS
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What is Wrong with the ‘Official History of
Capitalism’?2

With Special Reference to the Debates on
Globalisation and Economic Development!

HA-JooN CHANG

CamsrIDGE UNiversiTy, UK

HOW RELEVANT IS ECONOMIC HISTORY FOR CONTEMPORARY ECONOMIC
PROBLEMS?

Economic history courses have been disappearing from classrooms across the
world. Once a compulsory part of economics education, they have been
relegated to the remote corners of ‘options’ and even closed down. With
increasing emphasis on mathematical and statistical techniques, historical
knowledge is becoming an insignificant extra for young economists today,
something they can ill afford to spend their valuable time acquiring.

Perhaps deplorable from an intellectual point of view, one may say, but not
a big deal. Does it matter, it may be asked, all that much if economists do not
know much about what happened in the nineteenth century? My answer is: it
actually does matter a lot, especially in relation to the debates on globalisation
and on economic development. Why do I say that? The mainstream (neo-
classical) economists have a very clear recipe for the economic development
of the poorer countries in today’s globalising world—such as liberalisation of
trade and investment and strong patent law. Their belief in their own
recommendation is so absolute that in their view it has to be imposed on the
developing countries through strong bilateral and multilateral external
pressures, even when these countries don’t want them. In taking this position,
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THE OFFICIAL HISTORY OF CAPITALISM AND GLOBALISATIO
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be accepted that there are also some senses in which the Ja
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ndoned free trade and enacted the infamous
e famous free-trade economist Jagdish Bahgwati
and dramatic act of anti-trade folly’.2 Countries
like Germany and Japan erected high trade barriers and also started creating
powerful cartels, which were closely linked with fascism and t
aggression in the following decades. The world free
in 1932, when Britain, hitherto the champion of free trade, succumbed to the
temptation and re-introduced tariffs, The resulting contraction and instability
in the world economy and then finally the Second World War destroyed the
last remnants of the first Liberal world order.
After the Second World War, so the Story goes, some significant progress
was made in trade liberalization through the early GATT (General Agreement
on Trade and Tariffs) talks. However, unfortunately, dirigiste approaches to
i minated the policy-making scene until the 1970s in

the developed world, and until the early 1980s in the developing world (and
the Communist world unti] its collapse in '1989).
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Renato Ruggiero, the first Director-

General of the WTO, argues that thanks
to this new world order we now have

‘the potential for eradicating global poverty
-first] century — a utopian notion even g
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To begin with, as we can see in Table 1, there was a period in the late-
nineteenth century, albeit a brief one, when liberal trade régimes prevailed in
large parts of the world economy. Starting from 1846 with the repeal of the
Corn Law, Britain made a decided shift to a unilateral free-trade regime (which
was accomplished by the 1860s), although this move was based on its then
unchallenged economic superiority and intricately linked with its imperial
policy. Between 1860 and 1880, many European countries reduced tariff
protection substantially. At the same time, most of the rest of the world was

forced to practice free trade through colonialism, and, in the cases of a few

nominally ‘independent’ countries (such as the Latin American countries,
China, Thailand [then Siam], Iran [then Persia], and Turkey [then the Ottoman
Empire]), unequal treaties. Of course, the obvious exception to this was the
USA, which maintained a very high tariff barrier even during this period.
However, given that the USA was still a relatively small part of the world
economy, it may not be totally unreasonable to say that this is as close to free
trade as the world has ever got (or probably ever will).

More importantly, the scope of state intervention before the Second World
War (or at least before the First World War) was quite limited by modern
standards. For example, before the 1930s, both the hegemony of the doctrine
of balanced budget and the limited scope for taxation (given, among other
things, the absence of personal and corporate income taxes in most countries)
severely limited the scope for active budgetary policy. The narrow tax base
restricted government budgets, so large fiscal outlays for developmental
purposes were difficult, even if the government had the intention to make
them-railways being an obvious exception in a number of countries. In most
countries, fully-fledged central banking did not exist until the early twentieth
century, so the scope for monetary policy was also very limited. On the whole,
banks were privately-owned and little regulated by the state, so the scope for
using ‘directed credit programmes’, which were so widely and successfully used
in countries like Japan, Korea, Taiwan, and France during the postwar period,
was extremely limited. Measures like the nationalization of industry and

investment planning, practices that served many European countries (especially

France, Austria, and Norway) well in the early postwar years, were regarded as
unthinkable outside wartime before the Second World War. One somewhat
paradoxical consequence of all these limitations was that tariff protection was
far more important as a policy tool in the nineteenth century than it is in our

time.
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Aable 1. Average Tariff Rates
) . on Manufactured Products f
Developed Countries in Their Early Stages of DevelopmenliCts o1 Selected

(weighted average; in percentages of value)’

2
1820 1875 1913 1925 1931

Austria® R 15-20 18 16 24
Belgium* 6-8 9-10 9 15 14
Denmark 15-20 14 10 n.a
France A R 12-15 20 21 3‘0'
Germany® 4-6 13 20 21
Italy n.a. 8-10 18 22 46
Japan® R 5 30
Netherlands* 6-8 3-5 4
Russia R 15-20 84 nlf .
Spain R 15-20 41 63
Sweden R 3-5 20 21
Switzerland 8-12 4-6 9 19
United Kingdom 45-55 0 0
United States 35-45  40-50 44 I;Sa ‘

n.a.

Source: Bairoch 1993: 40, Table 3.3,
Notes:

R=Numerous and important restrictions on
average tariff rates are not meaningful

World Bank (1991: 97, Box table 5.2) provides a similar
orld - . table, i
ggiz(sz’hasl 31“(;3 gsktlu::::z that form the l_aas.is of the above table; HOWCVSI? Itﬁz \(71(;;1:111111]5211(')5(1
el e :Ssst c?s;s vzliy sumla'r to Bairoch's figures, are unweighted averages,
T e ' preterable to weighted average figures that Bairoch provides.
eIy approximate rates,
Austria—Hungary before 1925.

In 1820, Belgium was united with the Netherlands.
The 1820 figure is for Prussia only. '

Bef. i :

See; zzeo?‘ll, Japan was. ol?hgted to keep low tariff rates (up to 5 per cent) through

series tablune.qliial. treaties’ with the European countries and the USA. The \Xl}/i 13
in note 1 above gives Japan’s unweighted average tariff rate for l;zll

goods (and not just manufactured
19 per cont g oot man ed goods) for the years 1925, 1930, 1950 as 13 per cent,

manufactured imports existed and therefore

and give range of average rates, not extremes.

Despite these limitations, viftually
used interventionist indﬁstrial, t
promoting their new (‘infant’) industrie
established industries based in more ady

all of today’s developed couﬁtries actively
rade, and technology policies aimed at

s against the competition from the
anced countries. And, interestingly,
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Britain and the USA, the two countries that are supposed to have reac?ed the
summit of the world economy through their free-market, free-trade policy, are

actually the ones that had most aggressively used protection apd subs1d1ecsl..
Britain had been an aggressive user, and in
Contrary to the popular myth, . e user and in.
i i ivi licies intended to promote its in .
certain areas a pioneer, of activist po promote it e
ici imited in scope, date back to the fourtee
Such policies, although limite : fourteenth (Eenard
i ies (Henry VII) in relation to ,
1II) and the fifteenth centuries ( ) :
ma)nufactur'mg, the leading industry of the time. At the time, Englarlld t\i/iaz iz
exporter of raw wool to the Low Countries, and Henry VII for example trie

change this by taxing raw wool exports and poaching skilled workers from the

Countries. o ' N
Lov;ardcularly between the trade policy reform of its first Prime Minister Robert

Walpole in 1721 and its adoption of free trade around 1860, Britain used very

icies, i i imilar to what
dirigiste trade and industrial policies, involving measures very simila

countries like Japan and Korea later used in order to deveigp t}klleir ;.Bd;smes.
i is period, i its industries a lot more heavily than did France,

ring this period, it protected its in s :
gxl:: suiposfd dirigiste counterpoint to this ‘free-trade, free»market. syst;er}rlx.
Given this history, argued Friedrich List, the leading Germarcl1 econo;mst 0 t; e
i itai hing free trade to less advanced countries
id-nineteenth century, Britain preac : s ;
Fﬂlie Germany and the USA was like someone trying to kick away the ladder
ith which he had climbed to the top. o . =
" List was not alone in seeing the matter in this light. Many Ameru:a}r_lI t:ﬂl.:d;ers
shared this view. Indeed, it was American thinkers like Alexander Hamilton,

the first Treasury Secretary of the USA, and the (now-forgotten) economist

. e
Daniel Raymond, who first systematically developed the so-called 1;1fancti
industry argument-namely, the argument that governments of less develope

. AT iy heit
countries need to provide tariff protection and subsidies in ordér to help t

i ition from
new (‘infant’) industries establish themselves in the face of competitio

i i ho is
their competitors based in more developed countries. Indeed, List, w V

commonly known as the father of the infant industry argtflrment, glfact’stzzi

- dent supporter of the free-trade agree :

out as a free-trader—he was an ar et

is, the German customs union (Zollv ~He

among the German states, that is, t : ion (Zol =

1eamtgabout the infant industry argument only during his exile in the’ JSA
during the 1820s.

Little known today,

. i
i O( .( eCcor IOIIU.CS, OhIl Bates C].ar 3 m -

the intellectual interaction between the USA and

Germany during the nineteenth century did not er}d there. T}Le GeBrrrllelid
Historical School — represented by people like Wilhelm Roscher, 0
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today; went to Germany in 1873 and studied the German Historical School
under Roscher and Knies, although he gradually drifted away from it. Richard
'Ely, one of the leading American economists of the time, also studied under
Knies and influenced the American Institutionalist School through his disciple,
John Commons. Ely was one of the founding fathers of the American Economic
Association; to this day, the biggest public lecture at the Association’s annual
meeting is given in Ely’s name, although few of the present AEA members
would know who he was.

Between the Civil War and the Second World War, the USA was literally
the most heavily protected economy in the world (see table 1). In this context,
it is important to note that the American Civil War was fought on the issue of
tariff as much as, if not more, on the issue of slavery. Of the two major issues
that divided the North and the South, the South had actually more to fear on
the tariff front than on the slavery front. Abraham Lincoln was a well-known
protectionist who cut his political teeth under the charismatic politician Henry
Clay in the Whig Party, which advocated the ‘American System’ based on
infrastructural development and protectionism (thus named in the recognition
that free trade acts for British interests). One of Lincoln’s top economic advisors
was the famous protectionist economist, Henry Carey, who once was described
as ‘the only American economist of importance’ by Karl Marx and Friedrich
Engels in the early 1850s but has now been almost completely air-brushed out
of the history of American economic thought. On the other hand, Lincoln
thought the blacks were racially inferior and slave emancipation was an

idealistic proposal with no prospect of immediate implementation—he is said
to have emancipated the slaves in 1862 as a strategic move to win the War
rather than out of some moral conviction. '

In protecting their industries, the Americans were going against the advice
of such prominent economists as Adam Smith and Jean Baptiste Say, who saw
the country’s future in agriculture. However, the Americans knew exactly what
the game was. They knew that Britain reached the top through protection and
subsidies and therefore that they needed to do the same if they were going to
get anywhere. Criticising the British preaching of free trade to his country,
Ulysses Grant, the Civil War hero and the US President from 1868 to 1876,
retorted that ‘within 200 years, when America has gotten out of protection all
that it can offer, it too will adopt free trade’. When his country later reached
the top after the Second World W, it too started ‘kicking away the ladder’ by
preaching free trade and forcing it on the less developed countries.

The UK and the USA may be the more dramatic examples, but almost all
the rest of the developed world today used tariffs, subsidies and other means
to promote their industries in the earlier stages of their development. Cases
like Germany, Japan, and Korea are well known in this respect. But even
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1’
Sweden, which later came to represent the ‘small open economy’ to many
! . -
economists had also strategically used tariffs, subsidies, cartels, and state support

for R&D to develop key industries, especially textile, steel,. andl1 englglheir}ﬂ%e
There were some exceptions like the Netherlands and Switzerland tha have
maintained free trade since the late eighteenth c.entury. However,b ese
countries were already on the frontier of technological de.velojlilmen.t‘:: gomd
eighteenth century and therefore did not need much protection. Also, its

be noted that the Netherlands deployed an impressive range of interventionist

measures up till the seventeenth century in orde.r to build up its man?meuir;g
commercial supremacy. Moreover, Switzerland did no’t have z:i patent tav(;fn el
1907, flying directly against the emphasis that today’s ortho. OXy puts o0 the
protection of intellectual property rights (see below). More mtzrzung yé the
Netherlands abolished its 1817 patent law in 18§9 on the grou?c a}t pa 1(; e
are politically created monopolies inconsistenl,t with its free-market pr;r;gl_p =
a position that seems to elude molst of totcilla'ir 9slf;ee—market economi: !

i i another patent law un . .
dldﬁ:: sl?ot;;) c1lsu sciinilar in reFl,ation to institutional develépme.rdlt. In the eaﬁ:‘z
stages of their development, today’s develqped countries di m()it evterrl1 bave
such institutions as a professional civil service, ‘cent.:rz,il bank, annlpa ? the,
which the mainstream economists regard as ‘basic’. It was :1) y a-t;rrl he
Pendleton Act in 1883 that the US federal government sta;lt(e rec.:ruti mfion
employees through a competitive process. The <‘:entra.l bank, an 1.nsmost 0
dear to the heart of today’s free-market economists, did noti ex1s; in o
today’s rich countries until the early twentieth c‘e,ntury —not e.ast fecat:ji m
free-market economists of the day c}c:m%ej:énned it lai a nrlr(le&lﬁinléirgerz 1}1{ e]s eer

ili imprudent borrowers. The US central ba the
1133?)1:::1% Sv‘;ts 1sI:tpup only in 1913 and the Italian (?entral bank did nf)t ev;:;l heaitve
a note-issue monopoly until 1926. Many countries allqwed patenunsg? 0:1 aﬁg
inventions until the late nineteenth century. As I mentioned ab.ove., Wltze' s
and the Netherlands refused to introduce a patent law de‘splte,mtehria?o -
pressure until 1907 and 1912 respectively, and thus freely ‘stole’ technologi
. The examples can go on. ; i

fmgi} 1.i(x)::]gortarn: concpl)usion that emerges from t'he history .of mstlg(ls;ﬁ:g
development is that it took the developed countries a long time to

institutions in their earlier days of development. Institutions typically tool

i i the
decades, and sometimes generations, to develop. Just to give one examplel, e
need for central banking was perceived at least in some circles fro;n al:I e s
the seventeenth century, but the first ‘real’ central bank, the Bank of England,
was instituted only in 1844, some two centuries later.

Another important point that emerges is that the levels of msm;uuqn;l
. . . X oih
development in today's developed countries in their earlier period were mdlb& :
H M e S
lower than those in today’s developing countries. For example, measur
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’~

7 the (admittedly highly imperfect) income level, in 1820 the UK was at a

somewhat higher level of development than that of India today, but it did not
even have many of the most ‘basic’ institutions that India has today. It did not
have universal suffrage (it did not even have universal male suffrage), a central
bank, income tax, generalised limited liability, a generalised bankruptcy law, a
professional bureaucracy, meaningful securities regulations, or even minimal

labour regulations (except for a couple of minimal and hardly-enforced
regulations on child labour).

REVISING THE OFFICIAL HISTORY AND ITS IMPLICATIONS FOR ECONOMIC
DEVELOPMENT

If the policies and institutions that the rich countries are recommending to
the poor countries are not the ones that they themselves used when they were
developing, what is going on?

We can only conclude that the rich countries are trying to ‘kick away the
ladder’ that allowed them to climb where they are. It is no coincidence that
economic development has become more difficult during the last two decades
when the developed countries started turning on the pressure on the developing
countries to adopt the so-called ‘global standard’ policies and institutions.

During this period, the average annual per capita income growth rate for
the developing countries has been halved from 3 per cent in the previous two
decades (1960-80) t0 1.5 per cent. In particular, Latin America virtually stopped
growing, while Sub-Saharan Africa and most ex-Communist countries have
experienced a fall in absolute income. Economic instability has increased
markedly, as manifested in the dozens of financial crises we have witnessed
over the last decade alone. Income inequality has been growing in many

developing countries and poverty has increased, rather than decreased, in a
significant number of them. What can be done to change this?

First, the historical facts about the historical experiences of the developed
countries should be more widely publicised, both through improved economic
history education and through the mass media. This is not just a matter of
‘getting history right’, but also of allowing the developing countries to make
more informed choices.

Second, the conditions attached to bilateral and multilateral financial
assistance to developing countries should be radically changed. It should be
accepted that the orthodox recipe is not working, and also that there can be
no ‘best practice’ policies that everyone should use.

Third, the WTO rules should be re-written so that the developing countries
can more actively use tariffs and subsidies for industrial development. They

should also be allowed to have less stringent patent laws and other intellectual
property rights laws.




288 A GUIDE TO WHAT'S WRONG WITH ECONOMICS

Fourth, improvements in institutions should be encouraged, bl’lt this should
not be equated with imposing a fixed set of (in practice,. today’s - not even
yesterday’s — Anglo-American) institutions on all countries. Spec‘m care has
to be taken in order not to demand excessively rapid upgrading of 1nst1tut10'ns
by the developing countries, especially given that they already have ‘qu1te
developed institutions when compared to today’s deve‘lop‘ed countnes. at
comparable stages of development, and given that establishing and running
new institutions is costly. .

By being allowed to adopt policies and institutions that are more suitable t.o
their conditions, the developing countries will be able to develop faster. This
will also benefit the developed countries in the long run, as it will increase
their trade and investment opportunities. That the developed countries cannot
see this is the tragedy of our time.
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Should the Sfudy of Transnational Companies
Be Part of the Economics Syllabus?

GraziA IETTO-GilLLes !

LONDON SouTH Bank University, UK

INTRODUCTION

The transnational companies (TNCs)? are here, there and everywhere. They
are also the talk of the town: everybody talks about them, blames or hails
them or protests against them. Most ordinary people consider them to be a
(the?) main player in the contemporary economic system.

Yet most economics curriculad will have very little or nothing about
transnational companies as such: the talk of the town they may be, but they
ain’t the talk of economics lectures. Units in industrial economics deal with
some of the characteristics of large companies — size, impact on market
structure, mergers, organizational issues — but not much time is devoted to the
trans-national character and activities of many companies.

~ Abrief and superficial internet search on the range of units offered by some
of the most prestigious universities in the English-speaking world gives the
following results. In Britain, at the University of Cambridge I could detect
nothing on this topic in the official syllabus, nor in the teaching content
provided by the individual lecturers. This in spite of the fact that there are
some academics who are currently doing — or have done in the past-research
in the field. One of the most prestigious courses in the land, the University of
Oxford degree in Philosophy, Politics and Economics (PPE) does not appear
to contain anything on the TNCs. Neither could I find any evidence in the
various units offered by the London School of Economics (LSE). I had more
luck when I searched the offerings of the University of Warwick Department
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of Economics. A unit on ‘The Industrial Economy’ for Term 'I c111st§
‘“Multinationals and international investment’ in the syllabus and indee

suggests a well-known text on multinational c.ompanies (MN(is) 1111 the rﬁiimi
list. Moreover, the University offers a full unit at the Master level taught by
in the field.
Wegintﬁ‘g’géf:: :i:;ah §fr the Atlantic, the Massachusetts I.nstitute of Technf)logy
(MIT), as part of its PhD programme in econor~mcs, offers 1a u;ut or;
‘International Economics I' dealing with ‘Theory of mtematlonad tra z ;?te
foreign investment...". I could not find any‘rthing on.TNCs at the ucrixI ergra;m ate
level. Harvard University offers a unit on International Trad.e and Investn
to both undergraduate and graduate students. .Th‘erej is also. a ulmt ((i)n
‘International Trade’ for graduates onl{r, d:ealing with ‘...international trade,
i ien investment and trade policy’.
due’l‘“:}tlef;); T)lliru\::ions must be considered with great cauFior} becal.lse:. (a?jthe
sample is not representative, though itis inclicat:1v<=j of pl‘ta'ctlce in ;cl)p h]?fs?rtnua ;-):ISI
and such practices may cascade down to lesser umve‘:rsme.:s'; (b) tded Zrtments
gathered is not fully satisfactory because some umvlclzrzmes in ep
give only general titles for their units rather than‘ sylla uses. . N
Nonetheless the overall feeling I am left with is that the ac.uvi ie )
transnational corporations do not form an integral part of the curfncu1 um for
economics degrees. Most undergraduate students are lucky togetafew ecfuir}c::
as part of an industrial economics syllabus; sometlmfas as ﬁa:t o
international trade curriculum. Is this umeasonab?e? And if Iso w y.f "
This chapter proceeds as follows. The next sectl.on puts the case for w yl i
is not reasonable to expect more material on TNCs in the e.cogormcs curricu ii
Section three argues the opposite case and the last sectloni}s?ummanses any

considers some implications.

25
IS A SPECIAL STUDY OF TNC'S NECESSARY IN ECONOMICS!

There is a large body of research and literature on the TNCs and their écuv:lt;l:rsl
goiﬁg back to the 1950s and 60s with the works of Steven.Hy.rmerf-— tﬁ [iza i
economist working for a doctorate at the MIT — and, on rhls side of the : an ! .
with those of John Dunning of the University of Rez.admg: S
The literature deals with why companies intemanonahse'; whyf an mdv.y %
circumstances they may choose to do so via exports~ or hcs:nsmg or uete
production abroad; what effects are produced on the mdustr}es theyf ope}i.ach
in or the countries from which they originate (h.or'nfz countries) }(:r inw ih :
they invest (host countries); what effects the activities of ’INa(ljls a}\:etc;rfxfecté
performance of firms, industries or the macroeconomy. Specifically, wha :

are produced on growth and development, on employment', trade, thellsslalt;l@
of payments or on the development and diffusion of innovation and techno ey-
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#'Much of this literature has remained at the margin of mainstream economics
for decades. There are signs that this may be changing and mainstream
prestigious journals are now more likely to host articles on this topic. Part of
the reason for this is the fact that the subject has, in the last fifteen years, been
taken up by exponents of ‘New Trade Theories’ and developed within the
framework of general equilibrium analysis (Krugman 1985; Markusen 1984;
1995; Helpman 1985; Helpman and Krugman 1985). New trade theories
(Krugman 1985; 1991; 1998) give prominence to issues of economic geography
and locational agglomeration and it was, therefore, inevitable that economists
interested in these theories should begin to ask questions about the TNC, that

is about the agent most responsible for the international location of production.
This may account for the more recent interest of mainstream economics
researchers in TNCs and their activities. However, the interest is still relatively
low and relegated to issues of location and trade; it has not yet touched on
issues involving industrial structures or the macroeconomy. Moreover, the
.economics curricula do not seem to have been affected and, as mentioned in
the previous section, it is possible for someone to gain a degree in economics
from a top university in the US or UK without ever having learn anything
about TNC:s, their activities or effects. Is this unreasonable? Do we need a
special study of TNCs to understand what is going on in our current economic
systems!?

These questions may appear extraordinary to men and women in the street.
Yet they are not such absurd questions.

Most economics texts ignore the TNCs and therefore ignore the domestic
versus foreign character of the investor or producer, or more specifically, ignore
the actual nationality of the investor. Instead, concentration tends to focus on
such issues as the following: the firm in general or in relation to its size or
organization; the market structure of an industry; the production, investment
or trade of the macro economy independently of the nationality of the firm
producing, investing or trading. This is exactly what we do when we study, for
example, trade theory: we analyse the comparative conditions and advantages
of the trading countries and/or the impact of trade on them independently of
the national character/identity of the exporter firm. Why should we bother
with such characteristics when. the exporter is someone investing abroad? In
fact, we do not attach much relevance to the identity of the investors when
they originate from other regions within the same nation-state; for example
when a Texan firm invests in California or a firm from Lombardy invests in
Sicily. Why should we consider the origin of the firm as relevant when it is

from a foreign country?

What I mean is that the case for a special study of the TNC is not obvious.
Traditionally, economists have looked into the specific characteristics of the
investor, when studying investment by public firms. However, the reason for
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. o ed
this is clear: the public investor is assumed to have different objectives compar

i ity pri i . But this
with the private one and thus the identity pnvate/pukll)hc c}iloes maFte; B o
i irm is fore
i investor is a TNC. Whether the
is not the case when the inve 'hed ' firm oreign or
domestic. whether it is a transnational or a uninational firm, the obj
! . -
are not different; they are profit objectives. . iational character of
In fact the reason why in our case the uni- or multi-nation

. o . s Tt is

the investor matters has nothing to do with objectives but with strate}g:es tI:d, ,
i es v

on the basis of strategic issues that the case for more prominence to t y

of TNGCs rests. The case will be made in the next section.

WHY TRANS-NATIONAL ACTIVITIES MATTER

There are three main dimensions to operations across nati(l)nal fronu.ers:
i i tions in
i i } n. The distance between loca
1. Spatial/geographical dimensio " tions in
i i i eater than the distance
different nation-states is often gr e d between
i ithi tion-state. But this is not always
locations within the same na : always the
i between Milan and Reggio Cala
case. For example, the distance ' ggio Coubria
i tween Milan and Geneva. Si Y,
is greater than the one be nd C e
disgtance between Boston and San Francisco E far grt?alte;_ ttxanct;h 5
i d Montreal. The spatial distance —
distance between Boston an e
whether within or across nations — affects the costs of transportation.

Cultural and linguistic dimension. The cultural clistancef 1sh usuallz
i ions of the sam
ation-states than between reg
greater between n; tes L of the same
i i not always the case.
nation-state. But again, this is : ;
distance between Milan and Geneva is probably loyver Fhf.m dt-he one
between Milan and Reggio Calabria. Cultural aqg hngulsni 1stanc§
affects costs of business operations as managets:have to learn and
adapt to different cultural business environments.

’ f
Regulatory régimes dimension. By regulatory‘reguﬁe I mean tbce s;aot(s:i:)11 .
' i toms governing the economic, social. |
all laws, regulations and cus ' onamic, S0ci%
iti i It therefore includes the sets s
and political life of a country.
oveprmn' g production, markets and the movement of resources ;CI;:SS |
L . i
iountries. Each country has specific regulatorfs; regimes Ejr;to; e
ifi d regulations which often have cal
specific sets of rules an ions have hislorcs
igins i tries differ — often substantially _
origins and connotations. Coun s C
terms of their specific regulatory régimes. Holwe\{er, t}lile regula;ggﬁ ;
i - ogen ~
égi — though not completely — hom s
régimes tend to be fairly : : { v
angd consistent within each nation-state. In particular, differe -~
nation-states have different:
e Currency régimes |
o Tax régimes . d‘; :
i i ndin
e Rules and regulations regarding the social secumiy system aaﬁon,
particular different régimes regarding labour and its organis
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Dimensions one, two and three are all important elements in decisions and
strategies related to international business activities. However,
the third dimension that characterizes each nation-
two can also contribute to the differences between st
third dimension that generates opportunities — as well as some costs — for
taking advantages of economic activities across frontiers.

The existence of different frontiers may generate additional costs for business
activities. They are associated mainly with the first two dimensions, though
the third dimension may also generate costs. For the TNCs, organizing and
managing under different laws, regulations, cultures, may also be costly;
uncertainty over exchange rates may be a disadvantage of operations across

countries. There may also be costs of forgone economies of scale, if production
is spread in too many locations.
However,

itis particularly
state though the other
ates. Moreover, it is the

the third dimension may also give rise to specific advantages of
transnationality per se. Here these advantages will be considered from two
perspectives: (1) the possibility that such advantages can be actively created
by the firm’s strategic behaviour and in a variety of fields; (2) the possibility
that strategic behaviour to create advantages can be used not only towards
rival firms—as envisaged in many theories® but also towards other players in
the economic system such as labour or governments.

The following are specific advantages of transnationality linked to the
existence of different regulatory régimes:

Advantages regarding different currency and tax régimes
Advantages towards labour

Advantages in negotiations with governments
Advantages of risk spreading

Companies that can truly plan, organise,
frontiers can also develop strategies to t
regulatory régimes across frontiers. Thus ¢

and taxation laws may, for example, give them the opportunity to develop
location and intra-firm transfer strategies that give them the benefit of transfer

prices manipulation and therefore of higher profits than they would otherwise
have achieved.

control activities and assets across
ake advantage of differences in
he existence of different currencies

"Transfer prices are the prices charged by one part of the company to another
for material products—usually components of final products — or services
transferred internally to the company though across national frontiers. Such
prices can be set at ‘arm’s length?, that is at the same level as they would be set
on the open market to an external firm. However, transfer prices might be
‘manipulated’ (i.e. set at levels other than arm’s length) in order to give the
company as a whole larger profits than it would have if the transfer prices were
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set at arm’s length. The most common reason for the manip.ula.t?on of tirfa;nsfer
prices has to do with minimizing the company’s over.au ta}x hab1l'1ty. Ifd efre;u;
countries have different rates of corporation t:f\x, it is in the 1r.1t§re}ft 1o t i
company as a whole to declare most of its proﬁt in the cT)untFy WlF }f e ov::es

tax rate and have zero or low declared profits in cox'mtnes with hig tax rates.
From the accounting point of view, this can be achieved by a strategic setting

of transfer prices.

The procedures are illegal and therefore no company would own to them;”

however, it is well known that they do occur and that'they have cqlnS}dgréible
effects at the micro and macro levels. The company which successfully }1:1 ulges
in this type of manipulation will see its profits increase. Honever, t tjirc; are
also macro effects and policy implications. Surpl}ls is arbitrarily rgove | i)m’
country to country: the low tax-rate country w1l.1 see more 1fro ts an ﬁ:{
revenue imputed to it than warranted by its producuf)n and exchange ;CUV} .
The opposite is the case for high tax-rate countries. Moreover, t 1ere: is t:m
overall transfer of surplus from the public to the private spher.e as owerd ax
revenue is received by the world’s public finances and more is allocated to

private profits. ‘ ' . '
There are also other reasons for the possible manipulation of transfer prices,

such as market penetration or the circumvention of laws on the repatriation. .

of profits. . .
The literature on large firms — whether TNCs or not’ — gives some emphasis

to strategies towards rival firms, in particular in t'he co.ntext of oligocpi)(;lhsui
market structures. The advantage of transnationality can be used — and has a
times been used-to analyse advantages in relation to nva!f. However, s]tjrategu:
behaviour towards other players in the economic systeg% such as la ourhor
governments has been given less weight. Yet it is with respect to tgese. ot1 er
players that the advantages of transnationality can be used mqst e ec(:it:;z 13(7;
It is particularly with regard to labour that the opportur;tybto ablp;
advantageous strategies arises. Unlike the TNC, labour }.135, .so ar, ee:rflr untiers
to organise itself across frontiers and, indeed, labou.r solidarity acros.}s1 on i
tends to be much lower than within frontiers. This means that wb ene\fr :
TNC has production spread into many nation-states it facesba{ labour acr):;e
working for it that is more fragmented/segmented and less able to organise

and resist the demands of corporate capital. This situation should be assessed

in comparison with one in which the same labour force were all to be employeld
. ole
by the same company to produce the same amount of output in one sing

ituati isation and resistance
country. The latter situation would make labour organisat

much stronger. Thus a strategy of international location may also be a strategy

.8
of labour fragmentation. . .
A strategy of fragmentation/segmentation weakens the power of labour ¢

resist in any conflict with capital. This effect is compounded by another type
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of fragmentation strategy which has been pursued in the last two decades by
large uni- and multi-national organisations in both the private and public sector.
I refer to organisational fragmentations in which businesses (private and/or
public institutions) outsource part of their activities thus forcing the labour
force, previously all working for the same organisation, to work for a variety of
enterprises. This organizational fragmentation makes it more difficult for labour
to organise and resist the pressures of capital for poor and divisive pay and
conditions.

Transnational companies can — and do — play governments of different
countries or regions against each other with the objective of raising the offer
of financial incentives for the location of inward FDI (Oman 2000; Phelps
and Raines 2002). The fact that the company operates with a large
multinational internal network makes any threat of relocation of production
very credible as it could be achieved with relatively low costs. Thus the TNC
with a production network spreading into many countries’ hasa strong element
of bargaining power towards both governments and labour force.

Moreover, location of production in several countries will spread the risks,
particularly those associated with political or labour unrest. It may also enhance
the company’s innovative power as it learns from different environments
(Cantwell 1989 and 1995; Frenz and Ietto-Gillies 2003; Castellani and Zanfei
2003).

The conclusion is that the transnational company: by virtue of operating
effectively across different nation-states and thus across different regulatory
régimes-has wider opportunities for developing strategies designed to improve
its position vis-a-vis other actors in the economic system who have been less
able — so far — to operate across frontiers as effectively as the TNC.2 In this
approach the spread of production into many countries becomes one of the
strategies for achieving long-term profits.

So the reason why we must study the TNC and why the nationality of the
company matters is not due to its having different objectives from other firms
(as in the case of private versus public companies) but to its having different
and wider opportunities for strategies to pursue its profits aims.

When we are dealing with large and powerful organisations, a strategic
approach is necessary for the understanding of their activities, their motivations
and implications. However, we must move away from a strategic approach
focused only on strategies towards rivals, in the direction of an approach that
considers also TNCs’ strategies towards other players in the economic system

such as strategies towards labour or governments or supplier firms. Success in

the latter types of strategy is also likely to give the firm a competitive advantage
towards its rivals.
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SUMMARY AND IMPLICATIONS

The chapter starts with some facts — alb.elt I;m;t(:ied tot;loen";eit;)rfl tt'l:;ewr}rlliocs}:
prestigious universities in the English—spealfmg world — Cg)n e extent o waich
syllabuses for economics curricula deal with the 'H;I s an thelr activides
The case for why such a topic might not need a specia tr;ratr;le; S
is dealt with in section twoj this is followed (section three) by
; the opposite point of view. ‘ L
fav%‘}l;cigumeizs for a special study of TNCS are built f:rO‘:;:Ss Fh(g)fz&;vg; i;
(a) analysis of specific dimensions of operations across on : ,(C) Nt
dvantages — as well as possible costs — of suc.h operations; (t s
- Vaﬁ to the analysis of TNCs, their motivations and behaviour; an
' 2?5;1?2;5 0(31 strategic behaviour towards labour and governments as well as
m“éards nlvi?llﬁlri::t.ions derive from this approach, particularly w1‘th ref,gar.d to
::}ia teac%ing and policy. [ shall not deal with tl}e r.esearch IIII?IIC.HUOZIS
lr:::ree Th’e interested reader will find this issue dealt with in the conclusions to
Tetto-Gillies (2003). . ‘
IettTohglilmplif:ations for teaching and syllabuses are o‘bg;oursl.d ’It*}l::realcst;ci)tvis; :
large body of literature and knowledge about the.'IN stad e
Even if most of the relevant theories are not fully integrate

i n this issue,
of the economics system as a whole and more research is needed o S

i i students
the existing knowledge should be part of the economics Cﬁmf;]li@ ancihem i
ity it. This give tt
i tunity to learn about i
should be given the oppor ! : : >
chance to deal with more realistic issues relating tc; eﬁonom}c slyst e .
um
is topic should be part of the curricu  the
A further reason why this topic e part of the s that e
TNCs and their activities have relevant policy zm[?lzcaa.q;r:ls of whlc:) o
‘graduates should be aware. Policy implications arise mt? re'spectd invesmler"l"tﬁ'
i i i OT INWar: s
i ipulation or the offer of incentives :
of transfer prices manipula : : vard
or competition issues, or the regulation of social and labour issu
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In his latest book, Geoffrey Hodgson (2001) argues in favor of the importance
of history in the social sciences. He questions the possibility of a universal
theory applicable to human economic behavior in all societies and all times.
At the ontological level, he claims, universal laws are often of limited use
when it comes to the detail of specific contexts and situations. There is a
problem of historical specificity posed by the fact that a fundamentally different
reality requires a different theory. :

Asmuch as I agree with this general point of view, how far can this argument
be extended? Should the social sciences abandon the pretense of constructing
theories that are universally applicable? Would something like a Latin American
(African, Asiatic, Third World or whatever) economics make sense?

My answer to the two last questions is negative, and I will try to argue why.
'Io make the whole argument more concrete, I will turn to two different
approaches to economic development that were inspired by the Latin American
experience, where economists faced the challenge of building an economic
theory specially attuned to the continent”s conditions. My case studies are: i)
the Latin American School of Economics, which corresponds to the approach
developed by the United Nations Economic Committee for Latin America
and the Caribbean (ECLAC) in the mid-twentieth century, under the
leadership of the Argentinean economist Ral Prebisch; ii) the linkage approach
to development, proposed by Albert Hirschman in the 1950s, according to
which the maintenance of disequilibria is an essential ingredient in development
processes. These two different approaches basically developed outside the
mainstream of the profession and were never fully integrated into its academic
textbooks. Nevertheless, they constitute a significant contribution to
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development economics, throwing light on new perspectives on the
mechanisms that foster development and, in more general terms, on the
functioning of economic systems throughout the world.

In the concluding remarks, I claim that the ECLAC writers (‘cepalinos’, as
they are known) and Hirschman did not abandon the pretense of building an
universalizing theory. Rather, they tried to combine it with an explicit
consideration of the institutional circumstances in which theories were born
and to which they were to be applied. They agreed on the necessity of making
the necessary qualifications to the general theories from which they departed,
questioning their usefulness for specific social contexts.

THE LATIN AMERICAN SCHOOL OF ECONOMICS

In the mid-twentieth-century, concern with economic development became
an important issue in the agenda of Latin American economists. In this section,
I proceed to sum up the main ideas defended by Radl Prebisch and other
ECLAC economists, with a specific focus on two documents that were published
in the 1940s-and 1950s, which are representative of their conception. ‘
In 1947, the United Nations Economic and Social Council established its
first regional economic commissions for Europe and for Asia and the Far East.
Their mission was to provide information concerning the economic trends
and special problems of each region. This was followed by a movement to
create a similar organization for Latin America, a proposal that led: to the
establishment of the Economic Commission for Latin America in 1948, with
its headquarters in Santiago, Chile. Rail Prebisch, who had held importanit
positions in the Central Bank of Argentina and who was then teaching.
economics at the University of Buenos Aires, was invited to join the newly-
born institution. He entered the entity’s secretariat in 1949 and two years
later was designated its chief executive. Under the leadership of Prebisch, the
ECLAC became a think tank for the generation.of heterodox ideas that fostered

the industrial development of Latin America.! - : :

" By the time Prebisch became executive secretary of the ECLAC, he had “

formed his own conception of the growth processes in Latin America, which
was to become the basis of the Latin American School of Economics. This
conception is developed in one of his early essays, entitled ‘Desarollo Econdrico
de América Latina y sus Principales Problemas’ (hereafter, ‘Manifesto’) and in the
introduction to the ECLAC annual report, called ‘Estiidio econdmico de América
Latina 1949' (hereafter, ‘Estiidio’), published a few months later.

The main thesis in both essays is that the ‘peripheral countries’, as exporters
of raw materials and primary products in general to ‘central’ industrialized
countries, suffered from a long-term decline in their terms of trade. This general
thesis finds support in four specific propositions based on statistical evidence
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about the performance of L

1
930s, the absolute demand for primary goods exported by Latin American

g )
! g

the manufactured goods it pu
market imperfections, which included labor-
wages, the gains in productivity caused by t

atin American économies, namely; i) since the

productivity and a low rate of s
According to Prebisch,
capitalistic technique of pro
in the nineteenth century,
countries; the second, in
development of the Latin
complexity of the whole pr
phase, resulting in a wide

avings.

C;he process of ‘universal dissemination of the

C . .
uction’ comprised two different stages: the first
3

corresponding to the development of the central
the twentieth century,

Posed large coefficients of capital per unit of labor, demanding a leve] of

atible with the income levels that prevailed in the less
e world. Peripheral economies

to import capital goods, the hallmark o
domestic market. ‘Within Latin Ameri
countries would allow them to take adv
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The industrialization of ‘latecomers’ thus required a significant degree of
‘State supervision in order to succeed. Prebisch and ECLAC saw development
not as a result of a natural evolution, but as a result of policy. A deliberate set -
of measures that could stimulate an import-substituting industrialization was
the only way out of poverty and underdevelopment. In the fulfillment of this
goal, national states were expected to play a major role. Adapting protectionist
measures, they would create the proper environment needed to estimulate
the take-off and consolidation of the industrial sector. In this sense, later
ECLAC official documents presented planning and planification as a cfucial
requisite to ensure that resources were adequately allocated for development
priorities.

The cepalinos found the empirical support for their theses on a careful
collection of statistical data about the various Latin American countries and
their patterns of foreign trade. It its important to note that this was not a
widespread procedure in the first half of the twentieth century. Up to the 1950s,
few essays written by Latin American economists showed a systematic concern
with the use of statistical evidence to support economic analysis, a pattern
that was broken by Prebisch and others from the Latin American School. In
fact, concern with empirical evidence was present in the very spirit that led to
the creation of ECLAC. The entity’s staff was put in charge of assembling
statistical data about Latin America, in order to compensate for the chronic
deficiency in this area.

Another important characteristic of Prebisch’s early writings is the critical
attitude that he took towards the mainstream theqry of international trade,
both in its Ricardian and neoclassical versions. He expressed reservations about
the basic tenets of this theory, not only from the viewpoint of its theoretical
significance but in what concerned its policy implications as well. He

acknowledged the usefulness of its basic analytical tools — which included

concepts such as income elasticity of demand, capital-product ratio and
multiplier, among many others — but claimed that some important qualifications
were necessary in order to adapt this general theory to Latin America’s specific
historical and geographical contexts.

In the Manifesto and in the Estidio Prebisch argued that the main mistake
of conventional neoclassical economics was to attribute a general characterto

something that was geographically circumscribed. Statistical evidence on Latin
America refuted the assumptions of perfect mobility of the production factors.
and of the universal advantages of free trade. The data showed, instead, an
uneven distribution of the benefits of trade between the two groups of countrie

mentioned above, the central and the peripheral ones. From the viewpoint of
the periphery, conventional economics suffered from ‘a false sense of
universality’, and tended to fall into the trap of ‘dogmatic generalizations’

(Prebisch 1949: 7) The real economic world was very different from this abstract
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(vivic;frelii, and 'th.e free action of market forces was unable to eliminate the wide
ences in income between central and peripheral countries (Prebisch
” . (Prebisch 1950:
in;; ;:713§ theref(?r.e necessary to modify the mainstream economic theory,
erod: Vc;?eg qt{ahﬁfau(()in; dciived from the experience of peripheral countries,
crises faced by the world economies aft .
‘ rises. ; er World War I, coupled
zgttf;lthe s;_?emﬁmt%e.s of the Latin American countries, required ‘a serious egcort
o ec?r(latlcal revision’. (Prebisch 1950: 60) This investigative effort was an
rc)brlleua 2:ep tonards achieving a correct diagnosis of Latin American
i} o thl;lts,th(;m \;v}?ch tl&: ade}clluate policy recommendations could be derived
cepalinos thought that the new i i .
. generations of Latin Ameri
! : erican
t Ii:(r)lsyrrucs)ts sh}?uld start all over again, working on a entirely different economic
- Un the contrary, they recommended ildi
theory. | A the building of educati
institutions where Latin America i o)
: n economists would learn traditi
economic theory. Acquaintance wi i B
ith the basic tenets of this
allow them to make the e o
necessary adaptations, tailoring i specifi
o ' , g it to meet th
cor11d1gizns of peripheral economies. (Prebisch 1949: 54 94) e speciic
. r‘; Orthco?iudmg remarks to the Estiidio, Prebisch argued once more that
: of the mainstream theory of trade de
pended on the attention that it
:rcl);l}ls kle zﬁnle tolgay tobthe particularities of the peripheral economies Working
s task would not be a wasted effort: rather, i '
. : , it would enable th i
to build a theory that would . egmﬁe e (80),
eventually acquire an uni 1 signifi
Perhaps one of the most i Lotin Anerionn s
ost important features of the Latin Ameri
is the fact that its authors i oo
s were thoroughly concerned wi i
B : h ed with the practical
re ;;j;?; of (vi:h;:;lr Cwl;vntmlgnsl.k They recognized the prescriptive nzture of
and the direct link between buildin
: . : g a theory and making polic
::Lclokrzn?ert;dauons. Besides this impulse to bridge the gap between wi:i waz
ghtin the textbooks and ‘the world out there’, their writings show an explicit

commitment to values such . )
uch as econom: :
equity. ic development, social welfare and

A LINKAGE APPROACH TO DEVELOPMENT

T . . .
exheei?‘:us hére is Albert". Hirschman’s writings that resulted from his professional
du;r)m glce, fgSSolorzbm, Brazil, Chile and other Latin American countries

g the s and 1960s. These writings include Th :
Deveopment (1958 o> T gs include e Strategy of Economic
oo i the samme ey Zg any other books and articles published by the
Ver\yX/';l:;; I:(i)rschtrr;xan f;rst arrived in Latin America, in 1952, Colombia was a

untry, with a population of 12.6 million i
/ . people. Life expect:

at birth was 50.6 years and the annual rate of population increase exizgdircllcg
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er cent, one of the highest rates in the world. The Colombian economy was
pr'unaril;r agricultural, with the agricultural sector being responsible for 40 per
Eent of the GDP and 60 per cent of the population Iiving‘m rural areas. Whﬂli
the country”s exports were based on highly inelastic prxma;y pr:;duc:,ts,lmtal
iti i duction of industrial and agricultur
imited opportunities for expansion, the pro : ‘ :
ﬁsumeipgoods was contingent on imports of intermediate and capital goods,

i i i hange. )
which there was little foreign exc ‘ ‘
forSo Hirschman went to Colombia in 1952 and stayed for al.most flV.e }g:ars.
After working directly with the Colombian Government dU@g th; ﬁﬁ:t tW(i
years, he spent the rest of his stay serving as a private i:ono}rlmc an1 ! e;n;:iae

s he United States, where he settled a
adviser. In 1956 he returned to t i .
University. But he made several other trips to Central and South America, to
visit World Bank finance projects. The same interest in development economics

i i ies in Asia and Africa. :
took him to developing countries in : . ‘

This is the overall scenario which inspired Hirschman to wntf: the Stmteg‘y.
The book builds on some basic processes making for economic progress in
developing countries. It favors the establishment of industries with strong
backward linkages, as a strategy to promote development. ThlS approach cause
much controversy, although in a formalized version it is now cor.nrm})ln
knowledge among economists who concentrate their research efforts in the
field of development economics. . ' :

) From the viewpoint of its central thesis, the main chapter in The Strategy 1;
chapter 4, where Hirschman put forward the idea of an unbalanci’
development strategy. The chapter “s title (‘Unbalanged gr.o.wtl'x: an espousal )1
expesses commitment to the idea that maintaining disequilibria was essentia

for the development process: ‘

...out aim must be to keep alive rather than eliminat.e. the disequiliblr;a }c:f
which profits and losses are symptoms in a competitive economy. : t iz
economy is to be kept moving ahead, the ta}sk of c.le\felopment' p}? 1cyre
to maintain tensions, disproportions, and c?lsegmhbna. Th’flt I;:g ktfrr;aof
of equilibrium economics, the endlessly spinning cobweb, is }1: 1e in Lo
mechanism we must assiduously look for as an invaluable help in
development process. (Hirschman 1958: 66)

This bold proposition emphasizes the disorderly nz.ltulre'of ec‘o?sog;i
development. It challenges the generalizations and theoreucab lv1ewp01rllto s
prevailed among economists dealir;lg with El‘egelloprrgzn; f;;), t }:e.mg igitique')

int in time. In the previous chapter (‘Balanc :
iﬁi?cfhﬁazrﬁzd attackeg the balanced growth thesis th;%t was a}dl\./oc;a.ltedd‘?zif
his forerunners in the field. He argued that pr9blems of mdusmfi matll?:h .
not require a simultaneous solution, as claimed by economists s
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Rosenstein-Rodan, Nurkse, Lewis and Scitovsky. Quite the opposite: new
industrialization processes would allow for a number of sequential solutions
which where essentially different from those followed by the older industrial
countries. Instead of emphasizing the various obstacles to €CONOMmic progress —
land tenure systems, family structure, administrative instability, lack of savings
and so on ~ Hirschman chose to stress the need for inducement mechanisms.
In his view, the fundamental problem of development consisted in generating
and channeling human energies into a desired direction (Hirschman 1958:
25).

Hirschman used the term ‘linkage’ to denote interrelations in a general
equilibrium system, where everything depends on everything else; he applied
it to a variety of multiplier effects, including spillover and other external effects.
In The Strategy, the concept acquired a more specific and concrete meaning,
standing for inducement mechanisms at work within the sector of directly
productive activities. Backward linkages corresponded to the stimuli going to
sectors that supplied the inputs required by a particular activity, whereas forward
linkages were the inducement to set Up new activities utilizing the output of
the proposed activity. The main source of development would be activities
with high potential linkage effects, mainly backward ones.

The idea that industrial development should (and in fact would) proceed
largely through backward linkages was quite revolutionary at the time: instead
of doing things in the conventional way, industrial development would work
its way from the ‘last touches’ to intermediate and basic industry.
Industrialization of certain leading sectors would pull along the rest of the
economy. In this sense, it was not be feasible nor desirable to suppress the
tensions and disequilibria created by the development process, since there
was a ‘creative virtue’ on them.

It is worthwile mentioning that Hirschman’s conception of development
did not result from purely theoretical considerations. On the contrary, its
inspiration came out of the experience of underdeveloped countries who were
already undergoing an industrialization process. Their history showed that
the industrial sector was working its way backward from ‘the final touches’

duction of intermediate products, and finally to that
ic industrial inputs. In turn, industry served as a powerful stimulus to the
development of the agricultural sector.

If disequilibrium was an intentional mechanism, how could balance be
restored? Hirschman pictured it as the outcome of pressures, incentives and
compulsions. He suggested that the efficient path toward economic
development was often found in circumstances where the country had to find
solutions for bottlenecks and shortages of skills, facilities, services, and products.
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T w1
In Chapter 8 (‘Efficiency and growth of the md1v1d'ua.l ﬁ@) Huschlglar;
looked at the empirical evidence concerning the mdustnfahzauonhprocess ; ad
was just beginning in Colombia. Learning from this e.v1dence, e su.ggis i
that less developed countries might have a comparative ad}\lranﬁlg'tlzdl‘n as 2
irli iviti s building an,
i compared to activities such a
such as the running of airlines, as | 1 "
! Because in the latter the
intaini i ould that be so? Be
maintaining highways. Why w . Lhe 1
i ce leads to a slow
i intai ot strong — lack of maintenan ’
compulsion to maintain is n .
deterioration in the quality and quantity of output or to temporary dam?ge; t(;
a few machines, without immediate drastic consequences. In contrast, lac }?

’ . - -
maintenance in the airlines sector implies severe penalties, mcludmrgil the
massive loss of life and property. The conclusion logically follovzls: ccl))rlltra y to

i i i i e success
d countries might achieve consideral
common sense, underdevelope : : coees
in ventures with a complicated technology. The mamtenance‘ ha‘}bilrtlcou1 .
acquired and from there spread to the rest of the economy (Hirschman .
142 ; | . . . . '
I“)Iirschman then proceeded to a generalization: under certain c1rcumstances,’
it could be rational for governments in underdeveloped courimes tccl) conc}elntrate
i anned much more
¢ ieces’, since large ventures were likely to be p ;
on ‘show-pieces’, since : :
carefully than small ones. Because of their strong backward hnllclages3 czrtzfnn
. . for
highly capital-intensive industries were partlcula’rly well suite ldg
underdeveloped countries. Those ‘cart-before-the-horse sequences c;u ‘ ei
efficient, and were indeed characteristic of the process of economic and socia
]
development of latecomers. _ o
In the conclusion of The Strategy, Hirschman made some c'auuor;:iry rema;l;e
about the bold theses that he had proposed in the previous ¢ a.ptersi.rtue
admitted a certain uneasiness about the importance ;md cre;tgz:hvt e
. <1 . 1’4 e a
i i and disequilibrium; ‘and conce
attributed to pressures, tensions, _ . e
response to such situations might at times be destructive. But he added t

. =
this did not imply that such tensions were undesirable and should not occu n

(209). How could one make the most of this positive relation be}t:v«?eri
: i ca
development and the tensions it creates? By means of extending techni

i uthor. -
assistance and policy advice to underdeveloped countries, answ}(lered t};;a a x
i ing i i n began to.
is poi teresting idea that Hirschma |
This points to another very in prsc an ;
ther writings
ive i that he would further develop in o ;
conceive in The Strategy, one . D in other e
and would later call ‘the visiting-economist syndrome’. Specialist missions s ‘

i ivi i istance
to underdeveloped countries with the aim of giving them technical assis ;

often succumbed to this syndrome. In a nutshell, it consisted on issuing policy

inati iri itions
recommendations without a close examination of the empirical cond

. . . P Of ‘
prevailing in the region. Hirschman questioned the automatic application

orthodox remedies to the problems of underdevelopment.‘ Insteac-I of rgﬁg
on general principles and abstract prescriptions, the foreign adviser s

WOULD A LATIN AMERICAN ECONOMICS MAKE SENSE? 307

carry ‘an empirical lantern’ and make ‘a visit to the patient’ before being able
to diagnose what was wrong with him (Hirschman 1998: 88). This general
i gular conversations with Latin American policymakers

and entrepreneurs, so that foreign specialists could acquire a perception about
the way investment decisions were taken. : : :

Overcoming the visiting-economist syndrome implied an attitude of

fideas that pretended to have all the answers to
the complex problems faced by Latin American societies, Rather than assuming
from the outset that the road to development depended on a previously defined
kit of techniques, the foreign consultant needed to ‘understand the
understanding’ that Latin Americans had of their own reality. He should begin
his work by engaging on a thorough empirical research of his ‘cases’, in order
to understand their peculiarities and unusual aspects.

CONCLUDING REMARKS

Besides the substantive content of their approach, there are many differences
between Prebisch and the cepalinos, on the one hand, and Albert Hirschman
on the other. Prebisch studied economics in his home country, Argentina;
Hirschman was borm in Germany and went to the Ecole des Hautes Etudes
Commerciales, in France, and to the London School of Economics. Prebisch
was basically concerned with the economic dimension of development
processes, whereas Hirschman was also much attracted to its political,

notwithstanding his heterodoxy, a formalized version of the concept of linkages
was assimilated by mainstream economic thought, which adopted development
indices to identify key sectors in the economy.

In spite of their many differences, however, Hirschman, Prebisch and the
cepalinos shared a few characteristics. First of al]

with a wide array of empirical evidence.
The second similitude comes from the fact that Hirschman and the cepalinos
d a clear commitment to finding practical solutions for the problems which
they pinpointed in their writings. Theirs was not a purely intellectual endeavor.
On the contrary, theory-building and policymaking were directly connected,
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and mobilizing some broad-based economic expertise was essential to promote
economic and social changes. Hirschman, Prebisch and the cepalinos concluded
that available theories were highly simplified in comparison with the messy
complexity of reality, and that there was no single magic formula that could
lead to a definitive solution to the problems associated with the development
of the Third World.

The third and final characteristic shared by Hirschman and the cepalinos
has a clear epistemological implication. Basically, they did not abdicate from
the idea of building an universal theory, but argued that a social theory cafnﬁot
acquire an universal scope without paying due respect to the historical,
geographical and institutional diversity of its subject matter. Like all social
phenomena, economic activities are necessarily embedded in culture, which
includes all kinds of social, political and moral institutions that shape human
behavior.

In this connection, it is worth pointing to a very interesting remark made
by Hirschman at a later point in his career. He realized that he had set up out
to build an economic theory specially suited to the underdeveloped countries
and ended up by finding a valid approach for understanding change and growth
in other developing and advanced countries as well. Looking for the specific,
he went full circle and met the universal. I close this chapter by quoting from

him:

[t appears, therefore, that the very characteristics on which I had sought
to build an economics specially attuned to the underdeveloped counctries
have a far wider, perhaps even a universal, range and that they define,
not a special strategy for the development for a well-defined group of
countries, but a much more generally valid approach Eo the understanding .
of change and growth. In other words, I set out to leain about others, and
in the end learned about ourselves. (Hirschman 1984: 95 — emphasis added)
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to Local Rules,” Washington Post, December 23, 2003.
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22, 2004. .

Chapter 6: Can Economics Start from the Individual Alone?
1 Solow, Robert M. ‘Economic History and Economics’, American Economic Review
(Papers and Proceedings), 75(2), May 1983, pp. 328-31.
2 Haavelmo, Trygve ‘Econometrics and the Welfare State’ (1989 Nobel Lecture),
American Economic Review, 87 (supplement), December 1997, pp- 13-17.

Chapter 8: Five Pieces of Advice for Students Studying Microeconomics

1 These properties lead to propositions like: ‘if the preference relation has such
properties, then the demand curve can be decreasing-on condition that the income
effect isn't too big in comparison to the substitution effect’.
For other ludicrous examples concerning the justification of the ‘substitutability of

" factors’, see ‘“What is the use of microeconomics’, www.autisme-economie.org

Both Varian's and Kreps’ books have very detailed indexes, but the term ‘auctioneer’
figures in neither of them.
A 'Pareto-optimal’ state of the economy is considered as ‘efficient’ in the sense
that it exhausts all possibilities of mutually beneficial exchanges (i.e. no-one’s
situation can be improved without adversely affecting someone else’s).

Indeed, if there are many persons polluted, then there is the ‘free rider’ problem
(each one expects that others will pay).
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In this case, the model often supposes that the wage is ‘pushed down’ by
‘competition’ to the workers’ reservation level. This can be accepted by a marxist,
but not by a neoclassical theorist, for whom society consists of ‘agents’ with the
same status. Firms can also be ‘pushed by competition’ to their reservation wage-
the highest they can pay (all the surplus going then to the worker). And, if everybody
is ‘pushed by competition’, here again, there is indeterminacy. '

Moral hazard for an insurance company consists in the possibility that people are
less cautious once they are insured. Adverse selection reflects the tendency that
the people more exposed to a risk are likely to insure ’thgmselves against itx;than
people less exposed to it. P4

In general, asymmetric information models suppose a bilateral relation (between
an "’ informed’ person, and an ‘uninformed’ one) that comes down to a bargaining
process, and then to an indeterminate outcome. For the neoclassical economist,
the asymmetric case differs from those where bargainers have the same (complete)
information only in that there can be ‘inefficient’ outcomes. Microeconomists then
pay attention solely to the ‘efficient’ cases — always taking the normative point of
view — but the indeterminacy remains.

This is true even for partial equilibrium analysis: ‘competitive’ supply and demand
curves suppose (implicitly) that there is an auctioneer.

Chapter 11: Why Do We Have Separate Courses in ‘Micro’ and ‘Macro’ Economics ?
As for Solow's growth model, it is of the ‘representative agent’ kind; the only
difference from the models of the ‘new macroeconomics’ is that it assumes a non-
sophisticated choice by the ‘community’ (as Solow says): at each period, production
is divided into consumption and investment according to a fixed rule (a part s is

1

saved, the rest, 1-s is consumed).
Thie only difference is that there is only one ‘physical’ good (present and future),
and labour-leisure—these being the ‘reason’ for distiqguish'mg macro from micro.

Chapter 13: How to Look at Economics Critically: Some‘§ugge5ﬁons '
"1 The Conference proceedings are in d’Autume and Cartelier (1996). Yet they do

not convey the heated discussions and challenges from the floor where th¢ present
writers and Fréderic Catz, 4 mathematician and a colleague from the University of
Grenoble, were the very bad boys 'of an otherwise most respectful audience.

The best argument why a general fall in wages will probably lead to a fall in profits,
output and employment was made in 1939 by Michal Kalecki (1991).

See chapter 12 of the General Theory, aptly titled ‘“The State of Long-Run
Expectations’. In it Keynes writes: “The outstanding fact is the extrer.ne
precariousness of the basis of knowledge on which our estimates of prospfactlve
yield have to be made. Our knowledge of the factors which will govern the yield of
an investment some years hence is usually very slight and often negligible’ (Keynes
1936: 149).

Mainstream economists teach that when demand exceeds supply, price will increase
thereby eliminating the excess demand. In their search for stability, mathematical
economists produced a set of theorems, known as the Sonnenschein-Mantel-Debreu
theorem, showing that such an equilibrium result is not a likely one. This is due to
the fact that interdependencies among agents and sectors are prone to give more
weight to the income effect than to the substitution effect. John Hicks, who in
1939 mapped out the research program in neoclassical economics, was fully aware
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of the problem. He formulated the condition that for price’ adjustments to be
consistent with equilibrium, gross substitutability must always prevail (Hicks 1939).
But those considerations and results were never studied, until the Sorbonne’s
Bernard Guerrien wrote his 1989 book, in terms of their catastrophic implications
for mainstream microeconomic theory. The reader can find some hints in a paper
by Alan Kirman (1989), a Briton who teaches economics in France, but not with
the same depth and breadth as in Guerrien’s original and pioneering work.

On this last issue the experience of the United States is completely schizophrenic
since politicians and their cohort of economists, including those of the Virginia
School, who lambasted government expenditures, generated, under President
Reagan’s tenure, the first major deficits since WW2.

Chapter 14; ‘Teaching Economics As If Ethics Mattered

Adam Smith The Theory of Moral Sentiments [1759], D. D. Raphael and A. L.
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1976.
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Robert H. Frank, Thomas Gilovich, and Denis T, Regan ‘Does Studying Economics
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Perspectives, Vol. 2, No. 3 (Summer 1988), pp. 187-97. ’
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Nitsch, Joseph M. Phillips, Jr. and Edward L. Fitzsimmons, Toronto Studies in
Theology, Vol. 69, The Edwin Mellen Press, 1994, 173-84.
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Philosophy, Vol. 6, No. 2 (October 1990): 179-205.
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Philosophy, Vol. 9, No. 2 (October 1993): 253-69.

Chapter 17: ‘There Are None So Blind. ..

1 ,'Beckér,y W and M. Watts state that “The typical U.S. economics instructor is a

male (81 per cent in 2000 and 83 per cent in 1995), Caucasian (89 per cent in
2000 and 89 per cent in 1995), with a Ph.D. (84 per cent in 2000, 86 per cent in
1995)’ (‘Teaching methods in undergraduate U.S. economics courses’, Journal of
Economic Education, Vol. 32, No. 3 (2001): 275. :

S. Feiner and B. Morgan, ‘Women and Minorities irijlntroductory Economics
Textbooks: 1974 to 1984." Jowmnal of Economic Education, Vol. 18, No. 4 (Fall 1987):
376-392.
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and B. Roberts, ‘Hidden by the invisible hand: neoclassical economic theory
and the textbook treatment of minorities and womer!, Gender & Society, Vol. 4,
No. 2 (June 1990): 159-181. '

and R. Bartlett, ‘Balancing the economics curriculum: method, content and
pedagogy’, The American Economic Review, Vol. 82, No. 2 (May 1992): 559-64.

“Women and minorities in introductory economics textbooks: an overview of
the last 15 years’, The Journal of Economic Education (Spring 1993): 145-62.

and R. Cherry, ‘Discrimination in Economics Journals and Economics Textbooks:
1972 to 1987, The Review of Black Political Economy, Vol. 21, No. 2 (Fall 1992):
99--118. 7

and B. Roberts, ‘Using an Alternative Paradigm to Teach Race, Gender and
Critical Thinking’, The American Economic Review, Vol. 85 (May 1995): 367-371.

3 SeeN. Gregory Mankiw 2004, Principles of Microeconomics, Thamson/Southwestern
3rd edition, Reported in The New Yotk Times, February 12" 2004, ‘Hastert Faults
Report on Exporting Jobs’, Article available at: http://www.nytimes.com/2004/02/
12/politics/12BBOX .html

4 David C. Colander, 2004, Principles of Microeconomics, McGraw-Hill/Irwin 5th
edition, Veblen, himself a radical critic of mainstream economics, was also an early
feminist.

5 Thisis from the advertising for Real World Micro: ‘And while Real World Micro is an
excellent supplement to any mainstream text, its articles have been keyed to David
Colander’s popular textbook, Economics, 5th edition, and its microeconomics ‘split.”
(http://www.dollarsandsense.org/bookstore/infomicro.html)

6 David C. Colander. J. Economic Education. “Integrating Sex, and Drugs into the
Principles Course: Market Failures Versus Failures of Market Outcomes.” Vol. 34,
No. 1. Winter 2003. p. 82-91. ‘The central argument of this article is that the
current micro principles course is structured around an approach to policy that
avoids many of the controversial, but central, issues of policy.’

7 Interesting aspects of this are discussed in the article, Kenneth N. Ehrensal “Training

Capitalism’s Foot Soldiers,” in Eric Margolis, ed., The Hidden Curriculum of Higher

Education, London: Routledge, 2001 pp. 97-114. For those of you not familiar
with the concept of the ‘hidden curriculum’ you can find an abbreviated version of
Jean Anyon's classic 1981 article at http://www.pipeline.com/~rgibson/
hiddencurriculum.hem. :
8 Thomas Kuhn and the structure of scientific revolutions. Accessed 7 June 2004.
http://csmres.jim.edu/geollab/fichter/geol 364/kuhn.pdf

9 This fine summary of Kuhn's argument can be found on line at http://
www.emory.edu/EDUCATION/mfp/kuhnsyn.html -

10 The literature critical of the demand side analysis is as large and compelling as is
the literature critical of the supply side analysis. If you are reading this book you
should know both lines of argumentation. For a fine overview see James Galbraith,
‘How the Economists Got it Wrong'. Accessed on 7/04 http://www.prospect.org/
print/VI1/7/galbraith-j.htm. ‘

11 Forthcoming, Ann Arbor: University of Michigan Press, Fall 2004.

12 The work of feminist historian Carroll Rosenberg-Smith, Disorderly Conduct: Visions
of Gender in Victorian America (Oxford: Oxford University Press, 1986) remains a
classic work on these topics. The path-breaking work of the late Michelle Pujol
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1 and Ju‘he A. Nelson, eds, Chicago: Chicago University Press, 1993, EiSZ.erber
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e material in this chapter was read in Mar

: ch 2002

;to ::e (I:onference on Karl Popper and the role of the Social Scientist' at LUISS
€. L am very grateful for the comments received on that occasion as well as for’

commy i i
ents on an earlier draft from Grazia letto Gillies and Margaret Schabas These
comments have led to several improvements. '

* i . -
An eatlier version of some of th

1 The perihelion of a planet is the point at which it is closest to'the Sun.
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An excellent account of Jevons’ work and his role in promoting mathgmatll;:al
economics is contained in Margaret Schabas (1990 A ,W./orld Ruled by Number.
William Stanley Jevons and the Rise of Mathematical Economics. o
My main source of information about the accountancy treatment 9f goodglll anh.
brands is Terry Smith’s amusing and informative book:‘ {\ccounmgg for Growth:
Stripping the Camouflage from Company Accounts, 2nd Edition, 1996.

Tt might be argued that thisisa false dichotomy sir}ce there have beenIsome recz?nt
attempts e.g. Pearl (2000) to mathematise causality. How§ver, what arfn argt;llgg
for here is the use of economics of the traditional quahtam{e concept o .<:au§fl ity
rather than the use of some of the recent mathematical versions of causality whose
value has yet to be established. g o .
Keynes himself makes implicit use of this analogy betwee-n his .work in Z:;iﬁfxonuccsl
and standard procedures in medicine. For details and a discussion, see Gillies an
letto-Gillies (2001).

Chapter 19: Can We Expect Anything From Game Theory?

1

They also consider ‘incomplete information’ games, which are not funda{nenta(ﬂy
different; but much more complicated (it is supposed that there: are p ayer 1(;[
payoff) ‘types’, with some probabilities-both being common knowleflge) . especxalsy
because some kind of beliefs are included in models’ parameters, or ‘fundamentals’.
The same can be said about equilibrium in the Stackelberg model (whetr; on:h of
the players is ‘cournotian’ and then chooses hls supply randogﬂy) .hIn ;1:. 1? ::1
duopole model, Bertrand’s, rational players will never choose: Nal\; eql‘xzh i nuth "
strategies, where payoffs are equal to zero: if t.h.ey propose a price (;gger than ne
equilibrium price, they can have a strictly positive payoff (it depends on the pri
proposed by the other duopolist).

’ 1 ) ,
Chapter 20: Improbable, Incorrect or Impossible: the Persuasive But Flawed
Mathematics of Microeconomics .

1

They might well change their output later given the irniq’gct of thfz chang¢ m markf»:lt1
output, but since they aren't colluding or managed'col-lectlvel_yf, no firm :1:1

“instantaneously change its output as a result of changes in output by ?ny other
o ’ i i f the change in market
They might well change their output later given the impacto ec ange in ~11
output, but since they aren't colluding or managed co{lecuvely, no firm vtle

instantaneously change its output as a result of changes in oqtput by any other
It also ignores the fact thatin a multi-firm industry with independent firms, the

firm cannot know either term on the right hand side of equation (4) — all it can .

know is the sum of the two. So it has no way of knowing ‘its’ margimd revegue 1n
the first place. - .
The results here elaborate on the arguments in Chapter 4 of Debu.nkmg Econamlcs}
To read the full argument, go to www.debunking-economics.com/Papers

TheoryOf TheFirm.pdf
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mean, you didn’t know that? Didn't your lecturer tell you? And what do you mean,
your textbook doesn't say that? Read Chapter 2 of Debunking Economics, or consult
the (almost) original authors: Shafer & Sonnenschein (1982).

The average human brain consists of 100 billion neurones (10'!), and the average
brain weights about 1.35kg. If the entire mass of the brain were neurones (which
it's not), each neurone would weigh about 108 grams:

The sun weighs under 10% tonnes, it's an average size star and there are 100
billion (10") stars in the Milky Way; the Milky Way is on the large size as galaxies
go, and there are about 125 billion (10"!) galaxies. Visible matter constitutes about
10 per cent of the universe’s mass (the rest is called ‘Dark Matter’).

The Cobb-Douglas production function much beloved of neoclassical economists
is another pseudo-scientific concept. As Anwar Shaikh and others have shown,
the Cobb-Douglas ‘production function’ is simply a transformation of the national
income identity Income = Wages + Profits under conditions of relatively constant
income shares. Its ‘impressive correlation’ with economic growth data occurs
because it is a correlation of X with approximately X.

Chapter 21: The Significance of the Economics Research Paper
1 Associate Professor of Economics, School of Policy Studies, Roosevelt University,

Chicago, IL 60605. Email: sziliak@roosevelt.edu. The author thanks Erik
Thorbecke for suggesting here the figures on comph. And for comments on a talk
at the meetings of the American Economic Association (2004) he thanks Morris
Altman, Kenneth Arrow, Clive Granger, Joel Horowitz, Ed Leamer, Deirdre
McCloskey, Tony O’Brien, Erik Thorbecke, Arnold Zellner, and the members of
an encouragingly large audience.

It’s a shame that the history of economic thought has been dropped from so many
curricula. It means you're likely never to hear or read about for example Francis
Ysidro Edgeworth (1845-1926), who earned distinction in economics, philosophy,
and statistics. Edgeworth invented among other things ?indifference curve
analysis,'a device detested and nearly buried by Alfred Marshall. It's now used
lavishly by today's price theorists, many who'd like to bury Marshallian analysis.
But what could an old controversy have to do with the practice of science?

Truth and falsehood are as trendy today as a wool bra. You probably know something
about it (the genealogy, that is, of truth and falsehood since Nietzsche, and especially
since the rise of postmodernism). A splendid introduction is S. Cullenberg, ].
Amariglio, and D.E Ruccio, eds., Postmodernism, Economics and Knowledge (2001).
Ziliak and McCloskey, ‘Size Matters: The Standard Error of Regressions in the
American Economic Review,” Journal of Socio-Economics (forthcoming, 2004). ‘Size
Matters’ is being published in a volume devoted exclusively to the resurrection of
economic significance. The volume includes comments on our papers by Clive
Granger, Arnold Zellner, Takeshi Amemiya, Edward Leamer, Joel Horowitz, Jeffrey
Wooldridge, and other leading theorists and users of econometrics. And record
this happy and serious fact: on the basic point, every one of them agrees with us.

Chapter 23: Ecological Economics: the Concept of Scale and its Relation to
Allocation, Distribution, and Uneconomic Growth

1 See Nicholas Georgescu-Roegen, The Entropy Law and the Economic Process,
Cambridge, MA: Harvard University Press, 1972.

Of course, even if all consumers have individual demand'cgrvgs like this, the marker: .
demand curve that is derived from adding up these inchvxc.lual dernfmd f:urvisﬁcl:;s
have any shape at all, including sections where de.mam:? rises as pncgvr}l‘se:,do m;
etc. (unless we assume that all consumers have identical tastes). al y’
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Curiously the World Bank in WDR 2003, Sustainable Development in-a Dynamic
World, has adopted ecological economist's vocabulary of ‘sources’ and ‘sinks’, but
does not tie them together by the concept of throughput — the entropic flow from
source to sink. Much less do they consider the scale of the throughput or its entropic
directionality. In dismissing the idea of overconsumption they say, ‘But the overall
level of consumption is not the source of the problem. It is the combination of the
specific consumption mix and the production processes that generates the
externality. And for these there are well-established policy prescriptions from public
finance’ (196). So much for scale — it is not important — allocative efficiency ~ia
right prices is everything! , /
That s, as a multiplicative form that analytically describes the process of production
as the multiplication of capital times labor times resources (each factor is raised to
an exponent, but that is not important to the point [ am making). In this
representation we can hold output constant and reduce resources as much as we
wish (though not to zero), as long as we increase labor or capital by the required
amount. We can supposedly make a hundred-pound cake with only five ounces of
flour, sugar, eggs, etc., if only we stir hard enough, and bake in a big enough oven!
In mathematics a ‘product’ is yielded by multiplying ‘factors’. In production there
is no multiplication, only transformation of resources (material cause) by labor
and capital (efficient cause) into a final good. Have we been misled by the
mathematical terms of ‘factors’ and ‘products’ to see a process of multiplication
where there is none!

Indeed, GNP does not reflect efficiency very well. Greater efficiency By itself leads

to lower cost and lower price. This would by itself reduce GNP, unless the quantity
sold of the good increases sufficiently to offset the price decline — i.e. unless the
demand for the good were elastic. Similarly, a fall in efficiency and an increase in
price for a good with inelastic demand will perversely register an increase in GNR
John Stuart Mill, Principles of Political Economy, Vol#2 (London: John W. Parker,
1857, p. 326). .

For critical discussion and the latest revision of the ISEW, see, Clifford W. Cobb

and John B. Cobb, Jr, et al., The Green National Prodhict, New York: University
Press of America, 1994. For a presentation of the ISEW see Appendix of H. Daly
and ]. Cobb, For the Common Good, Boston: Beacon Press, 1989; second edition
1994. See also Clifford W. Cobb, et al., ‘If the GDP is Up, Why is America Down?,
Atlantic Monthly, October, 1995; Manfred Max-Neef, Economic Growth and Quality
of Life: A Threshold Hypothesis, Ecological Economics, 15, (1995): 115-18; Phillip
A. Lawn, Toward Sustainable Development (An Ecological Economics Approach),
Boca Raton, FL: Lewis Publishers, 2001; Clive Hamilton, Growth Fetish, NSW,
Australia: Allen and Unwin, 2003.

Hard Green: Saving the Environment from the Environmentalists (A Conservative
Manifesto by Peter Huber), New York: Basic Books (A Manhattan Institute Book);
2000, p. 81.

In spite of the fact that mathematicians tell us that we cannot maximize a function
for more than one variable! '

Chapter 24: What’s Wrong with GDP and Growth? The Need for Alternative Indicators

1 This chapter has been written to be accessible to beginners in economics, or even
to those who have never studied the subject at all. Nevertheless, it contains
references that may assist the interested reader to enquire further.

NOTES 319

Anld yet Simor.x Kuznets, the father of national accounting in the USA, said as
early as 193.4, In a statement to Congress, that, ‘The well-being of a nation can
scarcely be inferred from any measurement of national income’, that a distinction

had to be made between ‘the quantity and quality of growth' and that the key

dehcisic,)ns that had to be taken in this regard related to ‘growth of what, and for
whom'. ,

See Jean Gadrey, ‘Croissance et productivité: des indicateurs
et Emploi, no. 91, July 2002: 9-17.

Social Limits to Growth, London: Routledge, 1995 (first edition 1976).

L. Osberg and A. Sharpe, Estimates of an Index of E mic W ;
? -
Countries, web site www.cls.ca, 2000. conomic Well-Being for OECD

See the website: www.undp.org

en crise larvée’, Travail

Example: if the same basket of goods representative of French and American
consumption costs 0.9 Euros in France and 1 dollar in the USA, the purchasin
power parity between the two couritries is said to be 1 dollar for 0.9 Euros anfl
French GDP can be expressed in dollars (and vice versa).

See The Social Health of the Nation, Oxford University Press, 1999,

All the data- i
» ‘C:IS.:;a can be downloaded in Fxcel format from the researchers’ website:

Chapter 25: What is Wrong with the ‘Official History of Capitalism’? With Special

Reference to the Debates on Globalisation and Economic Developm:

1

ent
g:alieg?:;;;i; Tl?jjlelc:i,eon HzT—JoI(-)’n Chang, Kicking Away the Ladder: Development
ey in Hlistor foun:jsiic?;:,bozrll(c.ion. Anthem Press, 2002. Further details and
Jagdish Bhagwati, Protectionism, Cambridge, Mass.: MIT Press, 1985, 22, n. 10
Jeffrey S.achs & Andrew Warner, ‘Economic Reform and the Process c’>f Glol;al
Integration’, Brookings Papers on Economic Activity, 1995, no. 1: 3

Renato Ruggiero, “Whither the Trade System Next? in J. Bhagwati & M. Hirsch

(eds), The Uruguay Round and Beyond i
yond—-Essays in Honowr of Aurthur Dunk
Arbor, The Michigan University Press, 1998, 131. d 7 Dunkel, Amn

Chapter 26: Should the Study of Transnational C i
Eeaoier S nal Companies Be Part of the

1 Emerita Professor of Applied Economics, London South Bank University; Visiting

2

Research Professor, The Open University. Email: iettogg@lsbu.ac.uk

It is more common to name companies with direct activities in more than one
country as multinational companies (MNCs). The term transnational companies
is preferred here because it expresses better the idea that activities, their plafmin
cont:rol.and organization takes place across national frontiers.,Moreover thgé
empha.ms on trans-nationality avoids being stuck into the issue of how many fo;eign
countries are necessary to have direct activities in, for a company to be classified
as MNC. TNC is also the expression used by the United Nations Confere

Trade and Development (UNCTAD). e
Curricula for business studies degrees — at both under and post graduate levels —
are much more likely to have units dealing wholly or partly with the activities of

TNCs.
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; . . the
"4 For some universities I was able to gather more information by looking at

teaching of individual lectures.
5 The current and next sections draw on mat
6 A strategic approach towards rival firms can
(1966); Knickerbocker (1973); Cowling and Sugden (1

erial in Ietto-Gillies (2003).
be detected in Hymer (1960); Vernon
987); Cantwell (1989). An

exposition of these and other theories of TNCs and international production is in

-Gillies (2005) while Cantwell (2000) gives a concise summars.]. Ve .
b s are transnationals because opgrano'ns’fab/road is

7 But, of course, most large firm: na o
part of growth strategies and often a condition for growth.

is dered in letto-Gillies (1988) and further developed in letto-
’ gi)lllielss 5(‘;%(‘;’1225(:‘;:%5)1‘(1 goewling and Sugden (1987) and Peoples and Sugden (2000)
talk of ‘divide and rule’ strategies of TNCs' towards labour. ,
9 On the theoretical and empirical analyses of international networks of the world’s
largest TNCs cf. fetto-Gillies (2001: chs 3, 4 and 5). . ‘ ’ ; .
10 On this issue Sengenberger and Wilkinson (1995: 111) write of a *...mismatc
between the economic and social space...’. ;

. . 2

Chapter 27: Would a Latin American economics Make Sense!
1 In Bianchi 2002 the reader can find a more complete account of the E(leTAC
doctrine, with bibliographical references that would be useful for further readings.

2 For an overall picture of Hirschman’s writings, see Meldolesi (1995), where the
reader will find many useful references.
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