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We are proud to present you with this first volume of Advanced Micro & Nanosys-
tems, which we call AMN for short. AMN addresses the needs of engineers and
technologists who turn scientific ideas and dreams into product reality, and of en-
trepeneurs who keep these companies running. It also addresses graduate stu-
dents who will evolve to either of these roles. There is much hype about Nano
these days, just as there once was for Micro. Ultimately, however, the hard work
of very creative individuals turns hype into realistic visions and finally into manu-
facturable devices. We have taken the word ‘system’ into the title for this reason.
We emphasise the next step, the step beyond getting it right the first time, the de-
ciding step that enables science to evolve to a viable technology. So much for our
goal with AMN, and back to the present volume. We have grouped the eleven con-
tributions into two sections.

The first section of seven articles is entitled MEMS Technologies and Applications,
and starts off with Pasqualina Sarro’s article on the third dimension of silicon,
which addresses the fact that much of silicon processing is still planar, and of
course MEMS technology offers ways around this limitation. This is followed by
an article by Jim Knutti on MEMS commercialization. Jim has done it many
times over, and his article is rare as it is difficult to teach this subject in a univer-
sity atmosphere, and most companies see the process as a trade secret. Vladimir
Petkov and Bernard Boser review capacitive interfaces for MEMS in the third
chapter. Packaging is discussed by Victor Bright, Conrad Stoldt, David Monk,
Mike Chapman and Arvind Salian, a very important task, especially if we remind
ourselves of the role that packaging plays in the success and manufacturing cost
of any integrated device, and the complexity of challenge that MEMS and NEMS
present.

Mobile communication is steadily moving up the frequency scale, as well as the
commercial importance scale, and in the next article Farrokh Ayazi discusses
MEMS contributions to the area of high frequency filters and resonators, with
their promise of reducing the chip count of a typical application whilst improving
the component quality. MEMS is also making inroads into the mass storage area,
with the promise of zero energy non-volatile devices, very high density data stor-
age, and robustness with regard to external influences, so critical for security ap-
plications, as discussed in the article by Thomas Albrecht, Jong Uk Bu, Michel
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Despont, Evangelos Eleftheriou, and Toshiki Hirano. The section closes with an
article on scanning electrochemical probes by Christine Kranz, Angelika Kueng,
and Boris Mizaikoff. These devices open our eyes not to photons or other parti-
cles, but to electrochemical gradients, opening up a new world of nanoscale infor-
mation and imaging.

The second section of four articles is entitled Nanodevice Technologies and Appli-
cations. Two articles discuss the emerging topic of nanofluidics. The first, by Mar-
tin Geier, Andreas Greiner, David Kauzlaric and Jan G. Korvink, discusses the
needs, and some solutions, for simulation tools with nanoscale resolution but
multiscale in their approach. The second article, by Jan Lichtenberg and Henry
Baltes, looks at nanofluidic devices and their uses. Next, Joseph Stetter and G. Jor-
dan Maclay examine carbon nanotube (CNT) sensors. We can expect CNTs to
make many inroads into the sensor field with its promise as a small electrical
conductor and a chemical catalyst. The section ends with an article by Roland
Thewes, Franz Hofmann, Alexander Frey, Meinrad Schienle, Christian Paulus,
Petra Schindler-Bauer, Birgit Holzapfl, and Ralf Brederlow on CMOS-based DNA
sensor arrays.

First and foremost we thank our authors for their hard work and timely contri-
butions. The editors are grateful to the publishers, Wiley-VCH, for their support
of the book series. In particular, the editors thank the publishing editor, Dr. Mar-
tin Ottmar, for his management of this enterprise and to Hans-Jochen Schmitt
and Dr. Jörn Ritterbusch for their support.

We also look forward to welcoming you back, dear reader, to the next volume of
AMN, which will take a timely look at recent advances in using CMOS technolo-
gies for MEMS. The articles are provided by an impressive team of experts in the
field from around the world, so that we can expect this volume to condense a vast
range of expertise in a handy reference format.

Henry Baltes, Oliver Brand, Gary K. Fedder, Christofer Hierold, Jan G. Korvink,
Osamu Tabata

May 2004
Zurich, Atlanta, Pittsburgh, Freiburg and Kyoto
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P.M. Sarro, Laboratory of Electronic Components, Technology and Materials,
Delft University of Technology, DIMES, The Netherlands

Abstract
Microsystems technology is a fascinating and exciting field that has played and
will continue to play a very important role in building a bridge between science
and society. Physical properties and material characteristics are translated into
structures and devices that can have a large positive impact on people’s lives. Sili-
con micromachining has been largely responsible for the expansion of sensors
and actuators into more complex systems and into areas not traditionally related
to microelectronics, such as medicine, biology and transportation. The shift to 3D
microstructures has not only added a physical third dimension to silicon planar
technology, it has also added a third dimension in terms of functionality and appli-
cations. In this chapter, the basic issues and fundamental aspects of this field are
briefly introduced. A few examples that illustrate the power of the small world are
given and possible ways to pursue further miniaturization and/or increase in
functionality are discussed.

Keywords
microsystems technology; MEMS; silicon micromachining; 3D microstructuring.
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1.1
Introduction

The fascination for the small world has been a constant in the research in phys-
ics, biology and engineering. Many scientists share a great interest in miniaturiza-
tion technologies and in studying the behavior of materials and structures in the
micro- and nanometer range. The investigation of the small world of matter is
crucial to understanding how things work and this knowledge can be used to cre-
ate novel microstructures and devices, thus offering the necessary tools and com-
ponents to realize applications of great societal importance.

Microsystems technology is a fascinating and exciting field that has played and
will continue to play a very important role in building a bridge between science
and society to translate physical properties and material characteristics into struc-
tures and devices that can have a large positive impact on people’s lives. In this
chapter, the basic issues and fundamental aspects of this field are briefly intro-
duced and an attempt is made to indicate where we are now and where we are
going and how the small world makes a big difference.

1.2
M3: Microsystems Technology, MEMS and Micromachines

Microsystems technology (MST) generally refers to design, technology and fabrica-
tion efforts aimed at combining electronic functions with mechanical, optical,
thermal and others and that employ miniaturization in order to achieve high com-
plexity in a small space. Microsystems are thus intelligent microscale machines
that combine sensors and actuators, mechanical structures and electronics to
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sense information from the environment and react to it. These tiny systems are
or soon will be present in many industrial and consumer products and will have
a huge impact on the way we live, play and work.

In addition to MST, there are a number of other terms and acronyms that are
used to describe this field, referring either to technologies, design concepts or in-
tegration issues. The most frequently used or encountered terms come from the
three major geographical areas involved in this field:

� Europe � Microsystems technology (MST);
� USA � Microelectromechanical systems (MEMS);
� Japan � Micromachines (MM).

Apparently in Europe the accent is placed on the miniaturization of the entire sys-
tems, in the USA on the mechanical components being brought into the micro-
electronic world and in Japan on the miniaturization of a machine. Maybe this re-
flects in some way the cultural backgrounds of the three regions.

Although the names are somewhat different, basically they all accentuate both
the miniaturization and the multi-functionality and system character. Some
groups consider the presence of a movable part in the system necessary to be able
to talk about MEMS, but in most cases the multi-functional character and minia-
turization are the essential ingredients or prerequisites.

In view of the truly global character of research and the many transnational co-
operations in this area, a new way to address this field collectively is M3:

MST �MEMS �MM � M3

The exponential factor 3 can also be seen in relation to the third dimension. In
fact, it not only combines all definitions identifying this field, it also stresses and
symbolizes the importance of the introduction of an active ‘third dimension’ to sil-
icon, literally and figuratively, and the impact these truly three-dimensional (3D)
microsystems have in applications ranging from health care to consumer prod-
ucts.

We could also see the M3 as summarizing three key characteristics of this field:
Multidisciplinary, Miniaturization, Mankind needs:

M3 � M �M �M

Each of these aspects will be addressed in the following sections. Let us now take a
closer look at the general concept of microsystems (or MEMS or MM) technology.

1.2.1
Microsystem Technology

Microsystem technology (MST) has experienced about two decades of evolution,
mainly driven by a few key applications. It is likely to drive the next phase of the
information revolution, as microelectronics has driven the first phase. A multi-bil-
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lion dollar market by the middle of the next decade has been forecast and
although there is some discrepancy in the figures presented by different bureaus
and agencies, a common belief in a consistent growth is shared by all.

The general concept of MST, schematically depicted in Fig. 1.1, is to combine
new materials with microprocessing technology (mostly well suited for low-cost
mass production purposes) and micromachining technologies to form the three
basic building blocks of every microsystem: sensing/actuation element, signal pro-
cessing, package.

Advances in material science and processing are at the base of each MST prod-
uct. Three main groups of materials are to be distinguished: materials for the
package, materials for the actual device and the electronics and materials for the
mechanical/electrical connection between these. Progress in semiconductor pro-
cessing has evolved in a number of substrate materials predestined for use in mi-
crostructured devices, such as silicon, silicon-on-insulator, silicon carbide and gal-
lium arsenide. Pricing and reliability considerations have led to the almost exclu-
sive use of silicon-based micromachined devices. Packaging and assembly have fo-
cused on ceramics, printed circuit board (PCB) technology and multi-chip mod-
ules (MCMs) [1].

1.2.2
MST versus IC

The continuous advances in silicon-based integrated circuit (IC) technology, in
terms of both processing and equipment, have definitely contributed to microsys-
tems developments. At the same time the enormous growth in microsystems ap-
plications has stimulated the development of dedicated equipment and generated
a larger knowledge of material and structure characteristics, especially in the me-
chanical area, which have been of great help to the IC world.

MST is often envisioned as being similar to semiconductor microelectronics
and, although they possess many similarities, there are also some strong differ-
ences, as indicated in Tab. 1.1. Some of the most important ones are the lack of a
‘unit cell’ (no transistor-equivalent) and of a stable front-end technology (no
CMOS equivalent). Moreover a multidimensional interaction space (not only elec-
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trical connections) is present and it is a very multidisciplinary field as next to
physics and engineering other disciplines such as chemistry, material science and
mechanics play an important role.

Therefore, research is evolving toward a MST unit that is not a single unit cell,
like the transistor, but small, specifically designed, components libraries that
could be refined over time to become standard building blocks for each MST de-
vice domain.

1.3
M3: Multidisciplinary, Miniaturization, Mankind Needs

Microsystems technology has a strong multidisciplinary character. Integration
across several disciplines takes place. Next to physics and engineering, the basic
disciplines of microelectronics, we find that chemistry and biology are becoming
more and more a part of MST as new materials and phenomena play a major role
in the development of new microsystems. Also, of course, as movable or flexible
parts are often essential components of the system, the role of mechanics or
rather micromechanics is much larger than it ever was in conventional microelec-
tronics. Although the broad range of expertise and know-how that this field re-
quires might make the path to problem solving and product development more
difficult, it can also be seen as enrichment in the engineering world.

In fact, microelectronics is entering many industrial sectors that are becoming
increasingly multidisciplinary environments, such as biotechnology, health care
and telecommunication. Consequently, growing interest in an interdisciplinary
educational program is observed as it will become extremely important to prepare
a new generation of engineers capable of operating in such multi-disciplinary en-
vironments. Another positive aspect of the way in which research and develop-
ment in this field is carried out is the development of important social skills such
as dealing with people from different fields and speaking different languages (lit-
erally and figuratively), something that is more the norm than the exception. This
learning process could be very useful in the global world in which we operate
nowadays.
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MST IC

Unit cell No unit cell Transistor
Front-end technology No single stable technology CMOS
Interaction space Multidimensional Electrical
Basic disciplines Multidisciplinary Physics and engineering



1.3.1
Miniaturization

Another key aspect of MST is miniaturization. Miniaturization is necessary

� to achieve increased functionality on a small scale;
� to utilize particular effects and phenomena that are of no specific relevance at

the macroscale level;
� to increase performance in order to make new areas of application possible;
� to interface the nanoworld.

It is generally pursued by using silicon IC-based technologies, with proper modifi-
cation or the addition of specifically developed modules. A key process is the 3D
machining of semiconductor materials, leading to miniaturized structures consti-
tuting the sensing, actuating or other functional parts. The main processes are
bulk micromachining (BMM) and surface micromachining (SMM).

1.3.1.1 Bulk micromachining
Bulk micromachining covers all techniques that remove significant amounts of
the substrate (or bulk) material and the bulk is part of the micromachined struc-
ture [2]. Typical BMM structures are shown in Fig. 1.2. This microstructuring of
the substrate is often done to form structures that can physically move, such as
floating membranes or cantilever beams. Other types of structures that can be re-
alized by bulk micromachining are wafer-through holes, often used for through
wafers interconnects in chip stacks and very deep cavities or channels to form mi-
crowells or reservoirs for biochemical applications. The substrate (generally sili-
con) can be removed using a variety of methods and techniques. In addition to a
number of processes using wet (or liquid) etchants, techniques using etchants in
the vapor and plasma state (generally referred to as dry) are available.
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1.3.1.2 Surface Micromachining
Surface micromachining is a very different technology, which involves the deposi-
tion of thin films on the wafer surface and the selective removal of one or more
of these layers to leave freestanding structures, such as membranes, cantilever
beams, bridges and rotating structures [2]. Examples of typical SMM structures
are shown in Fig. 1.3. In recent years, a number of new processes have been de-
veloped which use the upper few microns of the substrate (often an epitaxial
layer) as a mechanical layer. The basic principle of surface micromachining shows
two types of layers, the sacrificial layer and the mechanical layer. The sacrificial
layer is removed during subsequent processing to leave the freestanding mechani-
cal structure. The sacrificial layer is accessed from the side of the structure or
through access holes.

Other processes or techniques relevant to microsystems fabrication are wafer-to-
wafer bonding techniques, 3D lithography and some other high aspect ratio tech-
niques such as LIGA and laser machining [3].

The choice of the 3D micromachining technology depends strongly on the ap-
plication field and design of the MST product to be manufactured. The use of
techniques compatible with standard semiconductor processing is often preferred
as this permits batch fabrication, potential cost efficiency and system integration.

In Delft, the importance of integrating multi-elements on a single chip while fo-
cusing on the system aspects has been recognized for a long time [4]. Research
has therefore focused on silicon (the major material for ICs) and silicon-related
materials and the development of post-process modules following the approach
shown schematically in Fig. 1.4. This approach allows on the one hand the addi-
tion of more functions on a chip, offering some flexibility and application-specific
variations, and on the other hand preserves the compatibility with basic IC pro-
cesses (Bipolar or CMOS), thus allowing the realization of complete systems (sen-
sor + signal processing + actuator).
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1.4
The Power of a Small World

Great progress has been made in the field of microsystems. Initially sensors or ac-
tuators built in bulk silicon with either simple dedicated processes or built-in con-
ventional CMOS processes were introduced, more as an extension of the possibili-
ty of microelectronics than as a separate field. The real expansion into more com-
plex systems and into areas not traditionally related to microelectronics, such as
medicine, biology and optical telecommunication, came much later. Silicon micro-
machining has been crucial for this. In fact, the shift from planar, essentially 2D
components, to vertical or 3D microstructures has added not only a physical third
dimension to silicon planar technology, but also a third dimension in terms of func-
tionality and applications (see Fig. 1.5).

Micromachining has also moved from silicon to other materials, such as glass,
polymers and metals, thus creating an even larger pool of possible configurations.
However, the level of maturity and the advantages related to the use of silicon are
still predominant.

Let us examine a few examples that illustrate the ‘power of the small world’,
i.e., the realization of applications, components and systems that would not be
available or would not be as functional, as light or as small as they are now
thanks to MST.
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1.4.1
MST in Transportation

An area where MST has made a major difference is transportation. Not only vehi-
cles are equipped with an increasing amount of MST devices, creating smart cars,
planes, boats, etc.; MST is also used in efforts to monitor highways, roads and
bridges, leading to smart roads and safer skies. However, it has been the automo-
tive industry, and thus the car, which has been and still is playing a key role in
promoting MST technology and development.

It actually began with pressure sensors, with the introduction of the manifold
air pressure sensor (MAP) for engine control in 1979, but one of the biggest com-
mercial applications of MST is the accelerometer for air bags. In the case of a
crash, the accelerometer sends the information to the inflation system. The bag is
inflated by the large volume of gas created by an extremely rapid burning process.
The bag then literally bursts from its storage site at up to 200 mph – faster than
the blink of an eye. A second later, the gas quickly dissipates through tiny holes
in the bag, thus deflating the bag so that driver and passengers can move.

At present, microsystems are most frequently used in safety applications, fol-
lowed by engine and power train applications and on-board vehicle diagnostics. A
major concern is reliability. Sensors working for safety features and leading to
functions controlling at least part of the driving need to be of the highest quality.
On the other hand, reliability in the automotive environment with temperatures
up to 125 �C and aggressive media is an important cost issue. Packaging solutions
and contactless sensors can help to reach the targets.

A revolution in this sector is starting to take place, implying a complete transi-
tion from the mechanically driven automobile system to a mechanically based but
ICT-driven system. Microsystems are indispensable for fulfilling these ambitions.
The current 7 Series BMW has a total of 70 MST devices installed in the car – a
new milestone in the use of MST components in this application area [5].
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1.4.2
MST in Medicine

MST developments have had and continue to have a remarkable impact on biol-
ogy and medicine. Miniaturization on the one hand and system integration on
the other are responsible for the presence or improvement of a number of appli-
cations that are all around us.

Biomedical sensors permit the reliable generation of essential physiological in-
formation required to provide therapeutic, diagnostic and monitoring care to pa-
tients. One example related to chronic cardiac disease is the pacemaker. This
small apparatus, which has been implanted in more than two million people
worldwide and is a true life saver, is based on a sensing and actuating unit, signal
processing and a power source. In the newest generation of pacemaker-defibrilla-
tors, a MEMS accelerometer capable of tracking changes in motion, in this case
the heart beat, sends the information to the processing unit and the proper
amount of electric shock to restore the natural rhythm of the heart is delivered
through the pacing lead [6]. The electronics of these microsystems, as for all im-
plantable devices, must operate on low power. Novel powering alternatives to re-
duce further the size and weight of the apparatus and to prolong its lifetime are
important research themes.

Microsurgery or minimally invasive surgery, an almost unknown notion a few
years ago, is also an area where progress has been remarkable and tangible re-
sults are seen every day. Smart medical devices can be realized by embedding
MST-based sensors at the most effective place on or within the device. Microsys-
tems technology is the only method available that produces sensors small enough
to be embedded in surgical devices without changing the basic function or form.
MST-laden scalpels, needles and drills would give surgeons an unprecedented lev-
el of control or even the flexibility to perform entirely new procedures [7]. Tools
such as the ‘smart’ scalpel schematically shown in Fig. 1.6, incorporate sensing
and measuring devices to track and record information during surgery. The sen-
sors, placed as close as possible to the edge of the cutting tool, for instance, can
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tell how close a scalpel is to a blood vessel and shut the tool down if it ap-
proaches too close.

Using proven semiconductor manufacturing processes, microneedles to deliver
small, precision dosages of drugs to localized areas are realized. A microneedle
with a hollow core can easily fit into the bore of one of the smallest hypodermic
injection needles commercially available today. Furthermore, the tip of the micro-
fabricated microneedle is sharper and smoother than that of the steel needle. The
smaller the diameter and the sharper the tip, the less pain and tissue damage oc-
cur during use. Initial tests have shown the microneedle to be nearly painless [7].

1.4.3
MST in Biology

Another area that is experiencing enormous development and where MST plays a
crucial role is the miniaturization of (bio)chemical assays that are used for quality
management in the biotechnology and food industry, medical diagnostics, drug
development, environmental monitoring and high-throughput biochemical screen-
ing. In a successful multidisciplinary project [8], recently completed at our univer-
sity, relevant progress has been achieved in the design and realization of an intelli-
gent analytical system that measures many different molecular analytes simulta-
neously using specific molecular interactions on the surface of specially con-
structed microchips. Images of microchips containing arrays of microwells of dif-
ferent size and shape are shown in Fig. 1.7. Besides allowing a large number of
different analyses simultaneously in a very short time, the system uses only ex-
tremely small amounts of reagents and samples.
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1.4.4
MST in Telecommunication

Twenty-four hours a day, 365 days a year, data bits race through the optical fiber
networks that span our globe. This vital link between people both for professional
and private matters cannot afford any failure. Protection switches have a key role
in guaranteeing network safety and in redirecting the data stream around a sec-
tion that is not functioning. Switching in the optical domain is preferable because
it avoids electro-optical conversion and is independent of data and encoding for-
mat. MST technology and specifically silicon micromachining have made it possi-
ble to realize fiber-optic switches that have many advantages over the conventional
mechanical-relay type (no fatigue; miniaturization = faster switching time).
Although the optical MEMS industry has not lived up to the high expectations
with respect to implementation of photonic MEMS-based switching subsystems,
the developed technology seems promising for other applications. Optical MEMS
are, in fact, well suited for a variety of displays to be used in consumer electronics
products, such as digital cameras and TVs, and also as medical instrumentation
and car information systems [9].

However, by far the largest contribution that MST can offer is in wireless com-
munication by providing more function and power with smaller parts. Radiofre-
quency (rf) systems for telecommunication are expected to be the next major ap-
plication for MST [10]. Microsystems for rf applications, also known as rf MEMS,
cover a large variety of devices, such as microswitches, tunable capacitors, micro-
machined inductors, micromachined antennas, microtransmission lines and mi-
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cromechanical resonators. Manufactured by conventional or novel 3D microstruc-
turing techniques, they offer increased performance, such as lower power con-
sumption, lower losses, higher linearity and higher Q factors.

The importance of silicon micromachining for rf applications has been recog-
nized in DIMES. Novel post-process modules based on innovative techniques
have been developed to address some of the limitations of planar silicon IC tech-
nology, making it possible to enhance the performance of integrated rf devices
and systems [11]. Examples of integrated rf devices realized using BMM, such as
sub-surface inductors, 3D solenoid inductors and through-chip transmission lines,
are shown in Fig. 1.8.

1.5
Future Perspectives

MST has indeed had and continues to have a strong impact on almost every as-
pect of our lives. What are the challenges that lie ahead and which are the areas
on which the microsystems community will focus? Let us look at some important
aspects and mention some of the activities we are currently pursuing or intend to
explore in our laboratory.

1.5.1
Autonomous Microsystems: More Intelligence in a Small Space

It is clear that the future generation of microsystems will have to satisfy challenging
demands. These systems have to be capable of self-regulation and wireless commu-
nication, should be compact in size and should operate at low power, often in harsh
environments. These systems will provide, among others, the future front-ends of
information networks and links from microelectronics to the cellular world.

An integrated autonomous microsystem, schematically depicted in Fig. 1.9 a,
needs to contain several basic functional modules to interact with its environ-
ment. It should be able to sense the perturbation in an environment (hearing or
sight), and also to actuate perturbation to the environment for response (motion).
It also needs to communicate with other microsystems and with a central point to
establish collective and coordinated functions (Fig. 1.9b). Many of the operations in-
volve computing and control for complex information processing. Finally, the auton-
omous microsystems must contain a power generation/conversion unit. These func-
tions of the autonomous microsystems can be potentially realized by integrating
memory/microprocessors with MEMS in a power-efficient manner (system-on-a-
chip).

The effective 3D microstructuring offered by MST together with the introduc-
tion of new materials into microelectronics will be essential for this future genera-
tion of integrated microsystems. In particular, attention should be paid to novel
concepts and principles for power generation and/or conversion and for operation
in harsh environments.
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Applications can include any measurement requirements in remote locations or
where access is difficult, from monitoring weather patterns to tracking human
movement. After space applications, where reliability, power consumption and size
are very critical, a large application area can be envisioned in implantable sensors for
medical applications and home monitoring systems for the elderly. Through these
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and (b) wireless communication among autonomous microsystems (© P. M.
Sarro, M. v. d. Zwan, 2003)
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systems, for example, patients could be sent home earlier and monitored via the In-
ternet and elderly people could continue living in their homes, with direct connec-
tions to a central point. Besides improving the quality of life and extending indepen-
dence, this will lead to considerable saving in health costs.

1.5.2
Top Down or Bottom Up: the Next Phase in Miniaturization

Although much progress has been made and exciting results have been achieved,
there is still, as Richard Feynman wisely said about half a century ago, ‘Plenty of
room at the bottom’ [12]. After application-specific issues, a more generic discus-
sion addresses the approach to follow in order to pursue further miniaturization:
top down or bottom up?

The top down method focuses on downscaling to miniaturize devices and sys-
tems to the nanometer scale. The ‘conventional’ microsystems technology/MEMS
belong to this approach. The bottom up approach relies on rather different tech-
nologies and materials to generate novel miniature systems. Atoms and molecules
are integrated to form devices, shaping the system atom by atom.

These two approaches can also be combined to create a new converging technol-
ogy, thus further increasing future perspectives. As illustrated in Fig. 1.10, we are
at the point where both approaches can be used to create new systems, devices
and even new materials.
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1.5.2.1 Top down
Top down mostly means shrinking dimensions either to improve functionality or
to create complex systems in a small space. In order to achieve this, novel micro-
machining technologies are required. These include various etching techniques
(DRIE, laser ablation), resulting in well-controlled, accurate definition of the mi-
crostructures; specific lithographic processes (spray coating or electrodeposition of
resist, front-to-back alignment (FTBA), direct write) to transfer fine patterns onto
multi-level, truly 3D microstructures and coating or plating techniques (electro-
plating, electroless plating, vapor deposition) to deposit insulating, sensing or con-
ducting layers on these large topography (highly non-planar) surfaces. The M
from microsystems, MEMS or micromachine can slowly become an N, i.e. Nano-
systems technology, nanoelectromechanical systems, nanomachines:

M3 � N3

1.5.2.2 Bottom Up
In the bottom up approach, the focus is on other materials (polymers, carbide, dia-
mond, organic materials), new ‘building’ techniques and the use of different ef-
fects. Inspired by biology, where the precise (self) organization of molecules per-
mits the many functions carried out in living cells, scientists have started to ex-
plore means to build molecular machines, wires and other devices in a very pre-
cise manner, by stacking individual atoms or molecules. Research into methods
for such assembly is still in its infancy, but its promise is great. Moreover, the po-
tential use of DNA – with its ability for ‘programmed self-assembly’ – for biomole-
cular electronic devices (nanowires, molecular memories) in combination with ad-
vanced microsystems technology, various protein molecules and nanoparticles is
also a challenging and promising future development.

Combination of both approaches is also possible. Our group participated in a
European project that aims at developing an enabling technology for 3D computer
structures, such as a fault-tolerant, 3D, retina-cortex computer (CORTEX) [14].
One objective of this project is to demonstrate the feasibility of very high-density,
3D molecular ‘wires’ (bottom up approach) between electrical contacts on sepa-
rate, closely spaced, semiconductor chips or layers, as illustrated in Fig. 1.11. The
high-density array of through-wafer interconnects with a very high aspect ratio is
a good example of the top down approach, whereas the building of molecular
wires for chip-to-chip connections well represents the bottom up method.
Whether a top down or a bottom up approach is used (or a combination of both),
major developments are envisioned for the coming decades.

1.5.3
The Link Between Nanoscience and the Macro World

Although remaining on the micron or submicron scale, MST will continue to be of
significant importance for nanotechnology and nanoscience. In fact, microsystems,
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either sensors, actuators or mechanical microstructures with the necessary interfa-
cing, are often the unavoidable bridge between the atom or molecular structure
and the macro-world. Moreover, specific tools that are indispensable for building mo-
lecular systems or investigating phenomena at the atomic level heavily rely on MST.

The use of silicon-based technologies or derivatives can have an extreme impact
on studying phenomena or realizing crucial tools for complex molecular systems.
A good example is atom optics on a chip (atomic laser). At the University of Col-
orado, USA, a very active group involved in atom optics is investigating the use of
Bose-Einstein condensates (BEC) to make practical devices [15]. An essential com-
ponent of the system is the MOT (magneto-optic trap), the largest physical struc-
ture of most BEC and atom guiding systems. It is highly desirable to miniaturize
this component. MST technology can play a crucial role here by offering small,
truly 3D structures. The possibility of using the third dimension is fundamental
to acquiring full control over the magnetic field applied to the atoms.

Another example is related to 3D atomic resolution microscopes, the scanning
tunneling microscope (STM) and the atomic force microscope (AFM). Scanning
probe microscopy is a key technology for nanotechnology research and fundamental
in studying phenomena at the atomic/molecular level. Scanning probe microscopes
also allow the manipulation of atoms and molecules for the creation of nanodevices.
Very often the tips of these tools, see Fig. 1.12, a recognized symbol for nanotechnol-
ogy, are realized with the help of silicon-based microsystem technologies [16].

New developments in MST will further contribute to building the necessary inter-
face between nanodevices or nanostructures and microinstrumentation and will help
in studies of phenomena at the nanoscale level. On the other hand, future develop-
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ments in nanotechnology will permit the realization of highly sophisticated micro-
systems, such as miniaturized drug-delivery systems and miniaturized computers.

1.6
Conclusions

MST research activities continue to focus on innovative technological processes
and material findings to create the necessary environment to address the many
challenges in areas currently recognized to be of strategic importance and of high
societal relevance. In particular, increasing the autonomous and wireless character
of microsystems will be intensively pursued. Mostly a top down approach will be
followed to realize truly 3D microstructures, essential to many microsystems. Re-
search on silicon-related/compatible materials such as SiC, polymers and alterna-
tive metals to expand application areas further or improve system performance
will also be carried out. The potential of the bottom up approach will be increas-
ingly explored as this approach can offer more possibilities and proper solutions
in new areas as well as stimulating new developments.

Whatever the approach followed or the application area targeted, research in mi-
crosystems technology will continue to provide further developments in many sci-
entific disciplines and at the same time make a tangible contribution to society.
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Fig. 1.12 The tip of a scanning probe microscope fabricated by silicon micro-
machining
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Abstract
This chapter looks at various aspects of MEMS commercialization starting with a
breakdown into various commercial phases from the early university concepts that
spawned industrial research activity through early self-contained start-ups and
ending with the current phase of a MEMS infrastructure. Next, various market
forces are described which dictated much of the commercialization activity. The
commercial success of MEMS structures depends first and foremost upon a moti-
vated marketplace where MEMS technology provides a clear competitive and en-
abling advantage. Funding and corporate structure have been another important
aspect of commercialization. The wide breadth of applications, the initial parallels
to the integrated circuits industry and the myriad of possible angles to approach
commercializing the technology have spawned a broad range of successful and
not-so-successful business models. This chapter summarizes the points of these
sections with an outlook on important factors that will continue the commerciali-
zation of MEMS technology.
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2.1
Introduction

MEMS technology has gone through many phases of naming. In its early days, it
was primarily referred to as silicon micromachining, making mechanical structures
in silicon and a number of early acronyms. All referred to the basic concept that the
silicon manufacturing technology that was being used at the time to great advantage
in signal processing could be used to the same advantage to make mechanical struc-
tures. Further, these mechanical structures could act as the physical interface be-
tween the ‘real world’ and the ever-evolving complex signal processing of the time.

The concept of a mechanical technology with the same advantages and opportu-
nities as the integrated circuit industry was a very compelling story. This, coupled
with the very photogenic nature of the resulting devices, sparked a lot of imagina-
tion and garnered a lot of interest along the path to commercialization.
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Unfortunately, commercial success is linked to market and operational success
and financial viability. Throughout its evolution, MEMS technology has had its
share of successes in a wide range of industries including automotive, medical, in-
dustrial and consumer markets. At the same time there have been many exam-
ples of over-hype of the technology and some spectacular disasters.

This chapter looks at various aspects of MEMS commercialization starting with
a breakdown into various commercial phases from the early university concepts
that spawned industrial research activity through early self-contained start-ups and
ending with the current phase of a MEMS infrastructure.

Next, various market forces are described which dictated much of the commer-
cialization activity. The commercial success of MEMS structures depends first and
foremost upon a motivated market place where MEMS technology provides a
clear competitive and enabling advantage. While there are many examples of such
an advantage, the glamour of the technology also has led to many cases of a solu-
tion looking for a problem and examples where a MEMS technology could also be
used, but with no particular advantage.

Funding and corporate structure have been another important aspect of com-
mercialization. The wide breadth of applications, the initial parallels to the inte-
grated circuits industry and the myriad of possible angles to approach commer-
cializing the technology have spawned a broad range of successful and not-so-suc-
cessful business models.

Like the much larger integrated circuits industry, the MEMS industry has many
of the same infrastructure requirements for technology, design tools, manufactur-
ing technology, equipment, quality and reliability. Often these are more demand-
ing than those of the signal processing markets. At the same time, there is less of
a revenue base.

Finally, this chapter summarizes the points of these sections with an outlook on
important factors that will continue the commercialization of MEMS technology.
While many market studies and analyses have been completed, history has shown
that the MEMS industry has been driven by unidentified market requirements
and new applications that quickly emerge outside of the realm of surveys of exist-
ing applications. These dominating applications have driven the phases of the
MEMS industry to date and undoubtedly are the hidden potential for future com-
mercialization.

2.2
Phases of MEMS Commercialization

2.2.1
Early Research Phase

While the concepts of patterning and etching thin films are inherent in the devel-
opment of integrated circuit design, using a silicon wafer as a substrate for a wide
variety of mechanical structures started to attract major attention in the early
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1970s. One of the first applications of silicon as a mechanical structure used the
piezoresistive properties of bulk silicon as a simple strain gauge. Very soon more
complex structures were being reported and proposed, including thinned dia-
phragms with integrated piezoresistors for pressure sensing, suspended mass
structures as acceleration sensors, more complex strain gauge structures for medi-
cal applications and silicon as a source of miniature integrated plumbing. Pro-
posed applications included implantable drug infusion pumps and miniature gas
chromatography systems (Fig. 2.1).

Much of the early development was funded by government agencies such as the
National Institute of Health and NASA. As a result, much of the initial industrial
interest focused on medical and aerospace applications. At the same time, the
automotive industry was motivated by fuel efficiency and environmental consid-
erations to add engine control electronics, which pushed requirements for low-
cost pressure sensors (such as manifold absolute pressure (MAP) and fuel vapor
control). Industrial pressure sensor manufacturers also started looking for less
costly and higher performance alternatives to conventional hand-assembled sensor
structures. As a result, the university research activities in MEMS had a diverse
and strange assortment of industrial collaborators with an equally diverse set of
design criteria and motivations. Small divisions sprouted within semiconductor
companies, who quickly found that the ostensibly similar lithography and furnace
steps did not fit within traditional IC manufacturing operations. Silicon wet etch-
ing caused even more compatibility issues (Fig. 2.2).

2.2.2
Bulk Silicon Pressure Sensor Phase

The next major phase of commercialization may be best referred to as the bulk
silicon pressure sensor phase because of the dominance of etched diaphragm
pressure sensors in commercial activity. Starting in the late 1970s and early
1980s, pressure sensors were the primary source of business and revenue.
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Three primary market segments drove this early phase. First, the automotive in-
dustry continued to push development of high-volume manufacturing. Second,
the medical industry was driven by health and cost concerns from reusable to dis-
posable (single-use) pressure sensors. Third, long-term stability and cost were mo-
tivating a shift from traditional hand-assembled strain gauge on steel industrial
pressure sensors towards integrated silicon pressure sensors whose manufactur-
ing costs were typically an order of magnitude lower.

The dominant technology was bulk micromachining (devices based on etching
through or deeply into a silicon wafer). Manufacturers typically adapted standard
semiconductor equipment. Lithography consisted of standard top-side tools, plus a
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Fig. 2.2 (a) Gas chromatograph system by
Steve Terry, Stanford University Micromachin-
ing Program. Professor Jim Angell, Microma-
chining Program Faculty Research Advisor.
Photograph courtesy of EG&G IC Sensors,
Inc. (b) Differential pressure sensor by Sa-

maun, Stanford University Micromachining
Program. Professor Jim Angell, Micromachin-
ing Program Faculty Research Advisor. Dia-
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series of self-designed tools for aligning features to the back side of the wafers.
Wet etching (typically timed KOH) dominated the etch processes. Many different
etch fixture recipes were developed and electrochemical etch stops (ECE) plus
plasma etching emerged as a technique for etch control driven by the manufactur-
ing needs of the bulk pressure sensor.

Proposed bulk silicon structures received a lot of press exposure (for example,
the June 1984 cover story of Popular Science entitled ‘The Coming Age of Micro-
machines,’ by Jeanne McDermott, pp. 87–91). The devices were very photogenic
and made it easy to imagine a myriad of opportunities. However, the industry was
young and the system integration and applications infrastructure were limited.
The ‘killer applications’ that would ramp up quickly to huge markets were also
limited and the revenue base grew slowly.

While many other prototype parts were being proposed and developed, much of
the commercial activity was driven by a handful of start-ups and university labora-
tories. These activities were funded by development contracts and alliances with
end-user companies that recognized potential product advantages that could be
used in the representative industries. In the early to mid-1980s, applications such
as early tire-pressure monitoring systems were reported (tied to the initial ‘run-
flat tires’ that had a limited range when deflated), and also several optical
switches and micromirrors, early chemical analysis on a chip (electrophoretic sep-
aration, flow restrictors and microvalves) and a number of early inertial devices.
Sensor bus systems and devices with integral signal processing were also re-
ported, but no substantial market emerged.

The financial and commercial driver remained the pressure sensor, which repre-
sented the main revenue source for these early companies.

2.2.3
Accelerometer Phase

During the late 1970s, the first silicon accelerometers were developed (Fig. 2.3).
This coincided with automotive safety requirements for airbags and suddenly the
advantages of silicon structures to replace earlier purely mechanical accelerometer
switches became a driving force in MEMS technology. The size of the potential ac-
celerometer market allowed it to become the dominant factor in MEMS business
directions and decisions during this period. This was the ‘killer application’ that
drove the next stage in business, technology and market development.

In the early 1980s, several bulk accelerometer structures were funded and devel-
oped. These devices were heavily driven by the aerospace industry where there
was a requirement for very small devices in flight applications. A silicon seismic mass
was etched into the silicon using bulk silicon (whole wafer thickness) wet etches. The
mass was usually suspended on thin silicon springs, also etched into the silicon.
Piezoresistive, capacitive and resonant beam structures were developed. Volumes
were small and targeted at high performance and cost was a secondary driver.

In the mid-1980s, the first low-cost mass-produced silicon accelerometers were
introduced. These were bulk devices that were heavily based on aerospace-funded
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Fig. 2.3 (a) Roylance accelerometer – proto-
type for piezoresistive accelerometers of the
1980s. Accelerometer by Lynn Roylance, Stan-
ford University Micromachining Program. Pro-
fessor Jim Angell, Micromachining Program
Faculty Research Advisor. Photograph courtesy
of Stanford University. (b) Roylance acceler-

ometer before cap. Micromachined acceler-
ometer by Lynn Roylance, Stanford University
Micromachining Program. Professor Jim An-
gell, Micromachining Program Faculty Re-
search Advisor. Photograph courtesy Stanford
University



developments. Initial versions were targeted at industrial applications to replace
more expensive discrete component parts.

At the same time, the automotive industry was responding to mandatory air-bag
requirements. Early air-bags were triggered by mechanical accelerometer switches.
These were typically made of individually machined and assembled metal mass,
spring and contact arrangements. Manufacturing control, cost reliability and accu-
racy were major limits of the mechanical parts. Silicon accelerometers promised
much better performance at lower cost and automotive suppliers suddenly fo-
cused on silicon devices as the answer to air-bag needs.

The requirements for air-bag sensors combined with the capabilities of silicon
immediately introduced many new concepts, including self-testing for safety, man-
ufacturing test and mass production, and generated a whole new era in quality, re-
liability and commercial stability requirements for the silicon micromachining in-
dustry. New corporate level funding was also generated based on this new high-
volume application. During this phase (where the term MEMS also started to
emerge), the industry was driven to a new level of infrastructure and maturity to
meet the requirements of the automotive safety system markets. During this
phase, the automotive industry was experimenting with ride control. This poten-
tial market, along with the air-bags, provided the background for substantial auto-
motive industry investment into MEMS. A few new large suppliers emerged.

At the same time, concepts for surface micromachining were emerging. The
concept of applying thin films to the surface of a silicon substrate and then re-
moving a sacrificial layer with an undercut etch was particularly attractive to the
mass production of small low-cost air-bag sensors. Circuitry was required to pro-
cess the air-bag signal and combining both on the same chip provided a number
of advantages to air-bag suppliers.

As a result, much of the surface micromachining technology development was
motivated by the market need for air-bag accelerometers during this phase of the
MEMS industry evolution.

The financial and commercial drivers for this phase of MEMS development
were centered around requirements for automotive air-bag sensor elements.

2.2.4
System Level Phase

One of the byproducts of the accelerometer phase was a motivation to develop
both dedicated MEMS interface circuits (two-chip systems) and also complete sys-
tems on a single chip. This was driven by several factors, including the chip set
and co-integrated signal and sensor combinations of the air-bag requirements.
Many of the suppliers who had evolved technology to match the air-bag require-
ments realized that system level technology could be applied to other markets. At
the same time, several circuit manufacturers observed that the air-bag markets
had developed other applications where interface chips that could drive sensor
and actuator structures could provide correction and outputs.
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Simultaneously, several high-volume, low-cost consumer applications were
evolving (such as hand-held tire gauges, sports modules and diving modules) and
distributed industrial control.

During this phase in the 1990s, a number of CMOS interfaces – circuits for am-
plifying, driving, compensating and calibrating MEMS structures – were devel-
oped by the integrated circuit industry. Prior to this phase, MEMS manufacturers
and users were virtually on their own in developing these circuits as needed to
make a complete device. Traditionally this was another barrier to entry for pro-
spective customers and users of MEMS devices.

Dedicated ASICS and general-purpose interfaces and a series of standard pack-
aged MEMS structures opened the way for many industry-specific companies out-
side the MEMS industry to use standard MEMS components in their products.
This infrastructure marked another phase in MEMS growth where the customer
could exploit the technology without a need for captive experts.

The financial and commercial drivers for this phase focused on spreading the
breadth of MEMS applications into a variety of applications of standard and semi-
custom parts that individually would not have supported the required technology
and infrastructure development.

2.2.5
Optical Switching Phase

In the late 1990s, growth in the requirement for wide-band communications pro-
vided the economic driver for another major investment phase into the MEMS in-
dustry. Optical switching was identified as another potential ‘killer application’ of
MEMS where potential market size could justify investing large sums.

This was the first phase where infrastructure segmentation became prevalent. A
significant amount of funding during this phase went to companies that focused
on specific aspects of the technology. MEMS equipment and materials supply,
modeling and design software, foundries, fabless component developers and sys-
tem integrators all emerged. This was in stark contrast to the very early phases,
where such infrastructure did not exist and a MEMS supplier was forced to be
vertically integrated and self-sufficient in each of these aspects.

While the optical switching market stumbled and a substantial part of the in-
vestments were lost, the MEMS landscape was again dramatically modified by the
business forces of this phase. Much of this phase resulted in a large investment
in technology that never reached the manufacturing phase. Much of the benefit
has been adapted by MEMS manufacturers in other industries who have been
able to exploit this influx of technology and infrastructure investment for other
markets.
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2.2.6
Nanostructure and MEMS Infrastructure Phase

The current phase of MEMS commercial development can best be characterized as
the nanostructure and infrastructure phase. Nanostructure devices have captured
the same imagination as the microstructure parts of many years ago. The current
MEMS industry can provide a model to develop a nanostructure industry with a
much shorter evolution. The market, economic and industry characteristics be-
tween the nanostructure and microstructure industries are very similar. Companies
who support the MEMS infrastructure are ideally positioned to support the nanoin-
dustry. During MEMS commercialization, many attempts were made to use the de-
velopment of IC industry as a model. The significant size, technologies require-
ments, simultaneous market development requirements, diverse customers and
sales channels and vertical integration made this a poor match. The MEMS industry
was forced to develop on its own. The nanoindustry has a chance to accelerate its
development by relying on MEMS for a fast path to commercialization.

During this phase, the market has grown to the level where segmentation is
possible and many industry-specific companies are emerging to address specific
markets. Companies now focus on specific markets such as communications,
chemical and medical analysis, test and measurement, consumer products or
automotive systems without being MEMS experts. They can also develop products
and markets for specific components, microrelays, rf devices, acoustics or medical
probes and exploit the capabilities of the MEMS industry.

The commercialization during this phase is market-driven by industry applica-
tion, requiring considerably smaller investments to open new channels, and is
backed by the reliability, quality and substantial investments of the MEMS infra-
structure which supports many different markets (Fig. 2.4).

2.3
Marketing – MEMS Push Versus Market Pull

2.3.1
Disconnect Between Development and Commercialization

One characteristic of the MEMS industry is that it has been an intriguing technol-
ogy. It has often been viewed as providing the link between the physical world
and signal processing. However, a problem with this situation is that MEMS tech-
nology often has been ahead of the market demand. This is the classical situation
of a solution looking for a problem and there are numerous examples where
MEMS products failed as a result. In many cases, MEMS solutions replaced an al-
ternative technology with no clear advantage to justify the development cost. In
other cases, the primary requirements for success were not all present, resulting
in a partial solution that was not commercially successful.
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2.3.2
Characteristics of a Successful Application

The characteristics of a successful application include the following:

1. A need that cannot be met with existing technology, such as cost, size perfor-
mance and manufacturability – Examples abound where a silicon microstruc-
ture met a specific need. For example, for disposable medical pressure sen-
sors, MEMS structures provided an order of magnitude reduction in cost. This
cost made the application feasible. In the air-bag accelerometer industry, the
silicon device was required to meet cost, performance and reliability. However,
if the microstructure only provides a comparable solution, the added cost will
typically not justify the development. A classical example is in medical flow re-
strictors and in disposable biosensors, where a molded plastic solution can be
much more cost-effective.

2. Collateral system developed – Often the microstructure requires collateral circui-
try and system functions to complete the marketable system. For example, air-
bag sensors require an entire control system, tire pressure sensors require tele-
metry and optical devices require the remainder of the controls to be effective.

3. Successful package, calibration scheme, test and measurement – One charac-
teristic of a MEMS sensor or actuator compared with traditional signal proces-
sing ICs is that the MEMS device typically must be mounted or located where
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Fig. 2.4 (a) Worldwide revenue forecast
for MEMS 2002–2007 (US$ billion) and
(b) share of MEMS revenue by device,
2002 vs. 2007
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it is exposed to the environment. Package limitations and requirements on
testing can be a primary obstacle to successful applications. For example,
packaging stress on a pressure die can prevent accurate measurements and ex-
posure to corrosive liquids can destroy the sensor.

4. Favorable market timing – Market exists and matches technology ramp up. In
many cases the MEMS structure has preceded the market. For example, tire
pressure sensors were developed in the early 1980s long before the market de-
mand evolved. The optical switching phase is another classical example, where
the market existed long before the MEMS structures were developed and the
market was saturated with products manufactured with competing technolo-
gies long before the MEMS structures were available. An additional timing di-
lemma exists when the application is enabled by the MEMS part. In these
cases, market development will not evolve until the device is developed and
then a long market development time results in an extended period of no rev-
enue for the MEMS company.

5. Advantageous market size – MEMS structures can enable a wide variety of ap-
plications. Although the MEMS structure is critical to the application, the wa-
fer volume may not support an entire wafer facility. Historically, MEMS de-
vices have been designed with a wide range of special processes. This lack of
standardization has limited foundry effectiveness, often resulting in underuti-
lized and inefficient captive wafer fabs. The vertical specialty supplier with a
captive fab lacks the throughput for process control and base load to absorb
factory costs.

A successful application requires all of these items to be met to provide a win-
ning business model that can recover the development costs and offer a revenue
stream to sustain the development period (Tab. 2.1).

In addition, the MEMS system integrator must also be positioned to be a spe-
cialist in the application. Examples of successful applications typically have a solid
MEMS developer and supplier teamed with a system integrator (such as an auto-
motive component supplier, HVAC specialist or medical device company).

2.3.3
Evolutionary Versus Revolutionary Products

The MEMS industry has examples of both evolutionary and revolutionary product
designs. The pressure industry has been very evolutionary. The primary character-
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Tab. 2.1 Requirements for a successful MEMS application

A need that cannot be met with existing technology �

Collateral system already developed: circuitry and system functions �

Planning for package, calibration scheme, test and measurement �

Existing market and match of technology ramp-up time �

Market size understanding to ensure wafer volume can support business �



istic for suppliers is a steady source of revenue to fund continued development of
new products. At the opposite extreme, the digital light mirror of Texas Instru-
ments is an example of a revolutionary approach where there was virtually no rev-
enue for over 10 years while the technology, system aspects and market were de-
veloped.

2.3.4
Evolution of Pressure Sensor Markets and Milestones

As an example of an evolutionary product area, the MEMS pressure industry de-
veloped around non-silicon predecessors in a series of new parts. The driving ad-
vantages of silicon were low-cost through wafer level fabrication (typically an or-
der of magnitude), small size and manufacturability. In the 1970s, a typical non-
silicon pressure sensor was fabricated from strain gauges bonded to a metal dia-
phragm and a typical price was in the $100 range. As a result, applications were
limited to permanent sensors and volumes were relatively small.

Initial silicon pressure sensor elements had a very similar structure, with a
pressure diaphragm that was photolithographically defined and etched into the sil-
icon wafer. In place of bonded strain gauges, strain-sensitive elements were dif-
fused into the silicon diaphragm using IC techniques. The resulting sensors were
mounted in an IC package, e.g., a ‘TO’ (Fig. 2.5). This reduced the price to about
$30 in the early 1980s and opened up new industrial and medical markets.

At the same time, ceramic hybrid substrates with laser-trimmed thick-film resis-
tors for calibration and compensation were developed. The resulting automotive
modules started in the $10 range and fell to around $5. The automotive pressure
sensor was the largest single market driver in the MEMS pressure business and
rapidly grew to several million parts per year. For much of this period, the pri-
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mary manufacturers were captive wafer fabs within vertically integrated automo-
tive companies. As a result, the impact on the stand-alone MEMS industry was
minimal.

Medical disposable modules also emerged during this period, enabled by silicon.
Prior to the mid-1980s, medical pressure sensors typically cost about $80–100 and
were re-used. Blood pressure was monitored by connecting a pressure sensor to in-
travenous (iv) tubes in hospital patients. Consequently, they could come in contact
with blood and any infections could be transmitted to the next patient if the sensor
was not properly cleaned and sterilized. In addition, cleaning and sterilizing sensors
for re-use were very expensive and often could damage the sensor. Silicon technology
provided a path to reduce the sensor price to the $5 range and enabled this applica-
tion (Fig. 2.6). While not identified in the market surveys of the early 1980’s, the
medical disposable business was a major revenue source for the early MEMS fabs
of the 1980’s.

Similar low-cost markets emerged in diverse areas such personal diving depth
monitors and hand-held tire pressure gauges, where low cost was critical.

In the mid-1980s, tire manufacturers developed a run-flat tire, which eliminated
the need for a spare tire (reducing car costs and saving trunk space). However, a
pressure monitor was required to warn the driver if tire pressure was lost, so that
the driver would reduce speed and go to a repair center within the limited range
of the run-flat tire. Responding to this requirement, R&D departments developed
MEMS-based tire pressure monitors in the mid-1980s that transmitted pressure
from the moving tire to an on-board display. Several systems were developed, but
the run-flat tire did not prove popular and the market for tire-pressure monitoring
did not develop over the next 15 years. This was a classical example of a miss on
market timing. Periodically there were several additional cycles of renewed inter-

2 Trends in MEMS Commercialization34

Fig. 2.6 IC Sensors Piezoresistive Airbag Accelerometer. Photo-
graph Courtesy of IC Sensors Division of Measurement Specialties,
Inc.



est from automotive manufacturers that rekindled interest in this product. The lat-
est cycle was started with the well-known under-inflation/roll-over problems in the
late 1990s and possible government-mandated systems. This may finally revitalize
the long dormant market and help it take off.

During this period, pressure sensor evolution continued. Very low-pressure de-
vices with contoured stress-concentrating diaphragms opened markets that were
previously served by non-silicon parts. Fully integrated single chip sensors with
signal processing have also evolved to reduce system costs further. These devices
provide amplification, calibration and compensation on a single chip to reduce
handling and programming time. The technology has evolved from laser-trimmed
adjustment to EEPROM programming. At the same time, better modeling and
MEMS manufacturing technology have allowed further shrinks in die size, with
additional cost reductions, opening up additional markets.

The pressure sensor applications of MEMS are a good example of a market that
has evolved over a 25-year period in a series of steps and facets that has generate
an infrastructure of successful suppliers.

2.3.5
Evolution of Inertial Markets and Milestones

While also evolutionary, the inertial MEMS markets have had more discrete steps.
The primary element has been the MEMS accelerometer. As with pressure sen-
sors, mechanical accelerometers preceded the silicon MEMS. These were devices
hand-assembled from metal parts and were typically a suspended mass on a sus-
pension with some detection mechanism. The first silicon parts migrated into the
industrial parts of the market using a silicon mass and springs to emulate the
components of the earlier metal parts. Targeted at the same industrial markets,
these parts typically were individually assembled and remained relatively expen-
sive. Many of the early parts were silicon cantilever structures and suffered from
off-axis sensitivity, parasitic resonance and low-shock protection.

By the mid-1980s, initial bulk silicon accelerometers were emerging that had
more complex suspensions and structures to provide frequency control (damping)
and overshock protection. This started an evolution of new lower cost silicon ac-
celerometers into industrial and consumer applications. Prior to the MEMS parts,
accelerometer prices were typically over $500. The new silicon parts lowered these
to under $100. At the same time, automotive air-bag and suspension require-
ments drove MEMS manufacturing and packaging technology such that the price
point came in under $10 by the early 1990s.

Surface micromachined accelerometers represented another discrete step in ac-
celerometer evolution. Combining amplifier circuitry on the same chip as the sus-
pended mass further simplified package and allowed further product evolution.
This allowed prices for air-bag sensors to move to well under $5 (Fig. 2.7).

While the air-bag sensor was a major driver, silicon accelerometers have evolved
into other markets including consumer applications, additional low-cost industrial
monitoring and joy-sticks and other subsidiary markets. Other developments in-
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clude multi-axis sensing and evolution into silicon gyroscopes in the current
phase of product development (Fig. 2.8).

Hence the inertial MEMS markets of suspended mass structures has also
evolved into a self-sustaining industry over a period of many years.
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Fig. 2.7 Analog Devices Inc. accelerometer: (a) top view and (b)
scanning electron micrograph of structure. Photographs courtesy
of Analog Devices Inc.



2.3.6
Other Markets and the Drivers

Several other products that developed in the 1980s have not yet generated the lev-
el of sustainability as the pressure and inertial parts. Mass flow sensors were re-
ported in the mid-1980s, but packaging problems and no clear advantage over tra-
ditional technologies prevented commercial success. Many microvalve designs
have also been reported. Again packaging and valve performance showed no clear
advantage to justify investment in continued development. Gas analysis, biochem-
ical, microrelays, pressure and accelerometer switches and several other devices
also fall into the category where fabrication using MEMS is technically feasible.
However, there was insufficient clear-cut competitive advantage to justify invest-
ment in additional commercial development.

2.3.7
The Optical MEMS Era Discontinuity

Deflectable optical mirrors were reported in the early 1980s, including arrays of sin-
gle hinged parts. Several applications were proposed, including displays and light
steering. Unlike the pressure and accelerometer markets, there were no substantial
equivalent parts made with other technologies to serve as initial applications. The net
result was that, with exception of the DLD display applications by Texas Instruments
(Fig. 2.9), very little investment was made to generate products. Similarly, in the mid
1980s, Fabry-Perot structures suitable for optical filters were also reported using
MEMS. Again, no immediate market emerged as the driver to sustain development.

By the late 1990s, wideband communications requirements to service the
emerging growth of the Internet pointed toward the need to expand optical fiber
communications networks. Existing mechanical switches were expensive and
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Fig. 2.8 Analog Devices Inc. gyroscope die. Photographs courtesy of Analog Devices Inc.



large. Huge markets were forecast needing optical switches and MEMS devices
were seen as the best commercial solution and a wide variety of approaches were
proposed by an equally large number of companies.

The subsequent economic slowdown, high competition and substantial overbuild-
ing with non-MEMS parts resulted in a sudden reduction and delay in the market.
There were no sustained existing sockets with traditional technologies and demand
for traditional parts also slowed. The net result was a limited market and oversupply
of companies. This led to shut-downs and very long delays where products have been
put on hold. Several devices continue to be developed with more limited markets.
The huge markets that were originally forecast are at best several years out. Com-
mercialization was not successful because of a faulty market analysis.

The notable exception in the optical arena is the digital light device of Texas In-
struments. After many years of development, a commercial product has been de-
veloped. The timing coincides very nicely with current demand for high-perfor-
mance displays. For many years, the DLD existed as an investment in future mar-
kets and a drain on profits.
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Fig. 2.9 Texas Instruments DLD devices. The
top-left view shows nine mirrors. In the top-
right view, one central mirror was removed to
expose the underlying hidden-hinge structure.
The bottom-right view shows a close-up of
the mirror substucture. The mirror post,

which connects to the mirror, sits directly on
the center of this underlying surface. The bot-
tom-left view shows several pixels with the
mirror removed. Photographs courtesy of
Texas Instruments



2.3.8
The Mobile Handset Market

By the end of the 1990s, cell phones had become a pervasive device with a huge
market. A major cost of traditional cell phones is focused on the mechanical as-
sembly and mechanically assembled components such as the microphone, speak-
er and coils. MEMS structures have been reported that can provide a competitive
advantage. This market is promising because, as with the successful pressure and
accelerometer markets, there is an existing market to replace and the MEMS part
has clear cost and performance advantages.

2.3.9
The Aerospace and Government Factor

Aerospace and government influences have also had a direct hand in shaping
MEMS product directions. Unlike other IC technologies at the time, early MEMS
markets did not quickly generate a high sustained level of revenue such that prod-
uct development could be completely funded by the industry. Government sup-
port worldwide has been a major influence on MEMS product directions. In the
early phases, government support shaped the device development directions. In
the USA, medical device research and NASA requirements provided the seed for
many of the initial devices. Subsequent development was strongly supported by
defense requirements, which drove the funding directions.

In Europe and Japan, similar government funded programs and research labo-
ratories proved a focal point for MEMS research. This was a sharp contrast to
other IC technologies, where the revenue stream is solid and the businesses have
expanded to the level that development can be funded internally.

One of the early influences on product direction has also been driven by aero-
space requirements. In particular, much of the early accelerometer work was
funded by aerospace contracts to provide very specific accelerometer devices. Simi-
larly, much of the current silicon gyroscope development has been funded in
much the same way. Although the initial funding is usually for a very specific and
high set of specifications, typically demand in other high-volume areas dictates
modifications to reach the lower cost markets. The development of many of the
early bulk microstructure elements was funded by high-end aerospace require-
ments followed by modifications to reduce costs in the commercial applications.

Government initiatives in Europe and Asia have also influenced technology di-
rections both in the emphasis of various technologies and in industrial subsidies
for specific devices.
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2.4
Funding and Corporate Structures

2.4.1
Captive Early Fabs

During the 1970s, many of the commercial MEMS activities were carried out by
special groups or divisions within larger companies. However, it soon became ob-
vious that the infrastructure requirements of the newly emerging technology may
have been better suited for a more entrepreneurial environment. Sales channels,
customers, wafer processing, packaging and testing and also market size and
growth rate were different from those of the other (typically bipolar) circuits that
were being sold by these companies.

2.4.2
External Investment, Phase One

The early 1980s saw a wave of new start-ups focused in the pressure area (such as
IC Sensors and Sensym), in dedicated focus products (such as Microsensor Tech-
nology in the gas chromatography market) and in general MEMS commercializa-
tion (such as Transensory Devices, later part of IC Sensors, and Novasensor).
These companies were very vertically integrated. At this stage, there were very few
support industries. Most equipment, tooling and fixtures were adapted from semi-
conductor equipment or were internally designed and constructed. Even test sys-
tems were primarily internally developed. Very little process standardization or
modeling and design tools existed. Packaging was usually accomplished by adapt-
ing standard IC housings and assembly techniques and quality systems were also
varied and internally generated. Microstructures (as they were typically known)
generated a lot of interest with forecasts of very fast growth in an emerging tech-
nology. Returns were expected to meet the typical requirements of the VC indus-
try and substantial investments were made.

During this period, the start-ups quickly found that there was not the single
part ‘killer application’. Instead, even standard parts required a lot of customiza-
tion to meet each individual application with a very fragmented market. In many
cases, the MEMS structure enabled the market, but was a very small percentage
of the overall cost of the finished system. So the MEMS parts were leveraged into
large markets by a wide variety of customers, but the growth of the MEMS suppli-
er was limited.

Similarly, the vertically integrated systems supplier with captive MEMS fabs
found that the fabs were very expensive to maintain and difficult to control.
Hence these companies also looked to outsource the MEMS fabrication.

The MEMS dilemma was that while being the key element of new systems, in
most cases it was only a small part of the whole system.
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2.4.3
Bootstrap and Customer-funded Development

Owing to slower than expected growth and returns, by the late 1980s and early
1990s, it became obvious that the growth rates and profitability required to be at-
tractive to venture investors were not being met. This led to a period of very lim-
ited additional venture investment. Many of the early start-ups were acquired by
larger companies (allowing early investors to ‘cash-out’) and growth was through
customer-funded development, strategic partnerships or investments by parent
companies.

At the same time, MEMS companies were starting to become a little less verti-
cally integrated. New start-ups were focusing on strategic partnerships that would
allow the venture to deliver on its area of strength without the full infrastructure
capital needs of a full vertical systems company. As a result, companies emerged
that were focused on a very specific aspects of the MEMS industry such as struc-
ture design, modeling and modeling software or packaging and sales. Invest-
ments were kept low and there was a period of steady growth of both revenue
and infrastructure. A number of companies consolidated their market positions
with solid products. This was particularly true in various pressure, accelerometer
and several other special vertical MEMS markets (such as DMD displays).

2.4.4
External Investment, Phase Two (Optical Communications)

By the late 1990s, there had been very little large-scale investment in new ven-
tures when the boom of the communications industry spread to the MEMS area.
This was fueled by recognition that MEMS structures had a potential advantage in
providing switching and signal processing components for wide-band communica-
tions.

The result was both a radical shift in business directions by many of the small
companies in addition to a near-frantic set of investments in new MEMS ven-
tures. Much publicity was generated by the money invested on the upturn and
also some of the more spectacular failures when the market did not materialize.

During this phase, most of the established MEMS manufacturers remained
quietly focused on their core business. However, the increased publicity opened a
new awareness of the MEMS industry. One of the more significant results of this
attention has been a renewed interest in a MEMS infrastructure and segmented
support industries. For established suppliers, this provided next-generation op-
tions to be less vertically integrated and, for ventures in new applications, reduced
cost barriers to entry. It has become easier to enter specific applications without
the heavy investments in wafer fabs and equipment so that several application-
specific MEMS system companies have emerged in a variety of industries.

2.4 Funding and Corporate Structures 41



2.5
Commercial Infrastructure

Over the approximately 25 years of MEMS industry evolution, the commercial in-
frastructure has evolved from adapting and borrowing from the parallel IC indus-
try to a number of infrastructure elements specifically targeted to support the
MEMS industry. At the same time, the IC industry infrastructure has also pro-
gressed. Some of the evolution has been related while special MEMS require-
ments have determined other aspects.

2.5.1
Captive Fabs Versus Fabless and Process Standardization

Early MEMS structures had very little standardization between devices. Fabs were
usually captive with a single goal of manufacturing the MEMS structure needed
with a dedicated process.

The advantages of total flexibility on process and device structure in captive fabs
are similar to those of the IC industry. The disadvantage that hindered early
MEMS commercialization often resulted from inadequate initial volume and very
long development times. During these extended ramp-ups, the captive fab was
running way below capacity, with continued cash drain and inadequate volume
for process control.

By tightening internal procedures, consolidating processes and designs and run-
ning several processes through the same line, current MEMS dedicated foundries
have evolved such that a fabless model is a viable approach. The results is a new
business model, where a fabless MEMS company can focus on its role to create
products and markets for its target industry and the MEMS foundry will supply
manufactured parts.

2.5.2
Similarities and Differences with Standard IC Process

Drawing comparisons between the MEMS industry and standard IC business
models can be very dangerous. While MEMS processes use silicon and some pro-
cesses similar to the IC industry, there are a significant number of different char-
acteristics that change the way in which a MEMS foundry must operate:

1. Standard silicon structure – Most circuit or system requirements in a given
technology can easily be customized with a photoplate change. Processing oc-
curs following the same process sequence to create the underlying devices. In
comparison, a MEMS structure typically uses the underlying structures as part
of the mechanical device. As result, standardizing the process sequence at best
will compromise the performance and often needs to be modified to build the
desired structure. Consequently, process steps may follow a standard guideline
or recipe, but dimensions are often modified and the process sequence may
also be customized. Several surface processes have been proposed to standard-
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ize the sequence, but the typical high-volume device will follow a custom flow.
For the manufacturer, this means major differences in areas such as material
flow and planning, control charts and statistical process control, recipe control,
wafer handling, in-process monitoring and testing.

2. Double-sided processing – Many MEMS processes require processing on both
sides of the wafer instead of the single-sided processing of a standard IC. Han-
dling, edge and back-side protection, inspection and test are all technical dif-
ferences. For a foundry, this means extra planning on automated handlers, of-
ten some manual handling and differences in tolerances.

3. Contamination – Another key difference is in contamination, cleaning and
surface handling. A standard IC must have no lithography defects or impurity
contamination in the electrically active areas. The MEMS foundry must also
consider any particle contamination in later steps, surface conditions to pre-
vent sticking, cleaning irregular or undercut surfaces and handling wafers that
become fragile as material is removed.

4. Parasitic effects – Many MEMS devices include steps that are problems for
standard circuits. MEMS foundries have been forced to develop procedures
and work-arounds to minimize these problems. Standard wet etches such as
KOH can contaminate semiconductor junctions at high temperatures. Noble
metals such as gold are often used in MEMS and can be fatal to signal proces-
sing. Similarly, plasma, rf effects and passivation layer requirements are all
considerations.

5. Stress – MEMS devices often depend on small mechanically isolated struc-
tures. While built-in stress and strain typically has little effect on a circuit IC,
it can prevent a MEMS structure from working. Similarly, built-in stress also
can impact etch rates and cause a MEMS process to fail.

2.5.3
Packaging and System Integration

Packaging, assembly and test have evolved into a separate industry for the stan-
dard IC industry. In most cases, it has evolved to reduce cost and size and also in-
crease pin-count and reliability. A few standards have emerged based on the re-
quirements of several high-volume segments. These typically are adapted across a
wide range of products.

For the MEMS industry, it has not been as simple. The MEMS device usually
has to interact with the physical environment (for example, to sense, actuate,
steer light or control the flow of a gas or liquid). Early MEMS devices usually
used modified IC packages and this remains a preferred approach. In addition to
leveraging low-cost and materials with the standard ICs, it permits adapting stan-
dard handlers to assemble MEMS parts at the same time as other system compo-
nents. However, standard packages need to be modified to meet this need.
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2.5.4
Effect of Calibration and Compensation Performance on Commercial Success

Calibration and compensation have been one of the major drivers on packaging
and system integration cost and complexity. Because of the mechanical nature of
many MEMS, parasitic stress introduced while packaging may change the perfor-
mance of the device. As a result, calibration and compensation must often occur
after packaging. Approaches have often used laser trimming of thin- or thick-film
resistors. The resulting packages have been bulky and relatively expensive. Han-
dling during assembly has also added cost. Other devices have used fused links.
More recently, co-integrated MEMS with built-in EEPROM or electrical program-
ming have provided a very attractive alternative.

In many cases, the calibration and compensation cost exceeds the cost of the
MEMS device. It can also be the cause of major yield loss and reduced reliability.
The overall goal is to accomplish calibration and compensation using low-cost, re-
liable standard IC assembly techniques. Most current MEMS packaging and as-
sembly have evolved to meet these requirements.

2.5.5
Design and Modeling

Design and modeling requirements for MEMS structures have substantially differ-
ent requirements to those of the IC industry. The major requirements of the latter
are to use design tools to generate complex signal processing circuits using stan-
dard cells and to develop the cells at the device physics level. In comparison, the
MEMS designer needs to predict the performance of a mechanical device that is
often a single device or possibly an array, where each element still operates inde-
pendently. Hence the design tool depends less on huge arrays and more on the
dynamic performance of a single structural element.

One of the greatest challenges of MEMS design tools is to match the wide vari-
ety of structures being developed. The second is to determine the mechanical and
stress characteristics of a compound structure with different layers of materials on
a very small scale. Often parasitic effects and built-in stress can be larger than the
primary design. The most effective results have been a series of very general-pur-
pose platforms and models that can be used by MEMS designers to create basic
structures. These have emerged in the later stages of the industry evolution. A
general rule of the MEMS industry remains the need to link designs back to a
matrix of test structures or related designs as a first step to a complex design.

2.5.6
Technology Drivers: Surface, Bulk, DRIE and Co-integration

Along with design and modeling tools, several technology drivers have had a sub-
stantial impact on the commercialization process. In addition to changing the de-
sign or structure and performance of the devices, these technologies have made a
mark on the structure of MEMS companies.
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Surface micromachining provided a different angle to making mechanical struc-
tures from the early bulk structures. More recently, combination bulk and surface
parts promise more flexibility in device design and better performance. The bulk
characteristics can be used to increase signal level and structural integrity and sur-
face processes to achieve tight control of small-dimensional structures and com-
pound suspensions or elements.

Deep reactive ion etching (DRIE) has also added another level of complexity
and capability to MEMS fabrication. The resulting vertical etch walls and dry pro-
cessing have been incorporated in bulk, surface and combination parts. Low-stress
nitrides, polysilicon and PSG films, along with dry etching, have also enhanced
recent MEMS structures.

Finally, co-integrated structures combine circuitry and mechanical devices on
the same chip. The advantages of such structures include lower cost, smaller size,
reduced assembly complexity and improved performance and reliability.

One impact of these new technologies on the industry has been increased de-
sign and modeling complexity and cost. A far greater effect has been a substantial
increase in the capital structure of the foundry. This led to an increase in the base
load requirement of the foundry for profitability in addition to wafer lot sizes and
volume requirements. The nature of these tools also requires more wafers to keep
the processes in control. The industry has evolved from single wafer handling to
multiple cassettes. Increased requirements of these new technologies on MEMS
manufacturing facilities have been the principal factor in forcing companies away
from vertical MEMS infrastructures and toward a segmented industry structure.

2.5.7
Quality and Reliability

MEMS quality can be directly linked to the business systems of the suppliers, sys-
tem integrators and customers. Early companies were heavily driven by research-
ers and technologists. Processes were not well controlled and companies had few
quality systems in place. Increased medical activity in the 1980’s drove the first
wave of increased quality systems. A second push was required by the automotive
industry during MEMS air-bag sensor development in the late 1980s.

Current suppliers in commercial production typically have well-established de-
sign and production control. Companies supplying the automotive industry typi-
cally follow appropriate standards such as QS9000 and TS16949. In contrast, for
many of the start-up MEMS companies focused on device development, the transi-
tion to series manufacturing has been a major block. This can be a particular
problem for companies suddenly attempting to move from device research into
foundry business as a way to absorb equipment capacity.

Whereas a major part of the MEMS industry is following quality guidelines,
new product development phases within an established industry can generate
highly visible start-ups that may not have as well-established business systems.
Standard quality systems can be effectively applied to the MEMS industry as dem-
onstrated by the many parts produced each day without quality issues.
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Reliability of MEMS structures can also be addressed using the tools of other
industries. The technology overall is not inherently more or less reliable than
other technologies. Specific aspects must be analyzed on a very focused basis. For
example, one early analysis of silicon pressure sensors showed that the silicon dia-
phragm was more reliable than previous metal structures. The silicon part did not
show the fatigue characteristics of metal. In another example, possible particles in
parallel-plate capacitive accelerometers were found to lead to a reliability problem.
However, a modification to the structure and process provided a solution.

Both quality and reliability need to be addressed by each MEMS supplier ac-
cording to the needs and requirements of their market. Although some parts of
the industry have lagged in reviewing these issues, there is nothing inherent in
the technology to prevent this from occurring.

2.6
Summary and Forecast for the Future

2.6.1
Market

The overall market for applying MEMS structures keeps growing with many new
applications. Continued production shows a wide variety of companies solidly
commercializing the technology. There is no question that the potential markets
keep emerging. The technology continues to both replace alternative devices and
generate new markets that are enabled by MEMS costs and performance. Much
real growth in the industry has historically resulted from these hidden markets.
Many examples of enabled markets such as medical disposable sensors, air-bag
sensors or hand-held consumer gauges were not even mentioned in market sur-
veys a few years before the applications emerged.

At the same time, many overly optimistic predictions have over-inflated the ex-
pected market size and growth rate. Coupled with a number of misplaced invest-
ments, the MEMS industry image has suffered.

2.6.2
Infrastructure

During its over 20-year lifetime, a considerable commercial infrastructure has
emerged in the MEMS industry. Contrasting the early vertically integrated compa-
nies, the industry has now developed a well-defined structure. Fabless companies
can now successfully focus on their charter to create products and markets and
foundries exist to supply MEMS products reliably and cost-effectively. Design sup-
port, software, equipment suppliers and package test suppliers exist as dedicated
entities.
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Abstract
Micromachined sensors and actuators have the advantages of low cost, low power
and small size, which make them particularly attractive as a replacement for
macro-scale devices in a number of consumer applications. Most resolution speci-
fications for microelectromechanical systems translate into stringent requirements
for the operation of the electronic interface on very small signals in the presence
of large parasitics. Capacitive sensing is often employed in such applications ow-
ing to its high resolution combined with low power dissipation, low temperature
coefficient and compatibility with most fabrication processes. This chapter pre-
sents circuit and system design techniques for capacitive sensing interfaces. Chop-
per stabilization and correlated double-sampling are introduced as approaches to
implement the interface front-end. Discrete-component and monolithic design ex-
amples are provided. System design considerations explore open-loop sensing is-
sues and the applicability of force feedback to certain types of sensors. Sigma–del-
ta modulation is introduced as an approach combining intrinsically linear, two-lev-
el force feedback with analog-to-digital conversion.

Keywords
capacitive sensing; chopper stabilization; correlated double-sampling; sigma–delta.

3.1 Introduction 50
3.2 Capacitive Sensing and Actuation 52
3.3 Capacitance-to-Voltage Converters 55
3.3.1 C/V Conversion Using Chopper Stabilization 56

3.3.1.1 Design and Implementation 56

3.3.1.2 Electromechanical Amplitude Modulation 66

49

3

Capacitive Interfaces for MEMS

Advanced Micro and Nanosystems. Vol. 1
Edited by H. Baltes, O. Brand, G. K. Fedder, C. Hierold, J. Korvink, O. Tabata
Copyright © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-30746-X



3.3.2 C/V Conversion Using Correlated Double-sampling (CDS) 70

3.3.2.1 Design and Implementation 70

3.3.2.2 Discussion on Sampling and Noise Folding 78

3.3.3 C/V Converters in Open-loop Systems 79

3.4 Electrostatic Force-feedback 81
3.5 Electromechanical Sigma–Delta Interfaces 84
3.6 Conclusions 89
3.7 References 91

3.1
Introduction

Capacitive interfaces find widespread use in a large variety of sensors including
accelerometers, gyroscopes, strain and pressure sensors, fluid-level detectors, bio-
sensors and a number of other applications needing low-cost and low-power detec-
tion in a small form factor [1]. In applications such as optical mirrors, capacitive
interfaces serve for both detection and actuation.

A number of techniques have been developed for signal transduction in inter-
face front-ends, including piezoresistive, capacitive, tunneling and resonant sen-
sing [2]. Capacitive sensing is often chosen in industrial applications owing to its
robustness and compatibility with most fabrication processes. Comparison of reso-
lutions achievable by different transduction techniques demonstrates that capaci-
tive sensing can achieve performance comparable to or better than those of the al-
ternative approaches [3]. For example, capacitive displacement detectors with reso-
lution down to 10–14 m in a 1 Hz bandwidth have been demonstrated [4]. This fig-
ure is comparable to the classical radius of an electron and orders of magnitude
smaller than the spacing of atoms in a crystal. The capacitance resolution of such
sensors is similarly impressive: as low as 10–20 F, many orders of magnitude smal-
ler than the gate capacitance of the transistor detecting the change. Achieving
these results depends on many factors in the capacitive interface of the sensor it-
self and the associated electronics that are the subject of this chapter.

One reason for the popularity of capacitive interfaces is their pervasiveness: any
two isolated conductors form a capacitor that may be used in the interface. Unlike
piezoresistive, optical or tunneling displacement sensors, capacitive interfaces
usually require no special processing and may not even need special features
added to the sensor. Because of this, a practical capacitive sensor interface usually
includes several capacitors with only few actually participating in the sensing
function. Other capacitances, for example to the substrate or shield electrodes, re-
duce the signal amplitude and may even couple unwanted interference into the
sensing element. In sensors with capacitive interfaces that are not carefully de-
signed, parasitics can reduce the resolution by an order of magnitude or more [5].

The possibility of a capacitive interface to act as both a sensor and an actuator
constitutes another potential advantage. For example, electrostatic force-feedback
can be employed in inertial sensors to broaden the bandwidth and lower the tem-
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perature coefficient of the sensor. Mirrors for optical beam steering also often
make dual use of the capacitive interface for sensing and actuation. However, this
versatility has potential drawbacks in cases where the actuation is undesired. The
most common of these problems is so-called electrostatic pull-in: if the voltage
across a sense or actuation capacitor is increased beyond a critical value that de-
pends on the geometry and size of the capacitance and the spring constant of the
suspension, the capacitor snaps. For many micromachined sensors with capacitive
interfaces and nominal gaps in the micron range, pull-in occurs for a few volts,
often well within supply voltage limitations [6, 7].

Many sensor applications require functionality that goes beyond sensing, such
as calibration, temperature compensation, self-test or even analog-to-digital conver-
sion. To reduce cost, power consumption and size, these functions are often im-
plemented in the electronic sense interfaces [8, 9]. By shifting requirements such
as linearity or matching to the electronic interface, the manufacturing require-
ments for the mechanical elements can be relaxed. These requirements have
brought about a variety of interface implementations. As a minimum, an electron-
ic front-end is required in order to convert the information coming from the me-
chanical element to a voltage. Additional components such as filters, gain stages
and demodulators are often included after the front-end for further signal proces-
sing. An analog-to-digital converter (ADC) can provide digital output from the
sense interface. Depending on the system specifications and the characteristics of
the mechanical element, feedback control may also be required.

Capacitive interfaces are employed in a broad range of applications and numer-
ous examples of architectural and circuit solutions can be found in the literature.
Humidity and gas sensors [10, 11] detect a measured quantity through variation
in the dielectric constant of a micromachined capacitor. Pressure and inertial sen-
sors convert the signal to deflection, which is sensed capacitively by the electro-
nics [4, 9, 12]. Resonators and resonant sensors employ both capacitive sensing
and actuation to excite oscillations in a micromachined element and evaluate the
oscillation frequency [13, 14]. Capacitive sensing and actuation have also been
combined in force-rebalanced feedback systems [9, 15–17]. The principle of capaci-
tive actuation is also suitable for positioning applications such as magnetic disk
drive microactuators [18] and micromirrors [19].

Capacitive interfaces are certainly not limited to the above examples. Their ro-
bustness, power efficiency and excellent resolution give interface designers the op-
portunity to target an increasing number of applications emerging with the ad-
vancement of micromachined technology.

This chapter concentrates on circuits for capacitive sensing with applications in-
troduced as examples. Section 3.2 reviews the principles of capacitive interfaces
and their application to sensing and actuation. Practical circuit implementations
are introduced in Section 3.3. Sections 3.4 and 3.5 look at applications of these in-
terfaces to closed-loop sensing and sigma–delta interfaces that combine electro-
static force-feedback with analog-to-digital conversion.
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3.2
Capacitive Sensing and Actuation

The value of a capacitor depends on the geometry and the dielectric constant.
Both mechanisms are used in capacitive sensors. Many sensors, such as acceler-
ometers, use a capacitive interface to detect a displacement that is proportional to
the sensor input. The physical motion changes the spacing between the capacitor
electrodes, hence introducing a change in capacitance that can be detected elec-
tronically. In other cases, for example humidity or fingerprint sensors, variations
of the dielectric constant are responsible for changing the nominal value of the ca-
pacitor. The same electronic circuits can be used in both cases.

Fig. 3.1a shows a possible arrangement of a capacitor for displacement sensing.
A movable electrode M is part of or attached to the sensor, for example the proof
mass of an accelerometer. Together with two fixed electrodes S+ and S– it forms
two capacitors CS+ and CS– that are normally balanced. A displacement �x of the
movable electrode results in imbalance �C in the sense capacitors. For a parallel-
plate configuration and for small displacements �x <<x0, the value of �C is ap-
proximately equal for CS+ and CS– (Fig. 3.1b) and is proportional to �x:

�C � �CS

�x
�x � CS0

x0
�x �1�

where CS0 is the value of CS+ and CS– for zero deflection.
An electronic evaluation circuit detects the imbalance �C. Depending on the

type of sensor, �C can be a low-frequency signal, for example in accelerometers
and pressure sensors, or it can be located at high frequency as in gyroscopes and
resonators. The frequency content of the signal is one factor which influences the
design decision for the sensing scheme used in the electronic interface.

The electrical model in Fig. 3.1 b splits the sense capacitors into a constant part
and the signal �C. While the constant capacitor CS0 is an inherent part of the sys-
tem, only �C is used for sensing. For high sensitivity it is advantageous to maximize
the ratio between �C and the fixed capacitance at the sensing node. The motivation
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Fig. 3.1 Differential capacitive
position sensing. (a) Mechanical
configuration; (b) equivalent
electrical model



for this choice will become obvious during the noise analysis of the interface. For
simplicity, only the desired circuit elements, the sense capacitors, are shown in
Fig. 3.1b. Any actual realization includes additional stray capacitors, for example be-
tween the fixed electrodes or to the substrate. Care must be taken when designing
the electromechanical interface to keep these strays small, typically comparable or
smaller than the sense capacitors, CS0. In addition to parasitic capacitance, the com-
plete model of the micromachined element must include any resistance added by the
interconnect lines between the sensor and the electronics. A series resistance of sev-
eral kilo-ohms can contribute comparable noise to that of the amplifier in the inter-
face front-end. The parasitic resistance also creates undesirable time-constants.

Fig. 3.2 shows the electrical model of a capacitive transducer with the parasitic
components taken into account. It illustrates the case of a stand-alone mechanical
element, which uses an electronic interface implemented on a separate chip. Ref-
erence [20] gives an example of such a device. Two-chip solutions bring increased
parasitic capacitance due to the need for bonding pads and longer interconnects.
The value Cp can exceed significantly the nominal sense capacitance CS.

In an integrated MEMS process the mechanical element and the electronic in-
terface are implemented on the same die, which allows for short interconnect
wires and therefore lower parasitics. This however comes at the expense of smal-
ler transducer size and increased process complexity. Reference [3] describes an
integrated accelerometer and its electrical model. The value of Cp in this case is
comparable to the sense capacitance.

The sensing configuration in Fig. 3.1 is differential. Simpler arrangements use
only one of the two stationary electrodes. In this case the single sense capacitor is
compared with some reference capacitor. This demands good matching between
the sense and reference capacitors to avoid systematic offset. In general, single-ended
arrangements are prone to additional errors, such as a poor temperature coefficient.

In addition to sensing, capacitive interfaces are often used for electrostatic ac-
tuation. Electrostatic force is generated when voltage is applied between the plates
of a micromachined air-gap capacitor. The schematic in Fig. 3.3a shows the capaci-
tor connected to a voltage source through an interconnect resistance Rp. If the
plates are allowed to move relative to one another, capacitance becomes a function
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Fig. 3.2 Complete electrical model of a
capacitive transducer



of displacement. A change in capacitance causes charge redistribution between
the capacitor plates and the voltage source leading to a net change in the potential
energy of the system:

�E � �C�x�V2

2
� �qV � � �C�x�V2

2
�2�

where the first term represents the change in potential energy stored on the capa-
citor. The second term gives the energy due to flow of charge �q=�C(x)V through
the voltage source. The electrostatic force is calculated based on Equation (2):

Fel � � �E
�x
� �C�x�

�x
V2

2
�3�

Equation (3) can be extended to the case when C is a function of more than one
coordinate.

An important property of electrostatic force is its proportionality to the square of
the applied voltage. This quadratic dependence is inconvenient for linear actuation
since an electronic circuit, which accurately computes the square root of the actua-
tion voltage, is difficult to implement. Differential actuation is an alternative tech-
nique allowing electrostatic force to be linearized. The principle is illustrated in
Fig. 3.3b. The schematic corresponds to the differential, parallel-plate configuration
from Fig. 3.1. VDC is a large DC bias and v is a variable actuation voltage. The net
force on the mobile electrode of the structure is equal to the difference between
the forces applied by the two stationary combs. For small deflections the quantity
�C�x���x is approximately equal on both sides and the differential force is

Fel�dif � 2
�C�x�
�x

VDCv �4�

Equation (4) shows a linear relation between force and actuation voltage.
Systems with large displacements can use a differential, lateral-comb configura-

tion, in which the capacitor plates move parallel to one another and �C is ob-
tained through a change in capacitor area [5]. Lateral combs have a constant
�C�x���x over a large displacement range. They also have higher pull-in voltage
than parallel-plate structures. The penalty for using lateral combs is their lower
sensitivity compared with parallel-plate designs.
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Fig. 3.3 Electrostatic force generation.
(a) Single-ended; (b) differential



So far we have introduced a mechanism relating displacement to capacitance.
The next section will describe circuit techniques for measuring the capacitance
and transforming it to a voltage signal.

3.3
Capacitance-to-Voltage Converters

The most common approach for measuring capacitance is analogous to an ohm-
meter and realized by applying an AC voltage excitation to the capacitor and de-
tecting the resulting current. A charge integrator or a voltage buffer can be used
to convert the signal to voltage [5]. Charge integration is usually preferred in capa-
citive front-ends owing to its lower susceptibility to parasitics. Fig. 3.4 shows the
simplified diagram of a differential capacitance-to-voltage (C/V) converter based
on charge integration. An AC waveform VM is applied to the center electrode M
causing charge from the sense capacitors of the mechanical element to be trans-
ferred and integrated on the feedback capacitors (CI) of the amplifier. A variation
of ±�C in the sense capacitors will result in a differential output voltage:

V0 � 2�C
CI

VM �5�

Note that the fully differential amplifier operates with a large input common-
mode signal. If the common-mode range of the amplifier cannot accommodate
the voltage step caused by VM, input common-mode feedback (ICMFB) or a feed-
forward path must be added [9].

One of the challenges in capacitive sensor interfaces is the small signal level.
Capacitive interfaces are not only capable of detecting minute displacements at
the sub-atomic level or very small capacitance changes; the majority of applica-
tions in fact require such sensitivity. Electronic amplification readily can boost
these signals to manageable amplitudes, but in doing so it also amplifies noise
and interference. The fact that many sensors have low-frequency signal com-
pounds this problem. At low frequency, all physical systems suffer from an ele-
vated noise floor owing to so-called flicker noise. Because of its density that is ap-
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Fig. 3.4 Differential capacitance-to-voltage
conversion



proximately inversely proportional to frequency, flicker noise is often referred to
as 1/f noise. A good measure of the level of flicker noise of a particular device is
its noise corner – the frequency above which broadband thermal noise dominates.
For MOS transistors this frequency is usually above 100 kHz and can be as high
as several MHz, depending on device geometry and bias, and consequently has
the potential of significantly degrading the performance of a sensor operating at
lower frequency.

Other types of transistors, most importantly JFETs, have significantly lower
flicker noise. Unfortunately, because of limited availability of processes with
JFETs, these devices are used mostly in discrete implementations. Most integrated
solutions use CMOS devices only and employ circuit solutions to mitigate flicker
noise problems. Two alternative techniques, chopper stabilization [21] and corre-
lated double-sampling (CDS) [9, 17], are used for this purpose. Both achieve com-
parable performance and therefore system and component constraints are usually
the factors determining the choice of one solution over the other.

Chopper stabilization is a continuous-time technique, suitable for systems with
analog output. It provides intrinsically high resolution because signal modulation
does not introduce noise aliasing [22]. The use of chopper stabilization is particu-
larly convenient in printed circuit board implementations since all the necessary
components are readily available. Chopper-stabilized amplifiers must be followed
by a filter, which may introduce extra delay and also add to the power consump-
tion and especially area of an integrated solution.

Correlated double-sampling (CDS) is a discrete-time approach, appropriate for
systems in which a central clock is available. An advantage of CDS is that its out-
put can be digitized directly by an analog-to-digital converter without the need for
additional pre-filtering. As a sampled-data technique, however, correlated double-
sampling inevitably suffers from noise folding. Section 3.3.2.2 discusses this in
detail.

3.3.1
C/V Conversion Using Chopper Stabilization

3.3.1.1 Design and Implementation
Chopper stabilization is a technique which reduces the effect of amplifier offset
and low-frequency noise. Fig. 3.5 a shows the principle. The voltage VM is sinusoi-
dal with frequency fM. A mismatch �C results in a current difference �ix flowing
into the integrating capacitors CI, which in turn produces an output voltage at fre-
quency fM with amplitude proportional to �C. If the modulation frequency fM is
chosen higher than the 1/f noise corner frequency of the amplifier, flicker noise
will not corrupt the modulated signal. After amplification, the signal is demodu-
lated back to DC. Low-frequency noise, on the other hand, is shifted to a higher
frequency where it can be removed with a low-pass filter. This process is akin to
the modulation in an AM transmitter and receiver. Fig. 3.5b shows the spectra of
the signal in the circuit, where the input �C is assumed to occupy low frequen-
cies, as is typical for many sensors such as accelerometers and pressure transduc-
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ers. In many practical implementations a square wave is used for modulation. In
this case, some of the signal power appears at multiples of fM.

We will describe the design of the chopper-stabilized interface starting with
noise analysis of the capacitive front-end. Fig. 3.6 shows an equivalent half-circuit
noise model of the C/V converter. Several components have been added to the
conceptual schematic in Fig. 3.4. Rb is a biasing resistor. RP, CPS and CPA repre-
sent the interconnect resistance and parasitic capacitance of the mechanical struc-
ture and the capacitance at the amplifier input accordingly. We will also use the
notation CP = CPS + CPA for the lumped parasitic capacitance. The block preamp
stands for all gain stages following the charge integrator.

The main components contributing noise in the first stage are RP, Rb and the
amplifier itself. Noise from the first preamplifier stage should also be taken into
account. The noise contributions in Fig. 3.6 are indicated as follows: v 2

nRp �
4kBTRP�f is the noise voltage of the interconnect resistance, i2

nb � �4kBT�Rb��f
is the noise current of the biasing resistor, v 2

na is the input-referred noise voltage
of the charge integrator amplifier and v n_pre

2 is the input referred noise voltage of
the preamplifier. The components attributed to the micromachined element are
indicated in the figure. In the noise expressions T is the absolute temperature and
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Fig. 3.5 Chopper stabilization. (a) Schematic diagram; (b) signal
spectrum



kB is the Boltzmann constant. The term kBT is approximately 4 �10–21 J at room
temperature.

To analyze and compare the noise contributions we will first refer them to the
same node VX. Since the amplifier of the charge integrator is the core component
of the front-end its noise contribution will then be taken as a base for comparison
between the different noise sources.

The amplifier of the charge integrator introduces noise, which depends on its
equivalent noise resistance Rna and on the feedback factor of the stage:

v 2
xna

�f
� CT

CI

� �2

v 2
na �

1
FCV

� �2

4kBTRna �6�

where CT = CS + CI + CP is the total capacitance at the input node and FCV is the
feedback factor. Equation (6) shows that a small value of CT results in lower out-
put-referred noise. This implies low parasitic capacitance and maximized ratio be-
tween the signal �C and the constant part of the sense capacitance CS. A large
value of CI also reduces the noise, but it also reduces proportionally the signal.
Therefore, CI should in fact be kept small since it is also a term in CT. Reducing
CI comes as a tradeoff with amplifier speed. The closed-loop bandwidth of the
charge integrator is:

f�3 dB � FCVfu �7�

where fu is the unity-gain frequency of the amplifier. Equation (7) shows that low-
er CI and lower FCV accordingly need to be compensated with higher fu and there-
fore higher power dissipation. f–3 dB is typically chosen several times higher than
the modulation frequency since the gain of the chopper stabilized front-end is
sensitive to delay introduced by its amplifiers [22]. The application of the overall
system may pose additional constraints for the phase-lag of the front-end.

The term CP in the expression for CT combines the parasitic capacitance of the
mechanical transducer CPS and the input capacitance CPA of the amplifier. While
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Fig. 3.6 C/V converter noise model



CPS should be minimized under any circumstances, CPA is indirectly related to
the input-referred noise of the amplifier. Increasing the size of the input transis-
tors results in higher transconductance and lower input-referred noise, but it also
increases CPA. An exact analysis shows that an optimum value of CPA =
CS + CPS + CI exists [23]. This optimum may not be achievable for sensors with
large parasitic capacitance, but it should serve as a design guideline.

Equation (6) assumes that there is no flicker noise contribution, which is true
in the frequency region above the 1/f corner of the amplifier. This condition sets
a criterion for the choice of the modulation frequency – the entire signal band
should be modulated above the flicker noise corner.

A second significant contributor to the interface noise is the interconnect resis-
tance RP. The noise at VX due to this component is:

v 2
xnR

�f
� CS � CPS

CI

� �2

4kBTRP �8�

Equation (8) agrees with Equation (6) in the requirement for a low value of CPS

and maximum �C to CS ratio. The value of CI was already constrained by the re-
quirement for maximum signal and by the closed-loop bandwidth of the charge
integrator. Rp should always be minimized.

We find the noise from the biasing resistor Rb using its equivalent noise cur-
rent. The noise current causes a frequency-dependent voltage drop across the
feedback capacitor CI. Since the signal bandwidth is located at the modulating fre-
quency fM, we calculate the noise contribution from Rb at fM using the equation

v 2
xnRb

�f
� 1

2�fMCI

� �24kBT
Rb

�9�

As we will show, Rb should be typically in the megaohm range in order to avoid a
significant penalty from the noise in Equation (9). Megaohm resistors are readily
available in discrete-component designs. In monolithic implementation, however,
they require prohibitive chip area. Therefore, a variety of circuits with MOS tran-
sistors are used to simulate large-resistor behavior. A detailed design example of
one such circuit can be found elsewhere [4].

Finally, the input-referred noise of the preamplifier is:

v 2
n�pre

�f
� 4kBTRnpre �10�

where Rnpre is the equivalent noise resistance.
So far we have introduced the individual noise sources. Now, using equations

(6), (8)–(10), we can express the total noise at VX in the form:
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v 2
xn

�F
� 1

FCV

� �2

4kBTRna� 1� CS � CPS

CT

� �2 RP

Rna

�

� 1
2�fMCT

� �2 1
Rna

1
Rb
� F2

CV
Rnpre

Rna

�
�11�

We further simplify Equation (11) by combining some of its terms and introduc-
ing them as noise factors:

v 2
xn

�f
� 1

FCV

� �2

4kBTRna 1�NP
RP

Rna
�Nb

1
Rb
�Npre

Rnpre

Rna

� �
�12�

Equation (12) represents the interface noise by a main term due to the amplifier of
the charge integrator and noise overhead due to parasitic resistance, biasing resis-
tance and the preamplifier. With typical values for the transducer parameters we
can compute the noise factors and compare the amplifier noise contribution with
each of the overhead terms. As an example we will consider a capacitive transducer
with CS = 1 pF and CPS = 5 pF and a charge integrator with Rna = 5 k�, CPA = 1 pF and
CI = 2 pF. We will also use a modulating frequency of 200 kHz. For the above values
we find that NP = 0.45, which shows that an interconnect resistance of 10 k� will
contribute approximately the same noise as the main amplifier. We also find that
this is true for the noise from Rb if the resistor is 1.5 M�. For the chosen parame-
ters Npre is smaller than 0.1, which makes the noise requirement for the preampli-
fier less stringent. Its equivalent noise resistance can be as large as 50 k�. For trans-
ducers with low parasitic capacitance, in which the charge integrator has large feed-
back factor, the noise from the preamplifier may not be negligible.

So far we performed the noise analysis using the equivalent half-circuit of the
interface. A fully differential configuration would double the total noise in Equa-
tion (12). The signal power, however, is four times larger in this case, which re-
sults in a 3 dB improvement in the resolution.

We can find the capacitance resolution of a fully differential interface from the
total voltage noise using Equations (12) and (5):

�C2
n

�f
� CI

4V2
M

2
v2

xn

�f

� �
�13�

The factor of two in front of the noise term and the factor of four in the denomi-
nator are due to the differential configuration. Equation (13) introduces the ampli-
tude of the modulating waveform VM as an additional design parameter. The max-
imum amplitude of VM is limited by the supply rails or by the electrostatic pull-in
voltage of the mechanical element.

This concludes the noise analysis of the chopper stabilized interface. Typically
the signal after the charge integrator is in the microvolt range. The preamplifier
is designed to provide additional gain before demodulation is performed. In this
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way the noise from the demodulator and the following stages does not degrade
the resolution.

The demodulator can be either a linear multiplier or a chopper. The latter solu-
tion is preferable in monolithic implementations since non-linear mixing is easier
to realize in a CMOS technology. Linear multipliers are readily available as dis-
crete components and are therefore convenient in printed circuit board implemen-
tations. Circuit-level design of mixers and multipliers is covered elsewhere [24–
26].

The low-pass filter, which follows the demodulator, attenuates the upconverted
error components (Fig. 3.5b). The order of the filter depends on the ratio between
the modulating frequency and the bandwidth. A higher order filter will be needed
if this ratio is small. Circuit-level design of continuous-time analog filters has
been reported [27].

Chopper-stabilized front-ends are particularly suitable for prototyping with dis-
crete components since all parts for the implementation are available off-the-shelf.
Below we present the design of a printed circuit board for evaluation of inertial
sensor elements.

A lateral micromachined accelerometer is used as an example. Tab. 3.1 lists the
parameters of the sensor element. Our design goal will be to implement an inter-
face which contributes comparable or lower noise than the intrinsic noise of the
sensor element. When referred to capacitance, the intrinsic mechanical noise of
the accelerometer is 0.058 aF/

							
Hz
�

[23, 28].
The circuit topology of the interface is based on the architecture in Fig. 3.5.

Most amplifiers available as discrete components have a single-ended output.
Therefore, a pseudo-differential architecture is appropriate for the charge integra-
tor (Fig. 3.7). The first stage requires low-noise amplifiers with low input current.
The use of dual amplifiers (two in a package) ensures better matching between
the two channels and a dual power supply eliminates the need for analog ground
reference on the board. Several commercially available parts which satisfy the
above requirements have been described [29–31]. In this example the charge inte-
grator is implemented with OPA2107 [30]. Tab. 3.2 lists some of the amplifier pa-
rameters.
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Tab. 3.1 Parameters of a micromachined accelerometer

Parameter Value Units

Resonant frequency (fres) 5 kHz
Mass (m) 5 �g
Nominal gap (x0) 2.5 �m
Quality factor (Q) 5 –
Sense capacitance (Cs) 1 pF
Parasitic capacitance (Cp) 5 pF
Parasitic resistance (Rp) 1 k�



The prototyping board is designed for characterizing the resolution and obtain-
ing the transfer function of the sensor element. To accommodate the entire fre-
quency region of interest, the frequency of the modulating waveform is chosen to
be 200 kHz.

The choice of VM depends on the pull-in voltage of the mechanical element. As-
suming a differential comb structure the critical voltage is calculated from [23]

Vpi �
																						
1
2

x2
0

Cs
m�2

res



�14�
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Fig. 3.7 Schematic of a discrete-component charge integrator

Tab. 3.2 Amplifier parameters

Parameter OPA2107 AD622 Units

Input-referred noise voltage (vna) 8 12 nV/
							
Hz
�

Flicker noise corner (fco) 10 < 1 kHz
Input bias current (Iib) 10 2000 pA
Input capacitance:

Differential (Cid) 2 2 pF
Common-mode (Cicm) 4 2 pF

Gain bandwidth product (GBW) 4.5 – MHz
Closed-loop bandwidth – 0.8 (G = 10) MHz
Supply voltage ± 15 ± 15 V
Channels 2 1 –



where �res = 2�fres. Vpi is 3.9 V for this design. Therefore with a certain margin
the amplitude of VM can be 3 V.

Next, the value of the feedback capacitors CI is chosen to be 5 pF, which results
in a feedback factor of 0.29 for the charge integrator. The closed-loop amplifier
bandwidth calculated from Equation (7) is 1.32 MHz. f–3 dB is therefore several
times higher than the modulating frequency fM as required. A faster amplifier
would allow for a smaller value of CI, which is required by Equation (13). We
should note, however, that in a discrete-component implementation, board parasi-
tics increasingly affect capacitor matching in the sub-picofarad range. Also, the
matching of the discrete capacitors per se deteriorates as their value decreases.
Therefore, 5 pF is chosen as a tradeoff.

The preamplifier is built as a differential to single-ended converter. The stage is
implemented with an instrumentation amplifier AD622 [32] (U2 in Fig. 3.7) and
provides a gain of 10. The bandwidth of the amplifier for this gain is 800 kHz.
After the amplification the signal path proceeds as single-ended.

The noise performance of the interface is estimated from Equation (12) and the
values in Tabs. 3.1 and 3.2 and Fig. 3.7. The input-referred noise of AD622 is spe-
cified in the datasheet for closed-loop operation, hence it is used directly as
2v 2

n�pre��f .
The total noise of the interface is 42 nV/

							
Hz
�

. The dominant contribution is
38 nV/

							
Hz
�

from the amplifiers of the charge integrator, hence the use of low-noise
parts in this stage is critical. The interconnect resistors, biasing resistors and the
preamplifier contribute 3, 5 and 10% of the total noise, respectively.

Equation (13) gives 0.035 aF/
							
Hz
�

for the capacitance resolution of the inter-
face. This value is lower than the intrinsic noise floor of the sensor.

Demodulation is the last operation required in the front-end. The demodulator
is implemented with the analog multiplier AD734 [33] (Fig. 3.8). Since the AD734
has output-referred noise of 1 �V/

							
Hz
�

, additional low-noise amplification is
needed after the differential-to-single-ended converter in order to reduce the effect
of demodulator noise on the interface resolution. OPA627 [34] is a low-noise am-
plifier, suitable for implementing the additional gain.

If the output is evaluated with a spectrum or a network analyzer, further filter-
ing is not necessary. Otherwise, a filter with sharp cutoff at the signal bandwidth
is needed. High-order analog filters are available as discrete components [35].
Their design will not be covered in this example.

Several practical considerations are given below. Symmetry between the two
channels is a primary concern in the layout of the charge integrator. A mismatch
in the signal paths can lead to gain error, offset and lower rejection of common-
mode disturbances.

The parasitic capacitance of the lines which connect the mechanical element to
the charge integrator is added to Cp. The tested element can be mounted directly
on the board or in a package. In both cases the interconnect lines should have
minimal length.

An RC filter at each power-supply pin of the amplifiers is recommended. Typi-
cal values can be 10 � for the resistor and 10 �F for the capacitor.
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Some issues become obvious during testing. An option to bypass the mechani-
cal element with a pair of discrete capacitors is very helpful in the initial process
of assembling and testing the electronics. Sometimes the fact that the board
needs to be mounted is overlooked. Ground pins and probe points are also very
useful.

Fig. 3.9 shows a photograph of a printed circuit board which has been used for
the evaluation of several micromachined gyroscopes and accelerometers. It con-
tains the stages described in this example and also some additional electronics
necessary for the operation of the gyroscope sensors. The board has proven to be
a valuable tool for characterizing the frequency response of mechanical structures
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Fig. 3.8 Schematic of discrete-compo-
nent demodulator

Fig. 3.9 Printed circuit board for evaluation of inertial sensors



using the electromechanical amplitude modulation technique presented in Sec-
tion 3.3.1.2.

Continuous-time, capacitive front-ends have also found their place in a number
of monolithic devices. Reported gyroscopes [36, 37] and an accelerometer [38] use
single-ended interfaces. In the single-ended implementation the charge integrator
is connected to the middle electrode of the structure (the sensor proof-mass),
while the carrier is applied to the sense capacitors as two out-of-phase waveforms
(Fig. 3.10a). In this case the amplifier input is at virtual ground and input com-
mon-mode feedback is not needed. The large parasitic capacitance of the proof-
mass, however, lowers the feedback factor of the amplifier and degrades its speed
and noise performance. Also, the single-ended implementation is more suscepti-
ble to common-mode disturbances. The reported accelerometer [21] uses a differ-
ential chopper-stabilized interface, which essentially duplicates the structure from
the single-ended design and provides two isolated sensing nodes with a pair of
sense capacitors connected to each one (Fig. 3.10 b). Although this approach still
suffers from the large parasitic capacitance of the proof-mass, it has the advan-
tages of a differential circuit and does not require ICMFB. The solution in
Fig. 3.10 b requires careful design of the mechanical element in order to prevent
differential disturbance from appearing across the two center nodes.

In systems whose signal has no DC component, sensing can be realized by ap-
plying a large constant bias VDC to the sense capacitors and detecting the flow of
charge �Q= (�C)VDC due to the change of capacitance �C. This is an example of
continuous-time interface, which does not use chopper stabilization. Microma-
chined resonators [13] and gyroscopes [4] have been built based on this technique.
The resonator [13] and the rate detection interface of the gyroscope [4] are imple-
mented using charge integration. An alternative front-end architecture is the
trans-resistance amplifier, which can be obtained from the circuit in Fig. 3.4 by re-
placing the integrating capacitors with large resistors (typically several hundred
kilo-ohms). Trans-resistance front-ends have been employed in resonators and
gyroscope drive circuits [4, 36, 39]. They provide the required signal phase for os-
cillation directly, without the need for additional 90� phase shift in the following
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Fig. 3.10 Capacitive sensing from the center node of the me-
chanical element. (a) Single-ended; (b) differential



stages. Charge integrating interfaces however are preferable in high-resolution ap-
plications owing to their superior noise performance [13].

A disadvantage of continuous-time interfaces, which do not use chopper stabili-
zation, is that the signal is not separated in frequency from flicker noise and also
from feedthrough in the case of actuation (see Section 3.3.1.2). On the other
hand, the need for generating a carrier signal with low phase noise is avoided.

In summary, continuous-time capacitive sensing has been used in both mono-
lithic and discrete-component interfaces. Since continuous-time interfaces do not
experience noise folding, they potentially have a resolution advantage over
sampled implementations for a given power consumption [21]. The resolution
and power consumption tradeoffs will be discussed further in Section 3.3.2.2. One
disadvantage of the continuous-time implementation is the need for additional
analog filtering and a dedicated analog-to-digital converter (ADC) in systems with
digital output. A technique known as sigma–delta modulation will be introduced in
Section 3.5 as an approach which incorporates the ADC in the sense interface.

3.3.1.2 Electromechanical Amplitude Modulation
Many applications of electromechanical systems combine capacitive sensing and
electrostatic actuation. The relation between the sensed and the actuating signal
in the micromachined element depends on the mechanical properties of the de-
vice and is a function of frequency. We will refer to this relation as frequency re-
sponse. In this section we describe a method for implementing systems with
sensing and actuation. It is generally applicable to force-feedback systems, which
are the topic of Sections 3.4 and 3.5. Here the concept will be illustrated through
the design of a testbench for obtaining the frequency response of micromachined
capacitive transducers.
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Fig. 3.11 Electrical model of a micromirror. (a) Ideal model;
(b) model with parasitic components. Courtesy of B. Cagdaser,
UC Berkeley



Fig. 3.11 a shows the simplified model of a micromirror. Vdrive actuates the device
and Csense is used to detect the motion. To first order, the actuating and the sensed
signals are related only through the motion of the mirror, hence the overall fre-
quency response of the system will coincide with that of the mechanical element.
The interface design in this case is straightforward. In practice, however, capacitive
feedthrough paths from the point of actuation to the sensing node can cause Vdrive to
couple directly into the sense interface. Several coupling paths are easily identified in
the complete model of the mirror, shown in Fig. 3.11 b. Cft causes the dominant
feedthrough contribution. The finite resistances of the substrate (Rsub) and the sus-
pension (Rsusp) lead to additional coupling paths through the main capacitors and
the parasitics Cp_sense and Cp_drive. Capacitive feedthrough increases with frequency
while the magnitude of the mechanical response decreases. Therefore, at high fre-
quencies the detected response will be dominated entirely by the feedthrough com-
ponents. This is illustrated in Fig. 3.12, which shows the measured frequency re-
sponse of the micromirror with large feedthrough present in one case and signifi-
cantly attenuated in the other. The difference between the two transfer functions
can have a considerable impact on the overall system behavior, especially in cases
when the micromirror is used in a wideband feedback control loop. Below we intro-
duce several circuit techniques which address this problem by attenuating and se-
parating the feedthrough from the signal.

To obtain the frequency response of a micromachined device we can actuate
(drive) the mechanical structure electrostatically at various frequencies and detect
its motion with a capacitive interface. The interface can separate the signal from
the feedthrough either in time or in the frequency domain. If chopper stabiliza-
tion is used in the front-end, the signal is modulated at the carrier frequency. On
the other hand, feedthrough paths couple the driving signal directly into the
charge integrator. If the carrier frequency is chosen to be higher than twice the
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Fig. 3.12 Measured frequency response of a micromirror. Courtesy of B.
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frequency range of the driving waveform, frequency separation is inherently pre-
sent in the chopper-stabilized interface. This effect is known as electromechanical
amplitude modulation (EAM) [39].

A system which uses EAM for frequency response measurement is shown in
Fig. 3.13. A single-ended case is presented for simplicity. The generalized model
of the mechanical element includes a sense capacitor CS, drive capacitor CD and
feedthrough capacitors CPD and CPC, which couple the drive voltage vd and the
carrier vm to the sense interface. The mechanical structure is actuated by vd, ob-
tained from the source terminal of a network analyzer. The motion is detected ca-
pacitively through CS. After bandpass filtering (BPF) and demodulation the net-
work analyzer extracts the signal component at the drive frequency fd and obtains
the frequency response of the tested element.

The voltage at the output of the charge integrator is

VX � vd�fd�CPD

CI
� vm�fm� �CS0 � CPC�

CI
� vm�fm��C�fd�

CI
�15�

where CS0 is the sense capacitance for zero deflection. The first term in Equation (15)
represents the feedthrough from the drive node. The second term contains the com-
ponent at the carrier frequency due to the feedthrough capacitance CPC and the con-
stant part of CS. The last term contains the signal �C(fd), modulated by vm.

The voltage VDC + vd on the drive capacitor applies electrostatic force to the me-
chanical structure. VDC is a large DC bias on which the small sinusoidal signal vd

is superimposed. Electrostatic force is proportional to the square of the applied
voltage [40] and therefore has frequency components at DC, fd and 2fd (see Sec-
tion 3.2). The actuation causes deflection, which results in capacitance change
�C(fd) with the same frequency content as the applied force. �C(fd) is the compo-
nent in Equation (15) which is a function of the frequency characteristics of the
micromachined element.
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The overall frequency spectrum of VX is shown in Fig. 3.14. The signal terms at
fd and 2fd are recovered through demodulation, which also up-converts the feed-
through. The network analyzer evaluates the signal at fd and filters all other com-
ponents.

An ideal demodulator preserves the frequency separation between signal and
feedthrough and does not require pre-filtering. Offset in the multiplier, however,
will cause a fraction of the feedthrough to remain at fd. Nonlinearity can also cor-
rupt the signal band with interferers at other frequencies. To overcome the impact
of nonidealities, a bandpass filter with a center frequency at the carrier (fm) is
used to attenuate all out-of-band components before demodulation is carried out.
In practice, even a simple high-pass RC filter can successfully attenuate the feed-
through. For better rejection a higher order bandpass filter is recommended. An
example of a particular circuit implementation has been presented [41]. Choosing
a higher ratio between fm and fd further improves the attenuation of the feed-
through component.

With single-ended sensing and actuation the first two terms in Equation (15)
can be many orders of magnitude higher than the signal. A differential configura-
tion is advantageous from this point of view since waveforms with opposite
phases are applied to the differential capacitors. This prevents most of the feed-
through charge from flowing into the charge integrator. In vertically moving struc-
tures or other devices where differential drive and sense are not an option, match-
ing reference capacitors should be used to implement a pseudo-differential de-
sign. The reference capacitors can be a fixed replica of the moving structures. A
substantial part of the residual feedthrough in Fig. 3.12 has been canceled using a
reference capacitor.

The system in Fig. 3.13 measures the response of mechanical elements which
have separate ports for driving and sensing. EAM can also be implemented for
single-port devices [39]. Extending the concept to differential drive and sense is
also straightforward based on the circuit board example from the previous section.
It is helpful if the circuit board layout allows different configurations to be as-
sembled.

Obtaining accurate information about the frequency behavior of a microma-
chined element is particularly important if the device needs to be incorporated in

3.3 Capacitance-to-Voltage Converters 69

Fig. 3.14 Output spectrum of the charge integrator for EAM



a feedback loop. The measured amplitude response of a micromachined gyro-
scope in Fig. 3.15 illustrates some of the effects which can be characterized using
EAM. The frequency and quality factor of the main resonance can be determined
as a function of temperature, pressure, electrostatic tuning and other factors. Also
in the particular device several high-frequency flexural modes are observed in ad-
dition to the main resonance. The frequency and quality factor of such modes will
affect the stability of a feedback system and have to be taken into account in the
design procedure at an early stage [42, 43].

3.3.2
C/V Conversion Using Correlated Double-sampling (CDS)

3.3.2.1 Design and Implementation
Whereas chopper stabilization separates the error from the signal in frequency,
correlated double-sampling is a technique which performs the separation in the
time domain. The basic idea in CDS is to subtract two samples of the input, one
of which contains both signal and error, while the second sample contains only
the error. Thus, if the error has strongly correlated values in the two samples, it is
cancelled or highly attenuated by the subtraction. The signal appears unchanged
at the output. The condition for strong correlation between the two error samples
suggests that only error components whose frequencies are significantly lower
than the sampling frequency fS are effectively cancelled by this technique. There-
fore, in analogy with chopper stabilization, CDS is used to eliminate amplifier off-
set and to attenuate 1/f noise.

In the context of capacitive sensing, we will introduce the concept of correlated
double-sampling with the differential charge integrator shown in Fig. 3.16 [9]. The
operation is divided in three phases (Fig. 3.17). In Phase 1 all nodes, except the
center node (M) of the mechanical element, are reset to analog ground (AGND).
A voltage V1 relative to AGND is applied to node M and the sense capacitors are
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Fig. 3.15 Frequency response of a
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sured with EAM



charged to the difference between V1 and AGND. In Phase 2 the amplifier is ac-
tive and error components including offset, 1/f noise, switch kT/C noise and
charge injection are stored on capacitors CH– and CH+. At the beginning of Phase
3 a pulse of magnitude VM = V1–V2 is applied to node M, bringing its potential to
a new value V2 relative to AGND. CH– and CH+, which hold the error from Phase
2, are now connected in series with the signal path. Their value is subtracted
from the output of the amplifier, which at the end of Phase 3 contains the error
and the signal due to �C. In this way, the slowly varying error components are
cancelled by the subtraction. The output voltage V0 contains the signal and the
kT/C noise, which has been sampled on CH– and CH+ at the end of Phase 2.

We notice the similarity between Figs. 3.16c and 3.4. Indeed, for a constant �C
the signal transfer function of the CDS stage is given by Equation (5). For signals
other than DC, however, �C varies between Phase 2 and Phase 3 and the signal
in V0 at the end of Phase 3 becomes

3.3 Capacitance-to-Voltage Converters 71

Fig. 3.16 Principle of correlated
double-sampling (CDS). (a) Phase 1
– reset; (b) phase 2 – noise cancella-
tion; (c) phase 3 – sensing



V0�kT� � 2
V2�C�kT� � V1�C kT � T

2

� �

CI
�16�

In the general case the circuit samples the signal during both CDS phases 2 and
3. When V1 = VAGND the signal is sampled only once at the end of Phase 3. In this
case Equation (16) is also identical with Equation (5).

We will present the design of CDS interfaces [3, 9] with an example of a front-
end for the acceleration sensor element introduced in Section 3.3.1.1 (Tab. 3.1).
The design considerations and the overall procedure can also be adapted easily to
other types of sensors.

In addition to a sense interface, most electromechanical systems need some
form of actuation, which might require voltages higher than the supply voltage of
standard CMOS processes. For example, gyroscopes usually use driving voltages
of 10–15 V. To accommodate the actuation voltage requirement, a 5 V, 0.5 �m
CMOS process with a high-voltage (20 V) option is chosen for this design. An ex-
ample of such process is AMIS C5F, available through MOSIS.

CDS stages have been used predominantly in sigma–delta interfaces [9, 17, 44,
45]. Therefore, our design example takes into account the requirements posed by
this particular type of feedback system (see Section 3.5). These requirements will
be indicated along the way in order to allow a designer to adapt the design to
other applications. Fig. 3.18 shows a schematic and timing diagram of the front-
end. A feedback phase is allocated in the timing diagram. The choice of sampling
frequency in sigma–delta loops is dictated by resolution and stability require-
ments. For the purpose of this example a typical value of 500 kHz will be used.
Open-loop designs can operate at lower sampling rates.

One design choice to be made at this point is whether input common-mode
feedback should be included in the first stage. Implementing ICMFB inevitably
loads the input node of the C/V converter with additional capacitance, which re-
duces the feedback factor. In addition, there is a power penalty from the ICMFB
amplifier. Analysis of the overall circuit [23] shows that interaction between the
two amplifiers leads to an underdamped response, which is also undesirable. If
the input stage can tolerate the common-mode step caused by VM, ICMFB can be
omitted. The value of VM will be set to 3 V in order to avoid pull-in (see Section
3.3.1.1 and Equation (14)). Since CS and the total capacitance at the sense node
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Fig. 3.17 CDS timing diagram



form a capacitive divider, VM will be attenuated at the amplifier input by approxi-
mately 1/7 for the given sensor parameters and a CI value of 1 pF. Therefore,
without ICMFB the amplifier will need to tolerate an input common-mode varia-
tion of approximately 400 mV, which is feasible in a 5 V process. A disadvantage
of a C/V converter without ICMFB is that the common-mode step at the amplifier
input reduces the effective amplitude of the sensing pulse. In the case when
ICMFB is needed (for example, in a low-voltage interface) the architecture of Lem-
kin and Boser [9] can be implemented. The value of 1 pF for CI has been chosen
based on a tradeoff between amplifier speed and input-referred noise (see Section
3.3.1.1).

As a next step, the circuit topology of the amplifiers is determined. The signal
swing at the output of the C/V converter is small compared with the supply volt-
age. For example, a 5 g maximum signal with the given sensor element will corre-
spond to 120 mV swing for CI = 1 pF in an open-loop design. A closed-loop system
reduces the signal swing further by the loopgain. The amplifier in a sigma–delta
loop also needs to accommodate the wide-band quantization noise. In any case,
the output swing is in the low millivolt range. Under such conditions a telescopic
topology is preferable owing to its simple architecture and fewer noise-contribut-
ing transistors. A double-cascode amplifier is chosen for its high DC gain.

The signal is sensed on the negative edge of VM (Fig. 3.18 b). In this way, VM

will be at ground during (3/4)TS, which will reduce the average voltage between
the sensor proof-mass and the shield of the mechanical chip and therefore will
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Fig. 3.18 CDS front-end. (a) Schematic; (b) clock diagram
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minimize electrostatic tuning. At the negative edge of VM the input common-
mode level of the amplifier will be lowered by the voltage step. Therefore, PMOS
transistors are chosen for the amplifier input in order to ensure that the differen-
tial pair will remain in the forward active region during the transient. Also, a
PMOS input will provide larger headroom for the tail current source after the in-
put common-mode level decreases. A schematic of the charge integrator amplifier
is shown in Fig. 3.19. Note that instead of a common value for VAGND, different
voltages are chosen for different nodes in order to provide optimum biasing con-
ditions. The input common-mode level of the first stage (VICM1) is chosen equal
to the amplitude of VM. In this way, V1 = 0 and V2 = –VM. The advantage of this de-
sign decision is that the output is proportional only to the signal �C2 at the end
of the sampling period (Fig. 3.18 b), which minimizes the delay caused by the
stage. In contrast, in the hypothetical case when VICM1 is set to zero the output
will be determined entirely by �C1, which occurs (1/4)TS before �C2. As an inter-
mediate case, choosing VICM1 between zero and VM will cause the output signal
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to be a weighted sum of �C1 and �C2. If the mechanical element allows VM to be
close to or higher than the supply voltage the condition VICM1 = VM cannot be sat-
isfied. In this case the difference between VICM1 and VM should be minimized in
order to give maximum weight to �C2.

The preamplifier will be designed with a gain of five. This value is sufficient for
the noise from the charge integrator and the preamplifier to dominate the overall
electronic noise floor. The topology in Fig. 3.19 is appropriate for this stage also.
If the maximum signal amplitude from a particular mechanical element cannot
be accommodated by the double-cascode architecture, higher swing topologies
such as cascoded telescopic (single cascode transistor) or a folded-cascode ampli-
fier should be used. In a feedback design the DC gain variation of the preampli-
fier and the subsequent stages is less critical than that of the first stage.

The amplifier design on transistor level will begin with the settling conditions.
The settling error is given by the ratio of the minimum to the maximum signal
in the sensor. The maximum acceleration in this example will be set to amax = 5 g.
The minimum value is set by the intrinsic noise floor of the sensor, which for a typ-
ical bandwidth of 100 Hz, is 150 �g. The value of the settling error is therefore
�= 3 �10–5.

The charge integrator settles as a single amplifier during Phase A (see Fig. 3.18 b).
The settling time for fS = 500 kHz is tA = (3/16)TS = 375 ns. Owing to the small differ-
ential signal, no slewing occurs in the front end. Therefore, the amplifier closed-loop
bandwidth is calculated based on the exponential settling of a single-pole stage for
the accuracy given above. The required bandwidth is found from

fBW�CV � 1
2��CV

� 1

2�
tA

ln�1���
� � �17�

where �CV is the amplifier time constant of the charge integrator. Equation (17)
gives 4.5 MHz.

During Phase B, the charge integrator is connected in series with the preampli-
fier. In the complete interface one or several gain stages can follow the front-end.
For the purpose of this example one additional gain stage will be added, which re-
sults in three single-pole stages settling in series. The settling time in this case is
tB = (1/4)TS = 500 ns. The bandwidth of the charge integrator found from Phase A
will be preserved and the bandwidth of the subsequent stages will be calculated
based on the new settling requirement. This design decision is taken since the
first stage operates under the most stringent conditions and therefore its operat-
ing conditions need to be maximally relaxed. The preamplifier and the third gain
stage will be designed to have the same bandwidth. In this case the settling error
can be found from the inverse Laplace transform of the transfer function formed
by the three single-pole stages in series. A transcendental equation is obtained
and solved numerically, giving a value of 5.3 MHz for the bandwidth of the sec-
ond and third gain stages.
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Once the amplifier bandwidth is known, the noise analysis of the sampled sys-
tem can be performed. As in the chopper stabilization example, the interface will
be designed to provide resolution comparable to the intrinsic noise floor of the
sensor.

The amplifier noise model from Fig. 3.6 can be used if Rb is set to zero and
load capacitances for the charge integrator and the preamplifier are included.
Both amplifiers are implemented according to Fig. 3.19 with capacitive output
common-mode feedback (OCMFB). All noise sources are referred to VX.

An expression for the sampled noise density from the amplifier of the fully dif-
ferential charge integrator is found using Fig. 3.6:

v 2
n�CV

�f
� 16

3
1

FCV

kBT
CLeff�CV

nCV
1
fS

�18�

where FCV is the feedback factor, CLeff_CV = CL + CI(1–FCV) is the effective load ca-
pacitance of the amplifier loaded with CL and nCV = 1.35 is the noise factor of the
topology in Fig. 3.19. Since broadband white noise is sampled twice during CDS,
its power is doubled and therefore an additional factor of two is included in the
scale factor 16/3. Similarly to the continuous-time case, Equation (18) indicates
that the feedback factor should be large in order to minimize the noise contribu-
tion from the amplifier. An important difference between the two cases, however,
is that the noise resistance of the amplifier is not part of the equation in the dis-
crete-time circuit. The noise is inversely proportional to the load capacitance and
the sampling frequency. This sets a direct tradeoff between resolution and power
consumption. CL will be set to 3 pF. The value of CL is distributed between the in-
put sampling capacitance of the preamplifier (CSp = 2.6 pF – see Fig. 3.18) and the
output common-mode feedback capacitors, which are chosen to be 400 fF
(Fig. 3.19).

The sampled noise density from the wiring resistance Rp is

v 2
n�Rp

�f
� 4�4kBTRp� CS � CPS

CI

� �2
�fBW�CV

fS

� �
�19�

where once again a factor of two is included to account for the effect of CDS and
a fully differential case is considered. Equation (19) is in fact identical with Equa-
tion (8) with the addition of the term �fBW�CV�fS, which accounts for the noise
folding in the sampled-data circuit (see Section 3.3.2.2).

The input-referred noise of the preamplifier is calculated next. The noise model
is similar to that of the first stage with Rp and Cp neglected. The input sampling
capacitor is CSp = 2.6 pF, the feedback capacitor CIp is therefore 520 fF for a gain
of five and the load capacitor CLpre is chosen to be 0.3 pF, which includes the load
from the next stage (CLp) and an OCMFB capacitor (50 fF). The expression for the
noise density referred to VX is
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where Fp is the preamplifier feedback factor, CLeff_p = CLpre + CIp(1 – Fp) is the ef-
fective load capacitance, np = 1.35 is the noise factor and Ap = 5 is the preamplifier
gain. Since the correlated double-sampling is carried out at the input of the pre-
amplifier it does not double the noise contribution of this stage. In analogy with
the charge integrator, the preamplifier noise is inversely proportional to the feed-
back factor, the load capacitance and the sampling frequency.

We will express the total noise in VX in a form similar to Equations (11) and
(12):
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Introducing the noise factor coefficients in Equation (21) we arrive at
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By substituting the numerical values in Equation (22), we find that the noise con-
tribution from the amplifier of the charge integrator is 330 nV/

							
Hz
�

. The value of
NP is 6 �10–4, therefore an interconnect resistance of 1.6 k� will contribute com-
parable noise to the main amplifier. The noise factor of the preamplifier (NPre) is
0.02, which allows for a small loading capacitor CLp. The total noise at VX is
430 nV/

							
Hz
�

. The dominant noise source is the amplifier of the charge integrator
followed by the parasitic resistance, which contributes 35% and the preamplifier
with 5%.

The capacitance resolution for our example is 0.08 aF/
							
Hz
�

. The intrinsic noise
floor of the sensor element (0.058 aF/

							
Hz
�

) is comparable to that value.
Designing the amplifiers in the AMIS C5F process gives the device sizes shown

in Fig. 3.19 for the charge integrator. The bias current of M1 is 75 �A. The pream-
plifier requires 20 �A and is designed by scaling the device sizes accordingly.

The differential CDS interface presented in this section has been used in the
front-ends of both open-loop [3] and closed-loop [9, 44] systems, achieving resolu-
tion better than 0.1 aF/

							
Hz
�

[3]. An alternative architecture can be found else-
where [17]. The principle of operation of this front-end is illustrated in Fig. 3.20.
The amplifier consists of a main and an auxiliary stage whose outputs are
summed to produce the overall output signal. The circuit operates in two phases.
The switch positions in the figure correspond to Phase 1 during which the ampli-
fier is disconnected from the signal path and the offset of both stages is stored on
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CAZ. The stored value is used for offset cancellation during Phase 2 when the in-
put signal is detected. Switch charge injection from Sw5 and low-frequency noise
are also cancelled by this technique. A detailed analysis of the circuit can be
found elsewhere [22, 46]. In analogy with the continuous-time implementations,
comparison between the two approaches gives the differential solution the advan-
tage of better disturbance rejection and lower parasitic capacitance at the charge
integrator input. Also in the single-ended approach the additional noise contribu-
tion from the auxiliary gain stage should be minimized. On the other hand, the
single-ended architecture operates without input common-mode variation. Other
discrete-time front-end topologies can also be found in the literature [47, 48].

In general, discrete-time interfaces are suitable for systems with digital output
since the sampling is intrinsically performed in the front-end. The tradeoffs in-
volve noise folding, which will be discussed next.

3.3.2.2 Discussion on Sampling and Noise Folding
Sampling a continuous-time signal at a rate fS causes all spectral components
above the Nyquist frequency (fN = fS/2) to appear in the band from DC to fN. To
avoid corrupting the low-frequency signal band with aliased components, a low-
pass anti-aliasing filter with sharp cutoff at fN must be introduced before the
point where sampling is performed.

In a correlated double-sampling capacitive interface the noise is filtered only by
the roll-off of the amplifier open-loop transfer functions. In general, settling re-
quirements result in an amplifier bandwidth which is several times higher than
the sampling rate. The restrictions are even more severe if the system requires a
large fraction of the sampling period to be allocated for feedback. In any case,
noise folding (aliasing) results in an increased noise floor in the signal band. The
effect is illustrated in Fig. 3.21.
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Equations (18) and (20) show that the spectral density of the sampled amplifier
noise is inversely proportional to the load capacitance. An increase in the load ca-
pacitance requires higher power consumption in order for the bandwidth to be
preserved. Therefore, there is a direct tradeoff between noise and power consump-
tion. For a given resolution the appropriate value of the load capacitor is chosen
and the amplifier bias current is adjusted to provide the required bandwidth.

The need for a small phase lag in continuous-time systems leads to bandwidth
requirements comparable to those in the discrete-time implementations. The
noise density in the continuous-time case, however, does not depend on the load
capacitance. This implies that a continuous-time front-end can meet certain reso-
lution requirements without the need for a large load capacitance and therefore
can operate with lower power than its discrete-time equivalent [21]. This claim,
however, is justified only if the output in either case can be utilized directly by the
rest of the system. In a system with digital output the signal from a discrete-time
front-end can be supplied directly to an analog-to-digital converter. On the other
hand, the intrinsically high resolution of the continuous-time interface can be pre-
served only if a high-order anti-aliasing filter is included before the ADC. In this
case a continuous-time design may not have significant advantage in power con-
sumption.

3.3.3
C/V Converters in Open-loop Systems

The circuit content of a capacitive interface is strongly dependent on the specifica-
tions of the overall system in which it is embedded. In general, the interfaces can
be open-loop or feedback systems and can have analog or digital output. Open-
loop interfaces have a simple implementation with minimum circuit overhead, in-
trinsically high resolution and are naturally stable. Capacitive sensors based on di-
electric constant variation operate in an open-loop configuration [10, 11]. An open-
loop interface is also suitable for displacement sensing in the case when the sig-
nal band is located away from the mechanical resonance or when the mechanical
element has low Q. Applications such as crash and rollover detection typically use
open-loop inertial sensors as threshold devices. On the other hand, inertial naviga-
tion specifications require high-resolution sensors with large dynamic range and
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low drift over time and temperature. Under such conditions feedback control is
more appropriate.

The simplest open-loop interface converts the measured quantity to voltage and
provides a band-limited analog output. Such system consists of capacitive front-
end and a sharp-cutoff analog filter. A continuous-time open-loop interface was
presented in Section 3.3.1. This approach is particularly suitable for purely analog
systems where the voltage output can be used directly.

Alternatively, in a sampled-data implementation the front-end from Section 3.2
can be applied. The analog output in this case is a sampled signal, which is con-
venient for further discrete-time processing such as analog-to-digital conversion,
without the need for pre-filtering. The sharp-cutoff band-limiting filter can be im-
plemented digitally.

When continuous-time output is also required from the sampled-data interface,
a direct charge-transfer low-pass filter [49] can be used as a buffer for discrete-
time to continuous-time conversion. Fig. 3.22 shows a schematic of the stage.
Since the input and the feedback capacitors are connected in parallel during �2,
charge is transferred directly from input to output and ideally the amplifier does
not have to provide current for charge redistribution. Therefore, the amplifier
speed requirements are significantly relaxed and linear settling is ensured. The
stage is suitable for driving large off-chip capacitive loads. A direct charge-transfer
low-pass filter was used in the switched-capacitor interface of the monolithic
open-loop accelerometer presented by Jiang et al. [3].

The simplicity and high resolution of open-loop interfaces unfortunately come
at the price of reduced bandwidth and dynamic range and also high sensitivity to
fabrication tolerances and ambient variations. Several examples of undesirable ef-
fects in open-loop system performance can be given. Low dynamic range allows
unwanted out-of-band interferers with large amplitude to overload the interface.
Low bandwidth can cause excessive phase lag in applications where the signal is
located close to the natural frequency of the mechanical element. In high-Q sys-
tems both gain and phase characteristics at resonance can vary significantly with
temperature and pressure. An example is a micromachined gyroscope, where the
signal is purposely kept away from the resonance of the sensing mode to avoid
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large gain and phase variations, although the increased gain near resonance could
provide a significant sensitivity advantage. Another undesirable effect appears in
positioning applications such as micromirror steering, where an underdamped re-
sponse of the mirror can increase considerably the settling time of the system.

Feedback is generally employed to address the above problems. Feedback con-
trol is used predominantly in displacement-sensing systems or positioning appli-
cations. Including the mechanical element in the forward path of a feedback loop
attenuates any parameter variations by the loop gain. Also by the loop gain are
scaled the bandwidth and dynamic range of the system. In an electromechanical
system closed-loop operation is realized through force rebalancing of the mechani-
cal structure. Several techniques for implementing force-feedback will be pre-
sented in the following sections.

3.4
Electrostatic Force-feedback

Electrostatic actuation was introduced Section 3.2. In the context of feedback it
can be used to control the position of a mechanical element. Applications such as
inertial sensors employ force-feedback to maintain the proof-mass close to its cen-
ter position. In micromirror positioning a feedback loop can control the coordi-
nates of the mirror according to a reference value.

The differential technique shown in Fig. 3.3b is particularly suitable for imple-
menting continuous, linear feedback in force-rebalanced electromechanical sys-
tems due to the linear relation between feedback voltage and electrostatic force
(see Equation (4)).

A block diagram of a force-feedback system is shown in Fig. 3.23. The front-end
(C/V) design was presented in Section 3.3. The differential feedback force can be
generated with two summing amplifiers, which receive the voltages VDC and v at
the input and apply their sum and difference to the feedback capacitors as shown
in Fig. 3.3b. The compensator will be described next.

A micromachined element is generally modeled as a second-order system with
transfer function from force to displacement given by
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Fig. 3.23 Linear force-feedback system diagram
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where m is the mass of the moving structure, �0 is the resonant frequency and Q
is the quality factor. In most implementations the mechanical element is under-
damped having a pair of complex poles at the resonant frequency. Since the two
poles cause a phase lag of 180 �, closing a feedback loop around such an element
results in an unstable system. The compensator in Fig. 3.23 solves the instability
problem by adding phase lead to the transfer function at the unity gain frequency
of the loop. A phase-lead compensator has transfer function with a low-frequency
zero and a high-frequency pole:

Hcmp�s� � s� z
s� p

�24�

The value of the zero (z) is chosen to give the desired amount of phase lead. A
zero in the transfer function inevitably leads to increased gain at high frequencies
hence high-frequency noise is amplified by the compensator. To minimize this ef-
fect the pole (p) is positioned as low as possible such that the maximum phase
lead occurs at the unity-gain frequency of the system. Additional phase lag due to
finite amplifier bandwidth and nondominant poles should also be considered dur-
ing the compensator design.

As an example, the system in Fig. 3.23 is designed based on the acceleration
sensor introduced in Section 3.3. The mechanical element needs an additional set
of feedback capacitors for the closed-loop design. Their value is chosen to be
300 fF as a tradeoff between area and feedback force. The system is designed for a
DC loopgain of 33 dB, unity-gain bandwidth of 55 kHz and 50 � phase margin.
These parameters result in a lead compensator with a zero at 20 kHz and a pole
at 150 kHz. A circuit which implements the compensator transfer function is
shown in Fig. 3.24 [50]. The differential voltage-to-force converter is designed with
2.5 V DC bias assuming 5 V power supply. The gain G depends on the transfer
function of the C/V stage. For a chopper stabilized C/V converter with 3 V carrier
amplitude and 1 pF feedback capacitor, a gain G of 58 dB is needed in order to
achieve an overall loopgain of 33 dB.

Ideally, a closed-loop system should achieve the same signal-to-noise ratio as the
underlying open-loop design obtained from the same circuit blocks. Therefore,
the resolution and power consumption of the feedback interface are determined
mainly by the C/V front-end. Additional noise sources in the feedback system
should be avoided or their contribution to the in-band noise floor should be mini-
mized.

In our design example, the mechanical element was modeled as a second-order
system with a single pair of poles at its main resonant frequency. Complex me-
chanical structures, however, can exhibit a number of additional resonances at
higher frequencies due to flexural modes in the suspension, the electrostatic
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comb fingers and other sub-components. High-frequency modes tend to destabi-
lize the feedback system and should be maximally damped when the operating
conditions of the mechanical element allow this. Mechanical structures operating
in vacuum require special attention in this case. Design techniques for stabilizing
systems with high-Q modes can be found elsewhere [43]. In general, collocated
control (i.e., using the same capacitors for sense and feedback) is preferable in
such cases. A feedback interface with a discrete-time C/V front-end can imple-
ment collocated control by time-multiplexing the sense and feedback phases [9].
An approach which allows this type of control for chopper stabilized designs can
be found in the literature [16]. It relies on frequency separation between the
sensed signal, modulated at the carrier and the feedback signal, which remains at
low frequencies.

An implementation of electromechanical linear-feedback system using lead
compensation has been reported [18]. Alternative approaches for achieving stabili-
ty have been proposed [15, 16]. A reported accelerometer [15] uses an overdamped
(pressurized) mechanical element to achieve pole splitting. A disadvantage of this
approach is a substantially increased Brownian noise of the sensor. The other im-
plementation [16] relies on a low-Q mechanical element and a feedback system
with low loopgain and narrow bandwidth in order to ensure the required phase
lead at the unity-gain frequency. The bandwidth and loopgain restrictions make
this solution unattractive. In addition, the phase margin in this case depends on
the quality factor of the mechanical resonance.

The linear-feedback interfaces presented in this section provide a voltage output.
In applications which require digital post-processing of the interface data, an anti-
aliasing filter and a dedicated analog-to-digital converter are added to the system.
An alternative feedback technique known as sigma–delta modulation allows the
analog-to-digital conversion to be performed inherently by the feedback loop and
therefore avoids the overhead from the filter and the ADC. Sigma–delta force-feed-
back is the subject of the next section.
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Fig. 3.24 Schematic of lead compensator



3.5
Electromechanical Sigma–Delta Interfaces

The basic idea of sigma–delta modulation is to obtain higher effective resolution
from a coarse quantizer by including it in an oversampled feedback loop [51].
Fig. 3.25 a shows a block diagram of a sigma–delta modulator. The difference be-
tween the input and the feedback signal is filtered and digitized by a quantizer
(A/D), which has a resolution of one to several bits and operates at a sampling
rate significantly higher than the bandwidth of the input signal. The oversampled
digital sequence generated by the quantizer represents the output of the modula-
tor. It contains the input signal and the error from quantization. The feedback is
derived from the output after digital-to-analog conversion.

To understand how the above configuration can produce a high-resolution digi-
tal output, the quantizer, which is a highly non-linear element, is replaced by an
additive error source modeling the quantization operation. Quantization error is
typically represented as white noise [52]. The resulting linear feedback loop
(Fig. 3.25b) can be analyzed using conventional linear system theory. For high in-
band loopgain, the transfer function for the input signal is unity. On the other
hand, quantization error appears at the output multiplied by the inverse of the
loop-filter transfer function. The loop-filter is always designed to have high gain
in the signal band, which in turn results in high attenuation for the quantization
error in that frequency region. In other words, output quantization error is
shaped by the loop filter such that most of its variance is located out-of-band.
Fig. 3.26 illustrates the principle qualitatively for a sigma–delta modulator using a
low-pass loop filter. The quantization noise without shaping is shown for compari-
son.

The oversampled output of the sigma–delta modulator is processed by a digital
filter and downsampled to the Nyquist rate. The filtering removes out-of-band
quantization noise and therefore ensures high signal-to-quantization-noise ratio
(SQNR).
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Fig. 3.25 Sigma–delta modulator.
(a) Block diagram; (b) linear model



From an electromechanical system perspective, the sigma–delta technique can
be particularly convenient if the inherent low-pass transfer function of the me-
chanical element is employed as a loop-filter. This approach has been proposed
for the first time by Henrion et al. [53] and has seen a number of implementa-
tions since. So far the technique has been applied predominantly to inertial sen-
sors although it is not limited only to this field. Other implementations such as a
thermoelectrical sigma–delta wind sensor have also been reported [54].

Fig. 3.27 shows a block diagram of a single-bit electromechanical sigma–delta
modulator. The system architecture resembles that of the linear loop in Fig. 3.23
with the addition of a binary quantizer and a modified feedback circuit, which im-
plements two-level feedback. The intrinsic linearity of two-level feedback makes a
binary quantizer particularly attractive in an electromechanical application owing
to the quadratic relation between voltage and electrostatic feedback force.

Owing to the continuous-time nature of the mechanical element, the signal has
to be quantized in both time and amplitude. Although the two operations could
be performed by the quantizer, time quantization (sampling) can be done in the
front-end instead. In this case the C/V converter is a sampled circuit (see Section
3.3.2) and the compensator operates in discrete time. A discrete-time front-end al-
lows time multiplexing between signal sensing and feedback. This approach
avoids the need for dedicated feedback electrodes in the mechanical element.
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Fig. 3.26 Output noise spectral density in a sig-
ma–delta modulator compared with unshaped
quantization error

Fig. 3.27 Electromechanical sigma–delta modulator



Although the sigma–delta modulator appears similar to the linear feedback sys-
tem in Fig. 3.23, some aspects of its behavior are considerably different owing to
the non-linear nature of the binary quantizer. Stability in the sigma–delta loop
cannot be defined in the conventional terms known from linear system theory
since the output of the quantizer never converges to a static value even for con-
stant input signals. Instead, it forms limit cycles, which can impair the system re-
solution significantly if they occur at frequencies inside the signal band. In partic-
ular, an improperly compensated loop tends to exhibit low-frequency limit cycles
and can even produce a sustained oscillation as a large single tone. The role of
the compensator from that point of view is to ensure stability in a sense that the
modulator would achieve high in-band SQNR.

Another particular feature of the sigma–delta loop is the presence of quantiza-
tion error as additional noise source. System design should aim at minimizing
the contribution of quantization error to the in-band noise floor.

Also, owing to the continuous-time nature of the mechanical element, an effec-
tive loop-delay is contributed by the time interval between the instant when dis-
placement is detected and the center of the finite-length feedback pulse. This de-
lay requires additional phase compensation.

For a given mechanical element and a C/V front-end, optimized for noise and
delay (see Section 3.3.2), the interface designer has control over the behavior of
the sigma–delta loop only through the compensator transfer function. In analogy
with linear feedback designs, second-order electromechanical sigma–delta modula-
tors use lead compensation in this stage. The general transfer function of a dis-
crete-time lead compensator is

Hcmp�z� � �z� 1
z

�25�

The design parameter � determines the position of the compensating zero. In a lin-
ear feedback system the position of the zero is chosen to provide sufficient phase
margin at the unity gain frequency of the loop. In sigma–delta loops, however,
the presence of quantization noise poses additional restrictions on the compensator
transfer function. Since Hcmp(z) is part of the loop-filter, the contribution of quanti-
zation noise to the signal band is inversely proportional to the in-band gain of the
compensator. Equation (25) shows that larger phase lead (smaller value of �) leads
to higher attenuation at low frequencies and therefore higher in-band quantization
noise level. This argument suggests that the amount of compensation should be re-
duced. Insufficient compensation, on the other hand, impairs the loop stability, re-
sulting in low-frequency limit cycles and degraded quantization noise shaping.
Based on the above discussion, it can be expected that an optimum value of � can
be found. A quantitative analysis as described [23, 55] results in an optimum of ��2.

A circuit implementation of the compensator is shown in Fig. 3.28. A capacitive
FIR filter without active elements was chosen in order to minimize the settling
time and power consumption of this stage. A single-ended case is shown for sim-
plicity since it is straightforward to extend the circuit to a differential design.
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The operation of the circuit will be explained from its timing diagram. Phase �1

in the diagram is the same as the one used by the CDS front-end (see Fig. 3.18 b).
During �1 capacitor C1 is discharged, C2B holds the input value from the previous
cycle and the charge on C2A is irrelevant. During �2, which coincides with �x on
this cycle, charge redistribution between C1, C2B and Cp occurs at the output
while the input is sampled on C2A. Cp is parasitic capacitance, formed by the top-
plate parasitics of the compensator capacitors and the input capacitance of the
comparator pre-amplifier. In the following cycle �2 occurs together with �y and
the output is determined by C1, C2A and Cp. The input in this case is sampled on
C2B. In other words, C1 provides the current value of the input while the alternat-
ing capacitors C2A and C2B give the values with a one-sample delay. The transfer
function of the stage is

Hcmp � 1
1� �� �

�z� 1
z

� �
�26�

Equation (26) shows that the circuit implements a lead compensator with a scal-
ing factor, which depends on the value of � and the size of the parasitic capaci-
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Fig. 3.28 Discrete-time lead
compensator. (a) Schematic; (b)
clock diagram



tance at the output. The parasitic capacitance does not affect the position of the
zero. The compensator capacitors should be sized such that they do not present
significant load to the preceding gain stage and also do not result in large attenua-
tion (large value of �). Since the compensator is placed at the end of the amplifier
chain, immediately before the quantizer, sampled noise is not critical in this case.
Therefore, capacitor values of the order of several hundred femptofarads are rea-
sonable for this design.

The quantizer can be implemented as a regenerative feedback comparator [51].
The comparator output provides the digital bit-stream to the decimation filter and
controls the binary DAC. Depending on the value of the output, the DAC applies
a constant voltage level to the appropriate feedback capacitor, while the comple-
mentary capacitor remains at the potential of the proof-mass. A time-multiplexed
implementation, which uses the same electrodes for sense and feedback, has been
described [9].

In analogy with linear-feedback loops, the stability of the sigma–delta interface
is also affected by high-frequency modes in the mechanical element. The addi-
tional delay in the sigma–delta modulator, however, results in different stability
criteria for the loop under collocated and non-collocated control depending on the
frequency location of the modes. A detailed discussion of the problem has been
presented [42]. In general, damping of the high-frequency resonances is the pre-
ferred solution in this case also.

Variations of the sigma–delta architecture in Fig. 3.27 have been used in a num-
ber of inertial sensors [9, 15, 17, 44, 45 56. Sigma–delta accelerometers achieved
noise floors down to 1 �g/

							
Hz
�

[15]. A gyroscope with a resolution of 3 �/s/
							
Hz
�

has been described [44]. The interface resolves displacement of 2� 10–12 m, which
translates into 0.1 aF capacitance in 1 Hz bandwidth.

The operation of three monolithic sigma–delta accelerometers integrated on the
same substrate has been demonstrated [9]. Fig. 3.29 shows the die micrograph of
this implementation [9]. This solution achieves resolution of 110 �g/

							
Hz
�

(or
0.085 aF/

							
Hz
�

) with 100 fF sense capacitors. Owing to the small value of the
proof-mass, the noise floor in this design is dominated by Brownian noise.

An accelerometer which uses a multi-bit quantizer and a digital PID controller
to implement the compensator stage has been presented [17]. The PID controller
provides additional shaping for the quantization noise and improves the SQNR of
the modulator. The multi-bit feedback DAC in this design uses pulse-width modu-
lation (PWM) for improved linearity of the voltage-to-force transducer. The resolu-
tion of the device is 150 �g/

							
Hz
�

.
In summary, sigma–delta modulation has the advantage of closed-loop opera-

tion and inherent analog-to-digital conversion, performed by the feedback loop.
The additional noise from quantization, however, can introduce a significant reso-
lution penalty over an open-loop implementation. Minimizing the quantization
noise overhead is a major challenge in the design of electromechanical sigma–del-
ta modulators. This problem is addressed with an optimum compensator transfer
function in second-order modulators or by increasing the order of the loop
through introducing additional filtering in the electronic interface.
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3.6
Conclusions

The high resolution and robustness of capacitive sensing have led to the develop-
ment of high-performance interfaces in a broad range of applications. This chap-
ter has presented an overview of different approaches for implementing capacitive
interfaces and provided guidelines on choosing and designing the appropriate ar-
chitecture.

Noise analysis of the interface front-end showed that low interconnect resis-
tance and parasitic capacitance of the transducer improve the resolution of the
system. A further resolution advantage is achieved by devices which produce large
capacitance variation with a small nominal value of the sense capacitors.

Owing to the low-frequency nature of the signal in most transducers, the elec-
tronic interfaces employ circuit techniques, which attenuate flicker noise. Chop-
per stabilization and correlated double-sampling were introduced as two alterna-
tive approaches. Chopper stabilization is a continuous-time technique, suitable for
systems with analog output. Correlated double-sampling is a discrete-time
approach, appropriate for systems in which analog-to-digital conversion is applied.

The resolution in both approaches is determined mainly by the noise contribu-
tion of the amplifier in the charge integrator. Therefore, there is a general tradeoff
between noise performance and power consumption of the interface. Maximizing
the signal is also critical for the resolution since the typical signals obtained from
the transducer are in the sub-atofarad range. Therefore, micromachined devices,
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Fig. 3.29 Die photograph of a monolithic three-axis acceler-
ometer [9]



which allow large voltages to be used for extracting the signal, have a resolution
advantage. The value of the sensing voltage is limited by the supply rails or by the
pull-in voltage in compliant structures.

The interface design on a system level introduced closed-loop operation as an
approach for increasing the bandwidth and dynamic range and reducing its sensi-
tivity to parameter and ambient variations. Sigma–delta feedback is a further de-
velopment of the closed-loop concept, which allows analog-to-digital conversion to
be performed intrinsically by the feedback loop.

Tab. 3.3 summarizes the key characteristics of the interfaces presented in this
chapter.

3 Capacitive Interfaces for MEMS90

Tab. 3.3 Comparison of capacitive sensing architectures

Interface type Advantages Disadvantages

Chopper-stabilized, open-loop

Discrete-time (CDS),
open-loop

Continuous-time
force-feedback

Digital force-feedback
(sigma–delta modulation)

� High resolution – no
aliasing, minimal number
of noise sources

� Low front-end power – SNR
not limited by capacitor size

� Suitable for discrete-
component implementation

� Compatible with standard
VLSI CMOS process

� Output can be digitized di-
rectly

� High resolution
� Large bandwidth and dy-

namic range – scaled by the
loop-gain

� Reduced sensitivity to
process and ambient varia-
tions

� Analog-to-digital conversion
performed by the feedback
loop

� Intrinsically linear with two-
level feedback

� Large bandwidth and dy-
namic range, low sensitivity
to process and ambient var-
iations

� Low bandwidth and dy-
namic range, sensitive to
process and ambient
variations (open-loop)

� Requires additional filtering
and ADC for digital output

� Requires large biasing
resistors

� Large capacitors needed for
low kT/C noise

� Low bandwidth and
dynamic range, sensitive to
process and ambient
variations (open-loop)

� Requires additional filtering
and ADC for digital output

� Requires linearization of
voltage-to-force feedback

� System stability affected by
high-order dynamics in the
mechanical element

� Quantization noise affects
resolution in second-order
modulators

� System stability affected by
loop delay and high-order
dynamics in the mechanical
element
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Abstract
Packaging of micromachined transducers plays a vital functional role in the pro-
duction of a microsystem. The package both protects the microsystem and pro-
vides an interface to the environment. However, it can affect the output of the mi-
crosystem, dictate the assembly and testing methodology of the device, and repre-
sent a considerable amount of the cost of a product. This chapter reviews current
methods of MEMS and nanosystems packaging. First, general packaging defini-
tions and associated technologies are presented. Then specific processes are re-
viewed including protective coatings, directed and self-assembly, and device-level
packaging. The focus of the chapter is on the zero- and first-level packaging. Fi-
nally, two specific case studies of transducer packaging are presented: tire pres-
sure sensor and accelerometer from Motorola.

Keywords
micro; nano; MEMS; packaging; pressure; sensor; accelerometer; microsystem; na-
nosystem.
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4.1
Introduction

Microelectromechanical systems (MEMS) are integrated microdevices that com-
bine electrical and mechanical components. These systems can sense, control and
actuate on the nano- and microscale and function individually or in arrays to gen-
erate effects on the macroscale. They are fabricated using batch processing tech-
niques similar to the integrated circuit (IC) industry and can range in size from
micrometers to millimeters, with much attention given these days to nanoscale-
sized device components. A number of standardized processes are commercially
available for the fabrication of MEMS devices. Bulk micromachining processes in-
volve the removal of significant amounts of substrate material in order to form
the desired structure. In contrast, surface micromachining processes take place on
the surface of the wafer. In surface micromachining, thin-film structural elements
are commonly deposited using techniques such as chemical vapor deposition
(CVD) and electroplating.
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Most MEMS act as sensors or actuators, that is, devices that interact directly
with the physical environment. Sensors transduce such physical signals as pres-
sure, temperature, acceleration, displacement and light into electrical signals to be
processed by electronics. Moreover, electrical signals can be transduced in actua-
tors to perform work on the environment, such as pumping and valve operation
in microfluidics and switching in optics and/or electronics. It is possible that the
physical signals induced by the package can be misinterpreted as signals from the
environment [1, 2]. For example, in pressure sensors, packaging stress can ad-
versely affect the sensor inside, thus altering the output of the device. Vibrational
modes in the package can influence the operation of an accelerometer. On the
other hand, the package can play a vital functional role in the production of a mi-
crosystem. For example, the package can isolate the induced stress from the
mounting of the device, it can make the electronics compatible with the harsh en-
vironment and it can even be an integral part of the microsystem (e.g. mechatro-
nics packaging).

Besides the fact that packaging can affect the output of a microsystem, assem-
bly and testing of these devices represents a considerable amount of the cost of a
product, with a typical cost breakdown roughly 33% silicon content, 33% package
and 33% test. In some cases, > 70% packaging cost vs. silicon content has been re-
ported [3–10]. Furthermore, of this silicon content, often less than half of it is the
microsensor or actuator; the rest is the control electronics cost.

Packaging for MEMS has been significantly under-represented in academic pub-
lications. Much of the grant money, academic research and publications are de-
voted to the micromachined device itself and not the rest of the microsystem.
However, packaging for MEMS is an important challenge to the commercializa-
tion and long-term reliability of microsystems.

This chapter summarizes many of the practical issues in MEMS packaging. We
start by describing general packaging definitions and associated techniques. This
is followed by specific processes for MEMS packaging, including coatings, direc-
ted and self-assembly and device-level packaging. The focus of the chapter is on
the zero- and first-level packaging. We conclude the discussion with specific prac-
tical examples (case studies) of MEMS packaging: pressure sensors and acceler-
ometers from Motorola.

4.2
MEMS Packaging

In general, packaging of MEMS is an outgrowth of the IC packaging industry and
the hybrid packaging industry, but with the following requirements [1, 5, 11–15]
(see Fig. 4.1):

� interaction with the environment (e.g. media compatibility or hermetic, vacuum
sealing to protect accelerometers, resonators, etc.);

� low cost;
� small size;
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� high reliability and quality;
� standardization (although custom packaging for MEMS seems to be the rule);
� acceptable electrical interconnection (e.g. minimum power supply voltage drop,

self-inductance, cross-talk, capacitive loading, adequate signal redistribution and,
perhaps, electrical feedthroughs);

� thermal management (i.e. power dissipation and matching CTEs with sub-
strates to minimize package-induced stress);

� acceptable mechanical interconnection (e.g. porting for pressure sensors and
mounting techniques that do not apply undue stress to the device yet support
the device appropriately);

� protection from electromagnetic interference;
� testability and trimability (e.g. internal test/trim nodes);
� precision alignment (especially for optical MEMS);
� mechanical protection and stress isolation.

4.2.1
Package Partition Definitions

A commonly accepted hierarchy of MEMS packaging is (see Fig. 4.2):

� zero-level packaging: device encapsulation (wafer level);
� first-level packaging: die-to-package;
� second-level packaging: package-to-substrate (board);
� third-level packaging: board-to-module.

The discussion in this chapter is focused on the zero and first packaging levels.
An additional level, the sub-zero level, is introduced to describe nano- and micro-
structure assembly using self- and directed assembly processes, and also two-di-
mensional nano- and microstructural coatings as the initial steps to device reliabil-
ity and protection prior to device encapsulation at level zero.
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4.2.2
Sub-zero Level Packaging

4.2.2.1 Nanoscale Bottom-up Assembly
Reducing the scale of electronic, photonic and magnetic systems below 50 nm
presents many technical challenges in device construction, the foremost of which
is the inability of conventional microfabrication processes to mass produce nano-
scale devices and systems efficiently in a cost-effective manner. The natural alter-
native to this approach is bottom-up fabrication, where the nanoscale device or
system is built from atomic or molecular components by a self-assembly process.
A recent review details many of the emerging techniques now employed for the
self-assembly of nanoscale components, as well as many of the recent applications
for nanofabrication in the development of new devices and systems [17].

Perhaps the greatest challenge facing the future development of nanoscale de-
vices lies in the difficulties of component integration. Issues such as nanoscale
manipulation and interconnectivity remain largely unsolved for large-scale nano-
device manufacturing and, as a result, most of the viable nanodevices demon-
strated thus far are the hybridization of nanoscale functional components with rel-
atively straightforward microfabricated device platforms. To date, a wide range of
functional components have been pursued by bottom-up self-assembly and in-
clude but are not limited to nanotubes, nanoparticles, quantum dots, nanowires
and biotemplated nanostructures. Three of the more prominent types of nano-
scale functional components and their nanofabricated devices are briefly reviewed
next.

Carbon is the most familiar and pursued form of the nanotube for engineering
applications owing to its superior physical properties. One of the most promising
routes to carbon nanotube (CNT) fabrication for future integration into nano- and
microscale devices utilizes metal-catalyzed vapor-phase processing. An example of
vertically oriented CNTs grown by this process is shown in Fig. 4.3a [18]. Through
the lithographic patterning of the metal catalyst layer, CNT bundles can be selec-
tively grown and integrated into microfabricated devices that utilize the nanostruc-
tures as the key functional components, such as integrated cold cathode field
emitters shown in Fig. 4.3b [19]. Alternatively, individual CNTs can be utilized as
the functional elements in nanodevices and are typically integrated through me-
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Fig. 4.3 Electron micrographs showing (a)
self-assembled carbon nanotubes [18] and (b)
a MEMS-based cold cathode device that uti-
lizes CNT assemblies as the field emitters

[19]. The inset in (b) shows a close-up of the
CNT field emitter assemblies that are selec-
tively deposited using metal-catalyzed vapor
phase deposition

Fig. 4.4 Electron microgaphs showing as-
semblies of (a) CdSe nanoparticles [22] and
(b) Au nanorods [27], (c) a microfabricated

single-electron nanoparticle transistor and (d)
an Si nanowire FET sensor [30]



chanical or liquid-phase assembly. Notable examples include a CNT-based field-ef-
fect transistor [20] and a CNT-based gas sensor [21].

Through both vapor-phase and liquid-phase assembly routes, a wide range of
solid-state nanowires and nanoparticles have been fabricated [22–27]. Various met-
al, ceramic and semiconductor compositions have been synthesized in the form of
isotropic nanoparticles to highly anisotropic nanowires (nanorods), with the pri-
mary goal thus far being the determination of their collective physical properties.
Examples of two-dimensional assemblies of semiconducting CdSe nanoparticles
[22] and metallic Au nanorods [27] are shown in Fig. 4.4 a and b, respectively. As
with CNTs, small-scale devices have been successfully integrated with both assem-
blies and single numbers of nanoparticles and nanowires. For instance, Sn oxide
nanoparticle assemblies have been successfully integrated into microscale hotplate
platforms for residual gas detection [28], and single-electron transistors and
(bio)chemical sensors have been developed that utilize single CdSe nanoparticles
(Fig. 4.4c) [29] and individual Si nanowires (Fig. 4.4 d) [30], respectively.

In all nanodevice instances, the state-of-the-art remains primitive and, as a re-
sult, packaging issues are yet to be adequately defined. Before an issue such as
nanoscale packaging can be dealt with, the more immediate challenges of compo-
nent manipulation and integration must be overcome for nanodevices to find
mass production and the commercial market.

4.2.2.2 MEMS-directed Self-assembly

Assembly of Surface Micromachined MEMS Using Pre-stressed Microstructures
Surface micromachined designs are planar through fabrication and may require
some assembly after release. A great number of MEMS are based on 3D assembly
of planar microstructures. The primary components that allow 3D assembly of
planar parts are microhinges and microlatches, originally proposed by Pister et al.
[31]. Microhinges enable surface micromachined parts to be rotated out of the
plane of the substrate. This allows fabrication of flip-up components composed of
plates of a structural material. There are several types of microhinges: the sub-
strate hinge, the scissors hinge and a flexure hinge. A substrate hinge is used to
hinge released structures to the substrate. It consists of a pivot arm and a staple.
The staple, which is anchored to the substrate, allows free rotation of the pivot
arm. Scissors hinges are fabricated by interlocking fingers of two structural layers
and allow two plates to be connected together while still allowing them to pivot at
the connection. The flexure hinge is the flexible beam or spring connected be-
tween two structural layers. Microlatches are used to lock flip-up structures into
specific positions [32]. When the flip-up plate is raised into position, the latch
moves along the surface of the plate until it drops into position in the locking slot
cut in the plate. The advantage of the self-engaging lock is that it is only neces-
sary to flip up one plate. This is an important feature in the design of self-as-
sembled microsystems.
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The suspended surface micromachined structures may curl owing to internal
material or thermo-mechanical stresses. Although typically undesirable in many
MEMS, the stress-induced curling can be used as a lift mechanism during direc-
ted MEMS assembly. Consider the example in Fig. 4.5. Prior to release, the canti-
lever is held flat owing to the surrounding oxide. After release, the residual mate-
rial stresses in the gold (tensile) and polysilicon (compressive) layers cause the
free end of the cantilever to curl upwards. The amount of curl or deflection is de-
pendent on the amount of stress and the physical dimensions of the material
layers; more on this is discussed in the thermomechanical behavior of microstruc-
tures section below.

MEMS Surface Tension-driven Assembly
Another method of assembling MEMS has been proposed that uses the surface
tension properties of molten material such as solder or glass as the assembly
mechanism [33]. The solder method uses hinged micromachined plates with spe-
cific areas metalized as solder wettable pads. A fluxless soldering process can be
used [34]. Once the solder is deposited, the substrates are placed in a chamber
filled with nitrogen and formic acid gas. The nitrogen gas prevents the solder
from oxidizing at high temperatures and the formic acid gas removes any existing
oxide. The substrates are then heated to melt the solder and the force produced
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Fig. 4.5 Illustration of cantilever curling due
to residual material stress and an array of mi-
cromirrors assembled using pre-stressed can-

tilevers (V. Bright group, University of Colora-
do)



by the natural tendency of liquids to minimize their surface energy pulls the
hinged plate away from the substrate (see Fig. 4.6). One way to control the preci-
sion of solder assembly is through accurate solder volume control. The assembly
precision in this case is dependent on the amount of solder deposited. An alterna-
tive approach for precision-demanding applications is to use a self-locking design
integrated with solder technology. In this case the assembly precision is deter-
mined by the design geometry of the assembled microstructure and the self-
engaging microlatches [34].

Using a surface-tension assembly mechanism, arrays of precision assembled
MEMS can be accomplished with a single batch process and the cost/assembly
can be reduced by orders of magnitude. Moreover, using solder provides solid me-
chanical, thermal and electrical connections to the assembled device. Several sur-
face-tension assembly processes exist [35], with Fig. 4.7 illustrating some examples.

Flip-chip Transfer and Assembly of Microstructures
Common surface micromachining processes provide few choices of materials or

number of structural layers. A flip-chip transfer and assembly followed by re-
moval of the initial silicon substrate can be used to integrate MEMS with other
devices or circuits on substrates other than silicon [36–39]. Such an approach is
particularly beneficial to rf or optical components that require alternative sub-
strates other then silicon. The flip-chip silicon substrate is removed to produce a
microsystem where specific material properties are paramount or where more
structural layers are required. Challenges in this technology are the repeatable
flip-chip bonding with sub-micron gaps, post-assembly release of MEMS and re-
moval of the silicon host substrate. Fig. 4.8 illustrates the processes based on in-
dium bumps:
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Fig. 4.6 Illustration of 3D surface microma-
chined MEMS assembly using surface tension
of molten solder: (left) side view of the as-
sembly in progress and (right) using a micro-

latch mechanism to define the final position
of the assembly. (V. Bright group, University
of Colorado)



1. Design and fabricate MEMS with a layer of SiO2 between the MEMS and the
host silicon.

2. Deposit indium bumps on the bonding pads.
3. Bond MEMS to a target substrate through thermocompression or thermosonic

processes.
4. Glue silicon substrate to the target substrate using epoxy. An alternative meth-

od uses breakable tethers to support the substrate (see Fig. 4.9).
5. Remove SiO2 in HF to separate the host silicon from the MEMS.
6. Remove the host silicon by breaking the epoxy bond or the support tethers.

The bonding pads are only connected to the host silicon substrate with the sacrifi-
cial SiO2 layer. When the SiO2 is dissolved in HF, the bonding pads and the
MEMS device are completely disconnected from the host silicon substrate. The
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Fig. 4.7 Examples of solder assembled mi-
crostructures [35]. (a–c) Folded metallic poly-
hedra; (d) rotary fan with blades assembled

on top of a scratch drive actuator motor;
(e) electroplated inductor; (f) self-assembled
hexagonal MEMS mirror



epoxy bond holds the silicon substrate in place during the HF release process to
protect the transferred MEMS. A breakable tethers approach can be used instead
of epoxy (Fig. 4.9).

Among the processes illustrated in Fig. 4.8, the bonding and the release are the
two critical steps. Sub-micron height variations are required to assure repeatable
MEMS performance that is sensitive to the height, e.g. air gap that affects the ca-
pacitance for rf applications or applied electrostatic voltage for driving actuators.
With a special bonding tool designed for precision force control, it is possible to
control height to within ± 0.1 �m. The second critical step is the post-assembly re-
lease of the MEMS structure from the host silicon substrate. If the release is in-
complete, the MEMS structure can be damaged or destroyed when the host sub-
strate is removed. On the other hand, if the MEMS structure is left too long in
the etchant, the structure can be over-etched and damaged. A particular challenge
for flip-chip MEMS is to remove the SiO2 when the flow of the etchant is con-
strained by the narrow gap between the silicon and the target substrates. There-
fore, a long etching time is needed for effective release, but a long release process
can over-etch thin microstructures. A solution to this problem is to include a par-
tial pre-release step before bonding, leaving the MEMS structure connected to the
host silicon by breakable mechanical tethers. Essentialy, the majority of the silicon
dioxide etching is done before bonding. After the MEMS structure is transferred,
the support tethers are broken off during host silicon removal (Fig. 4.9).
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Fig. 4.8 Flip-chip assembly of MEMS

1. MEMS chip with gold bond pads

3. Bond MEMS chip to target
substrate using thermal sonic bonding

4. Fix substrate with epoxy

6. Remove MEMS host substrate

2. Deposit indium bumps 5. Remove SiO2 with HF



4.2.2.3 MEMS Reliability
Reliability of MEMS is still a relatively unexplored field. An early study performed
by Brown et al. examined the reliability of silicon and other micromachining ma-
terials through the observation of slow crack growth [40, 41]. Typical MEMS reli-
ability qualifications include humidity exposure, temperature cycling, high- and
low-temperature storage, vibration testing and electromagnetic interference expo-
sure. The following discussion summarizes some of the more notable reliability
issues of MEMS and the work that has been done.

It is widely accepted that MEMS reliability is related to nanoscale interface phe-
nomena. One approach to tackle this problem is through novel materials and/or fab-
rication methods. An alternative approach is to take into account interface phenom-
ena such as adhesion or charging and compensate through innovative design.
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Fig. 4.9 Polysilicon MEMS voltage-tunable
variable capacitor transferred to a ceramic
substrate: process of transfer using breakable
tethers, SEM of the transferred device and il-
lustration of the flip-chip assembly height

control posts. The posts are used to contol
the gap height precisely to within 0.25 �m.
(Courtesy of F. Faheem and Professor Y.C. Lee,
University of Colorado at Boulder)



Additionally, a detailed understanding of manufacturing and final application
failures is required. For automotive safety critical applications (e.g. airbag acceler-
ometers), acquiring a deep understanding of the root cause of product failures
throughout a product’s entire life cycle [e.g. MEMS fabrication, assembly, test,
shipping, module manufacturing, car assembly and in use (warranty)] has been
ongoing since the mid-1990s. Implementation of corrective actions has led to or-
ders of magnitude reductions in product and system failures.

Primary micro and nanoelectro-mechanical device reliability challenges include
the following:

1. Thin-film microstructures are susceptible to adhesion due to large contact sur-
face area, chemical and capillary forces and/or dielectric charging.

2. Microstructures exhibit a short life-time due to significant friction and wear
on the microscale.

3. Multilayered microstructures are susceptible to deformation during fabrica-
tion, assembly and use.

4. Multilayered MEMS structures experience changes in curvature during ther-
momechanical loading or fabrication/packaging processes that require tem-
perature cycling.

5. Multilayered MEMS structures experience stress relaxation with time, thus
changing device functionality.

In MEMS, surface forces are more significant than gravity and inertia, which are
the dominant forces at the macroscale. This is due to the large increase in sur-
face-to-volume ratio at the microscale, which makes interfacial adhesion a signifi-
cant issue. The structural elements in MEMS are only a few micrometers thick
and a few micrometers apart and are often constructed of polycrystalline materials
that exhibit nanometer-scale roughness. Moreover, the surface properties of
MEMS devices are strongly related to their processing and to their environmental
exposure. For example, polysilicon roughness depends on deposition temperature.
Likewise, the surface energy of the polysilicon depends on the final surface treat-
ment process. If supercritical drying is performed to release the parts, the sur-
faces are hydrophilic. The surfaces can instead be rendered hydrophobic by apply-
ing a self-assembled monolayer (SAM) [42]. The SAMs have a number of limita-
tions, however. One limitation is that the coatings are organic and have a very lim-
ited range of properties. Another limitation is that the coatings are limited to a
single monolayer and as such do not provide sufficient electrical insulation or suf-
ficient protection against frictional wear. Moreover, SAMs can result in nonuni-
form films, are affected by temperature variations during device operation and
have also proven not to last for extended periods of time. Another approach is to
use chemical vapor deposition (CVD) to coat MEMS. However, CVD also has sev-
eral limitations. One limitation is that the high deposition temperatures for CVD
are often not suitable for post-processing of MEMS. For example, the temperature
for tungsten deposition by CVD is generally not less than 450 �C and may be even
higher (e.g. 650 �C). Differences in coefficients of thermal expansion between the
deposited layer and underlying materials, over the large temperature range be-
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tween deposition temperature and ambient, may create significant material stress
gradients between the deposited layer and the underlying materials. Another lim-
itation is that the deposited layers do not have uniform thickness. In particular,
CVD primarily deposits on line-of-sight surfaces, which means that bottom sur-
faces and small void regions receive less or almost no coating. Another technique
that is being developed for coating MEMS is atomic layer deposition (ALD). The
technique allows uniform device coating with one atomic layer at a time.
Although ALD shows much promise, it is a relatively novel method of coating for
MEMS that requires further studies. Thus, much work remains to be done to find
inorganic, tough coatings that can be used as lubricating layers and also adhesion
prevention and mass transfer barriers in MEMS surface contacts.

Because surface forces are not well characterized and are often difficult to repro-
duce in MEMS structures, most commercial applications, such as accelerometers,
avoid contact between structural members. In general, however, many MEMS de-
vices may experience contact between structural elements. A representative exam-
ple is the two contacts of a microswitch that are intentionally brought together to
complete an electric circuit. When the applied force is removed, the contact may
stick together and not separate. MEMS switch problems in general include metal
contact switches (contact degradation due to adhesion, mass transfer between con-
tacts, other contamination such as oxidation) and dielectric switches (charge
build-up, contamination). Besides operational contact, surfaces in MEMS devices
may also come into contact while in storage owing to shock, electrostatics or capil-
lary action. Adhesive forces can then develop which prevent device subsequent
function [43]. To address the effect of prolonged storage and environment (such
as humidity), a brute-force solution has been to develop hermetic packaging for
MEMS. However, hermetic packaging is very difficult to implement, expensive
and application specific. It is common to have at least 70% of the packaged device
cost to be embedded in the package itself. Therefore, solving the fundamental ad-
hesion problem at the interface on the microscale may result in a relaxed overall
device packaging requirement, thus lowering the cost of manufacturing, increased
performance, increased repeatability, longer device lifetime and overall improved
reliability of the system.

Surface adhesion (or stiction as it is commonly referred to in the MEMS com-
munity) can be described as the phenomenon where microstructures become
stuck to the neighboring surfaces. Several authors have provided reviews of the
stiction phenomenon [44–48] and comparative studies of various stiction reduc-
tion techniques [49]. Typically, stiction occurs at one of two times (particularly for
surface micromachined structures): post-sacrificial layer etch and during usage.
The former is called ‘release stiction’ and the latter ‘in-use stiction‘. Packaging en-
gineers are most often concerned with in-use stiction because of the potential reli-
ability problems that it can cause; however, a phenomenon similar to release stic-
tion can be a problem if devices are exposed to liquids during packaging and as-
sembly – particularly during the wafer sawing operation.

Release stiction has been recognized as a problem, especially for surface micro-
machined structures, since the late 1980s. During drying, surface tension from
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the liquid-vapor interface causes a downward force on the structural layer. If the
layer touches the substrate, it is prone to stick to the surface. It is hypothesized
that etch products and/or contaminants in the rinse water can then precipitate
out of solution during drying and cause a bond that is stronger (e.g. a chemical
bond) than electrostatic bonding between the two semiconductors [50–55]. To pre-
vent microstructures from sticking, the surface area of the contact interface must
be minimized, thus the technique of using dimples or standoff bumps [56–60]
has been developed. Alternatively, breakable tethers can be used to hold the device
in place temporarily during sacrificial layer etching and drying. These tethers can
be broken or melted following release [61]. Efforts have been aimed at modifica-
tions to the etch process to include: the use of gas-phase HF to eliminate liquid
totally from the sacrificial etch process, use of a rinse solution that exhibits a low-
er surface tension force during drying (e.g. IPA) and freeze-drying and sublima-
tion to eliminate the surface tension forces. The most successful, however, seems
to be the use of the supercritical carbon dioxide drying technique [62, 63].

In the case of in-use stiction, it is hypothesized that moisture from the environ-
ment comes in contact with the MEMS structural surfaces. If, during operation,
these structures come in contact, the moisture can cause a temporary bond,
which, like release stiction, can then become permanent with time. To reduce in-
use stiction, three basic techniques have been attempted. The first is to use a her-
metic seal around the microstructure to eliminate the possibility of moisture en-
countering the structure. An example of this is the Motorola accelerometer, which
uses a glass frit wafer bond that hermetically seals the microstructure from the
environment, to eliminate the possibility of moisture affecting the device. Second,
the use of techniques (such as ammonium fluoride) to minimize the work of ad-
hesion has been employed [64, 65]. Lastly, a variety of coatings and/or surface
treatments have been used on the microstructure to eliminate the chance of con-
tact between two surfaces that have a prevalence to stick [46, 66–70].

Thermomechanical Behavior of Multilayer Microstructures
Multilayer material systems abound in MEMS applications, serving both active
and passive structural roles. In these many applications dimensional control is a
critical issue. Surface micromachined mirrors, for example, require optically flat
surfaces, with < 10% of a wavelength variation across the mirror’s surface. This
level of flatness is difficult to achieve owing to curvature commonly seen in mi-
cromachined mirrors composed of several different material layers. For other ap-
plications, such as rf MEMS, cantilever and bridge-like structures are used to
make electrostatic switches. It is important to control warpage of these large-area,
thin actuator structures in order to achieve desired deflection versus voltage rela-
tionships, on/off switching times and rf frequency response. An inherent charac-
teristic of such multilayer material structures is that misfit strains between the
layers (for example, due to intrinsic processing stresses or thermal expansion mis-
match between the materials upon a temperature change) lead to stresses in the
layers and deformation of the structures. To obtain the necessary thermal expan-
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sion mismatch in bilayer actuators, one film is typically a metal and the other a
material with a much lower thermal expansion coefficient such as a glass or cera-
mic. Innovative designs and layering arrangements have led to microactuators
capable of deforming both in and out of the plane of the bilayer, providing three-
dimensional motion. Such actuators have been used for many purposes, including
rf switches, optical positioning, accelerometers and 3D microassembly [71–77]. Ir-
respective of the intended application, MEMS multilayer material systems are sus-
ceptible to substantial deformation upon temperature changes and their imple-
mentation relies on a solid understanding of this behavior, either to use it produc-
tively or to compensate for it. In either case, the most straightforward phenome-
non to deal with from a design viewpoint is linear thermoelastic behavior where
the multilayer deforms linearly with a temperature change. Metal films, however,
do not typically exhibit a stable microstructure in their as-deposited state and ex-
posing them to temperature excursions results in highly nonlinear deformation
behavior during the first few cycles due to microstructural evolution such as anni-
hilation of excess vacancies, void coalescence and grain growth. This phenomenon
has been known for some time in the microelectronics materials community [78–
81], where the primary interest has been in understanding the evolution of stres-
ses in deposited metal lines over a few thermal cycles. It exists in the context of
MEMS multilayers also and is important for short- and long-term dimensional
stability issues due to inelastic deformation mechanisms in the metal. Relevant
examples include rf switch arrays [82], tunneling accelerometers [75] and resonant
mass sensors [83]. In MEMS applications the film thicknesses are often, but not
always, comparable, unlike in microelectronics where the metal film is typically
orders of magnitude thinner than the substrate. The latter case can be referred to
as the thin-film limit of the case of two arbitrary thickness films. In the cases
where the film thicknesses in MEMS multilayers are not comparable, i.e. one
layer is orders of magnitude thinner than the other layer, the studies in microelec-
tronics are directly applicable. In cases where the film thicknesses are compar-
able, i.e. prestressed cantilever structures used for MEMS assembly, this leads to
different stress states in the films because the large stresses that would exist in
the thin-film limit are substantially relaxed by bending of the multilayer. Further-
more, there is a through-thickness stress gradient, unlike in the thin-film limit
where the stress through the thickness of the film is essentially constant since the
substrate is so thick.

The thermoelastic deformation experienced by layered MEMS structures has
been the subject of numerous studies and is fairly well understood, including
both linear and geometrically nonlinear deformation [84]. Consider the basic ther-
momechanical response of a layered plate when subjected to temperature changes
or other sources of misfit strains between the layers (see Fig. 4.10). When such a
layered plate is subjected to a temperature change, two key aspects of deformation
occur: straining of the midplane and bending. When the transverse deflections
due to bending are of prime importance, as is often the case, one way broadly to
characterize the deformation response, especially for plates with relatively large
in-plane dimensions compared with their thickness, is in terms of the average
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curvature developed as a function of temperature change. Formally, the curvature
is a second-rank tensor and for the problem at hand it can be wholly described by
the two principal curvature components, e.g. in the x- and y-directions, �x and �y.
The curvature is a pointwise quantity, meaning it varies from point to point over
the in-plane dimensions of the plate. To illustrate the nature of deformation, con-
sider the seemingly simple case of a plate with total thickness much less than the
in-plane dimensions of the plate composed of two isotropic layers with different
material properties (elastic modulus and thermal expansion) subjected to a tem-
perature change (Fig. 4.10 a). In terms of the average curvature variation as a func-
tion of temperature change, three deformation regimes are possible, as illustrated
in Fig. 4.10b [84]. The first regime, I, consists of a linear relation between the
average curvature and temperature change where �x =�y, i.e. the average curvature
is spherically symmetric. This symmetric deformation would not exist if the mate-
rial properties were anisotropic. This deformation regime is characterized by both
small transverse displacements and rotations and so conventional thin-plate theo-
ry adequately describes the deformation. The second regime, II, consists of a non-
linear relation between the average curvature and temperature, but again �x =�y.
The behavior is due to geometric nonlinearity that results when the deflections be-
come excessively large relative to the plate thickness and they contribute signifi-
cantly to the in-plane strains. It has been shown that in these two regimes the
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Fig. 4.10 Schematic of (a) the geometry of
the two-layer plate microstructure showing re-
levant dimensions and (b) the general charac-
teristics of the average curvature vs. tempera-

ture change of a two-layer plate microstruc-
ture. (Courtesy of Professor M.L. Dunn, Uni-
versity of Colorado at Boulder)

(a)

(b)



symmetric deformation modes are stable. The second regime ends at a point
when the deformation response bifurcates from a spherical to ellipsoidal deforma-
tion, i.e. �x��y. At this point, the beginning of regime III, it becomes energeti-
cally favorable for the plate to assume an ellipsoidal shape because to retain the
spherical deformation under an increasing temperature change requires increased
midplane straining. After the bifurcation, the curvature in one direction increases
whereas that perpendicular to it decreases; the plate tends towards a state of cylin-
drical curvature. This observation helps to explain the energetic argument as un-
limited cylindrical curvature can be obtained with no midplane straining, whereas
spherical curvature cannot. This discussion was based on the assumption of lin-
ear material behavior. Additional deformation regimes result if material nonlinear-
ity is present, e.g. yielding [85].

Most work regarding the deformation of layered MEMS systems has focused on
the first linear regime. This includes most of the understanding developed in the
context of microelectronics applications where the thin film limit of this behavior
is applicable. Indeed, much of the understanding of these issues in MEMS appli-
cations is built upon this knowledge base. In this case one layer (the film) is
much thinner than the other (the substrate). A 0.5 �m metal film on a 500 �m
thick, 100 mm diameter silicon substrate is a reasonable example. If subjected to
a 100 �C temperature change, the maximum deflection would be about 2% of the
thickness if the film fully covered the substrate and even less if it were patterned
discontinuously. The deformation falls into the linear regime I of Fig. 4.10b. In
fact, the most common application of this behavior in microelectronics is the use
of the Stoney equation [86] to determine thin-film stresses (which are typically
biaxial and spatially uniform) from measured wafer curvature. In MEMS applica-
tions the layer thicknesses are not only small (on the order of micrometers) rela-
tive to in-plane dimensions, but are often comparable to each other. An example
that is not unreasonable is a 0.5 �m gold film on a 1.5 �m thick, 400 �m diameter
polysilicon plate. If subjected to a 100 �C temperature change, the maximum de-
flection would be about six times the thickness. This falls into the nonlinear sec-
ond regime II of Fig. 4.10b and perhaps even into regime III. Although not as
heavily studied as the first, the second and third deformation regimes have been
observed in structural composites cured at elevated temperatures [87] and more re-
cently in microelectronics thin-film systems [88] and MEMS microstructures in-
tended for rf applications [89, 90].

Examples of the deformation behavior of a series of square gold/polysilicon
plate microstructures fabricated through polyMUMPS [91] are shown in Fig. 4.11.
The plates are subjected to uniform temperature changes which generate internal
stresses and deformation via thermal expansion mismatch of the gold and polysili-
con. Linear and geometrically nonlinear deformations are observed, in addition to
bifurcations in the equilibrium deformed shapes [84]. The nonlinear deformation
and bifurcations depend strongly on the size of the plate. Moreover, the deforma-
tions and onset of bifurcations are a function of temperature. Similar analysis and
results can be considered in the context of some MEMS applications, providing
guidelines to the design of layered microstructures with controlled curvature. De-
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pending on the application, tailoring the curvature might entail minimizing it
(e.g. micromirrors) or maximizing it (e.g. microactuators).

Very little work has been focused on inelastic deformation of thin-film micro-
structures subjected to thermal loading [82, 92, 93]. As an example consider the
deformation response of thin-film bilayer beams during the first few thermal cy-
cles to elevated temperatures (of 100–275 �C) following processing and release
from the substrate [92] (see Fig. 4.12). While this temperature range is modest, it
is relevant for practical microsystems applications [94], including post-fabrication
packaging processes. Suppose the bilayer gold/polysilicon cantilever beam in
Fig. 4.12 serves as the active mechanical element in a switch array. During opera-
tion there are two key parameters that are strongly impacted by the cyclic thermal
behavior: the linearity of the curvature developed as a function of temperature and
the curvature at room temperature (or any other specified temperature) which
sets the reference state for the device. For example, in an electrostatically actuated
switch, the room-temperature deflection sets the open or closed configuration, de-
pending on the design and linear response with a temperature change desired to
facilitate robust temperature compensation schemes. As shown in Fig. 4.12, the
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Fig. 4.11 Contour plots of the (a) measured
and (b) predicted transverse displacements at
room temperature for the four gold/polysili-

con square plates of side L: L = 150, 200, 250
and 300 �m from left to right

(a)

(b)



linearity can be ensured over a certain temperature range by cycling the micro-
structure to a temperature higher than the maximum intended use temperature,
i.e. by annealing it. For example, if the microstructure has been cycled to 200 �C,
it can be expected to deform linearly over a temperature range with a maximum
temperature less than 200 �C. Again, the complete characterization of the defor-
mation-temperature behavior requires the consideration of the rate of temperature
change and, in particular, the length of time the microstructure is held at the ele-
vated temperature. In addition, the thermomechanical behavior under cyclic load-
ing can also be important in practice.

The room-temperature (or any other temperature) deformation can be tailored
by a combination of the structural geometry and the annealing process parame-
ters. Assume that a device application requires that after packaging, the beam in
Fig. 4.12 is expected to have a curvature of 300 m–1 to yield a desired tip deflec-
tion of a cantilever. In addition, assume that a packaging process, e.g. wire bond-
ing, exposes a microstructure to a temperature of 120 �C. If one simply carried
out this process, upon return to room temperature the curvature would be about
400 m–1, rendering the device unusable. Instead, if an anneal step were per-
formed at 180 �C, for example, the curvature at room temperature after the anneal
would be about 700 m–1. Subjecting it to a temperature of 120 �C during the
packaging process would induce no further deformation upon return to room
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Fig. 4.12 Curvature vs. temperature for gold
(0.5 �m thick)/polysilicon (1.5 �m thick),
300�50 �m, fully covered by gold beam mi-
crostructures. The solid lines are tests with
six cycles from room temperature to 200 �C
with the maximum temperature in each suc-
cessive cycle increasing by 20 �C. The dashed

lines are tests with two cycles: the first from
room temperature to 200 �C and then back to
30 �C and the second to 275 �C and then back
to 30 �C. The arrows indicate the direction at
the beginning and end for each set of tests
(courtesy of Professor M.L. Dunn, University
of Colorado at Boulder)



temperature since the deformation during that temperature change would be lin-
ear thermoelastic. Hence the proper anneal process would make the deformed
shape of the microstructure stable during the packaging process. However, the
curvature of about 700 m–1, although stable, would still not be acceptable. The
challenge is then to design the geometry, e.g. the layout of the gold film on the
polysilicon, so that the room-temperature curvature after the anneal is the desired
curvature. In the present example this can be accomplished by patterning the
polysilicon beam with a gold line. This example is intended to demonstrate that if
one understands the deformation response, both material and structural, it can be
used in the design process to facilitate high device yield. Furthermore, it can be
taken advantage of by a clever designer to increase design flexibility.

Finally, while much of the understanding regarding the thermomechanical behav-
ior of layered systems derives from experiences in microelectronics, it is important
to point out that significant differences exist for many MEMS applications and these
must be well understood when optimizing the design of reliable MEMS.

Coatings for MEMS Reliability

Self-assembled Monolayers (SAMs) A serious problem in MEMS reliability is the
capillary condensation of water (H2O) in small enclosed MEMS structures. One
method to avoid capillary condensation is to coat microstructural surfaces with
thin organic films that repel H2O and prevent capillary condensation.

MEMS surfaces can be made hydrophobic by deposition of nonpolar molecules
on the surface, the current method of choice being SAMs. SAMs provide an effec-
tive means for anti-stiction treatment when applied to MEMS devices through liq-
uid-phase processing steps [95, 96]. In general, a properly integrated SAM layer is
shown to eliminate release stiction, reduce in-use stiction on horizontal surfaces,
reduce friction between contacting microstructures and survive some packaging
environments. Several single-step, liquid-phase monolayer systems have been de-
veloped for these purposes and include alkyl- and perfluoroalkyltrichlorosilanes,
alkene-based molecular films and dichlorosilane monolayer films. Physical prop-
erty data for a number of these films are summarized in Tab. 4.1.

With the ability to fabricate complex microstructures such as the microgear
transmission shown in Fig. 4.13, the contact of vertical microstructure surfaces
such as gear hubs and intermeshing gear teeth during operation has become an
increasingly important issue in MEMS reliability. Recently, the successful reduc-
tion of in-use stiction on microstructure sidewalls (vertical surfaces) has been
demonstrated through the incorporation of a hydrophobic SAM system [97].

The standard processing steps for the inclusion of a SAM on a micromechani-
cal device invariably require a microstructure release step, a wafer cleaning step
and subsequent exposure to the monolayer system. Typically, one or more of
these steps use liquid reactants and therefore pose technical challenges when inte-
gration with full-wafer level, vapor-phase processing methodologies is desired. As
a result, the scalability of standard SAM processing steps is limited. To address
this problem, Ashurst et al. have developed a novel processing method that per-
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mits in situ cleaning at the full-wafer level followed by the application of the
DDMS coating system, all done using vapor-phase steps in a single reactor system
[98]. Wafer-level, vapor-phase processing of this nature, although still technically
challenging, is the most readily scalable of all available SAM processing strategies
for eventual application to multi-wafer cassettes. This transition to the vapor
phase promises integration of SAM processing into standard microfabrication rou-
tines and may result in the increased use of SAMs in future MEMS applications.

Chemical Vapor Deposition (CVD) A number of new materials with enhanced
physical and chemical properties have been developed for the purpose of replac-
ing Si as a primary structural layer in micromechanical devices, in turn enhanc-
ing reliability. These materials include, but are not limited to, cubic silicon car-
bide (c-SiC) [99], amorphous diamond [100, 101] and silicon–germanium [102].
New materials such as these pose a number of processing challenges that have
made their incorporation into mainstream MEMS fabrication limited at best. For
instance, MEMS designers have been faced with issues such as high residual
stresses in released structures, excessive processing temperatures making back-
end integration impossible and a lack of effective etch processes to pattern the mi-
crostructural elements. An attractive alternative to replacing Si structural layers al-
together instead involves the modification of their surfaces with solid-state coat-
ings in a single post-processing step using CVD.
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Tab. 4.1 Physical property data for several surface preparations [96]: octadecyltrichlorosilane
(OTS); dimethyldichlorosilane (DDMS); 1-octadecene; and untreated oxidized silicon

Surface
treatment

Water contact
angle (�)

Work of
adhesion
(mJ/m2)

Static friction
coefficient

Thermal
stability
in air (�C)

Particulate
formation

OTS 110 0.012 0.07 225 High
FDTS 115 0.005 0.10 400 Very high
DDMS 103 0.045 0.28 400 Low
1-Octadecene 104 0.009 0.05 200 Negligible
Oxide 0–30 20 1.1 – –

Fig. 4.13 A complex micromechanical system fabri-
cated from the SUMMiT VTM technology. Such a
device contains a large number of sidewall contacts
that can experience in-use adhesion [97]



CVD is a commonly employed processing method whereby one or more vapor-phase
reactants are utilized in the growth of solid-state thin films. Typically, elevated reaction
vessel temperatures are employed in vacuum to thermally activate the reactant mol-
ecules, producing highly mobile film precursors which react and subsequently bond
with the heated surface. Although CVD is conventionally used in the growth of Si-based
structural layers for integrated circuit and MEMS applications, it can also be employed
as a post-processing step for surface modification in Si-based micromechanical struc-
tures. Similarly to using SAMs as a surface treatment for reduction of microstructure
adhesion and friction, a thin, solid-state coating formed by CVD can also provide
performance enhancement with additional packaging benefits arising from the pro-
cessing methodology and solid-state film characteristics. In general, a post-processing
deposition method for solid-state coatings should be:

1. Low temperature so as to not induce deformation of the poly-Si microstruc-
tures. In order to perform back-end processing, the growth temperature must
be significantly low so as to be CMOS compatible.

2. Highly conformal, insuring that all surfaces of fully released microstructures
are evenly coated. An uneven coating will yield preferential mass loading and
unequal stresses across the structure, causing out-of-plane curvature. Other
processes such as plasma deposition, laser ablation and rf sputtering are line-
of-sight methods [103] and are therefore not applicable when conformal coat-
ings are required.

3. Selective to Si only, thus preventing deposition on all device surfaces and pre-
venting the need for extensive patterning of the post-processed thin film.

4. By nature self-limiting, ensuring necessary process control. This in turn will
help insure the conformality of the deposited films across the entire micro-
structure surface.

Both c-SiC and tungsten thin films have been explored in this context. Both mate-
rials have been successfully integrated into poly-Si micromechanical structures
using CVD in a post-processing step.

Post-processing of poly-Si micromechanical structures with undoped c-SiC has
recently been reported [104]. This method utilizes the single-source CVD precur-
sor 1,3-disilabutane at growth temperatures near 800 �C to produce high-quality,
insulating polycrystalline films. Although the growth temperature is relatively
high for a post-processing deposition step, it is lower than that of conventional
high-temperature SiC MEMS processes in excess of 1000 �C [105]. In Fig. 4.14,
fully released silicon microstructures are shown following the deposition of a rela-
tively conformal SiC coating. Ultra-thin SiC films deposited on micromechanical
structures by this process enhance device performance through the addition of a
stiff, encapsulating outer shell having an elastic modulus of about 380 GPa, in ad-
dition to high physicochemical stability under aggressive etchant conditions [106].
SiC films grown using the 1,3-disilabutane precursor have been shown to grow
on Si, SiO2 and Si3N4 surfaces with varying rates and crystal structure.

Post-processing of poly-Si microstructures with a low temperature (< 450 �C) W
CVD process has also been successfully implemented [107]. Building upon a CVD
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process developed for the IC industry, metallic W deposition using the precursor
WF6 is self-limiting in nature, therefore yielding highly conformal films as evi-
denced in Fig. 4.15 a. The W CVD process is also selective to Si so no extraneous
patterning steps are required. Wear resistance tests have been performed using
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Fig. 4.14 Scanning electron micrographs
showing (a) the cross-section of a 130 nm
thick c-SiC film deposited on a Si cantilever
and (b) the top view of a released poly-Si lat-

eral resonator coated with a thin SiC film
[104]. The resonator is viable after application
of a 35 nm thick c-SiC film

Fig. 4.15 Scanning electron micrographs
showing (a) a cross-section of a 10 nm thick
conformal W coating on a poly-Si microstruc-
ture and (b) uncoated and W-coated poly-Si
gears. The uncoated gear shows wear debris

(indicated by the arrows) after 1 million cy-
cles whereas the W-coated gear shows no in-
dication of wear after 1 billion stress cycles.
The gear diameter is 76 �m

(a) (b)

(a)

(b)



the Sandia microengine [108], a diagnostic MEMS device that experiences sliding
friction during operation. Microengines coated with the selective W CVD process
showed longer lifetimes than uncoated engines, exhibiting no failure when tested
to 2 million cycles. Fig. 4.15 b shows uncoated and W-coated poly-Si gears follow-
ing wear resistance testing.

In both of the aforementioned studies, thin solid-state coatings produced by
CVD are shown to enhance the performance of poly-Si micromechanical devices.
In either case, the reliability of micromechanical structures can be improved to
varying extents with these processes. Not only are performance enhancements evi-
denced with both ceramic and conductive thin films, but also overall microstruc-
ture stability is realized, thus making CVD post-processing a viable tool for
MEMS packaging methodologies. To date, CVD post-processing as a means of im-
proving MEMS reliability remains relatively unexplored, but shows future promise
as a potential packaging technology.

Atomic Layer Deposition (ALD) ALD is a specialized subset of CVD. It is different
from other CVD techniques in that the source vapors are present in the chamber
one at a time. This allows each exposure step to saturate the surface with a mono-
molecular layer of that step’s precursor. The result is a self-limiting growth mecha-
nism that is extremely conformal and uniform. It is a simple technique with accu-
rate film thickness control and Ångstrom-level resolution. The ALD reactions typi-
cally take place at temperatures lower than 200 �C and can be run at temperatures
as low as room temperature. Because the chemical reactions are self-limiting, the
deposited layers are atomically flat resulting in atomic control of film thickness
and optically flat surfaces. Materials that have been deposited by ALD include
Al2O3, ZnO, TiO2, W, TiN, SiO2, WN, Si3N4, ZrO2, Ta2O5, Ti and single-element me-
tals [109]. Typical film thicknesses for ALD range from a few to hundreds of Ång-
stroms. It has been demonstrated that Al2O3 ALD films on electrostatically actuated
beams prevent electrical shorting and increase the number of actuation cycles before
device failure [110]. To date little research has been done towards coating MEMS de-
vices with ALD films, although the technique may hold much promise.

ALD is a gas-phase deposition technique that relies on sequential self-limiting sur-
face reactions (Fig. 4.16) to deposit ultrathin conformal films [111]. The notches in
the starting substrate for reaction A in Fig. 4.16 represent discrete reactive sites. Ex-
posing this surface to reactant A results in the self-terminating adsorption of a
monolayer of A species. The resulting surface becomes the starting substrate for re-
action B. Subsequent exposure to molecule B will cover the surface with a monolayer
of B species. Consequently, one AB cycle deposits one monolayer of the compound
AB and regenerates the initial substrate. By repeating the binary reaction sequence
in an ABAB� � � fashion, a film of any thickness can be deposited.

For example, Al2O3 ALD films can be deposited using alternating trimethylalu-
minum (TMA) and H2O exposures. The A and B surface reactions that define an
AB cycle for Al2O3 ALD are as follows:
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(A) AlOH* + Al(CH3)3 � AlOAl(CH3)2* + CH4

(B) AlCH3* + H2O � AlOH* + CH4

where the asterisks designate the surface species.
ALD films are extremely smooth and conformal to the underlying substrate.

This superb conformality has allowed the successful coating of powders, nanopor-
ous membranes and high aspect ratio trench structures [109]. Atomic force micro-
scopic inspection of ALD Al2O3 films deposited on planar surfaces reveals pin-
hole-free coatings with nearly the same surface roughness as the underlying sub-
strate. Smooth, dense films result from forcing each of the half-reactions to satu-
ration. Fig. 4.16 also presents ellipsometric and stylus profilometric thickness
measurements for ALD Al2O3 films deposited using alternating Al(CH3)3 and
H2O exposures. The ALD Al2O3 film growth is extremely linear with the number
of AB cycles performed and the growth rate is 1.29 Å/cycle. Precise thickness con-
trol, pinhole-free coatings and superb conformality make ALD a very good candi-
date technique for coating MEMS devices (Fig. 4.17).

In general, ALD has the following unique features: nano-scale conformal film
with atomic layer control; processing temperature is MEMS compatible and can
be as low as the room temperature; Al2O3 layer, for example, can be coated on al-
most any material surface, including gold, silicon, silicon dioxide, silicon nitride
and ceramics. Typical processing temperature for Al2O3 films is 177 �C [109, 110].

Interesting physical properties can be obtained by combining multilayers of differ-
ent materials. For example, alloys of Al2O3 and ZnO can be grown by varying the
relative amounts of Al2O3 and ZnO in the thin film. This can be accomplished by
varying the number of individual Al(CH3)3 or Zn(CH2CH3)2 exposures used with
the alternating H2O exposures. This alloy system allows the electrical conductivity
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Fig. 4.16 (a) During ALD, the surface is first
exposed to reactant A, which completely re-
acts with the initial surface sites. Next, the
surface is exposed to reactant B, which regen-

erates the initial functional groups. (b) The
film is then grown to the desired thickness by
repeating this AB sequence

(a) (b)



to be varied over 18 orders of magnitude in thin film coatings. Fig. 4.18 demonstrates
a multilayer coating with Al2O3 and ZnO layers with a resistivity plot for the ZnO/
Al2O3 system [109]. Other multilayer composite structures perhaps can be designed
and fabricated to control other surface properties of MEMS structural layers.

ALD can be used for hydrophobic coatings [112]. The hydroxyl groups can be
added to the MEMS surface using Al2O3 ALD with Al(CH3)3 and H2O. After 5–10
cycles of Al2O3 ALD using Al(CH3)3/H2O, a 5–10 Å layer of Al2O3 is added to the
MEMS surface. This Al2O3 surface has a very high concentration of AlOH*
groups after the last H2O reaction. There is a wide range of chlorosilanes that
may yield hydrophobic surfaces. A variety of R groups on chlorosilanes are avail-
able for attachment through the surface hydroxyl groups. By controlling the R
groups and their coverage, the surface hydrophobicity can be tuned across the en-
tire spectrum from very hydrophobic to very hydrophilic. Nonpolar –(CH2)nCH3

and –(CF2)nCF3 groups are very hydrophobic and polar OH and NH2 groups are
very hydrophilic. The coverage of these hydrophobic or hydrophilic groups can be
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Fig. 4.17 MEMS cantilever coated with 60 nm thick, protective alumina using ALD

Fig. 4.18 ALD multilayer structure of alter-
nate layers of Al2O3 and ZnO on an
Si(100)substrate and its resistivity as a func-

tion of composition for the ZnO/Al2O3 sys-
tem (courtesy of Prof. S.M. George, Univer-
sity of Colorado at Boulder)



controlled by the initial hydroxyl surface coverage and the extent that the chlorosi-
lane reaction is allowed to reach completion.

The hydrophobic films can be deposited in a solution using chlorosilane attach-
ment of alkylsilanes or perfluoroalkylsilanes to surface hydroxyl groups [95]. How-
ever, this deposition technique is challenging. Chlorosilanes are known to react first
with small quantities of H2O in solution to form silanols [113]. These silanols then
polymerize, resulting in poorly ordered and weakly bonded films as illustrated in
Fig. 4.19 A. An alternative method for the deposition of reliable and robust hydro-
phobic coatings on MEMS devices has been demonstrated [112]. First, a thin film
of Al2O3 is deposited via ALD and is used as a seed layer to prepare and optimize
the MEMS surface for the subsequent attachment of the hydrophobic precursors.
Then the alkylsilanes are chemically bonded to the surface hydroxyl groups on the
ALD seed layer. This technique results in a dense and ordered hydrophobic film
as illustrated in Fig. 4.19 B. Al2O3 ALD is used to optimize the initial MEMS device
for hydrophobic precursor attachment by (1) covering the MEMS surface uniformly
with a continuous adhesion layer (2) providing a high surface coverage of hydroxyl
groups for maximum precursor attachment and (3) smoothing and removing nan-
ometer-sized capillaries that may otherwise lead to microcapillaries and thus mois-
ture-induced stiction problems. Additionally, polymerization is avoided by using al-
ternative precursors, such as alkylaminosilanes, instead of the traditional chlorosi-
lanes. These alternative precursors react more completely and effectively with the
surface hydroxyl groups without initial reaction with H2O. The hydrophobic films
on Al2O3 ALD adhesion layers on silicon wafers were observed to increase dramati-
cally the contact angle to greater than 100� (Fig. 4.20). MEMS test structures consist-
ing of polysilicon cantilever beams 600 �m long, 20 �m wide and 2 �m thick and
suspended 2 �m off the substrate were coated with the hydrophobic ALD film to
investigate any change in moisture-induced stiction. As shown in Fig. 4.21, the
beams without the hydrophobic ALD coating are pinned to the substrate, while
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Fig. 4.19 A comparison between deposition techniques. The conventional deposition of alkylsi-
lanes via a solution on bare MEMS surfaces (A) leads to a poorly ordered and weakly bonded
film. Adding the ALD adhesion layer (B) provides a uniform reactive surface to which hydropho-
bic precursors can chemically bond



the coated beams exhibit much less stiction. Based on the adhered section of the
beam, the adhesion energy of the hydrophobic ALD-coated beams was calculated
using literature methods [114]. The ALD coated beams were determined to have
an adhesion energy of 0.11 ± 0.03 mJ/m2 compared with the same beams without
a coating of 12 ± 1 mJ/m2. Thus the ALD technique does seem to hold promise for
hydrophobic surface engineering of MEMS.

4.2.3
Zero-level Packaging/Wafer Bonding

The zero-level (wafer-scale) packaging approaches (Figs. 4.22 and 4.23) can be clas-
sified as follows:

� Integrated thin-film MEMS encapsulation processes. These are highly process de-
pendent, not versatile and not easy for post-processing. However, they offer
minimum package size (high-density integration) at low cost. These are relative-
ly new technology (initially developed in the early 1990s) with unknown reliabil-
ity and, in particular, unproven hermeticity.
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Fig. 4.20 Water droplets on silicon wafers. Without the ALD coating (A), the contact angle
is �5 �. With the hydrophobic ALD coating (B), the contact angle is �107 �

Fig. 4.21 Cantilever beams without hydropho-
bic ALD coating (A) are susceptible to stic-
tion after exposure to water. The stiction of

the beams is dramatically reduced with the
addition of the hydrophobic ALD coating (B)
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Fig. 4.22 Two methods of packaging a
MEMS device: integrating the package into
the process flow (left) and bonding a cap on

top of it (right). Courtesy of Brian H. Stark,
University of Michigan, 2003 [115]

Fig. 4.23 Illustration of thin-film packaging:
LPCVD encapsulation process. Nitride shell
deposition followed by etch hole definition,
and removal of all sacrificial material inside
the shell followed by global LPCVD sealing.

Courtesy of Professor Liwei Lin, University of
California at Berkeley [116]. An alternative
technique is being developed at the University
of Michigan using electroplated thin-film caps
[115]
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� Wafer bonding processes (anodic, fusion, eutectic). These processes are high tem-
perature (may damage microelectronics or temperature-sensitive MEMS materi-
als) and require very smooth and flat surfaces for bonding. They are, however,
proven technology (since the late 1960s), with demonstrated reliable hermetic
packaging.

� Localized thermal bonding processes. These include eutectic, fusion, laser, induc-
tive and solder bonding. A variety of epoxy and polymer bonding methods are
also emerging. The issues with these technologies are manufacturability on a
large scale and reliability over the lifetime of the device.

Wafer bonding or cavity sealing is present on many MEMS products. Wafer-level
packaging is used in pressure sensors (Fig. 4.24) and in accelerometers or micro-
machined resonators to create a controlled atmosphere for the device (Fig. 4.25).
Complete reviews of wafer-to-wafer bonding for MEMS were published by
Schmidt [117] and Ko et al. [118].
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Fig. 4.24 Wafer bonding to create an
absolute vacuum cavity for an abso-
lute pressure sensor device [44]. The
sensor is created by an adhesive layer
bonding with low temperature (450–
500 �C) glass frit. An optional port
through the silicon wafer constraint
can be formed with bulk micromachin-
ing to create a constraint wafer for a
differential or gauge pressure sensor

Fig. 4.25 The Motorola two-
chip accelerometer, where the
micromachined device is lo-
cated within the wafer-bonded
die (right side of the photo-
graph). Wafer bonding, using
an adhesive glass frit, for the
hermetic wafer-level sealing of
an accelerometer device is
done prior to wafer saw and
assembly [44]
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Examples abound of MEMS that use wafer bonding. In general, wafer bonding
can be categorized based on the following processes: (1) direct wafer bonding, (2)
anodic bonding and (3) intermediate layer bonding.

4.2.3.1 Direct Wafer Bonding
Direct wafer bonding dates back to the mid-1960s [44, 119]. A complete review of
the history, mechanism, processing considerations and applications for direct wa-
fer bonding to micromachined devices was given by Ristic [44] and an overview of
the applications for MEMS by Desmond and Abolghasem [120]. The key require-
ments for the wafer bonding process to occur are to have a specularly smooth sur-
face, to maintain contact between the two wafers throughout the process and to
elevate the temperature so that the chemical bonding process can occur. Typically,
bond energies an order of magnitude higher than those obtained at room tem-
perature are observed when bonding at temperatures in the 800–1200 �C range
[117, 121]. The proposed mechanism for two oxidized wafers (silicon wafers will
normally have a native oxide on them; hence the process for silicon wafers is sim-
ilar to that described here for oxidized wafers) is that the silanol (SiOH) on the
surface of either wafer reacts to form water and siloxane (Si–O–Si) [44, 122]. This
occurs at relatively low temperature (�300 �C) [119]. At temperatures between 300
and 800 �C, water dissociates and silicon bonding begins to occur. Between 800
and 1400 �C, oxygen diffuses into the lattice and bonding is complete. Experimen-
tal evidence has shown that this process requires the presence of water. Key pro-
cessing issues include interfacial integrity (including surface microroughness, sur-
face hydrophilicity, particle contamination and surface morphology [122]), bond
strength, wafer thinning/polishing and microdefects. Often scanning acoustic to-
mography [44], IR imaging [117, 123] and/or transmission electron microscopy
are used for determining interfacial integrity and the presence of microdefects. A
blade technique for separating wafers (using a knife blade) or a pressure burst
test is used to measure bond strength [117, 123].

Provided that one can design around the high-temperature requirements for direct
wafer bonding, it is a versatile technique that can be used for wafer-level packaging
for a variety of MEMS. This works well when the bonding process is the first (or
nearly the first) process step. However, often the bonding process is the last step
and high-temperature processing is not possible at that point in the procedure. Al-
ternatively, the use of surface activation bombardment of the surface with Ar ener-
getic particle beams [124–126], the use of chemical cleaning [127] in ultra-high vac-
uum, surface activation for bonding using an ammonium fluoride etch mixture
[128], the use of low vacuum (�700 Pa) followed by a 150 �C air anneal [129] or
the storage of wafers at slightly elevated temperatures (< 150 �C) for a long period
[130] have shown promising low-temperature direct wafer bonding results.

Another concern with direct wafer bonding is the result of diaphragm deflec-
tion following bonding of a cavity. Cavities sealed by direct wafer bonding (or
anodic bonding) have been observed to contain residual gas pressure (i.e. hydro-
gen, water, nitrogen and oxygen) higher than the bonding pressure [131]. Observa-
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tion of the residual gas in a cavity can be deduced by watching the deflection of a
diaphragm or by FTIR measurement of gases within the cavity [132]. Conclusions
from work by Schmidt [117, 123] and Secco d’Aragona et al. [133] suggest that cav-
ities must be sealed in a controlled oxygen environment (e.g. 20% O2) to elimi-
nate plastic deformation from the diaphragms. Sealing of the cavities in nitrogen
resulted in observed plastic deformation of the single-crystal silicon diaphragms
[133].

4.2.3.2 Anodic Bonding
Anodic, or electrostatic, bonding is accomplished by placing a polished silicon wa-
fer against a glass wafer, heating to between 180 and 500 �C [134] and applying
200–1000 V. Originally, this process was used for bonding metal to glass, but the
metal was replaced by silicon for application in the MEMS industry [117]. The
glass wafers used are often Pyrex for MEMS applications [135]. These wafers have
sodium ions that are mobile during the bonding process and aid in completion of
the bond. With the application of high electric fields, the mobile sodium ions mi-
grate away from the bonded interface. This electrically driven diffusion creates a
fixed charge in the glass, thus inducing a high electric field across the interface.
Although the bonding mechanism is not completely understood, it is assumed
that a chemical bond forms between the silicon and the glass when they are un-
der the combination of high electric field and high temperature [117]. More gener-
ally, glasses with positive alkali metal mobile ions can be used with conductors or
semiconductors. With applied temperature, the alkali metal ions become more
mobile and migrate away from the bonding interface with the application of high
electrical bias. This leaves oxygen ions at the bonding surface available for chemi-
cal bonding [136].

The advantage of anodic bonding over direct wafer bonding is that the tempera-
tures used are much lower. This allows anodic bonding to be used after the first
step in a fabrication process. Anodic bonding is generally considered more reli-
able than the low-temperature wafer bonding processes. In fact, several compa-
nies have used anodic bonding in producing MEMS devices, including pressure
sensors for automotive applications from Motorola [137], Honeywell and Bosch
[138] (Fig. 4.26).

However, anodic bonding is not without its own limitations [138]: it requires
nonstandard IC equipment; alkali metal ions are needed in the glass material,
which can be a problem with on-chip electronics; high voltages are required for
the bonding, which also can affect on-chip electronics; glass wafer structuring can
be complicated; and the CTE of Pyrex and other glasses is not the same as that of
silicon over a wide range of temperature, although it is close [118]. The following
requirements are essential for this process [118]: the glass must be slightly con-
ductive; the metal used as the anode cannot inject mobile ions into the glass; and
the surface roughness must be small (< 1 �m) for both the glass and the metal.
Experiments have shown that a 20 nm groove under the bond will still allow ade-
quate sealing whereas a 58 nm groove will not [138]; the surfaces must be free of
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contamination; pressure is not required, but has been observed to improve the
anodic bonding [139]; the CTE of the two materials being bonded should be close-
ly matched; voltage requirements are dependent upon temperature used, glass
type and thickness; and ambient atmosphere can be used for bonding although
nitrogen, forming gas, argon and helium have also been used.

In addition, these techniques have been used with laser heating [118] and with
a Pyrex thin film on silicon to create a silicon-to-silicon bond [118, 140]. Also,
nonevaporable getters have been used with anodic bonding to eliminate the prob-
lem of residual gas in the bonded cavity [141].

4.2.3.3 Other Bonding Techniques
Several alternative bonding techniques have been developed for the MEMS indus-
try. Many methods use an intermediate material such as epoxy and polyimide
[118]. Eutectic bonding is another alternative [117, 118]. The eutectic point in a
two-component phase diagram is where the composition is such that the melting
temperature is at a minimum. For example, in the Sn/Pb system, this occurs at
61.9 wt% Sn and 38.1 wt% Pb. The melting temperature is 183 �C. In the Au/Si
system it is 97.1 wt% Au and 2.85 wt% Si and the melting temperature is 363 �C.
An interesting method based on eutectic bonding on localized areas using a poly-
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Fig. 4.26 Examples of anodic bonding being
used in products. (a) An absolute pressure
sensor used for automotive applications from
Motorola [137]. Bosch has also presented a
similar device [138]. (b) A backside exposure

‘wet–dry’ (i.e. harsh media from the backside
of the device, benign media on the frontside
of the device) differential pressure sensor
from Bosch [138]

(a)

(b)



silicon heater has been demonstrated (Fig. 4.27) [142]. This localizes the heat
source so a material can form a hermetic bond directly above the heater. Varia-
tions on this method exist where instead of a embedded heater the heat is pro-
vided by laser heating, inductive heating or rapid thermal annealing. Another no-
table method has used permeable polysilicon as a shell for later sealing [143]. In
this process, thin (�1500 Å) polysilicon is permeable to HF. The sacrificial layer
etching, which does not require etch access holes, etches the underlying glass
(particularly phosphorus-doped glass), while leaving the thin polysilicon intact.
The permeable polysilicon can then be sealed with a subsequent LPCVD deposi-
tion.

4.2.4
Package Assembly Processes – First Level Packaging

Package assembly processes consist of several basic steps (Fig. 4.28), e.g. dicing
and die separation, die attach, interconnection, encapsulation.

4.2.4.1 Dicing and Die Separation
For microelectronic ICs, dicing and die separation are a mature process and the
most widely used today. Typically, a wafer is placed on a Mylar film with light ad-
hesive that holds the wafer in place during diamond sawing. The adhesive is used
to keep the die on the Mylar film during sawing; however, the adhesive is mild
enough to allow the ‘pick and place’ (followed by die attach) operation that occurs
next in the assembly process. A diamond blade saw is used to cut partially or
completely through a silicon wafer substrate. A continuous stream of water is
used to cool the blade during operation. In production, a vision system with pro-
grammable spacing and rotation of a stage carrying the wafer is used to adjust
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Fig. 4.27 Diagram of wafer bonding using lo-
calized heating [142] and an example of a vac-
uum encapsulated comb resonator. (Courtesy

of Professor Liwei Lin, University of California
at Berkeley)



the location of the wafer so that the saw cuts through the wafer ‘streets’ (i.e. areas
in between die locations). There are design rules accounting for the roughness of
the cut that extend beyond the saw cut width.

The traditional dicing techniques used in the semiconductor industry are not sat-
isfactory for several classes of MEMS. Micromachined devices are more difficult to
saw because of induced stress that affects the device performance: delicate micro-
structures can be broken during the sawing operation and/or stiction resulting from
the water used to cool the wafer saw during operation. Surface micromachined de-
vices after sacrificial layer release are easily damaged by moisture and particles and
are incompatible with the substantial silicon debris, blade cooling water spray and
vibration generated by diamond wheel dicing. Wafer-level caping of the devices elim-
inates the potential problems listed above. An ideal dicing process for MEMS would
cut silicon in a dry fashion, without generating debris. Some candidate processes for
improved die separation include dicing with wafer masking, wafer scribing, laser
cutting, diamond wire cutting and abrasive jet machining.

Conventional dicing can be used if the sensitive portions of the micromachined
device can be protected or masked in some manner. Spin-on polymer coatings,
such as polyimide, can be used for this purpose, especially if the polymer can be
removed in a plasma ash process afterwards (Fig. 4.29). However, a necessarily
hard and thick polymer for device protection is usually difficult to remove after
dicing without leaving a residue. Furthermore, the coating may be damaging to
some kinds of devices.

When protecting the frontside is not practical or sufficient, wafer scribing is
sometimes preferred using scribers that scribe and break the wafer, while only
contacting the wafer backside. The scribing and fracturing process eliminates the
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Fig. 4.28 Overview of package assembly processes. Courtesy of Dr. L. Spangler, Aspen Techno-
logies [144]



debris and moisture of traditional dicing; however, fracturing can still generate
particulates that may be unacceptable depending on the sensitivity of the device to
particles and manufacturing yield requirements.

Other cutting techniques which merit consideration include laser cutting, dia-
mond wire cutting and abrasive jet machining. Laser cutting can be fast and pre-
cise, but tends to create a significant amount of splatter and debris that damage
devices. Diamond wire cutting can be used for a wide variety of sensitive cutting
applications. Diamond wire cutting uses a fine loop of diamond wire on a motor-
driven capstan to cut into the wafer surface. This type of cutting produces very lit-
tle surface damage, but may not have sufficient throughput for high-volume appli-
cations. Abrasive jets are commonly used in repair and rework of conventional
electronic components. It is plausible that with a suitably small nozzle and dust
collector, abrasive jets could be used to dice MEMS devices safely. Although cur-
rently no cutting technique meets all of the desired characteristics for MEMS dic-
ing, as the market size for MEMS process equipment grows manufacturers will
undoubtedly develop new and innovative dicing methods.

Finally, die separation can be achieved by using micromachining. For example,
bulk micromachining can be used to create an opening through a wafer in a pat-
tern such that individual die can be separated [5].

4.2.4.2 Pick and Place
Pick and place is the process in which dies from a wafer are mounted on a lead
frame or into a package. A wafer is probed as one of the last steps during the fab-
rication process, where the wafer is marked to show the ‘good’ die from the ‘bad’
die. This is used to minimize cost in the assembly area by not working with the
bad die. Typically, a bad die is marked with a drop of black ink. Once the dies
have been marked, dies are picked using a vacuum tool that holds the die during
mounting on a lead frame or into a package.
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Mount unreleased MEMS wafer on
dicing tape

Release the microstructures

Coat with protective polymer

Saw the wafer

Strip polymer coating, tape frame
presented directly to die attach
machine

Fig. 4.29 Coat, saw, strip pro-
cess for MEMS. There are many
variations of this method.
(Courtesy of Dr. L. Spangler,
Aspen Technologies [144])
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With micromachined devices, handling of delicate microstructures can be a
problem throughout the assembly process. Pick and place is one operation that
could cause a potential problem because of mechanical damage or damage to a
delicate microstructure caused by the change in pressure (to vacuum). An addi-
tional advantage of the wafer-level packaging is that it provides protection to the
microstructure during pick and place.

Some research has been performed to investigate the possibility of self-assembly
of die. Yeh and Smith have observed trapping of semiconductor ICs in microma-
chined wells [145, 146]. Cohn et al. have modified this technique by adding elec-
trostatic alignment of the die prior to settling into the cavities [147]. Although
these techniques may not yet be ready for large-scale production, they represent
research efforts to minimize the cost of pick and place through batch deposition
of dies on a substrate.

4.2.4.3 Leadframe and Substrate Materials
Support materials for micromachined structures come in a variety of styles.
MEMS dies are mounted on metal leadframes, ceramics, pre-molded packages, sil-
icon or other wafer substrates and header package materials. A leadframe is often
used as a mounting substrate for the MEMS die. For example, Motorola’s two-
chip accelerometer is shown in Fig. 4.25. In this case, both the sensor die and the
CMOS control die are mounted on the leadframe prior to molding. Alternatively,
Analog Devices uses a header substrate in many cases, as shown in Fig. 4.30.
Many pressure sensor manufacturers also use header package designs [5]. Figs.
4.30 and 4.31 show many of these design variations.

Performance of MEMS can be affected by the package itself. For example, stress
in the package can affect the device output for many physical sensors. Thus, ther-
mal management is required when designing the package. In fact, modeling can
be performed to show the impact of package and substrate materials on the de-
vice performance of a physical sensor. Tab. 4.2 shows typical thermal expansion
coefficients for materials used to package MEMS. One method for minimizing
the impact of the substrate is to use a very low modulus die attach material (e.g.
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Fig. 4.30 (left) Pressure sensor (http://www.sensonor.com) and (right) MEMSIC, from website
http://www.memsic.com [148]
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(a) (b) (c) (d) (e)

Fig. 4.31 Pressure sensors mounted in cera-
mic packages in various styles [149]: (a) a
variety of package styles using ceramic sup-
plied by Lucas NovaSensor; (b) a dual top-

side port package; (c) a backside port ver-
sion; (d) a single topside port version; (e) a
version used in angioplasty [149]

Tab. 4.2 Coefficients of thermal expansion for several typical packaging materials [150–152]

Application Material Coefficient of thermal expansion
(ppm/�C)

Die Silicon 2.6
Gallium arsenide 9.7

Leadframes Copper 17
Alloy 42 4.3–6.0
Kovar 4.9
Invar 1.5

Substrates Alumina (99%) 6.7
AlN 4.1
Beryllia (99.5%) 6.7
Pyrex 8329 2.8
Tempax 3.18
Pyrex 7740 3.1 (at room temperature)

Adhesives Lead glass 10
Au-Si eutectics 14.2
Pb-Sn solder 24.7
Ag-filled epoxy 32 a)

(Fluoro-)silicones 300–800 b)

Conformal coatings
or encapsulants

Polyimide 40–50

(Fluoro-)silicones 300–800 b)

Silicone gel 300 b)

Epoxy molding compounds Unfilled epoxy 60–80 a)

Silica-filled epoxy 14–24 a)

a) Below the glass transition temperature (Tg) range.
b) Above the Tg range.



silicone). An alternative (or complementary) method is to use a substrate with the
same CTE as the die material.

4.2.4.4 Die Attach
Once the die is separated from the wafer, it must be attached to the chosen sub-
strate material. This process precedes interconnection. Generally, an adhesive
bond layer is deposited on the substrate material prior to placing the die on the
substrate. This is followed by a curing, annealing or firing step to secure the adhe-
sive bond.

The stress induced by the packaging materials is a function of the leadframe,
header or substrate material choice and the die attachment method. Stress is also
a function of the material choice for the die attach. Often silicones are chosen for
stress-sensitive MEMS devices, even though they have very high CTE values, be-
cause they are very low modulus materials (often six orders of magnitude lower
than silicon). In general, stress caused by eutectic (e.g. Au–Si alloy) die attach is
higher than epoxy, which is also higher than silicones [5].

One important challenge in designing with these types of materials is that they
are often polymeric. Polymer materials differ from silicon, most MEMS fabrica-
tion materials (e.g. polysilicon, silicon nitride, silicon dioxide) and metals in that
they are viscoelastic. This suggests that they exhibit both a viscous (or lossy term)
and an elastic term for modulus. This property makes these materials more diffi-
cult to model. Also, material geometry is difficult to determine precisely, because
these materials are often drop-dispensed and will flow readily prior to curing.

Location of the sensor die is another concern when die attach methods are con-
sidered. For example, often the micromachined die is not the same die as the cir-
cuit die. If the output required includes circuit calibration, amplification or other
signal processing, the package may contain two or more die. Fig. 4.25 is an exam-
ple of the Motorola accelerometer, which contains a micromachined, wafer-bonded
accelerometer or ‘g-cell’ die and a CMOS control IC. This side-by-side bonding is
one configuration for the die attach. An alternative configuration is ‘vertical as-
sembly‘. Kelly et al. (after Lyke [153]) describe this as the ‘Towers of Hanoi’
approach to die attach [154]. In this approach, the sensor die is placed on the sili-
con control IC and the two are wirebonded together with chip-to-chip wirebonds.

4.2.4.5 Interconnection
Typical electrical interconnection for microelectronics includes wirebonding (ball/
wedge and wedge/wedge), tape automated bonding and flip chip (Fig. 4.32). Most
MEMS devices utilize wirebonding as the method for electrical interconnection.
The wirebonding process is of two types: thermocompression bonding and ultra-
sonic bonding. Thermocompression bonding uses heat and pressure to create the
metal-to-metal bond (usually Au wire). Ultrasonic bonding uses ultrasonic vibra-
tion to create the metal-to-metal bond (usually Al wire). Because of the stress iso-
lation that is often essential with MEMS, soft die attach materials are used in
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many cases. This requires that thermocompression bonding be used. On the
other hand, if high temperatures are not allowed, ultrasonic bonding is necessary.

Wirebonding is typically a ‘ball-wedge’ bond. The ball is formed initially with
the end of the existing wire on the die bondpad. After a stitching process, the
wire is placed on the leadframe post with a wedge bond and is cut. Fig. 4.33
shows the process [150], which is fast and automated. However, several die and
package properties affect this process: the die attach material, the die flatness (or
tilt), the allowable wirebond loop height, the level of the bondpad versus the lead-
frame post and the cleanliness of the surfaces. In addition, wirebonding proper-
ties such as the temperature and load with a thermocompression bond or the en-
ergy applied with an ultrasonic bond affect the bond quality. A method for qualita-
tively evaluating the bond strength is the bond pull test. With this test, a hook is
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Fig. 4.32 Electrical interconnection methods for die inside a package

Fig. 4.33 Wirebonding process diagram [150]. Photographs courtesy of Dr. L. Spangler, Aspen
Technologies [144]
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placed under the wirebond and pulled with an increasing force upwards until the
wirebond breaks. The location of the break also provides information concerning
the quality of the wirebond. For example, if the bond ball or wedge pulls up, this
often indicates that the surface of the metal was not clean and/or the wirebonder
parameters were not selected properly. Alternatively, a break in the middle of the
wire suggests a bond that is as strong as the strength of the wire itself. Failures
in wirebonds include mechanical stress, interdiffusion, oxidation and interfacial
contamination [155].

Tape-automated bonding (TAB) can increase the reliability of interconnections
[155]. Although a significant amount of literature exists on TAB processing, little
has been done with TAB and MEMS devices.

Flip chip interconnection provides superior electrical and density performance
because it eliminates leads altogether. It also provides protection of the intercon-
nection from the environment [156, 157] and may be more economically viable
than monolithic integration [158]. From the research standpoint, it provides a
method for rapid prototyping of microsystems [159]. The die or chip is ‘flipped’
over and connected to the substrate via solder bumps; the ability to attach (or re-
move) the die is simply a matter of locally heating the substrate to reflow the
solder.

Finally, the use of micromachining to create interconnections, such as through-
wafer interconnections, has been investigated [160]. Also, research has been pur-
sued to create optical interconnections using micromachining [161–164].

4.2.4.6 Integration with Electronics
The miniaturization advantages of MEMS are realized only if they can be effi-
ciently integrated with microelectronics. At first glance, it may seem that the most
desirable approach to integration of MEMS and microelectronics would be to cre-
ate a single or monolithic fabrication process capable of supporting both micro-
electronics and MEMS. This, however, is a difficult undertaking. For example, the
removal of all oxide layers in a polysilicon surface micromachining process does
not allow monolithic integration with CMOS VLSI circuits. Additionally, the high-
temperature anneal of MEMS devices to relieve internal stress can be harmful to
the carefully controlled diffusion budgets of microelectronic circuits. However,
some custom processes, such as Sandia’s Modular, Monolithic Micro-Electro-Me-
chanical Systems (M3EMS) process, have been realized to allow monolithic inte-
gration of simple surface micromachined MEMS and electronics by fabricating
the MEMS before the microelectronics [165].

Although several custom monolithic fabrication processes of MEMS and micro-
electronics have been demonstrated, the requirement to remove sacrificial layers
in micromachining presents a set of unique problems. For example, the choice of
sacrificial material for the MEMS device may be incompatible with the CMOS de-
vices or microelectronic packaging. In CMOS, silicon dioxide is critical for the
transistor gate insulation and for circuit passivation; but many MEMS processes
use silicon dioxide as the sacrificial layer. Thus, the selection of structural and sa-
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crificial materials in the MEMS devices impacts the integration with CMOS elec-
tronics. Moreover, some etchants for surface or bulk micromachining are not
compatible with microelectronic materials or wiring. For example, KOH is often
used in bulk micromachining, but it dissolves aluminum, which is commonly
used in IC metallizations. Another bulk micromachining etchant, EDP, is not as
aggressive in attacking aluminum but still requires masking the aluminum to pre-
serve the integrated circuits or the package. Other important integration issues in-
clude the material properties of the films used (e.g. gate polysilicon may not be
the best choice of mechanical polysilicon), the thickness of the thin films and
thermal budget restrictions. As a result, the integration of MEMS with electronics
usually requires additional processing steps and materials to protect the CMOS
circuits and the package during the final MEMS release. Furthermore, electrical
and environmental conditions also hamper monolithic integration of CMOS and
MEMS. Many MEMS are designed to operate electrostatically with high voltages,
which are challenging to implement with digital CMOS technologies. Other
MEMS are designed to operate inside living organisms or are exposed to tempera-
tures, radiation or chemicals that would be destructive to the CMOS integrated
circuits.

All of these factors provide challenges for integration of MEMS and CMOS
technology. Building monolithically integrated MEMS and electronic circuits in
the same process may not always be cost-effective or realizable. However, it may
be possible to use multichip module (MCM) technology to gain the benefits of
MEMS and CMOS integration with minimum extra cost or additional technical
challenges. MCMs offer an attractive integration approach because of the ability to
support a variety of die types in a common substrate without requiring changes
or compromises to either the MEMS or electronics fabrication processes. Further-
more, MCMs offer packaging alternatives for applications for which it is cost or
time prohibitive to develop a monolithic integration solution. One of the main
benefits of MCM packaging for MEMS and IC integration is the ability to com-
bine die from incompatible processes in a common substrate. Other benefits of
MCM technology are the electrical, size and weight performance improvement
over conventional packaging techniques. The two common characteristics for
MCM classification are the type of substrate used and the means of interconnect-
ing signals between the dies [166]. The three dominant MCM substrate technolo-
gies are MCM-laminate, MCM-ceramic and MCM-deposited, but other substrate
alternatives exist.

Of particular interest to wafer-scale integration of MEMS may be the
MCM-silicon (MCM-Si) or ‘silicon on silicon’ technology. In MCM-Si, IC fabrica-
tion processes are used to deposit the interconnect and dielectric layers on a sili-
con substrate. MCM-Si has the highest signal interconnect density of any sub-
strate choice and its coefficient of thermal expansion is an excellent match for any
silicon die [166, 167]. The primary disadvantage of MCM-Si is that silicon is not a
good base for the MCM package assembly because it is relatively fragile and con-
sequently the MCM-Si substrate must be repackaged, causing additional cost. An
advantage of MCM-Si technology, however, is that bulk micromachining tech-
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niques can be used to pattern the silicon substrate. The substrate can be pat-
terned using silicon bulk etchants and wafer bonding to form useful features
such as embedded components or microchannels. Microchannels may be used to
align optical fibers (Fig. 4.34) or carry fluids to and from MEMS mounted in the
module. In addition, these microchannels can provide an efficient way to cool the
MCM [168].

4.2.4.7 Encapsulation and Overmolding
Although overmolding of typical IC chips is common [171], there are more con-
straints placed on its application when packaging a MEMS device. First and fore-
most, package stress is often an important consideration for MEMS devices. The
difference in coefficient of thermal expansion (CTE) is often the source of the
package stress that is observed [172]. Tab. 4.2 shows typical CTE values for a vari-
ety of packaging materials. Stresses in MEMS devices can adversely affect the out-
put of a MEMS device. For example, coatings on a pressure sensor have been
shown to affect the device output [173]. Careful consideration must be paid to the
package materials that come in contact with the MEMS device. Some solutions to
this problem include the use of materials with similar CTE values (this is most of-
ten used with die attach materials), use of very thin coatings (e.g. thin-film poly-
mer coatings, such as polyimide or parylene over a pressure, flow or chemical
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sensor) and/or the use of materials with very low moduli (e.g. silicone gels on a
pressure sensor [174]). In addition, some techniques to isolate the MEMS device
from a high-modulus material by using an intermediate low-modulus material
have also been implemented [175].

Media compatibility is another important issue that constrains the choice of en-
capsulants or overmolds. For sensors or actuators, where the device must be in
contact with an external environment, protection of the device from that environ-
ment, that is, media compatibility, is a very important consideration [150, 176]. In
general, there are few techniques for low-cost media compatibility: thick, low-mod-
ulus film coatings (e.g. silicone gel [174]); thin, higher modulus film coatings (e.g.
polyimide, parylene [177–179], other organics [180, 181] or wafer-level inorganics
[182–185]); backside interconnection and typical overmolding processes [186–190];
selective encapsulation to avoid coverage of the sensor; secondary diaphragm and
silicone oil [191].

Organic encapsulation may be divided into three basic categories [192]: (1)
nonelastomeric thermoplastics, (2) nonelastomeric thermosetting polymers and
(3) elastomers. Several types of polymers can be listed for each of these catego-
ries. The common IC encapsulant chemistries include nonelastomeric thermo-
plastics such as poly-p-xylylene (parylene) and pre-imidized silicone-modified poly-
imides, among other chemistries. Thermosetting polymers include silicones, poly-
imides, epoxies, silicone-modified polyimides, benzocyclobutenes and silicone-
epoxies, and silicone gels and polyurethanes are examples of elastomers. Cur-
rently, many pressure sensor manufacturers use various types of silicone gel to
encapsulate the device. A drawback of these gels is their limited chemical resis-
tance. Alternative materials that have better chemical resistance are being consid-
ered for use in new media-resistant pressure sensor packaging.

4.2.4.8 Package Housing Materials and Molding
Package materials used to house MEMS are varied. MEMS devices are packaged
in metal (Fig. 4.35), ceramics, thermoplastics (Fig. 4.36) and thermosets. In some
cases, package housing materials are used to hermetically seal a device or to seal
an atmosphere or fluid within the package.

Polymer materials are being used more often for packaging MEMS. Motorola has
used both thermoplastics (Fig. 4.36) and thermosets to house MEMS devices. Ther-
moplastics are materials that are injection moldable. Typically, engineering thermo-
plastics are used because of their high-temperature tolerance properties. For exam-
ple, polyesters, nylon, poly(phenylene sulfide) (PPS) and polysulfone have all been
used. When molding a material with a metal insert (called ‘insert molding‘), as
shown in Fig. 4.36 ( a), CTE mismatch between the polymer material and the metal
can cause leakage of gases or liquids from the inside of the package to the outside of
the package (or vice versa). Package designers must consider this as a potential re-
liability problem when choosing package housing materials.

Thermoset plastics are materials that are transfer moldable. Typically, epoxy mate-
rials are used because of their moldability and high-temperature tolerance proper-
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ties. Thermosets are cross-linked plastics. They require very high pressures for
molding. Thermosets are generally low-viscosity materials when they enter the
mold. Following heating, they cure and chemically react to create the ‘set’ material.
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Fig. 4.35 A stainless-steel package used to
house a media-compatible pressure sensor.
(a) A typical cross-section of a stainless-steel
diaphragm with silicone oil fill used to create
media-compatible pressure sensor packages.

(b) Examples of stainless-steel diaphragm, si-
licone oil-filled packages from Lucas Nova-
Sensor [149]. (c) A high-pressure metal pack-
age for housing pressure sensors [193]

(a)

(b) (c)

(a) (b)

Fig. 4.36 MEMS devices packaged in thermoplastics. (a) The Motor-
ola unibody package using polyester thermoplastic housing material
[150, 194]. (b) The Motorola manifold absolute pressure (MAP) mod-
ule [193]



4.3
Case Studies – Packaging of Physical Sensors

4.3.1
Case Study 1: Tire Pressure Sensor Packaging

Commercial package development for MEMS pressure sensor devices is inti-
mately linked to silicon development for (at least) three major reasons: (1) stress-
induced performance effects caused by the packaging on the sensor, (2) environ-
mental reliability factors of the sensor in the application and (3) the cost of the fi-
nal product.

The emerging tire pressure automotive sensor application is an example of a
case where all apply. The US government has mandated tire deflation monitoring
for all US automobiles by 2006 through the TREAD Act [195]. Recently, a Court
of Appeals ruling has called into question the use of the indirect tire pressure
measurement technique that takes advantage of the differential wheel speed sen-
sor capability within the ABS systems on many cars [196]. Without this approach,
the so-called direct tire pressure measurement approach is the leading candidate
to fill the requirement for 2006 automotive production.

4.3.1.1 Tire Pressure Monitoring Application Requirements

Sensor Performance – Accuracy
The tire pressure application has three very significant performance requirements
that have impacted the design of the transducer itself, which ultimately affects the
design of the package. First, the accuracy requirement for the pressure sensor is
stringent: �1.5% FSS in the nominal pressure, temperature and battery voltage
range. While manifold absolute pressure sensors (MAP sensors) for engine man-
agement applications have become even more accurate than this, very few other
applications for MEMS require this level of accuracy. Because this is total accu-
racy, it includes offset, sensitivity, linearity, temperature coefficient, pressure and
temperature hysteresis and ratiometicity, among other errors that impact the de-
vice performance. MEMS packaging has been shown to impact device perfor-
mance through CTE mismatch of thin-film passivation materials on pressure sen-
sors [197], metal stress hysteresis [198], changes in strain caused by the package
that are transmitted through anchor points in the transducer [199], etc. Therefore,
careful consideration of the package design must be made while designing the
transducers.

Sensor Performance – Power Consumption
The second performance requirement that is uniquely taxing for tire pressure sen-
sors among current automotive sensor requirements is power consumption. In
other applications, efforts are made to lower power consumption, but in the direct
tire pressure measurement application within the tire, the most prominent ap-
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proaches are battery-powered, so power consumption becomes an overriding re-
quirement. Typical battery lifetime is specified in the 5–10 year range, depending
on the automotive use; however, most passenger cars require a 10 year battery life-
time. Not only does this alter the design approach for current consumption, it
also requires significant consideration of the signal-to-noise ratio for the device as
filtering to minimize noise requires power [200] and the battery lifetime puts sig-
nificant limits on circuit blocks that can be added.

Motorola already had an existing bulk micromachined, piezoresistive, bipolar in-
tegrated pressure sensor in its production portfolio when tire pressure application
development began in 1998. However, the power consumption requirement moti-
vated the development team to review alternative, surface micromachined, capaci-
tive pressure sensor technology. The requirement for a digital output to allow data
conversion to a bitstream rf output, the likelihood of additional features required
for the application and the power consumption requirement pushed the develop-
ment team to CMOS instead of bipolar circuit technology. A choice was made for
cost reasons to integrate the standard digital output, power-saving multi-mode
(sleep, pressure read, temperature read and data transmit) and capacitive pressure
sensor on to a single chip. This provided a chip outline that could be used for
this first-generation tire pressure monitoring system (TPMS). This device, because
of its die size, could fit into an existing Motorola standard ‘super-small outline
package’ (SSOP) for pressure sensors, which also minimized development costs
and added volume to an existing production line allowing further depreciation of
existing (not new) capital assets.

Tire Pressure Environmental Influence –
Harsh Chemical Environment and Centrifugal Acceleration
There is a third significant performance/reliability requirement that was specified
for the tire pressure application: performance of the pressure and temperature
measurements in the tire environment, including harsh chemical media and the
centrifugal forces that would be present in a rotating tire.

The harsh chemical environment required for reliability testing included not
only the standard temperature cycling, pressure cycling and humidity exposure,
but also exposure of the sensor to chemicals common to the roadway environ-
ment – salt water, ice, dust, chemicals common to the automotive environment
such as fuels, oils and other automotive fluids (e.g. transmission fluid, battery
acid), and chemicals common to the tire environment – tire mounting lubricant.
Existing Motorola pressure sensor packages included a fluorosilicone or fluorocar-
bon polymeric low-modulus gel material that protected the silicon from the envi-
ronment while causing minimal performance changes to the device and allowing
an accurate pressure measurement at the diaphragm surface because of the in-
compressibility of the gel material.

However, in the case of the TPMS application, the tire would be rotating and
the additional mass of the gel material on the diaphragm could cause an un-
wanted acceleration cross-sensitivity – an error in the pressure sensor measure-
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ment in what was already a very stringent accuracy requirement for the sensor.
Analytical modeling was performed to show how this physical effect would induce
an accuracy error to the pressure measurement [201].

4.3.1.2 Tire Pressure Monitoring Sensor Encapsulation Evaluation
An evaluation of various methods to protect the sensor from the tire environment
while not inducing any additional performance errors to the device was per-
formed. The fact that a new MEMS technology was being used provided new con-
straints and new possibilities. With a conventional bulk micromachined pressure
sensor for tire pressure applications, a backside exposure approach could be used
(see Fig. 4.37, environmental exposure on the opposite side of the silicon from
where the circuitry resides). Backside exposure provides an effective barrier of the
harsh chemical environment to the electronics that are typically on the frontside
of the pressure sensor diaphragm (e.g. from corrosion). However, a surface micro-
machined device, without very sophisticated silicon and/or package processing,
must be exposed on the topside (see Fig. 4.38 [202], same side of the silicon as
the sensor electronics). This is a constraint for the surface micromachining tech-
nique. On the other hand, backside exposure of silicon in this environment has
its own drawbacks. First, linearity of a pressure sensor is worse when exposed
from the backside than when exposed from the frontside. Second, at the pressure
required for these applications (2–6 atm or bar gauge), the die attach material is
in tension during the lifetime of its exposure, which could result in material fa-
tigue with time in the application.

The opportunity that is availed by using a surface micromachined pressure sen-
sor is the result of the much smaller size of the transducer. The sensitivity of a
pressure sensor goes as a ratio of the diaphragm length to thickness (raised to the
third power). Hence, as the thickness decreases, the length (and area) of the pres-
sure sensor can be reduced significantly for a given sensitivity. A typical bulk mi-
cromachined pressure sensor is 12–24 �m thick (single-crystal silicon). A surface
micromachined pressure sensor can be anywhere from 0.5 to 3 �m thick (polysili-
con). The result is a transducer that takes up a much smaller portion of the die it-
self. Hence the cost of the transducer can be reduced.

Because of the smaller transducer size, alternative environmental protection
techniques that were dubbed ‘selective encapsulation’ were reviewed. This general
approach allowed the evaluation of several chemically resistant materials that
would be too stiff for the existing pressure sensor, provided that a technique could
be found for depositing them around the electronics (wirebonds, package lead-
frame, etc.) and not on the pressure sensor diaphragm. Three types of approaches
were attempted (Fig. 4.39):

1. ‘Drawn-dam’ selective encapsulation (Fig. 4.39 a), where a polymer gel material
was drawn in the shape of a dam around the diaphragm to protect it from
subsequent material deposition in the resulting annular ring around the dia-
phragm.
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2. ‘Silicon-dam’ selective encapsulation (Fig. 4.39 b), where a second bulk micro-
machined silicon wafer was wafer-bonded to the surface micromachined,
CMOS integrated pressure sensor to create a dam around the diaphragm to
protect it from subsequent material deposition in the resulting annular ring
around the diaphragm.

3. ‘Cap encapsulation’ (Fig. 4.39 c), where a portion of the mechanical metal pro-
tective cap that covers the pressure sensor was used to create the barrier
around the pressure sensor diaphragm. This was intended to allow pressure
(and the associated chemical environment) only to the diaphragm and not to
the electronics on the chip.

Furthermore, two alternatives were reviewed with higher modulus films that
could be deposited in a thin, uniform and repeatable manner, thus minimizing
variability in the performance effects that these films had on the devices. Many re-
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searchers have suggested using films with slower diffusivity to harsh environ-
ments (especially water), including thermoset polymers and/or inorganic films
[203]. The problem with doing this on pressure sensors is that these materials
must coat the extremely high aspect ratio wirebonds and other packaging fea-
tures; in other words, they need to be deposited at the package level and not the
wafer level, as most users are accustomed to doing. The two films reviewed were
Teflon and parylene because of their known chemical resistance. Moreover, pary-
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Fig. 4.38 Surface micromachined pressure sensor device [202]

Fig. 4.39 Selective encapsulation approaches
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lene is deposited by a moderate pressure deposition technique that allows very
conformal coating on these high aspect ratios in the package.

Finally, an approach was reviewed using various types of filters that would allow
the passage of gases but not liquids [204]. A composite filter that included hydro-
phobic layers and oleophobic layers was found that could protect the device from
the harsh environment and not impart any packaging stress or other performance
issues on the device.

4.3.1.3 Results and Conclusions
The encapsulation evaluation yielded the following results and conclusions.

Drawn-dam selective encapsulation (Fig. 4.40) [205]. An assembly process was devel-
oped that could create this structure in the package repeatably using an existing
die attach dispense machine. The wirebond loop height of 10 mil above the sili-
con, however, posed an additional constraint. The deposition of the polymeric gel
yielded a resulting material with an aspect ratio (height to width) of �0.8. A
wider diameter deposition needle could create a tall enough ‘dam’ to prevent over-
flow of the subsequent ‘fill’ encapsulation material from the outside annulus into
the diaphragm cavity. However, this wider diameter would cause a resulting dam
material that impinged on the wirebonds, creating a situation where the wirebond
went through two materials: the dam material and then the fill material. Heuris-
tic knowledge suggests that this is a situation to be avoided because of the possi-
ble temperature cycling fatigue effects. An alternative approach to creating multi-
layer dams was also completed. Whereas the multilayer dam approach worked
and allowed a dam to be developed that had a high enough aspect ratio to allow
adequate fill material coating of the wirebonds and other package features, it also
caused a throughput issue with this piece of assembly equipment. This work was
discontinued when the cost versus wirebond reliability tradeoff was identified
(and positive work on other techniques was progressing).

Silicon dam selective encapsulation (Fig. 4.40) [205]. A silicon wafer fabrication, wa-
fer-bonding and assembly process was developed that could create the same type
of structure. Two issues were identified with this approach that precluded adopt-
ing it for the tire pressure application. First, the bulk micromachined wafer that
was used to bond on the surface micromachined wafer had a significant portion
of the area removed to allow for two sets of holes per die: one for the pressure
opening and one for the wirebonding opening. Although special care in handling
this wafer resulted in insignificant wafer breakage, it was noted that this could be
a breakage problem in manufacturing that could cause scrap material for this line
of products, and, in the worst case, could also result in contamination (particu-
lates) in other lines of products in the same manufacturing area. Furthermore,
the cost of the additional wafer processing and the wafer bonding was higher
than other alternatives that were being evaluated.
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Cap encapsulation. It was noted with this technique that a reliable seal between
the cap and the silicon die was difficult to achieve, so this approach was aban-
doned early in the evaluation.

Teflon coatings. It was found that these coatings did not provide a reliable enough
coverage of the various surfaces within the package to pass consistently the harsh
media exposure evaluations. Coating of Teflon can be done in many ways, but
these approaches are limited with packaged devices that have thermoplastic mate-
rials with softening temperatures between 180 and 220 �C. Because of this obser-
vation, these approaches for depositing Teflon were also abandoned as other tech-
niques appeared successful.
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Fig. 4.40 Selective encapsulation assembly techniques [205]
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Parylene films [206]. Motorola has evaluated parylene coatings three times in great
detail to determine whether they could be used to provide a reliable coating mate-
rial for harsh chemical media protection. In each case, the adhesion of the materi-
al was noted to be less reliable than needed for the particular pressure sensor ap-
plications. A large majority of the parylene-coated devices did pass the harsh
chemical environmental testing, but not 100% of them. The observation of these
failures was that delamination occurred, presumably following diffusion of an
aqueous-based chemical to a site where corrosion was initiated. Corrosion prod-
ucts caused a propagation of the delamination, which opened more sites for corro-
sion, so the process continued until an open circuit was found. Significant work
using corrosion techniques, such as electrochemical impedance spectroscopy, was
performed on these films to determine the root cause of the failures. No defini-
tive solution has yet been found, although it was noted that coating the parylene
with a second film (such as a fluorosilicone gel) provided the reliability required
for several applications in automotive and aqueous-based pressure sensor prod-
ucts. However, this solution also added the mass of the gel material over the dia-
phragm, which caused an acceleration cross-sensitivity error. And, two encapsu-
lant materials were required, which increased the cost of the final solution.

Composite hydrophobic and oleophobic filters (Fig. 4.41) [204]. Initial results with these
devices were very positive following significant work that was performed to seal the
filters to the package so that no harsh chemical media could seep around the filter
into the package. Devices with this protective approach passed all the tire pressure
harsh media requirements repeatedly and did not impart unwanted packaging
stress on the device. Furthermore, the manufacturing process for these devices al-
lowed them to be produced in mass quantities at prices that were acceptable. A full
assembly process was completed and qualified, including an evaluation of any re-
sponse time delay. No significant response time delay was found with the filters at-
tached on packages with the production tire pressure sensor device.

4 MEMS Packaging of Advanced Micro- and Nanosystems146

Fig. 4.41 Composite hydrophobic and oleophobic filter [204]
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The final result is that the solution with the composite hydrophobic and oleo-
phobic filter attached to the Motorola standard SSOP with the tire pressure sensor
die was qualified and released to production in May 2003. This first-generation de-
vice is being followed quickly with a second-generation device that will integrate
more of the tire pressure features into the package, so package development for
this market will continue through the 2004 timeframe in preparation for the mar-
ket that is slated to ramp to very high volume production in 2005–2006.

4.3.2
Case Study 2: Inertial Sensor Packaging –
Second-generation SOIC Accelerometer Sensor Packaging

Another example of a commercialized, high-volume MEMS physical sensor is an
accelerometer. The most prevalent use of accelerometers is in airbag deployment,
so automotive safety specifications and reliability are required. As in the pressure
sensor case, packaging for accelerometers is an integral part of the device func-
tion, reliability and product design. Designing a successful MEMS product is a
collaborative concurrent team process involving the customer, transducer and
ASIC designer(s), package designer, test development and manufacturing.

At the macro level, there are many technologies that must be combined in any
successful MEMS products (Fig. 4.42). Each successful MEMS producer leverages
their core competencies with the breadth of technologies that they possess. Motorola
has chosen to partition the transducer from the ASIC and take advantage of ‘com-
binational technologies’ (or Systems in Packages: SiP). This was a key strategic busi-
ness decision taken to provide the broad product portfolio for the markets they serve.

Motorola started to sell automotive-grade accelerometers in 1996 utilizing a
straight tether z axis transducer in a family of plastic packages that was based on
the 16 lead dual-in-line. The axis of sensitivity with reference to the PCB for this
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Fig. 4.42 Core competency and component partitioning
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family was provided by the package. In 1999 Motorola introduced a family of z, x
and x/y axis accelerometers with the axis of sensitivity independent of the pack-
age (Fig. 4.43). Fig. 4.43 shows the evolution from through-hole to surface-mount
SOIC16/20 lead package.
The packaging strategy can be summarized by five goals [207]:

1. Maintain and execute a product/packaging road map that aligns with key cus-
tomer inputs/requirements.

2. Reduce the overall system cost.
3. Provide differentiated package solutions.
4. Improve system robustness.
5. Reduce the time to qualify new packaging concepts.

Several requirements must be considered when designing an accelerometer package:

� Package size requirements
� Time to market
� Customer board attach and PCB attach reliability
� Die/dies dimensions and technology

– Transducer hermetic seal
– Passivation and metallization
– Stiction
– Level of silicon integration

� Mechanical and thermal stress management
� Automotive reliability requirements as per AEC-Q100
� Product liability
� Operating environment

– Automotive temperature range (–40 to 125 �C)
– Survive powered and unpowered high mechanical shock (to 2000 g and be-

yond);
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Fig. 4.43 The first two generations of Motorola’s family of accelerometers
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– ESD
– EMC
– Package and transducer resonance

� Orientation of the transducer must be considered (for x-, y-, z- and rotational
accelerometers packaging orientation may change depending upon the design
of the transducer);

� Greater than 15 year lifetime
� Manufacturability and testability
� Designed for the environment
� Cost.

4.3.2.1 Typical Manufacturing Flow
Fig. 4.44 shows a simplified final manufacturing flow used for manufacturing Mo-
torola’s surface mount accelerometer. As can be seen from the requirements and
the manufacturing flow, there are multiple challenges that need to be addressed
when manufacturing MEMS products. In addition, the product and package de-
signers have to include several other factors, such as cost, quality, reliability, time
to market, economy of scale, global legislation and standards and competition. All
add to the technology challenges of bringing a successful product to market.

The following discussion considers a few of the components from this flow and
addresses some of the key manufacturing challenges.

In 1994, Motorola choose to develop its first-generation accelerometer in an
over-molded plastic package taking advantage of its strength in high-volume lead-
frame technology and thus provided a low-cost advantage. In 1999, Motorola intro-
duced a family of surface-mount accelerometers using the highly productive cop-
per multistrand leadframe as shown in Fig. 4.45.

In the case of the Motorola accelerometer, glass frit bonding [208, 209] is used
at the wafer level to protect the MEMS element during final packaging (e.g. han-
dling/stiction/contamination/particles) and to create a stable pressure environ-
ment and provide a defined damping level for the accelerometer during operation,
over the lifetime of the application (Fig. 4.46).
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Fig. 4.44 Motorola’s final manufacturing flow.
Solid lines represent common processes uti-

lized for most wirebonded packages (cavity
packages, ceramic, plastic, arrays, etc.)



4.3.2.2 Mechanical Stress Isolation
In order to meet customers’ need for zero defects and six-sigma quality, there are
design challenges for a capable, well-controlled manufacturing process, for the
transducer and the package. The type of the package will determine the strategy
adopted to meet this challenge; for example, some companies have chosen open-
cavity packages whereas Motorola has chosen over-molded plastic packages.

Transducer design challenges include mechanical element intrinsic stress and
stress gradients (and resulting curvature), package-induced deformation and prod-
uct standardization [212]. A comparison of a prior transducer design and its pre-
sent successor illustrates some solutions to these challenges. Production data con-
cretely demonstrate the actual improvements achieved.
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Fig. 4.45 Multistrand SOIC leadframe

Fig. 4.46 (a) Motorola accelerometer with
glass-frit bonded cap wafer to eliminate stic-
tion and to protect the sensor from mechani-
cal damage during assembly and to create a
constant-pressure environment for the opera-

tion of the device during the lifetime of the
application [210, 211]. (b) A wafer-level pack-
age model (a half symmetry model showing
the microcavity for the transducer)
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A simple approach for stress isolation was to replace the straight tensile tethers
(Fig. 4.47a) with their folded beam equivalents and leave the rest of the design
unchanged (Fig. 4.47b). Folded beams is a well-known approach [213, 214] in the
industry for addressing stresses induced by the package. The folding and moving
of the anchor position as shown in Fig. 4.47b allows for anchor movement due to
package-induced deformation with a minimal influence on the movable plate posi-
tion. Fig. 4.48 a shows the impact of the folded beam versus straight tether design
and optimized anchor position. Fig. 4.48 b shows the comparison between produc-
tion and FEA models. This folding also allows for a more compact design (38%
die size reduction).

Package stresses due to various materials that make up the package also cause
curvature of the ‘fixed’ top and bottom plates. Therefore, the challenge in addition
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Fig. 4.47 (a) SEM images of Motorola’s first-generation z-axis transducer design, Vega, and (b)
improved design, Altair [212]

Fig. 4.48 (a) FEA on effects of substrate
strain on transducer design performance.
Package stress induced movable plate or
proof mass movement. Vega (original design)
is straight and Altair (improved design) is
folded beams [212]. (b) Effect of anchor loca-

tion on transducer capacitive matching. Com-
parison of FEA with experimental data. This
plot shows designs with three different an-
chor locations (nominal +20 �m and –20 �m
radial) [212]
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to providing a mounting foundation to a PC board, stresses induced by mismatch
in the thermal expansion coefficients of the materials used to fabricate the pack-
age and the external thermal loading of the package must be controlled and kept
low enough to avoid impact on the sensors’ electrical and reliability performance
[215–217]. The selection criteria typically include the following: (1) the material
must provide the required functions (i.e. conductive or nonconductive); (2) the re-
sulting package must be reliable for the intended service life of the product; (3) it
must meet environmental requirements; and (4) most important, the packaging
stress due to mechanical constraints or thermal cycling must remain minimal or
repeatable enough so that the characteristics of the transducer remain within the
specification over its lifetime of service.

In order to reduce packaging stress on the transducer, Motorola developed [215–
220] a process where the transducer is attached to the leadframe using RTV at its
four corners instead of a single glob of RTV and a silicone gel coating process as
illustrated in Fig. 4.49. On the top of the silicon, a thin layer of silicone gel is dis-
pensed and cured before the final step of placing epoxy-molding compound
(EMC). Fig. 4.50 illustrates an FEA model of the final package.

Fig. 4.50 a displays packaging stress/strain for a nominal SOIC-16 package for
three different molding compounds (from three EMC vendors) [221]. Clearly, over
a temperature range of –40 to 125 �C, the first molding compound exhibits the
greatest stress/strain and the third compound shows the least. Although the
stress is less, the stress/strain dependencies on temperature of EMC 2 and 3 are
nonlinear (not straight). Therefore, it is difficult to compensate for this nonlineari-
ty in the design of the accompanying control circuitry.

Another issue that needs to be considered early in the design stage is the dy-
namic characteristic of the package [215, 220]. For example, in certain types of
automotive applications, the frequency of vibration signals can be as high as
20 kHz. If one or more natural modes of the package are at or near the frequency
of a high-energy input signal, the package may exhibit large vibrations that could
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Fig. 4.49 The silicon is glued to the flag at
only four corners and a soft silicone gel is

dispensed to separate the silicon chip from
the surrounding EMC [215]



distort the output signal of the transducer or even damage the transducer me-
chanically. Fig. 4.51a displays a typical frequency response curve for a nominal
leaded sensor package as shown in Fig. 4.51 b. The severity of package resonance
depends on the transducer technology (mechanically over-damped or under-
damped), circuit design, package choice (leaded or unleaded) and module design
(potted or conformal coated, etc.).

4.3.2.3 Design for the Environment [223–226]
The electronics industry actively supports the need for environmentally safe prod-
ucts to conform to community, customer and legislative requirements. This is
being addressed by companies, industry associations, standards bodies and gov-
ernment legislation at a global level.

A Directive on the ‘Impact on the Environment of Electrical and Electronic Equip-
ment’ (EEE) was proposed to the European Council in 2002. The Directive requires
manufacturers to design electrical and electronic equipment in such a way that po-
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Fig. 4.50 (a) The surface strain on the trans-
ducer without any stress isolation built into
the package for three different mold com-
pounds [221]. (b) The surface strain on the
transducer with RTV die attach and silicone
gel covering the MEMS transducer for Sumi-

tomo mold compound [221]. (c) The curva-
ture across the transducer element at differ-
ent temperatures without RTV die attach and
silicone gel [222]. (d) No curvature across the
transducer element with RTV die attach and
silicone gel [222]

(a)

(b)

(c)
(d)



tentially assesses and takes account of every environmental attribute in a product or
component’s life cycle, as a condition for products being marketed in the EU. Also,
WEEE AND ROHS Directives were approved by the European Parliament in Decem-
ber 2002 and will bring significant challenges in the choice of materials. The ROHS
requires the industry to eliminate lead, cadmium, mercury, hexavalent chromium
and certain flame retardants (PBBs and PBDEs) from electrical and electronic prod-
ucts by 2006. Not only are these material substitutions costly to research and imple-
ment, technical challenges such as product reliability issues are still not well known.
The WEEE Directive poses significant challenges since the industry will pay for the
collection, treatment, recovery and recycling of all electrical and electronics products.
The requirement to take back its end-of-life products is designed to drive the indus-
try to design and build products that contain fewer hazardous materials and are eas-
ier to recycle. In the ELV (End of Life Vehicle) Directive, a maximum concentration
of up to 0.1% by weight per homogeneous material for lead, hexavalent chromium
and mercury and up to 0.01% by weight per homogeneous material for cadmium
will be tolerated, provided that these substances are not intentionally introduced.

This raises multiple challenges for plastic leadframe packaging designer, such
as

� removal of Pb from the lead finishes and the use of Pb free solders during
board mount;

� higher reflow temperature required for Pb-free solders;
� increased susceptibility to moisture-related failures during PCB solder reflow;
� removal of fire-retardant halides used in mold compounds;
� increased cost of material.
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Fig. 4.51 A typical frequency response of a MEMS sensor package [215, 220]



To address these requirements, many new materials and/or processes are cur-
rently being offered or are being considered:
� replacement of Sn/Pb plating (leadfinish) with pure Sn or SnBi or pre-plated

leadframes (e.g. NiPdAu, NiAu);
� new fire-retardant or self-extinguishing resins;
� higher filler content and lower moisture absorption mold compounds;
� stronger die attachment and improved adhesion between materials;
� solder alloys for high-conductivity die attachment and board mount.

4.3.2.4 Trends and Conclusions
Motorola has shipped more than 100 million accelerometers for automotive airbag
applications since their introduction in 1996. Today the accelerometer portfolio
spans from 1 to 250 g in all three axes, z, x and x/y with both analog and digital
communications. In comparison with the integrated circuit industry, MEMS is
still in a state of infancy.

In the immediate future, there are applications that are opening up in the ‘low-
g’ (1–10 g) range. Fig. 4.52 shows some of these examples and their relative accel-
eration ranges. In the automotive market place, this is driven by the need for
braking applications (electronic stabilization programs, ESP), roll-over (which is
driven in the US by law defined in the TREAD Act) and navigation. Furthermore,
several applications are appearing in the consumer and industrial markets for ga-
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Fig. 4.52 Examples of accelerometer application

Motor Stability



mepad/PDA/cellphone handset controls to motor-bearing health monitoring. As
the cost, size and power consumption are driven down, these consumer applica-
tions will evolve and expand.

A second trend is the combination of additional technology into the product.
For example, with the drive for more networking of accelerometers for crash de-
tection, there is a requirement for more ‘smarts’ at the point of sensing. Sensors
with ADC, logic and a network protocol are appearing on the market. It is likely,
also, that this will expand into wireless networking protocols, as the driving mar-
ket applications develop.

Third, combinations of sensory inputs will begin appearing in the same pack-
age. For example, XY acceleration sensors are now on the market in mass quanti-
ties. XYZ accelerometers have also been introduced. This will require significant
care in the product design as the impact of package stress, for example, could be
different depending on the axes. Furthermore, several applications are driving to
smaller packages: not just in X- and Y-dimensions for the package, but also in the
Z-dimension, as package thickness will be pushed below the 1.5 mm point. Smal-
ler packages pose different problems for multiple axis sensors. Moreover, adding
other sensor inputs into a single product has also been considered, such as pres-
sure sensors (altimeters) and accelerometers (for navigation) and angular rate
sensing and accelerometers (inertial measurement units).

Finally, the key point to these examples is to show that for product design and
commercialization success of MEMS/microsystem devices, package design must
be considered in concert with the rest of the product design. This is critical when
considering the components/chips required to facilitate the system in package,
the stress impact of the materials (i.e. now environmentally friendly materials) on
device performance and reliability, the assembly flow itself and how it affects
yield/quality (e.g. stiction) and the cost of the final product.
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Abstract
Silicon-based micromachined electromechanical resonators with quality factors in
the thousands and frequencies in the gigahertz range have become a reality. Mi-
croelectromechanical resonators are small in size, consume no power, have
quartz-like characteristics and can be integrated in silicon for a variety of signal
processing applications such as on-chip frequency references, bandpass filters and
microsensors. Ultra-narrow bandwidth filtering can be achieved through strategic
coupling of individual high-Q resonators. This chapter reviews recent develop-
ment in silicon-based microelectromechanical resonator technologies and filter
synthesis approaches. Research for implementation of silicon-based high-fre-
quency microelectromechanical bandpass filters with acceptable impedance levels
is under way.

Keywords
mechanical resonators; MEMS; RF MEMS; integrated filters; mechanical signal
processing.
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5.1
Introduction

Physical structures have mechanical resonances that occur at specific frequencies.
The shape and frequency of these resonances are functions of the clamping condi-
tions, as well as the effective mass (Meff) and stiffness (Keff) of the structure, which
in turn relate to the Young’s modulus and density of the resonator material:

�resonance � 2�fresonance �
���������

Keff

Meff

�

�1�

Microelectromechanical resonators (MEMresonators) are comprised of a micro-
scale mechanical element and integrated transducers that convert the motion of
the micromechanical element into an electrical signal and vice versa. At least one
high quality factor (Q) resonant mode of the micromechanical element can be ex-
cited using the transducers. The Q of a resonator, in the electronics world, is a
measure of the purity of its resonance characteristic:

Q � fresonance

BW�3 dB
�2�

The smaller the –3 dB bandwidth (BW–3 dB) of the resonance, the higher is the Q
of the resonator. An equivalent universal definition of Q in a harmonic oscillator
is given by

Q � 2� � peak energy stored
energy dissipated per cycle

�3�

Therefore, to obtain high Q in micromechanical resonators, energy dissipation
through various loss mechanisms should be minimized. Quartz crystals have nu-
merous applications in electronic systems owing to their very high-Q mechanical
resonance (in the range 104–106) and high stability of their resonance frequency
against temperature and aging. Integrated MEMresonators have the potential to
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replace off-chip frequency-selective electromechanical components such as quartz
crystals and surface acoustic wave (SAW) devices in a variety of microsystem ap-
plications (e.g. integrated filters and frequency sources for low-power wireless
communication [1]). Silicon-based microresonators have shown very high Q values
at very high frequencies. However, owing to the relatively large temperature sensi-
tivity of Young’s modulus, silicon microresonators have larger temperature coeffi-
cients of frequency (TCF) than quartz crystals and will most likely need some
type of temperature compensation before they can be employed as frequency ref-
erences. When a number of single degree of freedom MEMresonators are coupled
to one another, higher order bandpass filters (with multiple degrees of freedom)
can be realized. This chapter will review the operation and implementation of
MEMresonators and high-order frequency filters built using these resonators and
discuss the challenges faced in scaling the frequency of integrated microelectro-
mechanical resonators and filters into ultra-high-frequency (UHF) range.

5.2
Microelectromechanical Resonators

Various electromechanical transduction mechanisms such as capacitive, piezoelec-
tric, thermal and magnetostrictive can be used in MEMresonators. Here, we dis-
cuss only two types of such mechanisms that are more suitable for high-fre-
quency integrated implementations: capacitive and piezoelectric. Fig. 5.1 shows a
schematic diagram of a typical two-port capacitively transduced MEMresonator, in
which the micromechanical resonator is a clamped-clamped silicon beam de-
signed to operate in its in-plane bending flexural modes [2]. A DC bias voltage Vp,
necessary for proper operation of the device, is applied to the body of the beam
while the DC levels of the drive and sense electrodes are set to ground. In order
to excite the beam into resonance, an AC drive signal vd is applied to the drive
electrode and the sense current is of the sense electrode is detected. The current is
is a measure of the vibration amplitude of the micromechanical beam and is am-
plified by the Q of the resonator at its resonance frequency. If the resonator has
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Fig. 5.1 A capacitively transduced clamped-clamped beam resonator with in-plane flexural vibra-
tions
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high Q, the only frequency contents of the drive signal that can pass through the
MEMresonator are those coinciding with detectable resonances of the microme-
chanical structure. Detectable resonances are a subset of the resonant modes of
the micromechanical structure that can be simultaneously excited and detected by
the drive and sense electrodes, respectively.

A schematic representation of a two-port piezoeletrically transduced MEMresona-
tor is shown in Fig. 5.2. In this case, the micromechanical resonator is a clamped–
clamped silicon beam with out-of-plane bending flexural modes. The electromecha-
nical transducers are composed of a piezoelectric film sandwiched between two con-
ductive electrodes [3]. In the MEMresonator of Fig. 5.2, the bottom electrode is the
micromechanical beam resonator and the top electrodes are thin-film metal layers
(such as Al). The piezoelectrically transduced resonators do not require a DC bias
voltage for operation. When an AC voltage is applied to the drive electrode, it causes
a corresponding strain in the piezoelectric film, which will be transferred to the mi-
cromechanical element. At resonance, the Q-amplified vibrations of the beam will be
converted to a detectable voltage at the sense electrode of the MEMresonator.

An attractive feature of the MEMresonators in Figs. 5.1 and 5.2 is that their reso-
nant frequencies are voltage-tunable. This is achieved by taking advantage of the non-
linearity of the electrostatic force with respect to the interelectrode gap spacing,
which causes a reduction in the overall stiffness of the device (modeled as a negative
electrostatic stiffness). The resonant frequency of the resonator in Fig. 5.1 is there-
fore a function of Vp [2] whereas that in Fig. 5.2 is a function of the DC potential
applied between the handle layer and the device layer of the resonator [3].

Two-port MEMresonators can be modeled in the electrical domain using the ad-
mittance parameters (regardless of their transduction mechanism):
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Fig. 5.2 A piezoelectrically transduced clamped-clamped beam resona-
tor with out-of-plane flexural vibrations
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5.2.1
Resonant Modes

Mechanical resonant modes of a structure can have various shapes and stiff-
nesses. High aspect ratio structures have both low-stiffness bending flexural
modes and high-stiffness bulk modes, depending on their clamping boundary
conditions. As an example, let us consider the corresponding modes of a high as-
pect ratio silicon beam that is 10 �m in length, 0.5 �m in thickness and 2 �m in
width. When the beam is clamped at both ends, the low-stiffness first bending
flexural mode of the structure yields reasonably high Q owing to its large aspect
ratio (20 : 1) at 43 MHz, as shown in Fig. 5.3 a. Higher frequencies can be achieved
by using the higher order flexural modes that have lower Q due to increased me-
chanical clamping loss (support loss); e.g. the fifth flexural mode shown in
Fig. 5.3c has a frequency of 540 MHz. The fourth flexural mode, shown in
Fig. 5.3b, is an example of a mode that can neither be excited nor detected in a re-
sonator with central and symmetric electrodes. If the support boundary conditions
of this beam are now changed to what is shown in Fig. 5.4, i.e. to centrally clamp
the beam at its side by two small tethers, we can then take advantage of high-Q,
high-stiffness bulk modes of the resulting structure with frequencies into the
gigahertz range. The first length extensional mode of this silicon structure shown
in Fig. 5.4 a has a resonant frequency of �430 MHz and the third length exten-
sional mode shown in Fig. 5.4b has a frequency of �1.3 GHz. Both of these bulk
modes will have high Q owing to symmetric force cancellation at the support
area. The stiffness of the structure in its length extensional bulk modes is approxi-
mately two orders of magnitude larger than that of its flexural modes, resulting in
ten times larger frequencies.

Bulk modes of low aspect ratio structures such as disks and blocks can also yield
very high frequencies. As shown in Fig. 5.5, a side-supported silicon disk resona-
tor that is 10 �m in diameter and 2 �m in thickness has high-order contour
modes in the range 350 MHz and above. The disk is supported at a node of the
bulk mode with a small tether to minimize clamping losses. Various examples of
MEMresonators operating in the described modes are presented in the following
section.
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Fig. 5.3 End-supported clamped-clamped sili-
con beam resonator with length= 10 �m,
thickness= 0.5 �m, width= 2 �m. Finite ele-

ment analysis (FEA) results: (a) first flexural
mode at 43 MHz; (b) fourth flexural mode at
373 MHz; (c) fifth flexural mode at 540 MHz

(a) (b) (c)

clamped end



5.3
Fabrication Technologies

A number of surface, bulk and mixed-mode (surface+ bulk) micromachining tech-
nologies have been used to implement various types of MEMresonators. A few sili-
con-based representatives of the reported fabrication technologies that are scalable
to high frequencies are discussed below.

5.3.1
Single-crystal Silicon Capacitive MEMresonators

Capacitive single-crystal silicon (SCS) resonators with sub-100 nm to sub-micron
capacitive gaps and polysilicon electrodes have been implemented using the
HARPSS process [2, 4]. High aspect ratio clamped-clamped SCS beam resonators
operating in their first- and higher order flexural modes (up to the fifth mode)
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(a) (b)

Fig. 5.4 Centrally supported bulk-mode sili-
con beam resonator with length= 10 �m,
thickness= 0.5 �m, width= 2 �m. FEA results:

(a) first length extensional mode at
�430 MHz; (b) third length extensional
mode at �1.3 GHz

(a) (b) (c)

Fig. 5.5 (a) Side-supported bulk-mode silicon
disk resonator with diameter = 10 �m and
thickness= 2 �m has high-Q bulk contour

modes at (a) 350 MHz, (b) 610 MHz and (c)
�1.1 GHz

clamped

clamped



were fabricated on regular silicon substrates, while low aspect ratio high-Q silicon
disk resonators have been implemented on SOI substrates [5]. Fig. 5.6 shows an
SEM picture of a 200 �m long, 5 �m wide and 30 �m thick SCS beam resonator
with 200 nm vertical capacitive gaps fabricated through the HARPSS process.
Fig. 5.7 shows the measured first, third and fifth flexural resonant modes of this
beam in vacuum. The second and fourth modes could not be excited owing to the
midway position of the drive electrode. The fifth mode has a �13 times larger
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Fig. 5.6 SEM picture of a
200 �m long, 5 �m wide and
30 �m thick clamped-clamped
SCS beam resonator with ca-
pacitive gap of 200 nm fabri-
cated in HARPSS

Fig. 5.7 Frequency response of a 200 �m
long, 5 �m wide and 20 �m tall CC resonator

with 200 nm capacitive gaps operating in its
fundamental, third and fifth resonance modes



frequency than the first mode, but with a lower Q of 2000 (limited by the support
loss) compared with the 10 000 of the first mode. Low-frequency clamped-free sili-
con beams fabricated through the same technology have shown Q close to 200000
at 19 kHz [4].

The electrostatic frequency tuning characteristic of a 610 kHz clamped-clamped
SCS beam resonator (Q= 6500) with 80 nm capacitive gaps fabricated in HARPSS
is shown in Fig. 5.8. A tuning range of 28% was obtained by changing the DC po-
larization voltage from 0.1 to 2.0 V [4]. Such a large frequency tuning over a small
CMOS-compatible DC voltage range is a result of the ultra-narrow narrow gaps of
the resonators.

The equivalent electrical output resistance of a capacitive micromechanical reso-
nator (the motional resistance) is expressed by [5, 6]

Rio �
��������
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� d4
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where K and M are the effective stiffness and mass of the resonator, d is the capa-
citive gap size, Q is the resonator’s quality factor, Vp is the DC polarization volt-
age and L and h are the electrodes’ length and height, respectively. From this
equation, it is evident that ultra-thin capacitive gaps, high Q and large electrode
area are needed to reduce the equivalent output resistance of the capacitive reso-
nators to reasonable values. Achieving smaller output resistance will facilitate the
insertion of MEMS capacitive resonators in various high-frequency systems.
HARPSS resonators provide all the necessary features to obtain reduced output re-
sistance. First, the capacitive gaps of these resonators are determined in a self-
aligned manner by the thickness of a deposited sacrificial oxide layer and can be
reduced to their smallest physical limits (tens of nanometers and less) indepen-
dent of lithography. Second, the thickness of the SCS HARPSS resonators can be
increased to a few tens of microns while keeping the capacitive gaps in the nan-
ometer scale, resulting in a lower equivalent motional resistance compared with
thin-film fabrication technologies that have limited thickness. Finally, the ability of
fabricating all-silicon resonators with high-Q single crystal silicon as the resonat-
ing element makes HARPSS a superior candidate for implementation of high-fre-
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Fig. 5.8 Plots of the measured and calcu-
lated change of frequency versus polariza-
tion voltage for a 610 kHz clamped-
clamped beam resonator with 80 nm capa-
citive gaps



quency integrated MEMresonators. Fig. 5.9 a shows an SEM view of a low aspect
ratio, 18 �m thick side-supported silicon disk resonator with diameter of 50 �m
and 90 nm capacitive gaps fabricated on SOI substrates. Fig. 5.9 b and c show
cross-sectional views of conformal 80 and 200 nm gaps between the trench-refilled
polysilicon and the silicon substrate that continues uniformly all the way down to
the bottom of the trench.

Fig. 5.10 illustrates the frequency response and an SEM view of a 30 �m diame-
ter, 3 �m thick silicon disk resonator, supported by a 2.7 �m long support beam at
only one resonance node. A quality factor of �40 000 has been measured in vacu-
um for the first elliptical bulk mode of this resonator (corresponding to Fig. 5.5a)
at a frequency of 148 MHz, which is the highest reported quality factor for a sin-
gle-crystal silicon device at such a frequency. Fig. 5.11 shows the fabrication pro-
cess flow for SOI-based HARPSS resonators.
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(a) (b) (c)

Fig. 5.9 (a) SEM picture of a 50 �m diame-
ter, 18 �m thick side-supported SCS disk reso-
nator with a gap spacing of 80 nm. Cross-sec-

tions of (b) 80 nm and (c) 200 nm uniform
gaps between the trench-refilled polysilicon
electrode and SCS substrate

Fig. 5.10 SEM view of a 30 �m diameter
side-supported SCS disk resonator fabricated

in HARPSS, showing a Q of 40000 at
147.8 MHz in 1 mTorr vacuum



5.3.2
Piezo-on-Silicon MEMresonators

In order to reduce the motional resistance of bulk-mode capacitive MEMS resona-
tors in the VHF and UHF range, an ultra-thin (sub-100 nm) electrode-to-resonator
gap spacing is required, which can introduce complexities in the fabrication pro-
cess. In addition, large DC bias voltages (in excess of 20 V) may be necessary in
capacitive resonators to minimize Rm, which may become limited by either the
transistor technology supporting the resonator or the available power supply.

In contrast to capacitive devices, the motional resistance in piezoelectric resona-
tors is much smaller owing to their higher electromechanical coupling [7]. Exam-
ples of piezoelectric devices are surface and bulk acoustic wave resonators. The
main drawback of surface acoustic wave (SAW) devices is their bulky size and in-
compatibility with silicon integration. Film bulk acoustic resonators (FBARs) over-
come the size issue and have gigahertz frequencies with Q values of > 1000 [1, 8].
However, since FBARs utilize the longitudinal thickness vibration of a piezoelectric
film, accurate control of film thickness and quality across the wafer is critical for
frequency stability and repeatability. In addition, multiple frequency devices/stan-
dards will need various piezo film thicknesses on a chip, complicating the manufac-
turing process. An effective trimming method is also not yet available for FBARs.

A new class of piezoelectrically transduced high-Q single-crystal silicon (SCS)
resonators has been demonstrated recently [3]. The resonating element comprises
the device layer of an SOI substrate, which has a higher inherent mechanical
quality factor than bulk piezoelectrics and deposited thin films, whereas actuation
and sensing are achieved by very thin films of piezoelectric materials (�3000 Å)
such as zinc oxide (ZnO) deposited directly on the silicon resonator. Both high as-
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Fig. 5.11 Fabrication process
flow of single-crystal silicon
resonators with sub-100 nm
gaps on SOI

1. Grow and pattern initial oxide
2. Deposit and pattern LPCVD

nitride
3. Etch trenches (Bosch process)

4. Grow and remove thin oxide
(surface treatment)

5. Deposit and blanket etch sacrificial
oxide

6. Deposit and pattern doped LPCVD
polysilicon

7. Pattern initial oxide
8. Metallization
9. Etch release openings, pattern

polysilicon for electrodes

10. HF release and undercut



pect ratio beam resonators (low frequency) and low aspect ratio bulk-mode resona-
tors (high frequency) have been implemented using this technique. Fig. 5.12
shows an SEM view of a 100 �m long, 20 �m wide and 4 �m thick SCS beam re-
sonator, showing the ZnO film sandwiched between the low-resistivity silicon and
the top aluminum electrodes. ZnO was etched away in the middle of the beam to
increase the quality factor of the resonator. The first flexural mode of this out-of-
plane beam resonator at 1.7 MHz has a Q of 6200 in vacuum.

A number of centrally supported blocks and beams operating in their in-plane
length extensional bulk modes were also implemented using this technique to
achieve very high frequencies [9]. Fig. 5.13 shows the first and third extensional
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Fig. 5.12 Close-up SEM view of a 100 �m
long, 4 �m thick piezo-on-silicon beam reso-
nator, showing a Q of �6200 at its funda-

mental out-of-plane flexural modes of
1.72 MHz

Fig. 5.13 First and third length extensional bulk modes measured at 35 and 107 MHz for a
120�30 �m piezo-on-silicon block



modes for a 120�30 �m block,corresponding to the modes shown in Fig. 5.4. The
frequency at the third mode is approximately three times larger than that at the
first mode. These modes show relatively high Q at VHF frequencies. The depos-
ited piezo thin film causes a decrease in Q of these resonators compared with
that of the SCS capacitive resonators. However, the Q is still in the range of a few
thousand, which is high enough for many applications.

5.3.3
Polysilicon Capacitive MEMresonators

A number of polysilicon micromachining processes have been used to implement
various types of low-frequency flexural mode and high-frequency bulk mode capa-
citive resonators.

Early research on low-frequency polysilicon resonators involved comb-drive ac-
tuation and capacitive sensing [10] because of the linearity that comb-drive electro-
static actuation provided with displacement. Comb-drive resonators were effective
in frequency ranges up to few megahertz. For higher frequency operations, the re-
sonators required high spring stiffness and low mass, and therefore the use of
bulky comb-driven resonators were not effective. Simple geometry resonators such
as beams and disks provided a better means of producing filters in high-fre-
quency operations. Fig. 5.14 shows an SEM view of a 20 �m diameter capacitive
polysilicon disk resonator with a center-post support that has a high order bulk ra-
dial mode resonant frequency of 1.14 GHz with a Q�1500 in both vacuum and
air [11]. This device was fabricated using a self-aligned process that creates a self-
aligned center-post and transducer electrodes. Lower frequency radial bulk modes
of this device have shown higher quality factors [11].

Thick polysilicon capacitive resonators with silicon electrodes have been realized
using the HARPSS process. Thick polysilicon structures with high aspect ratio
were created by refilling narrow trenches (2–6 �m wide) with conformal LPCVD
polysilicon layers. Fig. 5.15 shows an SEM picture of a 35 �m thick clamped-
clamped TR polysilicon resonator fabricated in HARPSS [12]. The drive and sense
electrodes for this capacitive device are made of thick single-crystal silicon (SCS)
with 0.9 �m inter-electrode gap spacing. Discussion on the fabrication process can
be found elsewhere [13].
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Fig. 5.14 SEM view of a 1.14 GHz self-aligned
radial contour mode polysilicon disk resona-
tors. (Courtesy of Professor Clark T. C. Nguyen,
University of Michigan)



In the process of refilling the trenches with LPCVD layers, a void is usually cre-
ated in the middle of the polysilicon structures. This void does not change the res-
onance frequency of the beam compared with a solid beam of the same dimen-
sions, but it affects the heat transfer across the width of the beam and hence the
thermoelastic damping behavior. Because of this, trench-refilled polysilicon reso-
nators can show interesting Q characteristics that are not typically observed in sol-
id beams of the same dimensions [12], namely a thickness-dependent Q (for a
constant frequency) that can even exceed the thermoelastic damping limits and an
increase in Q with frequency.

5.3.4
Poly-Silicon-Germanium MEMresonators

The feasibility of using thin films of poly-silicon-germanium (poly-Si0.35Ge0.65) de-
posited through LPCVD on top of CMOS-processed wafers for implementation of
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Fig. 5.15 Thick trench-refilled (TR) polysilicon
beam resonator fabricated using the HARPSS
process (length= 300 �m, width = 5 �m,
height= 35 �m)

Fig. 5.16 SEM micrograph of a poly-Si0.35Ge0.65 resonator post-
fabricated on a CMOS wafer. (Courtesy of Professor Roger Howe,
UC Berkeley)
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capacitive MEMresonators has been demonstrated. Low-frequency (�20 kHz)
comb-drive resonators made of p-type poly-Si0.35Ge0.65 (2.5 �m thick) were depos-
ited at 450 �C on top of CMOS wafers, using poly-Ge as a sacrificial material [14].
An SEM picture of a fabricated device is shown in Fig. 5.16. The advantage of
poly-Si0.35Ge0.65 is that it can be deposited at a significantly lower temperature
than polysilicon, making it potentially suitable for post-integration on copper/low
dielectric constant metallization CMOS. Research is under way to extend the fre-
quency of these resonators into the VHF and UHF range using bulk mode capaci-
tive resonators.

5.3.5
Nanoelectromechanical Resonators

Nanoelectromechanical resonators (NEMresonators) can be considered as MEMre-
sonators scaled to the sub-micron domain. Owing to their very small mass, NEM-
resonators are capable of reaching very high frequencies. Nanomechanical reso-
nating beam structures with frequencies in the hundreds of megahertz have been
demonstrated in a variety of materials such as Si [15], AlN [16], SiC [17] and car-
bon nanotubes [18]. However, the resonance characteristics of all the devices re-
ported so far were studied using non-integrated large-scale optical, magnetic or
transmission electron microscope (TEM) inspection methods [15–19]. The integra-
tion of efficient (i.e. low output impedance) nanoelectromechanical transducers
with nanomechanical resonators remains a tough challenge. Two approaches can
be taken in making NEMresonators: the top-down approach, which is based on
downscaling physical sizes defined by lithography on a substrate, and the bottom-
up approach, which is based on chemical assembly at the molecular level to create
a particular resonator structure (e.g. carbon nanotubes). The implementation of
integrated transducers for NEMresonators can be accomplished more easily using
a top-down approach to accelerate the investigation of the scaling limits of various
electromechanical transduction methods. Once the scaling limits have been identi-
fied, suitable transduction methods can also be utilized for bottom-up approaches.

5.4
Filter Implementations

A MEMresonator is an electromechanical system with a single degree of freedom
that is described by the second-order differential equation of motion:

M
d2u
dt2
�D

du
dt
� Ku � ftransducer �5�

where u is the displacement of the microresonator, M, D and K are the effective
mass, damping and stiffness of the resonating element, respectively, and ftransducer

is the force applied to the microresonator by the electromechanical transducers. A
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single high-Q resonator cannot be effectively used as a narrowband filter by itself,
because it does not provide sufficient out-of-band rejection to discriminate be-
tween adjacent bands or channels. The ideal characteristic of a passband filter is
the so-called ‘brick-wall’ characteristic (passband gain = 1, out-of-band gain = 0) that
sharply rolls off outside of the 3 dB passband of the filter. Such characteristics are
best described using high-order transfer functions with multiple poles. If a num-
ber of MEMresonators are coupled to one another, a high-order (or multiple de-
gree of freedom) system will result that can be used as a bandpass filter. Owing
to the electromechanical nature of the resonators, the coupling can be performed
in either the mechanical or electrical domain. We shall discuss various coupling
techniques next.

5.4.1
Mechanically Coupled Filters

A mechanical system with n degrees of freedom has n resonant modes. There-
fore, if a number of microresonators are connected to each other with compliant
coupling elements (ideally massless) as shown in Fig. 5.17, the resulting structure
will have multiple resonances.

As an example, consider the mechanical system depicted in Fig. 5.18. Two identi-
cal resonators each having a mass of M and a stiffness of K are mechanically coupled
to each other by a spring KC. The first resonance of this two degrees of freedom two-
resonator system occurs with the individual resonators vibrating in-phase at their
original resonant frequency f1. For this resonance, the spring KC is not excited.
The second resonance of the system occurs with the resonators vibrating out-of-
phase for which the coupling spring is excited, resulting in a frequency of

f2 	 f1 1� KC

K

� �

�6�

assuming that K >> KC. Therefore, the frequency separation �f between the two
resonance modes is determined by the ratio of the coupling stiffness to the effec-
tive stiffness of the resonator:

�f � f2 � f1 
 f1
KC

Keff
�7�
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Fig. 5.17 Schematic diagram of
a mechanically coupled filter ar-
ray comprised of beam resona-
tors coupled with compliant cou-
pling elements



The resonance modes for a third-order system are shown in Fig. 5.19.
Several mechanically coupled filters using polysilicon micromachining technol-

ogy have been reported [20–23]. Wong et al. [22] demonstrated a two-resonator
68 MHz spring-coupled polysilicon capacitive micromechanical filter with a con-
figuration very similar to that in Fig. 5.17. Placement of a discrete coupling ele-
ment at low-velocity points resulted in less than 1% bandwidth at 68 MHz. How-
ever, extension of this approach to higher frequencies and smaller bandwidths re-
mains a great challenge. For high-frequency applications (UHF range), owing to
the very small size of the resonator element (< 10 �m), mechanical coupling will
require sub-micron size coupling elements (e.g. wires), which are difficult to fabri-
cate using low-cost optical lithography.

5.4.1.1 Through-support-coupled Micromechanical Filters
To reduce further the effective stiffness at the coupling location of mechanically
coupled resonators and achieve ultra-small filter bandwidth, the novel concept of
through-support coupling has been investigated [24]. In structural analyses,
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Fig. 5.18 Schematic diagram of a second-order mechanically coupled sys-
tem, comprised of two identical resonators

Fig. 5.19 Schematic diagram of a third-order mechanically coupled system, comprised of three
identical resonators

�f � f2 � f1 
 f1
KC

Keff



clamped boundaries are commonly assumed to be ideal (i.e. infinitely rigid). How-
ever, solids are elastic with a finite stiffness. Any deviation from the equilibrium
position will cause displacement at these elastic clamped boundaries. This finite
stiffness and small non-zero displacement enables resonators to be coupled
through their support. We exploited the elasticity of the support medium to pro-
vide coupling between adjacent resonators. Using this integrated coupling tech-
nique, there are no additional fabrication requirements for a discrete coupling ele-
ment; attainment of higher frequency filter arrays is limited only by the ability to
fabricate the dimensionally smaller resonators.

Fig. 5.20 shows an SEM picture of an SOI-based second-order through-support-
coupled filter and its measured frequency response in vacuum. This filter, com-
prised of two 100�2 �m clamped-clamped silicon beams that are mechanically
coupled through their support, demonstrated a record ultra-small bandwidth of
0.008% at 1.7 MHz [24]. This technique holds great promise for extension into
the very high frequency range and further research on application to bulk mode
resonators is under way.

5.4.2
Electrically Coupled Filters

Bandpass characteristic can also be realized by coupling the MEMresonators electri-
cally to one another using passive or active coupling elements. Electrical coupling
techniques can be used to overcome some of the difficulties associated with the me-
chanical coupling approach and provide greater potential for extension into the UHF
frequency range. Both capacitors and active electronic buffers have been used to cou-
ple MEMS resonators to each other and provide a high order transfer function.
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Fig. 5.20 (a) SEM view of an array of two
100�2 �m clamped-clamped beams with
9 �m spacing. (b) Frequency response of an

array of two 100� 2 �m beams with a beam
spacing of 18 �m

(a) (b)



5.4.2.1 Capacitive Coupling
In the capacitive coupling approach [25], as depicted in Fig. 5.21, micromechanical
resonators are cascaded with a shunt capacitor to ground between every two adja-
cent resonators. The interaction of the coupling capacitors and the resonators’
equivalent RLC tank circuits results in several resonance modes in the system and
consequently a multiple-order bandpass frequency response.

If we consider a two-resonator system, the capacitive coupling of two resonators
with identical center frequencies (f0), quality factors (Q> 1000) and motional resis-
tances (R) results in a new pair of conjugate poles at a frequency of

f1 � f0

���������������������������

1� �f0CcRQ
�f0CcRQ

�

�8�

where Cc is the coupling capacitor. This will introduce a new resonance in addi-
tion to the inherent resonance mode of the individual resonators at f0. Looking at
the frequency response of the two-resonator system, the first resonance occurs at
the mechanical resonant frequency of the individual resonators. At the first reso-
nance, as shown in Fig. 5.22a, the two resonators resonate in-phase and the cou-
pling capacitor has no contribution (while Cc is being charged by the first resona-
tor, the other resonator is discharging it). At the second resonance (f1), the two re-
sonators operate with a 180 � phase difference and hence the coupling capacitor
comes into the picture (it is being charged and discharged at the same time by
both resonators). Owing to its symmetry, the system can be reduced to a half cir-
cuit with one resonator and a series capacitor Cc/2 to ground. The series capacitor
reduces the total capacitance of the RLC tank, causing the second resonance
mode to occur. The case will be more complicated for a three-resonator system
with two coupling capacitors, as shown in Fig. 5.22b.

The asymmetry in the frequency response of the third-order filter is due to the
fact that the end resonators have only one coupling capacitor attached to them but
the one in the middle is terminated with two coupling capacitors at the two ends.
This asymmetry can be compensated by slight frequency tuning of the end reso-
nators of the chain with respect to the other resonators, but it can result in an in-
crease in an insertion loss. A better solution to this problem is to use a closed
chain of coupled resonators [23] to have complete symmetry for all the resonators.
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Fig. 5.21 Schematic diagram of a capacitively coupled microelectrome-
chanical filter



Fig. 5.23 illustrates simulation results of capacitively coupled electromechanical
filters at 600 kHz with different resonator quality factors, showing the dependence
of the insertion loss on the Q of individual resonators. The value of the coupling
capacitors can be extracted from the resonators’ Q, the desired filter bandwidth
and the desired passband ripple. For the specific filter characteristics in Fig. 5.23,
coupling capacitors of 0.2 pF are required that can be easily fabricated on-chip.

The insertion loss of capacitively coupled filters (assuming ideal lossless cou-
pling capacitors) is determined by the Q of the individual resonators, the order of
the filter and the termination resistors added to flatten the passband:

insertion-loss (dB)=20 log
nRr � 2Rterm

2Rterm

� �

�9�

where n is the order of the filter, Rr is the equivalent motional resistance of the re-
sonators (Rr�1/Q) and Rterm is the termination resistor. Fig. 5.24 shows the sim-
ulation results with non-ideal (lossy) coupling capacitors. Since the coupling capa-
citors are not involved in the first resonance mode, the finite Q of the coupling ca-
pacitors does not have a significant effect on the first resonance peak but its at-
tenuation effect becomes more pronounced in higher resonance modes.
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Fig. 5.22 Electrical schematic diagrams of coupled resonators and their frequency response: (a)
second-order system; (b) third-order system

(a)

(b)



Fig. 5.25 shows the measured bandpass filter response obtained by coupling
two 600 kHz SCS HARPSS resonators with a 3 pF shunt capacitor to ground [25].
Research is under way to implement capacitively coupled filters in the VHF and
UHF range.

5.4.2.2 Electrical Cascading
Another approach used for implementation of high-order MEMS filters is the elec-
trical cascading of MEMresonators using active components [25]. The electrical
cascading of resonators with buffers or amplifiers in between (to eliminate the
loading effect) results in multiplication of the transfer functions and an overall
higher order transfer function with several pairs of conjugate poles.
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Fig. 5.23 Simulation results for 600 kHz ca-
pacitively coupled second- and third-order fil-
ters. A higher resonator Q results in a lower

insertion loss. Coupling cap: Cc = 0.15 pF
(second order) and Cc = 0.2 pF (third order)

Fig. 5.24 Effect of the finite Q of the coupling capacitors on the
frequency response of a third-order capacitively coupled filter



When all the stages have equal center frequencies, cascading will result in or-
der multiplication of poles, which can be interpreted as an overall higher equiva-
lent quality factor. Mathematically, it can be shown that if n identical second-order
resonators with individual quality factors Qi are cascaded, the resultant Q factor of
the cascade is given by

Qtotal � Qi
����������������������

100�3�n � 1
� � Qtotal 	 1�2

���

n
�

Qi �10�

if n > > 1.
This concept can be used to increase the equivalent quality factor of MEMS re-

sonators for filtering or frequency synthesis applications, in case their intrinsic Q
is not high enough. In addition, according to the following equation, the shape
factor (SF) for the cascaded resonators is determined only by the order of the sys-
tem, independent of the quality factor:

SF40 dB �
����������������������

104�n � 1
100�3�n � 1

�

� 1 as n becomes large� �11�

Fig. 5.26 a illustrates simulation results of cascaded resonators with different or-
ders showing the overall Q amplification by increasing the order of the system.
The comparison between cascaded resonators with different number of stages but
identical overall Q (Fig. 5.26b) confirms that despite having equal quality factors,
higher order cascades provide sharper roll-off and better selectivity.

To achieve larger bandwidths without sacrificing the sidewall sharpness in elec-
trically cascaded micromechanical filters, one can take advantage of the frequency
tuning characteristics of capacitive resonators. Introducing a slight mismatch be-
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Fig. 5.25 Frequency response of capacitively coupled resonators at
600 kHz



tween the center frequencies of cascaded resonators results in separation of poles
and hence a wider bandwidth. However, center frequencies of cascaded devices
should be close enough to avoid extra attenuation of each stage by the other
stages (ultra-narrow bandwidth applications).

The frequency response of the active cascade was investigated using a test setup
comprised of cascaded HARPSS resonators (600 kHz) with off-chip amplifiers in
between. Second- and third-order bandpass filters were achieved using two and
three cascaded resonator stages, respectively, as shown in Fig. 5.27 [25]. A pass-
band gain can be achieved in this case because of the amplifiers. When the three
cascaded resonators were tuned to have exactly identical center frequencies
(600 kHz), an overall cascade Q of 19 300 was achieved from resonators with indi-
vidual Q of 10 000.
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(a) (b)

Fig. 5.26 (a) Simulation results of cascaded
resonators with individual Q= 10000
(600 kHz). (b) Simulation results of cascaded

resonators with identical overall quality fac-
tors and different orders

Fig. 5.27 Frequency response of second- and third-order bandpass filters achieved by active
electrical cascading of HARPSS resonators



5.4.2.3 Electrostatic Coupling
Similarly to the through-support filters (Section 5.4.1.1) that do not use any dis-
crete mechanical elements to couple the resonators, electrical coupling of MEMre-
sonators can be accomplished without using distinct coupling elements. In the
electrostatic coupling approach [26], an electrostatic force between the resonating
bodies of two closely spaced microresonators causes coupling and results in a
higher order resonant system, without the need for any physical coupling ele-
ment. Fig. 5.28 shows an SEM picture of an SOI-based second-order electrostati-
cally coupled filter and its measured frequency response in vacuum. The filter is
comprised of two 15 �m thick, 5 �m wide, 500 �m long clamped-clamped beam
resonators with a 2.8 �m wide coupling gap in between. Filter quality factors as
high as 6800 (0.015% BW) with more than one decade of bandwidth tunability
were demonstrated in the second-order electrostatically coupled beam filter of
Fig. 5.28 with a center frequency of 170 kHz [26].

5.5
Dissipation Mechanisms

The unloaded quality factor of a micromechanical resonator is determined from
various energy loss mechanisms and can be expressed by the following:

Q � 1
Qviscous

� 1
QTED

� 1
Qsupport

� 1
Qsurface

� 1
Qinternal

� ��1

�12�

The contribution of each loss mechanism may vary depending on the operating
conditions, geometry, frequency and mode shape of the microresonator. It should
be kept in mind that electrical components/networks connected to a MEMresona-
tor can alter the Q of a resonator (loaded Q).
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Fig. 5.28 SEM view of an SOI-based second-order clamped-clamped electrostatically coupled
beam filter and its frequency response [26]



Qviscous. Viscous damping occurs for micromechanical resonators that operate in
air or a viscous environment. In order to achieve maximum Q, many MEMresona-
tors are designed to operate in vacuum (<10 mTorr). Fig. 5.29 shows the experi-
mental data for quality factor versus air pressure for two piezo-on-silicon clamped-
clamped beams (Fig. 5.12), 100 and 200 �m long, with identical width and thick-
ness of 20 and 4 �m, respectively. The figure illustrates how viscous damping be-
comes the dominant loss mechanism at higher air pressures. The quality factor
tends to drop at higher pressure in higher frequency (higher stiffness) beams [27].

Although the Q of low-frequency (kHz), low-stiffness microresonators can drop
by as much as 2–3 orders of magnitude in air compared with that of the vacuum,
high-frequency ultra-stiff resonators tend to maintain their high Q even in air. For
example, the 150 MHz SCS disk resonator in Fig. 5.10 showed a quality factor of
8200 when operated at atmospheric pressure (a factor of five reduction compared
with its Qvacuum), while the 1.14 GHz disk resonator of Fig. 5.14 had the same Q
in air and vacuum.

QTED. Thermoelastic damping is a result of irreversible heat flow across tempera-
ture gradients produced by inhomogeneous compression and expansion of a reso-
nating structure. While thermoelastic damping can become the main loss mecha-
nism in high aspect ratio beam resonators, its contribution is negligible in disk
resonators owing to the large dimensions of the structures and longer thermal
path. According to Zener [28], thermoelastic loss of a solid homogeneous beam in
the fundamental flexural mode is approximated by

Q�1 � �
��TH

1� ���TH�2
�13�
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Fig. 5.29 Quality factor versus air pressure for the beam resonators
in Fig. 5.12



where

� � E�2
THT0

�Cp
� �TH � �Cpd2

��2
�14�

� is the relaxation strength and �TH is the thermal relaxation time constant with d
as the effective thermal path length. T0 is the resonator equilibrium temperature,
� is the density, E is the Young’s modulus, Cp is the specific heat capacity, �TH is
the linear thermal expansion coefficient, and � is thermal conductivity of the reso-
nator material. In the case of a flexural solid beam, d is equal to the width of the
beam. Therefore, as shown in Fig. 5.30, the thermoelastic loss of a beam has a
Lorentzian behavior and the maxima occurs at ��TH = 1. Hence the frequency of
minimal Q is

fQmin �
1

2��TH
� ��

2�Cpd2
�15�

An interesting variation of the original TED characteristic in solid beam resona-
tors applies to the polysilicon trench-refilled (TR) resonators in Fig. 5.15. The void
created in TR polysilicon beams causes a discontinuity in thermal transport across
the width, altering the thermoelastic behavior of the resonator [12]. Because of
this, two thermal paths will be present in a vibrating TR beam, as opposed to
only one thermal path in a solid resonator (shown in Fig. 5.31). In the hollow
structure, one thermal path is across the thickness of the beam wall (P1) and the
other exists around the void (P2). P1 and P2 illustrate the flow of heat from hot to
cool regions within the structure. The individual thermal paths have a unique fre-
quency-dependent behavior of their own, which will cause a double-dip TED char-
acteristic as shown in Fig. 5.32. Experimental results of polysilicon TR beams
have confirmed the TED of Fig. 5.32 [12]. It should be mentioned that our analy-
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Fig. 5.30 Thermoelastic damp-
ing limited quality factor
(QTED) versus frequency in a
silicon beam resonator



sis does not include the intracrystalline thermoelastic damping in polysilicon
structures [29] that will come into effect at very high frequencies (gigahertz
range).

Qsupport. Support loss, also known as clamping loss, is the vibration energy of a re-
sonator dissipated by transmission through its support structure. During its flex-
ural vibration, a beam resonator will exert both vibrating shear force and moment
on its clamped ends. Acting as excitation sources, these vibrating shear force and
moment will excite elastic waves propagating into the support. Therefore, the sup-
port structure absorbs some of the vibration energy of the beam resonator. It can
be shown that the support loss of the beam resonator is proportional to the third
power of the aspect ratio of the beam [30, 31]:
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Fig. 5.31 SEM picture of a broken resonator,
showing the void in the polysilicon trench-re-
filled beam. Two thermal paths exist in (a) a

hollow beam (TR beam) and one thermal
path in (b) a solid homogeneous beam

Fig. 5.32 Comparison of Thermoelastic damping
limited quality factor (QTED) in a TR and a solid
silicon beam

P1 P2

h

(a) (b)
Void size and width-to height ratio not to scale



Qsupport � L
b

� �3

�16�

The support loss is the dominant dissipation mechanism in side-supported bulk-
mode disk resonators and can be minimized by optimizing the dimensions of the
supporting elements and reducing their numbers.

Qsurface. It has been observed that resonators with rough surfaces have lower qual-
ity factors than those with smooth surfaces. Fig. 5.33 shows the difference in the
surface roughness of two polysilicon beams (trench-refilled) from two different
fabrication lots. Surface roughness can also occur on the sidewalls of SCS resona-
tors that are etched using deep or regular RIE processes. Beam microresonators
with smooth sidewalls have shown between 20 and 100% higher Q factors. The
surface roughness and irregularities of silicon resonators can be improved by the
growth and subsequent removal of a thin layer of oxide on the surfaces.
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Abstract
MEMS devices may play a variety of roles in future mass storage devices. In con-
ventional magnetic and optical storage devices, MEMS components replace or
augment critical subassemblies, such as head positioning actuators or optical
head elements. The motivation for, design of and performance of these MEMS
subassemblies are discussed. A new class of ‘MEMS-centric’ storage devices may
emerge in which MEMS structures completely replace conventional mechanical
elements and novel recording schemes derived from scanning probe technology
are used. The recording methods used, the MEMS component design and integra-
tion, and the control system and architecture of MEMS-centric devices are dis-
cussed.
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storage; micromechanical storage; high-density recording.
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6.1
Introduction

Forecasts of future directions in data storage often predict a prominent role for
MEMS technology. The continuing evolution of mass storage devices toward high-
er data density, faster access and smaller form factors is thought to offer excellent
opportunities to exploit the general advantages of MEMS. This chapter analyzes
specific implementations of MEMS technology in mass storage devices as sub-
components in conventional types of storage devices in addition to ‘MEMS-cen-
tric’ devices, where MEMS technology enables and becomes the heart of an en-
tirely new genre of mass storage devices. In these devices, MEMS technology will
not be limited to enhancing a device’s mechanical capability – it may also be the
key to exploiting new ultra-high density recording schemes that trace their lineage
to the nanometer-scale resolution of scanning probe microscopes.

Conventional mass storage devices fall into two categories – those which use me-
chanical access (magnetic and optical disks, in addition to magnetic tape systems)
and those which use electrical access (solid-state technologies such as Flash
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EEPROM). Mechanical access devices have the highest areal density and lowest cost
per gigabyte and therefore have been predominant in the high-capacity and larger
form factor segments of the market, whereas solid-state storage devices have
emerged in the past decade as the solution of choice for small, low-power, portable
applications for which limited capacities are sufficient. Since MEMS technology
could be a route to both superior mechanical performance and higher recording den-
sities, MEMS-centric devices could exhibit some of the best attributes of both solid-
state and mechanical access devices: the small form factor, fast access and low power
consumption of solid-state devices, together with an areal density and cost per giga-
byte more typical of mechanical access devices. Although MEMS devices are unlikely
to replace either of these existing classes of storage devices completely, they could
emerge as an important new category in the hierarchy of mass storage options.

6.2
MEMS in Conventional Storage Devices: Hard Disk Drives

Spindles and head actuators in today’s hard disk drives (HDDs) are built with con-
ventional copper coils, sintered magnets and stamped or laminated iron yokes and
cores. Miniaturization per se has not yet driven the industry to MEMS solutions;
witness the 1-inch Microdrive, with its conventional spindle motor and rotary actua-
tor [1]. In the near future, however, mechanical performance requirements com-
bined with size and cost concerns appear likely to propel the industry towards a
MEMS solution for a key component – a microactuator to work in tandem with
the conventional rotary actuator that positions the head over the target track.
Although the impending adoption of microactuators in HDDs is often regarded
as the first high-volume use of MEMS components in storage devices, a modest
broadening of the definition of ‘MEMS’ reveals that MEMS technology in the form
of advanced air-bearing sliders has already been present in HDDs for many years.

6.2.1
Track-following Servo in HDDs

Modern HDDs (see Fig. 6.1) access data by means of two actuators: a spindle mo-
tor, which rotates the disk(s), and a rotary voice-coil motor (VCM), which swings
the magnetic head(s) radially across the disk(s). Data are recorded in circular
tracks that are subdivided into sectors; thus, when a user writes or reads data, the
VCM rotates to position the head accurately over the target track and the write or
read operation occurs when the correct sector along the target track travels under
the head. With the increasing areal density in each new generation of HDDs, the
width and pitch of the data tracks become narrower. A typical track pitch of an
HDD in 2003 was �250 nm, a figure that is expected to continue to fall by about
30% per year. The positioning accuracy of the read/write head must be improved
accordingly. In an HDD, the head position relative to the target track center is
monitored and adjusted of the order of 100 times per revolution by a closed-loop
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control system (servo system), which drives the rotary actuator. The accuracy of
this system is governed by a number of parameters; one of the most important is
the servo bandwidth, which roughly means the maximum frequency at which the
servo system can respond to and correct a tracking error. In general, the higher
the bandwidth, the better is the positioning accuracy. Conventional VCM actua-
tors, however, impose limits on servo bandwidth. If the servo bandwidth is in-
creased to include frequency ranges where the actuator has multiple mechanical
resonances, the servo system ceases to function properly. Today’s typical VCM ac-
tuators (after decades of refinement) have resonances from �6 kHz and upwards,
and this generally limits the achievable servo bandwidth to about 2 kHz.

6.2.2
Dual-stage Actuators

One of the most promising ways to increase servo bandwidth is to use a dual-
stage actuator system. The first stage is a traditional VCM that acts as a coarse ac-
tuator with low speed and long stroke. The second stage is a smaller actuator
which rides on the moving arm of the VCM and acts as a fine actuator with high
speed and short stroke. Three types of secondary actuator systems (see Fig. 6.2)
have been proposed so far: (1) the moving suspension type, (2) the moving slider
type and (3) the moving head type. They are also called generations 1–3 to reflect
the increasing complexity and benefit that they offer [2].

In conventional HDDs using single-stage actuators, the read/write elements are
located on an air-bearing slider, which floats over the disk surface on a cushion of
air several nanometers thick. The slider is attached to the arm of the VCM via a
spring-like suspension. In a first-generation (moving suspension) dual-stage sys-
tem, the secondary actuator is located at the end of the actuator arm and swings
the entire suspension and slider as a unit. Since the secondary actuator in this im-
plementation has to move the relatively heavy mass of the suspension (�100 mg),
conventional actuators such as macroscopic piezoelectric actuators [3, 4] are used
(see Fig. 6.3). This type of secondary actuator is relatively easy to fabricate but the
maximum attainable servo bandwidth is limited by the resonant modes of the sus-
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Fig. 6.1 Schematic of a mag-
netic hard disk drive showing
the rotary actuator, suspen-
sion and slider



pension. The maximum bandwidth reported so far is �3 kHz – only a modest
improvement over single-stage VCMs.

In generation 2, the actuator is located between the suspension and the slider,
moving the slider relative to the suspension. Rotational actuation is generally pre-
ferred because the effects of acceleration generated by VCM on the secondary ac-
tuator can be greatly reduced. Several MEMS designs have been published [5–8].
Since the actuator and slider are co-located, there are no significant resonance is-
sues; thus, fairly high servo bandwidth can be achieved. An example of a moving
slider MEMS actuator will be discussed in the next section.

In generation 3, the actuator is located between slider body and the read/write
element, moving the element relative to the slider body. The bandwidth can be
very high, but the fabrication of this actuator and its integration with a magnetic
head are extremely challenging. Although a MEMS actuator of this type has been
fabricated [9–11] (see Fig. 6.4), it has not yet been demonstrated integrated with
read/write elements. From a servo bandwidth point of view, there is currently not
much impetus to implement generation 3.
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Fig. 6.2 Secondary actuator locations for (a) moving suspension, (b) moving slider
and (c) moving head implementations. Reprinted with permission from [2]. © 2003
ASME International

Fig. 6.3 Example of moving suspension secondary actua-
tor [4]. Courtesy of M. Tokuyama et al.

(a) (b) (c)



6.2.3
Moving Slider MEMS Microactuators

Of the three dual-stage actuator types, the moving slider type appears to offer an
attractive compromise between performance and complexity and is also well suit-
ed for implementation with MEMS technology. The design requirements for a mi-
croactuator of this type include (1) sufficiently high output force to move a slider
(�2 mg) over distances on the micrometer scale at high frequency, (2) sufficient
Z stiffness to sustain the loading force of the suspension (�20 mN) on the slider,
(3) good robustness against particulate contamination, (4) a means to provide elec-
trical interconnection between the suspension and the moving slider, and (5) com-
patibility with slider and suspension assembly methods.

An example [8] of this type of microactuator is shown in Fig. 6.5. In this de-
sign, fine adjustment of the head position is performed by rotating the slider;
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Fig. 6.4 (a) Conceptual diagram of an electrostatic moving head
actuator. (b) SEM image of fabricated actuator (no magnetic head
present). Reprinted with permission from [10], © IEEJ 2004

(a)

(b)



since the read/write elements are located in the center of the trailing edge of the
slider, rotation of the slider provides the desired cross-track motion of the ele-
ments. The rotational pivot is realized by a spoke-like flexure anchored at its cen-
ter. The slider is attached to the suspended frame of this flexure. An electrostatic
comb-type actuator is distributed around this frame to create a torque about the
pivot point. Because the slider loading force is applied through the flexure, a rela-
tively large Z stiffness is required; at the same time, a low in-plane stiffness is
needed to achieve sufficient stroke. To meet these two requirements, the flexure
has a very high aspect ratio (3 �m wide�35 �m high). The flexure and comb-drive
elements of this design are fabricated with multiple steps of electroplating of nick-
el into high aspect ratio polymer masks formed by anisotropic plasma etching.
The entire microactuator is covered by a protective cover layer made of electro-
plated nickel (not shown in Fig. 6.5) to keep particles out.

An SEM image of the completed microactuator [12] is shown in Fig. 6.6. The
chip is 2.1 mm wide, 1.7 mm long and 0.16 mm thick. The air gaps of the electro-
static comb are 2 �m wide and 35 �m high. The bonding pads on the slider are
connected to bonding pads on the moving platform of the microactuator; flexible
conductors route the signals from these pads back to corresponding pads on the
fixed substrate of the microactuator, which mate with conductors on the suspen-
sion. The stroke of this microactuator is �1 �m (peak to peak) with a driving volt-
age of 50 V.

The microactuator is integrated with the slider and suspension as follows. First,
the microactuator is attached to the load point of the suspension flexure with ad-
hesive. Then, the suspension leads and microactuator bonding pads are electri-
cally connected by a solder-ball placement/reflow process [13, 14]. Next, the slider
is attached with adhesive to the top of the microactuator and the slider’s bonding
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Fig. 6.5 Schematic diagram of MEMS
moving slider microactuator. Re-
printed with permission from [8].
© 1999 IEEE

Electrostatic
actuator
(Nickel)
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Fig. 6.6 SEM images of (a)
the complete microactuator,
(b) the microactuator with the
protective cover removed, re-
vealing the flexure and comb
drive, and (c) an enlarged
view of the electrodes. Re-
printed with permission from
[12]. © 2001 ASME Interna-
tional

(a)

(b)

(c)



pads and the pads on the microactuator’s moving platform are connected by a
similar solder-ball process. Fig. 6.7 a is an SEM image of the complete assembly.
Fig. 6.7b and c show the interconnections between the slider, microactuator and
and suspension before and after the solder-ball process.

The mechanical frequency response of a conventional VCM and that of a micro-
actuator as described above are compared in Fig. 6.8. Although the microactuator
has a main resonance at 3 kHz, this mode has no ill-effect because it is the main
spring-mass mode of the system with which the servo system is designed to deal.
Above this peak, the response is free of undesired additional resonances out to be-
yond 25 kHz. The phase delay seen above 10 kHz is an artifact of the measurement
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Fig. 6.7 SEM images of (a) the complete sli-
der/microactuator/suspension assembly, (b)
the interconnects before the solder ball pro-
cess and (c) after the solder-ball process. Re-
printed with permission from [12]. © 2001
ASME International



system (low-pass filter in laser Doppler vibrometer). The VCM, by comparison, has
multiple resonances starting around 6 kHz, with rapid deterioration in phase margin.
The increased servo bandwidth made possible by these improvements is expected to
constitute a significant improvement in the overall servo control system [15].

6.2.4
The Air-bearing Slider: an Unconventional MEMS Device

In addition to the microactuator itself, its payload – the air-bearing slider (see
Figs. 6.5 and 6.7), which carries the magnetic read/write elements – is another
MEMS device in its own right. Although rarely discussed as ‘MEMS’ components,
air-bearing sliders are in fact mechanical devices with micrometer- and nano-
meter-scale dimensions. Although the technology used to fabricate sliders includes
some tools and techniques not commonly used for other MEMS devices, the overall
approach is consistent with the broad definition of MEMS. The general lack of
awareness of sliders as MEMS devices stems from the fact that sliders and their fab-
rication methods have evolved over many decades from macroscopic millimeter-
scale devices fabricated by conventional cutting and grinding tools to modern micro-
meter-scale, batch-fabricated (wafer-processed) devices made by etching, plating, vac-
uum deposition and photolithographic patterning [16]. Mechanical grinding and
fine-scale lapping are still used, but on a scale of precision never anticipated decades
ago. Another reason that sliders are often overlooked as MEMS devices is that the
substrate material, which becomes the slider body material, is not silicon, but rather
AlTiC ceramic, an uncommon material in the world of MEMS.
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Fig. 6.8 Frequency response of a microactuator and a conven-
tional VCM actuator



A surprising facet of HDD slider technology is that state-of-the-art magnetic
read/write elements under development today contain features with dimensions
smaller than those used in the most advanced integrated circuits. Therefore, litho-
graphy tools and processes used in the semiconductor industry no longer provide
the resolution needed by the HDD industry. As a result, HDD magnetic heads are
becoming the first very large-volume products to use e-beam lithography [17].
Although e-beam lithography has been considered and rejected in the past for
semiconductor device fabrication owing to low throughput and high cost, it turns
out that magnetic read/write elements only have one or two critical features that
require nanometer-scale lithographic resolution (the magnetoresistive stripe in the
read element and the pole of the write head that determines the track width). The
density of these features on a wafer is sufficiently low that throughput with e-
beam lithography is cost effective.

Although it has often been predicted that magnetic recording would eventually
be replaced by a higher density, ‘nanotechnology’-based recording scheme, the use
of e-beam-defined nanostructures in magnetic heads and the surprisingly high re-
cording densities achieved mean that magnetic recording has itself become a na-
notechnology, competing alongside other nanotechnologies for use in future stor-
age devices (see Section 6.4.2.1).

6.3
MEMS in Conventional Storage Devices: Optical Disk Drives

Although the areal density of optical storage devices is lower than that of HDDs,
optical disks are very inexpensive and are far more robust than magnetic disks for
removable media. As a result, optical disks have become predominant in market
segments where removability has strong advantages, such as for audio/video re-
cording, distribution of prerecorded content and in certain backup and archival
applications. The highest capacity optical disks to date can store 25 Gbytes and
have an areal density of 18 Gbit/in2, which is achieved through the use of a GaN
blue laser diode and a two-element objective lens with high numerical aperture.
Although the use of multilayer recording provides a route to higher capacity in
optical disks, moving to a significantly higher density for an individual layer
would require that the wavelength of the laser diode be decreased further, a chal-
lenging task for which no ideal solution has yet been found. An alternative way to
increase density is to exploit near-field optics and evanescent energy to achieve a
spot size smaller than that attainable with conventional optics [18]. Development
of such a system requires advances in the understanding and modeling of surface
plasmon effects and also the development of high-efficiency probes using MEMS
technology and nanofabrication.

In addition to increasing density, another important direction for the optical
storage industry is miniaturization. In this era of digital convergence, massive
amounts of information and multimedia content are being handled in portable de-
vices. The decreasing cost of data storage and the increasing capacity of ever
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smaller storage devices are among the key enablers of this revolution [19]. How-
ever, optical storage devices do not yet play a leading role in small form factor por-
table devices, even though the usual advantages of optical storage – low cost per
GByte and removability – are appealing for portable devices also [20]. MEMS tech-
nology may be part of the solution to create miniature optical disk drives suitable
for these space-critical applications.

6.3.1
MEMS in Near-field Optical Recording Devices

The first demonstration of near-field optical recording used a tapered optical fiber as
a probe to create marks smaller than the conventional diffraction limit on magneto-
optical media [21]. With this approach, which is based on near-field scanning optical
microscopy (NSOM), an optical beam of sub-wavelength diameter is emitted from a
tiny metal aperture in the end of the probe, which is scanned in close proximity to
the media to write and image domains with dimensions as small as 60 nm in diam-
eter. This optical fiber approach, however, has shortcomings, which include low op-
tical efficiency and low data transfer rate. Thus, fabrication of a high output power
light source has been a critical issue in the progress of NSOM-based optical record-
ing. Other promising approaches include solid immersion lens (SIL) schemes [22]
and super-resolution near-field structures (super-RENS) [23].

The principle of the SIL is that by focusing light inside a high index of refraction
material, where the speed of light is slower, the spot size can be reduced below the
minimum achievable spot size in air. As shown in Fig. 6.9 b, an incident collimated
laser beam is focused using an objective lens toward the base of a hemispherical SIL.
In addition to reducing the wavelength inside the SIL, the spot size is further re-
duced by the convergence of the refracted rays from higher angles, which increases
�max. The large angle rays, however, may be at angles greater than the critical angle
at the base of the SIL. Hence both the reduced wavelength and the large angle rays
exist only within the high-index SIL and must be coupled via their evanescent field
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Fig. 6.9 SIL optical systems: (a) conventional optical system; (b)
near-field system using a hemispherical SIL; (c) system using a super-
hemispherical SIL



to the recording medium located at the base of the SIL. The small spot of light can
reach across an air gap to the recording medium as long as the gap width is less than
the evanescent decay length. In the case of a superhemispherical SIL, a focused spot
is obtained at the base of the SIL when the incident rays converge at a point located
at a distance nr below the center of the sphere. A preferable gap height between the
near-field optics and the recording medium was reported to be no more than �/10 in
order to achieve sufficient evanescent coupling. Practical implementations of the SIL
approach involve mounting the SIL within an HDD-type air-bearing slider, which
flies several nanometers above the surface of the medium. One of the challenges
for this approach is to control the fluctuations of the head-disk spacing tightly en-
ough to fall within the tolerances of the SIL system.

In probe-type optics, the achievable resolution is basically determined by the size
of the aperture fabricated at the end of the probe, which can be as small as 50 nm.
However, tapered metal-aperture probes have an intrinsically low coupling efficiency
because the optical power decreases drastically as the aperture size decreases and the
optical loss in the optical fiber itself is severe in the region where the core diameter is
smaller than the wavelength. Without a breakthrough in optical throughput, this
limitation will continue to hinder real applications of near-field metal aperture
probes in optical storage devices. Simply increasing the input power is proble-
matic, however, because excessive power can damage the probe tip.
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Fig. 6.10 Optical probe de-
signs which improve the opti-
cal efficiency. (a) Steeple-on-
mesa probe and triple-tapered
aperture probe. Reprinted
with permission from [25]. (b)
coaxial probe structure. Re-
printed with permission from
[26]
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Part of the solution to this problem may be the use of a localized plasmon reso-
nance to enhance transmission through the small aperture at the probe tip [24].
Another option may be the use of multitaper probes as shown in Fig. 6.10a,
which can be fabricated via a multistep etching process [25]. Other solutions
using MEMS processing techniques have been applied to increase the optical effi-
ciency of metal aperture probes, including the coaxial probe structure [26] shown
in Fig. 6.10b. This type of structure, which generates a strong field at its apex, is
potentially suitable for integration with other MEMS structures.

Recording devices based on probe-type optics eliminate the need for a flying air-
bearing head. Instead, multiple probes can be used to channel light to localized
spots on the medium to create a MEMS-centric (see Section 6.4) near-field optical
probe storage device. Fig. 6.11a shows an example of an optical probe design [27],
where all of the necessary optical elements, including the light source, waveguide,
nanometer-scale aperture and photodetector, have been integrated into an Si mi-
crocantilever. The light emitted from the source reacts with the recording medi-
um, where it is scattered and subsequently detected by a photodiode integrated
with the Si cantilever. Arrays of optical probes can be integrated in such a man-
ner that each probe has its own electrostatic Z actuator, as shown in Fig. 6.11b.
Although the probes shown in Fig. 6.11b are magnetic rather than optical probes,
the same type of concept could be applied to arrays of optical probes [28].
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Fig. 6.11 (a) Highly integrated can-
tilever optical probe structure. Re-
printed with permission from [27].
© 2000 The Physical Society of Ja-
pan. (b) An array of individually ac-
tuated MEMS cantilever probes. Re-
printed from [28]



6.3.2
MEMS in Small Form Factor Optical Storage Devices

Although it is still premature to discuss a standard physical format for small form
factor (SFF) optical storage devices, several companies are engaged in significant
efforts to demonstrate suitable technology. MEMS technology may play a key role
in miniaturizing the necessary optical and mechanical components to fit into a
suitably small form factor.

There are two types of tracking mechanisms in SFF optical storage devices: lin-
ear sled-type and rotary swing-arm-type mechanisms. Although most conventional
optical drives have used linear sled-type actuators, rotary swing-arm actuators
(similar to those used in HDDs) are gaining favor for SFF drives. Placing several
key optical elements on a flying slider is another design cue from HDDs that can
help reduce the complexity and size of the overall device. Fig. 6.12 illustrates a
swing-arm concept in which MEMS-based micro-optical elements are used for
magneto-optical recording [29]. The design and fabrication of this type of SFF
MEMS optical pickup are described below.

Fig. 6.13 shows a schematic drawing of a micro-optical pickup head composed
of MEMS-based micro-optical elements and SEM images of key components. An
integrated planar microcoil produces a magnetic field either upwards or down-
wards at the optical focal point on the recording layer and changes the direction
of the magnetization of the heated material during the writing process. An inte-
grated hemispherical lens surrounded by the microcoil serves to increase the nu-
merical aperture of the pickup optics in conjunction with a macroscopic objective
lens. On the bottom surface of the pickup, patterned recesses and plateaus form
the topology of a hydrodynamic air bearing, which provides stable aerodynamic le-
vitation over the spinning optical disk at a submicrometer height.

The microlens can be manufactured by a batch process at the wafer level via reac-
tive ion etching (RIE) of the fused-silica substrate followed by thermal reflow of the
masking photoresist. The SEM images show the reflowed photoresist and the corre-
sponding spherical shape transferred to the substrate by using a fluorine-based
chemistry in an inductively coupled plasma (ICP) etcher. Good uniformity and re-
producibility of the spherical shape of the lens require tight control over the photo-
lithography process from run to run. The etched surface of the glass should be suf-
ficiently smooth to avoid degradation of the optical properties of the microlens. A
commonly acceptable criterion is that the r.m.s. roughness of the lens should be less
than one-twentieth of the wavelength for which the lens will be used.

The air-bearing surface (ABS) is similar to those used in HDDs; however, since
the optical components that it carries have more mass than an HDD head, it is
designed for greater stiffness and load force than an HDD ABS. The optical focal
point is located in the rear pad, which flies closest to the disk surface. The partial
hemispherical lens is located on the opposite side of the slider, focusing light
through the slider body to the rear ABS foot.

An integrated focusing actuator is used to adjust actively the position of the ob-
jective lens to maintain proper focus of the optical beam through the microlens
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and across the air gap to the recording layer of the disk. The focusing actuator
shown in Fig. 6.13 is an electrostatic comb-type vertical actuator [20].

One of the challenges in developing an SFF optical drive using an integrated
flying optical head is the complexity of fabricating the integrated head. Another
challenge is to make the head-disk interface sufficiently robust against contamina-
tion for removable media. Use of a flying optical head counteracts one of the ad-
vantages of conventional optical disk systems over removable magnetic disk sys-
tems – the absence of a head flying within nanometers of the surface of the medi-
um, which may be damaged by the particles and contamination present in remov-
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Fig. 6.12 (a) Swing-arm type
micro-optical pickup head
using MEMS-based micro-op-
tical components integrated
into an optical flying head
(OFH) in combination with
additional components in the
pickup base. (b) Functional
block diagram of the compo-
nents used in the swing-arm
pickup system
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(b)
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able media devices. Since optical heads can fly at greater heights than magnetic
heads, adequately robust solutions may be feasible.

6.4
New MEMS-centric Storage Devices

MEMS technology offers promise not only in critical subcomponents of magnetic
and optical drives, but also as the basis for an entirely new class of storage de-
vices, in which MEMS technology plays a central role in the overall device archi-
tecture and fabrication process. These MEMS-centric devices will still be based on
mechanical access, but MEMS actuators and mechanical structures will entirely
replace the macroscopic motors, actuators and mechanical structures of conven-
tional devices. MEMS-centric devices, by virtue of the unique capabilities of
MEMS structures, are thought to have the potential to offer faster mechanical ac-
cess, low power consumption and good shock robustness – all in very small form
factors suitable for the most compact host devices such as mobile phones, hand-
held computing devices, digital video and still cameras and digital music players.

In addition to replacing conventional mechanical components with their MEMS
counterparts, MEMS-centric devices are envisioned to exploit newly developed ul-
tra-high density data recording technologies. Some of these new approaches are
enhancements of conventional methods such as magnetic recording or optical
phase-change recording, whereas others are new recording schemes derived from
scanning probe (SP) technology. From the very earliest days of SP techniques,
there have been successful attempts not only to use SPs to image surfaces, but
also to modify them for the purpose of data storage [30, 31]. The unprecedented
spatial resolution of SP techniques in their native imaging mode also applies
when SPs are used to modify surfaces. The ultimate example is the manipulation
of individual atoms on well-ordered surfaces [32]. This feat demonstrates not only
the ultimate capability for dense data storage, but also reveals a primary shortcom-
ing of many SP-based data recording techniques – a very low data rate. Fortu-
nately, SP techniques are well suited to use batch-fabricated probes, so the pro-
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Fig. 6.13 Micro-optical pickup
head



spect of using low-cost integrated arrays of probes to achieve high data rate via
parallelism is practical.

6.4.1
Technology Building Blocks and Hardware Architecture of MEMS-centric
Storage Devices

MEMS-centric storage devices require a combination of several technological
building blocks: a reliable and high-density basic data recording phenomenon,
suitable probes to perform data recording and retrieval, integrated MEMS struc-
tures which include a probe array and media translation system (scanner), and a
suitable control system that includes probe drivers, data channels, media naviga-
tion system and host interface.

The basic hardware architectures of mechanical-access storage devices can be
classified into two groups: (1) long-range and (2) short-range translation architec-
tures. Conventional disk and tape drives fall into the long-range translation cate-
gory. In this architecture, a small read/write transducer or a small array of trans-
ducers mechanically accesses a medium surface area far larger than the transdu-
cer itself. For example, a tape cartridge may typically have more than 5 m2 of tape
surface area, compared with a head module with millimeter-scale dimensions
overall, which includes several micrometer-scale read/write elements. Although
the ratio of medium area to head size is smaller, a similar situation exists for
disk-based devices. These long-range translation devices typically have a huge data
capacity (tens to hundreds of gigabytes) and a low cost per gigabyte owing to a
fixed drive cost amortized over a large area of storage medium. Although it is cer-
tainly possible to conceive of MEMS-centric devices with long-range translation,
most current efforts focus on short-range translation because they are mechani-
cally much simpler. To create, for example, a disk-based MEMS-centric device,
there is a need for rotational bearings with tight tolerance, low friction and long
life. Good rotational bearings that can be successfully fabricated by MEMS tech-
niques do not yet exist. One futuristic vision of a MEMS-centric storage system
with long-range translation uses multiple independent miniature robots, which
roam over a large area of storage medium [33].

Short-translation MEMS-centric devices generally use a read/write transducer ar-
ray roughly as large as the medium itself. For example, a 64 �64 array of probe-
type transducers, arranged in a 100� 100 m2 grid pattern, can access a
6.4� 6.4 mm2 area of storage medium with a total motion of 100 �m in X and Y.
This type of short-range scanning requirement is well suited to MEMS actuators.
An example of such a device is shown in Fig. 6.14.

A consequence of this short-range translation architecture is that the transducer
array is generally large (and therefore relatively expensive) and the total fixed cost
of the overall device is amortized over only a small area of medium. This means
that for a given areal density, a MEMS-centric device is not competitive on a cost
per gigabyte basis with a traditional long-range access device unless its total cost
is orders of magnitude lower. Conversely, if the total device costs are similar
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(which is more realistic), a MEMS-centric device cannot compete with a disk or
tape device unless its areal density is orders of magnitude higher. Conventional
flash EEPROM devices used for relatively low-capacity storage (especially in porta-
ble devices) have much higher cost per gigabyte; it is in this market segment that
MEMS-centric devices may initially find a competitive advantage.

6.4.2
Basic Data Recording Methods

To create a MEMS storage device of the short-range translation type which could en-
ter the market within a few years with a competitive capacity and cost, an areal den-
sity of perhaps 500 Gbit/in2 or more will probably be necessary. To achieve these
densities, SP-based recording methods rely on bit sizes determined by the interac-
tion of a sharp probe tip with the medium. The use of a sharp probe tip sets these
techniques apart from existing techniques, such as conventional magnetic record-
ing, where the bit size is determined by lithographically patterned structures in
the head, and optical recording, where the optical spot size determines the bit
size. Although several SP-based methods show promise to reach the densities
needed, none has yet achieved a product-worthy level of long-term reliability in
terms of error rate, write/erase cycles and robustness against aging and environmen-
tal conditions. One of the challenges is to keep the probe tips sharp and free of con-
tamination, especially for methods that bring the tip into contact with the storage
medium. Several of the leading recording methods are discussed below.
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Fig. 6.14 Schematic illustration of a short
translation-type MEMS-centric data storage
device, showing the layout of the probe array,

analog front end electronics chip, microscan-
ner and storage medium. Reprinted with per-
mission from [87]. © 2003 VLDB Endowment
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6.4.2.1 Magnetic Recording
In the light of the magnitude of the effort required to develop new recording
schemes, one option is to adapt a well-proven method such as magnetic recording
for use in MEMS-centric devices [28, 34]. Magnetic recording not only supports very
high data rates and unlimited write/erase cycles, it also currently achieves the high-
est areal density (�100 Gbit/in2) of any commonly used storage method. Moreover,
the magnitude of investment behind it suggests that further advances are likely.
However, simple scaling of magnetic grains in magnetic media to accommodate
higher densities (which has been successfully applied to increase areal density by
more than seven orders of magnitude since the 1950s) is no longer straightforward
because of challenges imposed by the superparamagnetic effect [35]. To achieve den-
sities of 500 Gbit/in2 and beyond, fairly radical changes such as perpendicular re-
cording [36] or patterned media [37, 38] may be needed. Patterned media are often
considered too expensive for HDD disks. However, the small area needed in MEMS-
centric devices and the rectilinear raster-scan track format they use could allow tech-
niques such as interference lithography [39] (which is better suited to rectilinear
than to circular patterns) or soft lithography [40] to be cost-effective.

A variety of probe types can be used for magnetic recording. In one approach,
an inductive write element and a read sensor based on the giant magnetoresistive
(GMR) effect are integrated into a cantilever probe [28, 41]. Alternatively, a ferro-
magnetic tip on a cantilever (with or without externally applied field) can be used
[34, 41–43]. Another option for writing, although more speculative, is to exploit
current-induced magnetic switching with current pulses from tip into certain
types of multilayer magnetic media [44].

In the first approach (see Fig. 6.15), a combination of a horizontal-coil mono-
pole write head (incorporating a sharp tip) and a yoke-type GMR read sensor are
used in conjunction with a bilayer perpendicular medium (soft magnetic under-
layer plus hard magnetic PtCo recording layer). The soft underlayer completes the
magnetic circuit, which routes a high flux density through the tip (for localized
writing) and a lower flux density (not sufficient to write the medium) across the
head-media air gap through the large-area yoke wing. The GMR read sensor strad-
dles a gap in the yoke. Although relatively complex compared with other probe
types, this structure can potentially be fabricated by use of conventional deposi-
tion and patterning techniques along with several planarization steps using chem-
ical mechanical polishing (CMP). The tip itself must be made of a material with
high saturation magnetization, such as iron nitride. The Spindt process (originally
developed for field emission cathodes) has been proposed to fabricate the tip [45].
Modeling results [28] suggest that such a system could meet the relevant thermal
and SNR requirements to achieve at least 250 Gbit/in2 and a power consumption
of about 0.1 mW for both writing and reading (higher densities will be needed,
however). Data rate per probe could in principle approach that of an HDD head
(up to 1 Gbit/s), although media translation speeds in MEMS devices are likely to
limit this to a lower value.

The second approach (see Fig. 6.16) is based on magnetic force microscopy
(MFM), in which a force or force gradient acting between a ferromagnetic tip and

6 MEMS in Mass Storage Systems212



the magnetic medium is detected via its effect on the deflection or resonant fre-
quency of the flexible microcantilever on which the tip is placed. Writing is ac-
complished by bringing the magnetic tip close to or into contact with the medi-
um, where the localized field of the tip can reverse the magnetization of the medi-
um [46]. Since data recording involves writing regions of both magnetic polarities,
it is necessary either to provide two such tips with opposite polarity or to provide
a means such as a switchable external field to reverse the polarity of a single tip.
For readback, the tip hovers above the medium at a height such that the field of
the tip cannot reverse the magnetization of the medium (but close enough that it
still responds to recorded information). Readback sensing requires the ability to
detect cantilever deflection at the nanometer scale. Approaches such as capaci-
tance sensing, piezoelectric sensing or piezoresistive sensing would be likely can-
didates. Simulations [47] predict that such a system can meet SNR requirements
at densities of at least 300 Gbit/in2. Power consumption in the probe itself is sig-
nificantly less than for inductive writers and GMR sensors. However, a tradeoff is
that the mechanical response of the cantilever operating in a noncontact mode
would typically limit the data rate to less than 1 Mbit/s.
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Fig. 6.15 (a) Cross-section and (b)
plan view of a probe head for per-
pendicular magnetic recording, im-
plementing a monopole inductive
write and a GMR read sensor. The
sharp tip concentrates the flux for
localized writing; the flux return
path is through the soft magnetic
underlayer of the medium, across
the air gap and into the large-area
yoke wing. During reading, flux ori-
ginating in the medium passes
through the same loop, where it is
detected by the GMR sensor that
bridges a gap in the yoke. Re-
printed with permission from [28]



6.4.2.2 Thermomechanical Recording
Although magnetic recording is used widely in conventional disk and tape drives,
its usefulness in MEMS storage devices is not yet proven. One recording method
which has been shown to achieve very high densities is thermomechanical record-
ing [48, 49]. This recording method uses a sharp tip to create nanometer-scale in-
dentations in a thin polymer film. To create a pit, the tip is heated while a mo-
mentary indentation force is applied. For a given polymer film, the size of the in-
dentation depends on the magnitude of the force and temperature applied.

A variety of polymer materials, both linear and cross-linked, can be used as
thermomechanical media. Examples include polyimide, polysulfone, polystyrene,
poly(methyl methacrylate) (PMMA) and SU-8 epoxy-based photoresist. The onset
temperature for the formation of indentations has been observed to scale with the
bulk glass transition temperature of the material. In addition, the time-tempera-
ture superposition principle, which predicts that short-duration, high-temperature
pulses are equivalent to long-duration, low-temperature pulses, has been found to
hold for thermomechanical writing with pulse lengths of microsecond-scale dura-
tion and longer.

Thermomechanical data storage was first demonstrated using an external laser
to heat the tip on a single lever in contact with a bulk PMMA medium. Readback
was accomplished by using an optical lever to monitor cantilever motion as the
tip traversed indentations in contact with the medium [50, 51]. More recently, ar-
rays of cantilevers with integrated resistive heaters and tips have been developed.
Readback sensing has been demonstrated using piezoresistive [52], piezoelectric
[53, 54] and thermal [48] displacement sensing. Capacitive sensing [55] is also an
option.

In the case of levers with piezoelectric readback (see Fig. 6.17), a sputtered ZnO
or sol-gel deposited PZT film on a single-crystal Si cantilever directly converts
strain due to deflection of the cantilever into electric charge. Piezoelectric sensing
offers better power efficiency than either piezoresistive or thermal sensing be-
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Fig. 6.16 MFM probes with permanent mag-
netic tips can be used for magnetic recording.
In writing, two tips of opposite polarity (only
one shown) can flip the magnetization of the
medium by bringing the tip into close proxi-
mity to or contact with the medium. For read-

back a single tip is held some distance away
from the medium, where the magnetization of
the medium causes detectable deflections of
the lever without changing the magnetic state
of the medium. Image courtesy of L. Abel-
mann



cause no steady-state power needs to be applied to the sensor to obtain a response
to lever deflection changes. Although speed is limited by the mechanical response
of the lever, piezoelectric sensing introduces no additional speed limitations.

In the case of thermal readback, cantilever probe structures are particularly sim-
ple because the same type of resistor used to heat the tip can be used for read-
back detection. A hot resistor can be used to sense vertical motion of the lever by
virtue of the changes in temperature and resistance that occur as the distance
(and therefore the thermal conduction through the air gap) between the hot resis-
tor and room-temperature surface of the medium is varied. In a simple U-shaped
design, as shown in Fig. 6.18 a, a single resistor is heated to a relatively high tem-
perature (e.g. 400 �C) for writing and a lower temperature for reading (e.g.
300 �C). The read temperature is chosen to be insufficiently hot to cause any per-
manent indentations. For this type of lever, with a spacing of �0.5 �m between
heater and sample, a change in heater resistance on the order of 10–5 per nano-
meter of spacing change occurs. Unlike piezoelectric sensing, thermal sensing is
limited not only by the mechanical response of the lever, but also by the thermal
time constant of the heater, which is typically around several microseconds and
limits the per-tip data rate to around 100 kbit/s.

An improved three-leg lever design for thermomechanical recording is shown
in Fig. 6.18 b. In this case, separate read and write resistors are used to optimize
each for their separate roles. The tip protrudes from the write resistor, while the
read resistor is relatively far away. This allows the read resistor to be run hotter
(for better sensitivity) without the risk of modifying the medium because the tip
remains cool. Furthermore, a large central platform has been added to provide in-
creased capacitive force at low voltage for writing.

Thermomechanical recording is a fully rewritable technique. Data can be either
bulk-erased by heating the entire medium to a high temperature to allow indenta-
tions to reflow back to a flat surface or it can be erased bit by bit. Bitwise erasing
(erasure of short sequences within a larger pre-written area) relies on the observa-
tion that if a new indentation is formed too close (i.e. within half a pit diameter)
to an existing indentation, the existing indentation is erased. Heat spreading dur-
ing the formation of the new indentation, coupled with the pressure gradients oc-
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Fig. 6.17 A piezoelectric film of PZT
deposited on a cantilever probe can be
used for high-speed, low-power read-
back in thermomechanical recording.
Reprinted with permission from [53].
© 2003 IEEE



curring near the new pit, result in relaxation of the existing pit. Repeating this
procedure sequentially down a track of existing bits results in erasure of the track,
leaving only one final bit at the end of the sequence. A variation on the bitwise
erasure method described above can be used for direct overwriting (writing new
data over old without erasing in between). Interrupting an otherwise continuous
train of closely spaced write pulses leaves a single pit at each of the interruption
points, which are timed properly to write the new data track.
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Fig. 6.18 (a) A simple U-shaped, two-terminal cantilever
with a single resistor can be used for both writing and read-
ing. Reprinted with permission from [81a]. © 1999 IEEE. (b)
A more elaborate three-terminal design incorporates sepa-
rate read and write resistors as well as a platform for capa-
citive force. (c) Close-up view of the tip reveals the sub-
20 nm radius, which is essential for achieving high density.
Reprinted with permission from [56], © 2004 IEEE

(a)

(b)

(c)



Thermomechanical data recording has been demonstrated to achieve raw bit error
rates of 10–4 or lower at a density of 641 Gbit/in2 [56]. In this demonstration, a single
lever tester (rather than an array of levers) was used to write data fields (see Fig. 6.19)
of at least 400000 bits with 37 nm minimum indentation spacing along the tracks
and 37 nm track pitch. Use of (1, 7) modulation coding, which allows an increase
in linear density without the partial erasure that occurs when indentations are
placed too closely together, enhances the linear density by a factor of 4/3 (see Sec-
tion 6.4.5.2). Although thermomechanical and other recording techniques can be
used to make marks at densities higher than this, the more rigorous type of demon-
stration reported [56] is more indicative of the actual data recording capability of a
particular recording method at its current state of development.

Thermomechanical recording is not known to have any fundamental density
limitations analogous to the superparamagnetic effect encountered in magnetic re-
cording. The ultimate density limit of thermomechanical recording may occur
when the indentations approach atomic dimensions. Thus, thermomechanical re-
cording has plenty of potential for future density increases.

6.4.2.3 Phase-change Recording
As early as the 1980s, local modification of phase-change materials with a scan-
ning tunneling microscope (STM) was explored for data storage [57]. Bits are re-
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(c)

Fig. 6.19 Thermal readback images of re-
corded fields at different areal densities of (a)
410 Gbit/in2, (b) 641 Gbit/in2 and (c)
1.14 Tbit/in2. In all cases, (1, 7) modulation

coding is applied in the on-track direction. Re-
printed with permission from [56], © 2004
IEEE



corded as localized regions of amorphous vs. crystalline phase in a manner simi-
lar to that used in phase-change optical media. Rather than using a heated tip as
in the case of thermomechanical recording, phase-change recording relies on di-
rect heating of the medium via current flowing from the probe into or through
the medium. In general, heating above the melting temperature followed by rapid
quenching creates a local zone of amorphous material, whereas heating to a lower
annealing temperature for a longer duration of time recrystallizes (and therefore
erases) such a zone. Readback is accomplished by detecting differences in electri-
cal conductivity between the two phases. One suitable medium is an InSe/GaSe
bilayer grown epitaxially on an Si(111) substrate [58]. Other media choices include
AgInSbTe and GeSbTe alloys [59] for which resistivity ratios on the order of 103

between amorphous and crystalline phases are reported.
Phase-change media may be written and read using an electrically conducting

tip in contact with the medium. A capping layer of doped amorphous carbon pre-
vents oxidation of the medium and improves its wear resistance [60]. During writ-
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(b)

Fig. 6.20 (a) Dots of crystalline material recorded in a 50� 50 nm2 grid on a
10 nm thick film of Ge2Sb2Te5 phase change material. (b) Conductivity trace
through a row of dots reveals a high contrast and a dot width of approxi-
mately 18 nm. Images courtesy of CAE-LETI France



ing, a self-focusing of current occurs owing to the high conductivity of crystalline
material compared to the amorphous surrounding material. Arrays of dots as
small as 10 nm in diameter have been created by this method (see Fig. 6.20). A
slight topographic change accompanies the phase change, with the surface of the
crystalline material sinking less than 1 nm.

When the tip is used in contact with the medium, tip wear and contamination
can compromise resolution, reproducibility, signal-to-noise ratio and lifetime. Use
of a noncontact microfabricated field emission probe with integrated extraction
and focusing elements has been proposed as a solution [58, 61, 62]. A focused
beam from this structure is used to induce phase changes directly. During read-
back, a phenomenon referred to as electron beam-induced current (EBIC) is
exploited. A potential is applied between a surface layer of the medium and the Si
substrate. As the focused beam from the field emission probe passes over differ-
ent phases of the medium, a larger current flows between the surface and sub-
strate when the beam impinges on crystalline as opposed to amorphous material.
A current ratio of 14 is reported between the two phases [58]. Readback band-
widths up to 550 kHz have been reported.

6.4.2.4 Other Recording Schemes
A variety of other recording methods have been proposed and studied experimen-
tally for MEMS storage systems, including near-field optical recording, charge in-
jection in nitride oxide-semiconductor (NOS) media, polarization switching in fer-
roelectric materials, and state switching in molecular films. Near-field optical re-
cording using probe-type optics was discussed in Section 6.3.1. Charge storage in
NOS media was one of the first rewritable methods to show a high level of repro-
ducibility [63]. However, it appears to be difficult to scale to the densities needed
in the future. Recording in ferroelectric films such as PZT is also rewritable and
has been used to create bits as small as 40 nm [64]; however, retention loss (self-
erasure) phenomena continue to raise questions about the usefulness of this
method for nonvolatile recording. Recently, it has been proposed that monolayer
molecular films of certain types can exhibit a switching behavior at the single
molecule scale, offering extremely high density (bits as small as 1 nm in diameter,
which would correspond to more than 600 Tbit/in2). One example using an organ-
ic complex has been reported [65], although questions remain concerning the na-
ture of the contrast mechanism [66]. Another material reported to exhibit molecu-
lar-scale switching is rotaxane [67], although this appears to be an irreversible (i.e.
write once) phenomenon.

6.4.3
Microscanner

To create a functional storage device, mechanical motion is required between the
read/write probes and the storage medium. This function is accomplished by a mi-
croscanner, which consists of a movable table on which the medium (or, alterna-
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tively, the probe array) is located, a spring system with sufficient compliance to ac-
commodate the required amount of motion and an actuation means with sufficient
force to move the table the desired distance and with the desired acceleration.

Although the microscanner is a conceptually simple device, its design require-
ments are stringent, and include the following: (1) independent and orthogonal
X–Y travel range of 50–200 �m; (2) good repeatability and linearity; (3) a maxi-
mum undesired out-of-plane motion of a small fraction of a micrometer; (4) actua-
tion bandwidth sufficient to accommodate a 1–5 ms seek/settle time; (5) small
size suitable for flash card form factors; (6) shock and vibration resistance, both
operational (typically 5 g) and nonoperational (survive up to 2000 g or more); (7)
low power consumption; (8) low driving voltage; and (9) low cost. In some de-
signs, Z-axis and tilt correction actuation are additional requirements.

These requirements have led to very different approaches, including electromag-
netic scanners [68–70], another with an electrostatic interdigitated comb drive [28],
a scanner with a stepper-like electrostatic surface drive [71], an electrostatic clamp
and slip design [72, 73], and one with thermal actuation [74]. Notably absent is a
piezoelectric design; although piezoelectric actuators are common in SP micro-
scopes, it is difficult to generate the desired stroke in the small space available in
a microscanner.

To minimize the driving force and power consumption, the table mass and the
X–Y spring stiffness should be minimized. On the other hand, high Z stiffness is
required unless Z-axis actuation is also included. To meet these requirements,
high aspect ratio (as high as 40 : 1) cantilever springs are used, which can be
formed by deep reactive ion etching (DRIE) of Si [75]. Constructing the entire
scanner from single-crystal Si eliminates drifts and deflections due to thermal
mismatches; Si springs also have a very long life with minimal aging effects due
to material fatigue, provided they are not overstressed. For narrow (�10 �m wide)
springs, keeping the scanner table travel range to within less than 10% of the
spring length not only prevents overstressing the spring, but also results in a
highly linear displacement versus actuation force.

The above assumes that a single actuator is used to create motion of the medi-
um relative to a rigid probe array. In some designs, individual actuation of probes
is desired, either to counter the effects of thermal expansion mismatches between
the probe array and medium (which would result in tracking errors that vary over
the active area of the probe array) or to increase the degrees of freedom – allow-
ing individual probes to follow individually optimized scans. Actuators on individ-
ual probes could also be much faster owing to their smaller mass; however, their
complexity is increased dramatically compared with single-actuator designs. An
example of probes with individual electrostatic Z actuators is shown in Fig. 6.11b.

6.4.3.1 Electrostatic Interdigitated Comb Drive
Comb-drive actuators, which have been used in MEMS for years, consist of two
partially meshed comb structures, one a fixed stator and the other movable. By ap-
plying an electrical potential between the two combs, a force is generated in the
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direction of increasing the overlap of the combs. Comb actuators have the advan-
tage of easy fabrication – a single mask level and one DRIE step are sufficient to
delineate the combs, the table, the springs and the frame. By measuring the capa-
citance across a pair of combs, the position of the table can be determined for
closed-loop position control. Disadvantages of comb drives, however, include the
relatively weak force that they generate and the high voltage that they need. To
achieve a 50 �m motion with 200 fingers, each 500 �m high and with a 16 �m
gap between them, as much as 120 V may have to be applied [28].

6.4.3.2 Electrostatic Surface Drive
This type of scanner, which works much like a stepper motor [71], also consists of
two periodic structures with one fixed and the other movable. Unlike a comb
drive, however, the structures are planar and face one another. Depending on the
spatial phase relationship between the two sets of periodic electrodes and the vol-
tages applied to them, in-plane forces are generated, which move the table to
stable positions where the periodic structures are aligned. For continuous motion,
each surface has multiple interleaved periodic electrodes, which can be succes-
sively activated to create a voltage wave to propel the table continuously in the de-
sired direction. Along with the desired in-plane forces, this type of actuator also
exerts large Z-axis forces, which must be taken into account in the design of the
flexure springs.

As in the case of other stepping-type actuators, the position of the table is
known without an independent position sensor to within a single step unless an
external force overcomes the actuation force. A position resolution as small as
5 nm has been reported [76] for an actuator of this type with seven addressable
periodic electrodes. Since the intrinsic electrostatic centering force at each step po-
sition acts as a restoring force, the overall in-plane stiffness of the scanner when
operating can be significantly greater than the stiffness of the flexure springs.
Hence the flexure springs can be made relatively soft for better power efficiency,
while maintaining a strong holding force to counter external disturbances. Other
actuation systems can accomplish the same thing via closed-loop servo, but this
requires an independent position sensor and control system.

6.4.3.3 Electrostatic Shuffle Drive
The shuffle drive (also known as an inchworm actuator) is an electrostatic design
based on a clamp and slip motion. It consists of two feet, which can be indepen-
dently clamped to the substrate via electrostatic force, and a membrane, which
can be reversibly collapsed by electrostatic force. The motion cycle is described in
Fig. 6.21. Since the moving element is always clamped by at least one foot, it has
high in-plane and out-of-plane rigidity for immunity to external disturbances with-
out a need for a stiff flexure and its power consumption penalty. A microactuator
based on a similar principle in which the out-of-plane deformation of the mem-
brane has been replaced by in-plane deformable beams has been reported [77].
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Fig. 6.21 (a) One-dimensional shuf-
fle motor concept based on stick–
slip motion. Reprinted with permis-
sion from [33]. The motion cycle
consists of (1) clamping one foot,
(2) deforming the membrane, which
makes the second foot slip, (3)
clamping the second foot and (4) re-
leasing the voltage on the mem-
brane and unclamping the first foot,
which slips forward, ready to start
the cycle over from a new position
(1�). (b) Layout (top view) of the
shuffle motor. Reprinted from [72],
with permission from Elsevier
Science. © 1998 Elsevier Science

(a)

(b)



Although for both concepts only one-dimensional devices have been reported,
two-dimensional versions are conceivable.

6.4.3.4 Electromagnetic Drive
This means of actuation, which is widely used because of its high force and effi-
ciency in conventional macroscopic actuators, generates a force via the flow of cur-
rent through a coil of wire in the presence of a magnetic field. Conventional fabri-
cation methods using stampings and wire-wound coils can be used to produce ef-
ficient miniature electromagnetic motors and actuators, even for devices as small
as 1 mm, such as those used in watches. In MEMS scanners, although planar in-
tegrated coils and magnets created by depositing magnetic films would appear to
be attractive from a fabrication standpoint, they are difficult to design and fabri-
cate with a sufficient number of coil turns and a sufficient mass of magnetic ma-
terial to generate large forces efficiently. As a result, hybrid solutions are often
preferred, in which MEMS techniques are used to fabricate the passive mechani-
cal components such as the frame, flexures and table and conventional discrete
magnets and wire-wound coils serve as the active elements.

The challenge in creating planar coils stems from the fact that in order to be ef-
ficient, the coils generally must fill the available volume with multiple layers of
turns. Each layer may require a planarization step, lithography, thick-film electro-
plating, an insulation layer to avoid unwanted shorts between layers and a means
of forming a vertical electrical interconnection to the next layer. Scanners using
integrated planar coils (along with discrete conventional magnets) have been im-
plemented for scanners with Z-axis and tilt actuation in addition to X–Y motion
[68–70]. In these designs, the complexity of the coil arrangement justifies the use
of integrated coils. Since integrated coils are lighter than permanent magnets,
these scanners rely on moving coils rather than moving magnets. Copper flex-
ures, which are fabricated in a single step with the coils, serve both as flexures
and as electrical connections to the moving coils.

An advanced hybrid design is shown in Fig. 6.22. The passive structures are de-
fined by DRIE etching of single-crystal Si. The fixed coils are located between
pairs of opposing magnets attached to moving shuttles. An unusual aspect of this
design is that it utilizes pivoting reversing levers between the shuttle and table for
both axes of motion. By balancing the masses on each side of the reversing lever,
a ‘mass balanced’ design is achieved, in which external shock and vibration have
minimal effect on the motion of the table. The forces on the table and shuttle due
to external acceleration cancel one another, leaving the scanner largely immune to
external influences. Although mass balancing is commonly used in rotary actua-
tors, it is less often applied to linear actuators owing to the complexity of the
mechanism needed. In a MEMS scanner, this complex mechanism can be fabri-
cated with high precision and low cost.

When all of these scanner options are compared, no single approach stands out
as optimal. Although several designs have been successfully built and tested, full
evaluation of their performance requires integration into complete working
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MEMS-centric storage devices, a step that will not be completed until all of the
other building blocks of the system are ready.

6.4.4
MEMS Integration

Creation of a functional MEMS-centric storage device as shown in Fig. 6.14 in-
volves several integration steps, which include: (1) integration of hundreds or
thousands of probes into a probe array, (2) integration of the probe array with its
driving electronics, (3) integration of the storage medium with the microscanner,
and (4) final integration of the scanner/media subassembly with the probe array/
electronics subassembly.

6.4.4.1 Two-dimensional Probe Array
The first integration step is the fabrication of a two-dimensional array of probes.
Although probe arrays have been fabricated not only for storage applications but
also for parallel imaging and lithography applications [78–81], only in a few cases
has successful operation of arrays been reported [54, 69, 82]. The array shown in
Fig. 6.23 is a 32� 32 array of U-shaped probes for thermomechanical recording.
The 1024 probes are placed on a 92 �92 �m2 array, yielding a 3� 3 mm2 overall ar-
ray size. This array includes passive crosspoint addressing of the levers via series
isolation diodes with row and column lines. The cantilevers in this array are
formed by surface micromachining and have been released from the Si substrate
by a wet anisotropic underetching technique.
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Fig. 6.22 Two-dimensional mass-balanced electromagnetic scanner. Dis-
placement of the actuation shuttle is transferred to the scanner table via a
reversing pivot. Since the shuttle and the media table have equal mass and
are constrained to move in opposite directions, the scanner is largely im-
mune to external disturbances

Permanent
magnet
(on shuttle)



Homogeneity of probes over the entire area of the array is essential. For the ar-
ray shown in Fig. 6.23, a tip height tolerance of 80 nm, a heater resistance stan-
dard deviation of 1% and tip apex radii generally below 20 nm have been reported
[82]. Since arrays of this type do not have actuators for individual levers, it is also
necessary that cantilever flatness (or bending) be controlled for a well-defined Z
height of the probes relative to the medium across the entire array. In a thermo-
mechanical recording test with this type of array, more than 80% of the 1024
probes were found to be functional [69].

6.4.4.2 Cantilever Array/CMOS Integration
For the passive array shown in Fig. 6.23, time multiplexing can be used to operate
the array in a sequential column-by-column fashion. Since the maximum number
of probes that can operate simultaneously is limited to one full column, the maxi-
mum data rate of the complete device may be limited to an unsatisfactorily low
level. To operate more probes in parallel, it is necessary to integrate addressable
driving electronics with individual probes or at least with small groups of probes.
However, methods of merging of MEMS devices, each having its own unique fab-
rication process, with conventional CMOS electronics are not obvious.

Among the solutions that have been investigated are post-CMOS MEMS proces-
sing [83] and through-wafer interconnects to allow a CMOS chip to connect to the
backside of the array chip [79, 80, 84]. Both solutions, however, have shortcom-
ings: the limitations of post-CMOS processing excessively constrain the probe de-
sign and through-wafer vias have been found to be unusually challenging and
complex to fabricate.

A promising new solution is the device transfer method [85], in which MEMS
structures originally fabricated on one wafer are physically transferred en masse
to the surface of a CMOS wafer, where they are electrically and mechanically
bonded in place. This transfer process involves bonding the device side of the
MEMS wafer to a temporary glass carrier (wafer) with polyimide, followed by
complete removal of the original MEMS substrate via grinding and etching. Bond-
ing pads and polyimide socket-type alignment features are then fabricated on the
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Fig. 6.23 Optical and SEM views of a 32�32 cantilever array chip. Reprinted with
permission from [81a]. © 1999 IEEE



exposed bottom side of the MEMS structures. The bonding pads are bonded to
matching solder-capped studs on the CMOS wafer using heat and pressure. Final-
ly, the glass carrier is released by laser ablation of the polyimide through the
transparent glass, leaving the MEMS structures mechanically and electrically
bonded in place on the CMOS wafer. This process has been demonstrated for wa-
fer-scale transfer of multiple arrays of 4096 freestanding cantilevers (with a canti-
lever density of 100 levers/mm2 and an interconnect density of 300 interconnects/
mm2) to a CMOS-like wafer. Mechanical parameters have been shown to be fairly
uniform (see Fig. 6.24), with the slope of the cantilevers controlled to within 0.1 �.
The electrical resistance of the interconnects is well below 1 � and their yield was
found to be > 99.9%. The cantilevers, which are 70 �m long and 300 nm thick,
survive the process unscathed, with even their 20 nm radius tips (which are well
protected throughout the process) fully intact.

6.4.4.3 Medium/Scanner Integration
Although there is at least one case of a design in which the lever array is placed
on the scanner [74], it is generally easier to put the storage medium on the scan-
ner to avoid the need for multiple electrical interconnections to the moving scan-
ner platform. Locating the medium on the scanner, however, also has its chal-
lenges. Three approaches can be envisioned: (1) depositing the medium on the
substrate before the scanner itself is fabricated, (2) depositing the medium after
the scanner has been fabricated, and (3) attaching a ‘storage medium chip’ to the
finished scanner. For a thermomechanical polymer medium, which is most easily
deposited by spin coating, the first approach has been chosen [48] because spin
coating requires a surface free of significant topography and the finished scanner
is much too fragile to survive the spinning process. However, this option requires
that the medium be protected from damage through the subsequent scanner fab-
rication process. Depositing the medium after completion of the scanner would
be an option for vacuum-deposited material, such as magnetic or phase-change
media, as long as patterning of the medium is not required. For polymer media,
spray coating could be an option, as well as physical or chemical vacuum deposi-
tion. Mounting an additional chip with the storage medium on the finished scan-
ner presents challenges in maintaining height and tilt tolerances for the plane of
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Fig. 6.24 SEM view of a section of a cantilever ar-
ray transferred to a CMOS-like wiring chip using
the device transfer method. Reprinted with permis-
sion from [85]. © 2003 IEEE



the storage medium relative to the scanner frame; systems which have Z height
and tilt motion available could accommodate this strategy.

6.4.4.4 Final MEMS Integration
Once the two major subassemblies (lever array + CMOS, scanner+ medium) have
been completed, the final mechanical integration step is to combine them into a
single unit. Since this step involves bringing two large mating chips of �1 cm2

area together with a gap of no more than a few micrometers between them, excel-
lent flatness and height tolerance control are needed. Cleanliness, particularly
with respect to particles, is also essential and, because both subassemblies contain
fragile micromechanical elements, cleaning options are limited. For designs
which include Z height and tilt actuation in the scanner or individual Z actuation
on the probes [28], some relaxation of assembly tolerances is possible.

6.4.5
Storage Device Control System and Architecture

MEMS-centric storage devices are hybrid approaches that employ technologies
used in both semiconductor memories and conventional mechanical access stor-
age devices such as HDDs. As MEMS devices, they have adopted low-cost batch
fabrication processes from the semiconductor world. As mechanical access de-
vices, they have adopted the concept of using mechanical positioning to address
data on a continuous thin film of storage medium. Given the capabilities and lim-
itations of MEMS design and the specific requirements of SP-based recording
techniques, probe-based devices generally abandon the rotating-disk and single
head-per-surface paradigm of HDDs in favor of MEMS-based X/Y actuators which
position large arrays of probe tips over the storage medium. The unique mechani-
cal architecture of these devices requires innovation in the architecture of their
control systems.

Irrespective of the basic recording method employed and of whether MEMS-
centric storage devices are based on a long-range or a short-range translation ar-
chitecture, they resemble conventional HDDs or optical drives from the system’s
functional viewpoint. Fig. 6.25 shows a simplified block diagram flowchart of a
MEMS-centric storage device. Such a device consists of a suitable transducer ar-
ray-chip to perform the parallel data recording and retrieval, a suitable medium to
record information, the microscanner serving as the medium-translation unit and
the integrated control system, which includes write and scanner drivers, data de-
tection and servo subsystems, the microcontroller, the error correction coding
(ECC) unit and the host interface. The capabilities of this control system are as
important for achieving the density and performance of the device as the MEMS
components of the device.

Each probe tip can write data to and read data from a dedicated area of the me-
dium in a rectangular region whose dimensions are equal to the maximum X/Y
actuation distances. This rectangular region is called a storage field. There are as
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many storage fields as there are probe tips on the 2D transducer array. In each
storage field, the presence (absence) of a mark, for example in the thermomechan-
ical recording approach, or the magnetic polarity of a mark, such as in the mag-
netic recording approach, corresponds to a logical ‘1’ (‘0’). All marks are nominal-
ly of equal size. The marks may be placed only at fixed periodic symbol positions
along a data track. We refer to the distance between symbol positions as the sym-
bol pitch. The cross-track distance between bit positions, referred to as the track
pitch (TP), is also fixed. Unlike most conventional HDDs, multiple probe tips can
access the medium in parallel. Efficient parallel operations of large 2D probe ar-
rays can be achieved by a row/column time-multiplexed addressing scheme simi-
lar to that implemented in DRAMs. As discussed in Section 6.4.4.2, a row/col-
umn multiplexing scheme can be used to allow full parallel write/read operations
within one column, or, if address-decoding circuitry is distributed within the array
itself, any arbitrary subset of the probes may be operated in parallel. Clearly, the
latter solution yields higher data rates, whereas the former leads to a lower imple-
mentation complexity of the electronics. In view of power consumption it is un-
likely that all probe tips could be active simultaneously; accordingly we currently
expect that only a subset will be active at any given time.

6.4.5.1 Servo for MEMS-centric Storage Devices
High areal-density MEMS-centric storage devices with very narrow tracks require
a closed-loop servo system to write uniform tracks and to read them with a high
degree of accuracy to ensure low error rates. In general, the servo system in such
a device has two functions. First, it locates the track in which information is to be
written or from which information is to be read, starting from an arbitrary initial
scanner position. This is achieved by the so-called seek and settle procedure. Dur-
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ing seek, the scanner is moved rapidly with the help of positioning sensors so
that the read/write probes are at a position close to the beginning of the target
track. A smaller further move in the cross-track direction from that position to the
center of the target track is performed in the settle mode. As the actuation dis-
tances during the seek and settle modes are very small, i.e. on the order of
100 �m, the average data-access time is also expected to be short.

In the case of an electrostatic comb-drive scanner, the scanner itself provides
both X/Y positioning and the capability to sense the scanner’s exact position (see
Section 6.4.3.1). This may allow closed-loop X/Y position control with better than
10 nm precision, even in the presence of external shock and vibration [86]. As-
suming microscanner displacements of 100 �m in the X and Y directions, it has
been estimated that the maximum seek time starting from the center point of a
storage field is �0.5 ms [86]. The thermomechanically-based approach [48, 49] uti-
lizes two thermal position sensors during the seek and settle modes. These ther-
mal sensors exhibit a closed-loop accuracy of 3–5 nm and experimental results in-
dicate a data access time on the order 4 ms or less [87]. Capacitive or other types
of position sensors could also be used.

The second function of the servo system is to maintain the position of the
read/write probe in the center of the target track during normal read/write opera-
tion. This is achieved by the so-called track-follow procedure. Track following con-
trols the fine positioning of the read/write probe in the cross-track direction and
is critical for reliable storage and retrieval of user data. It is typically performed in
a feedback loop driven by a medium-derived position-error signal that indicates
the deviation of the current position from the track-center line. There are two
types of track-follow servo architectures in practical use. In the first type, which is
referred to as embedded servo, segments of position information are interspersed
within a data track. In the second, which is referred to as dedicated servo, certain
probe tips and corresponding storage fields are dedicated solely to providing posi-
tion information for the servo system. Embedded servo has been demonstrated in
a disk-based (non-MEMS) thermomechanical recording prototype [51]. In this de-
monstration, special pre-written servo marks at specified locations around the disk
were utilized to provide a signal regarding the position of the probe tip relative to
the center line of the track. The servo marks covered 15% of the track length.
Similarly, the proposed MEMS-centric data-storage system [86] appears to rely on
an embedded servo. In this case the servo information is expected to require
about 10% of the device capacity.

Alternatively, a MEMS-centric thermomechanical storage device [48, 49] employs
dedicated servo to achieve both timing synchronization and servo control by re-
serving a small number of storage fields exclusively for timing recovery and servo-
control purposes, as illustrated in Fig. 6.26. The approach is based on the concept
of vertically displaced bursts, arranged in such a way as to produce two signals
that guarantee a position error signal (PES) that is uniquely decodable, i.e. each
PES value should be mapped to a unique cross-track position. The servo marks
for the in-phase signal are labeled A and B bursts, whereas those for the quadra-
ture signal are labeled C and D bursts. Each of the four types of bursts is pre-writ-
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ten in a separate servo field. These four servo fields are identical, except for the
position of the servo marks in the cross-track direction. Fig. 6.27 illustrates parts
of the four servo fields according to this configuration. The A, B, C and D servo
fields are placed in the 2D array in such a way that they are always accessed in
parallel irrespective of the addressing scheme.

The process of writing servo information on the medium is referred to as servo
writing and is analogous to servo writing procedures in HDD manufacturing. Re-
gardless of whether sector or dedicated servo is used, servo writing is performed
once during the device manufacturing process and remains fixed for the life of
the device.

Similarly to obtaining servo information via dedicated servo fields, one can use
the same strategy to obtain timing information by adopting dedicated clock fields.
The basic concept is to have continuous access to a pilot signal for synchroniza-
tion purposes. Servo and timing functions can also be combined in the same
dedicated fields. For example, the periodic single-frequency fields shown in
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Fig. 6.26 Layout of data and servo
and timing fields. The illustration
shows an X/Y top view of the medi-
um on the scanner. Each rectangle
outlines the area accessible by one
probe tip. Light-gray boxes (SF) indi-
cate servo/timing fields; dark-gray
boxes (DF) indicate data fields. The
black boxes (sensor) indicate the lo-
cation of the thermal or capacitive
(position) sensors above the medi-
um. Reprinted with permission from
[87]. © 2003 VLDB Endowment

Fig. 6.27 Illustration of servo bursts in separate dedicated servo fields



Fig. 6.27 also lend themselves well to timing synchronization. Owing to the large
number of levers in the 2D transducer arrays, this solution appears to be advanta-
geous in terms of overhead compared with the alternative of having timing and
servo information embedded in all data fields. It has been estimated that the dedi-
cated servo- and timing-field strategy incurs a very low overhead of <3%. Fig. 6.26
could be regarded as showing the general layout of data and servo/timing fields
for the dedicated servo architecture. The two position sensors used during the
seek and settle modes of operation are also indicated.

6.4.5.2 MEMS-centric Data-storage Capacities and Data Rates
The extremely high position resolution provided by probe tips with nanometer-
scale sharpness provides a potential pathway to the high areal densities that will
be needed in the future. The intrinsically nonlinear interactions between closely
spaced indentations on the polymer medium or transitions in the magnetic medi-
um may, however, limit the minimum distance between successive indentations/
transitions and hence the areal density. For example, as discussed in Section
6.4.2.2, the creation of a new indentation too close to an existing one can result in
partial or full erasure of the existing indentation. One way to mitigate this non-
linear interaction, while also increasing the storage capacity of the device, is to ap-
ply (d, k)-constrained or modulation codes [88]. Similar encoding schemes have
been successfully used in conventional magnetic and optical storage. The code pa-
rameters d and k are non-negative integers with k> d, where d and k indicate the
minimum and maximum number of ‘0’s between two successive ‘1’s, respectively.
For applications in which dedicated clock fields are used, the k constraint does
not really play an important role and therefore can in principle be set to infinity,
thereby facilitating the code-design process. In a code design where the presence
or absence of an indentation (transition) represents a ‘1’ or ‘0’, respectively, the d
constraint is instrumental in limiting the interference between successive marks
(here a mark represents a polymer indentation or a magnetic transition) while at
the same time increasing the effective areal density of the storage device. In par-
ticular, the quantity (d + 1)R, where R denotes the rate of the (d, k) code, is a di-
rect measure of the increase in linear recording density. Whereas the effective
density can be increased by increasing d, large values of d result in a lower code
rate. Lowering the code rate in turns lowers the user data rate, which renders
codes with a high d value less attractive for storage systems that are limited by
clock speed. These coding schemes played a crucial role in achieving the ultra-
high densities reported for thermomechanical data recording [56]. Specifically, for
thermomechanical recording, d = 1 has been found to be a good compromise. A
similar coding scheme may also be beneficial for MEMS-centric devices based on
magnetic recording [47, 89].

Tab. 6.1 shows the achievable areal densities and storage capacities for a MEMS-
centric storage device with an 80 �80 transducer array corresponding to 6400 stor-
age fields, each having an area of 100 � 100 �m2, resulting in a total storage area
of 8.0� 8.0 mm2. In this table, symbol pitch refers to the distance between any
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two successive logical symbols (corresponding to ‘1’ or ‘0’) written on the medium.
Owing to the d = 1 coding, the symbol pitch is half the minimum distance between
two successive indentations, in the case of thermomechanical recording, or between
two successive transitions in the case of magnetic recording. For the computation of
the storage capacity, an overall efficiency of 85% has been assumed, taking into ac-
count the redundancy of the outer error-correction coding as well as the presence of
dedicated servo and clock fields. For the reported thermomechanical areal density
demonstration [58], in which large data sets were recorded at 641 Gbit/in2 and
read-back with raw error rates lower than 10–4, the symbol and track pitch were
18 and 37 nm, respectively. Therefore, assuming the 80 �80 transducer array in
Tab. 6.1, the resulting storage capacity in the 0.64 cm2 area would be 6.8 Gbyte.

Another important characteristic of a storage device is the sustained data rate
for storing or retrieving information. MEMS-centric probe storage is inherently
slow in recording or reading back information with only a single probe or sensor
(particularly when recording techniques relying on a mechanical or thermal re-
sponse in the probe are used). The total sustained data rate of the device depends
on the number of simultaneously active probe tips together with the per-tip data
rate. Like conventional magnetic disk drives, a MEMS-centric storage system has
to switch tracks when data transfers cross track boundaries. Unlike conventional
magnetic disk drives, the rotational speed of which is independent of the arm po-
sitioning, the track switching time of a MEMS-centric storage device depends di-
rectly on the access velocity. Specifically, the microscanner must turn around
whenever the data transfer is such that it crosses a track boundary. Reversing di-
rections requires decelerating, changing direction and then re-accelerating to the
target access velocity. Thus, in MEMS-centric probe-storage systems, the sustained
data rate depends not only on the actuator access velocity but also on the actuator
acceleration and turn-around times [90]. Tab. 6.2 shows the data rate per probe for
various symbol-clock periods T. In this analysis a fixed symbol pitch of 20 nm has
been assumed and a rate R = 2/3, (d = 1, k=�)-constrained code and a sector over-
head factor (including ECC redundancy, etc.) of 0.8797 have been assumed. Final-
ly, depending on the linear velocity, different average retrace and settle times have
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Tab. 6.1 Total accessible medium 0.64 cm2, (d= 1, �) code

Symbol pitch
(nm)

Track pitch
(nm)

Linear density
(kbit/in)

Track density
(ktrack/in)

Areal density
(Gbit/in2)

User capacity
(Gbyte)

12.5 25 1354.7 1016.0 1376.3 14.5
15.0 30 1128.9 846.7 955.8 10.1
17.5 35 967.6 725.7 702.2 7.4
20.0 40 846.7 635.0 537.6 5.7
22.5 45 752.6 564.4 424.8 4.5
25.0 50 677.3 508.0 344.1 3.6
27.5 55 615.8 461.8 284.4 3.0
30.0 60 564.4 423.3 238.9 2.5



been considered. A typical future design point would be the case of a 20 nm sym-
bol pitch and a symbol clock period of T = 5 �s, for which a sustained data rate
per probe of 104.7 kbit/s can be achieved. Fig. 6.28 shows the user data rate as a
function of the total number of cantilevers accessed simultaneously, using the per-
cantilever assumptions listed in Tab. 6.2. A future device using a symbol clock
period of T = 5 �s with an array of 256 active cantilevers would achieve a sustained
data rate of 26.8 Mbit/s.

6.5
Conclusions

MEMS technology is expected to make inroads into mass storage devices. In the
short run, MEMS will most likely appear as subcomponents that enhance the ca-
pacity and performance of conventional magnetic and optical storage devices.
Further in the future, a new genre of MEMS-centric devices may appear, which
will replace conventional mechanics with MEMS and rely on ultra-high density
probe-based recording schemes. Whether these devices succeed will depend on
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Tab. 6.2 Data rate per probe for various symbol-clock periods T 9 [symbol pitch 20 nm; track
pitch 40 nm; rate –2/3; (d= 1, �) code]

Symbol clock
T (�s)

Sector over-
head factor
(ECC, etc.)

Linear speed
(mm/s)

100 �m scan
line time (ms)

Retrace
and settle time
(ms)

Sustained data
rate per lever
(kbit/s)

20 0.8797 1 100 5 27.9
10 0.8797 2 50 4 54.3
5 0.8797 4 25 3 104.7
2 0.8797 10 10 2 244.3
1 0.8797 20 5 1 488.7

Fig. 6.28 User data rate versus number
of active cantilevers for the (d= 1, k=�)
coding scheme



whether they can achieve sufficiently high density and performance to offer ad-
vantages over conventional storage options.

A full technical demonstration of a complete MEMS-centric device using probe
storage technology has not yet been achieved. Further advances are needed in
many areas, including the basic recording methods (to achieve both ultra-high
density and good reliability), MEMS design and fabrication, servo and overall de-
vice integration.

The first MEMS-centric devices to become viable will likely be short-range trans-
lation-type devices because they are technically much simpler to implement.
Although such devices are not likely to completely replace conventional mechani-
cal or solid-state storage devices in the short run, they may be competitive for
high-capacity storage in portable devices. In the longer term, they are also
thought to have attributes that could make MEMS-centric devices attractive in a
wide variety of storage systems.
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C. Kranz, A. Kueng, B. Mizaikoff, School of Chemistry and Biochemistry,
Georgia Institute of Technology, Atlanta, GA, USA

Abstract
Scanning probe techniques have a remarkable impact on the characterization of
in situ processes occurring at solid/liquid and liquid/liquid interfaces. Electro-
chemical processes can be studied at molecular levels and microscopic changes of
the surface structure can be correlated with dynamic electrochemical processes.
Initially, electrochemcial scanning tunneling microscopy and electrochemical
atomic force microscopy were the predominant scanning probe techniques in
electrochemical surface sciences. However, within the last decade scanning
electrochemical microscopy and scanning ion conductance microscopy have
gained significance, especially for the investigation of complex redox processes in
biology and life sciences. Combined scanning probe techniques provide new in-
sight into increasingly complex systems providing simultaneous complementary
information along with increasing chemical specificity. Fundamental principles of
individual and combined scanning probe techniques relevant to electrochemical
investigations and selected applications are addressed in this chapter, with particu-
lar focus on novel strategies for increasing the lateral resolution and the informa-
tion content of in situ scanning probes.

Keywords
scanning probe microscopy; combined scanning probe techniques; scanning
electrochemical microscopy; integrated SECM/AFM probes; nanoelectrodes; micro-
fabrication.
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7.1
Introduction to Scanning Probe Techniques

7.1.1
The Electrochemical Interface

The combination of surface sciences, surface measurement technologies and elec-
trochemistry has achieved remarkable insight into interfacial electrochemical pro-
cesses over recent decades. Electrochemical processes play a major role in a variety
of fields ranging from biochemical transport mechanisms to material sciences, in-
cluding fuel cell technology, catalysis, electroanalytical sensors and industrial and
environmental processes. Historically, scanning probe-based investigations of elec-
tron transfer processes have studied electrode/electrolyte interfaces. However, there
is an increasing demand for the investigation of biochemically and biologically rele-
vant redox processes in complex matrices in real time with high lateral resolution.
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In conventional electrochemical experiments, electron transfer occurs at the sol-
id/liquid boundary between an electrode surface and an electroactive molecule. At
this interface, known as the electric double layer (or Helmholtz layer), some of
the most important solution-phase physical phenomena such as ionic solvation
and electron transfer occur, along with surface-relevant processes such as chemi-
sorption and catalysis. Initially, these processes were investigated with traditional
voltammetric methods based on current and voltage measurements at a macro-
scopic level [1, 2]. However, understanding fundamental mechanistic and dynamic
phenomena in electrochemical surface science at a microscopic level requires sur-
face-sensitive and structure-specific analytical techniques elucidating the involved
processes at an atomic or molecular level.

Classically, the electric double layer is defined as a plate capacitor with molecu-
lar dimensions as shown schematically in Fig. 7.1. The first description of the me-
tal/solution interface goes back to Helmholtz in 1874. In principle, this model de-
scribes a capacitor with a solid metal with an excess surface charge as one plate
and several layers of solvated ions as a second plate. The solution layer closest to
the metal electrode is called the Stern layer or inner Helmholtz plane (IHP) with
a distance d1 (see Fig. 7.1) and consists of solvent molecules and specifically ad-
sorbed ions or molecules. The distance d2 is called the outer Helmholtz plane
(OHP), which is defined by solvatized ions non-specifically attracted by electro-
static forces over few monolayers. Owing to thermal agitation in the solution,
these nonspecifically adsorbed ions further extend from the OHP into the bulk so-
lution, a region called the diffusion layer. �M, �i, and �d are the potentials inside
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Fig. 7.1 Simplified model of the
electrode/electrolyte interface and the
double-layer region. The location of
the electrical centers of the specifical-
ly adsorbed ions defines the inner
Helmholtz plane (IHP). Solvated ions
can approach the metal electrode sur-
face only to a certain distance. The
location of centers of these solvated
ions defines the outer Helmholtz
plane (OHP)



the metal, the electrolyte and the outer Helmholtz plane, respectively. A linear po-
tential drop across the electrochemical interface is assumed for the region of non-
specifically adsorbed ions, as described by the capacitor model. Specific adsorption
at the electrode surface leads to a steeper potential gradient close to the metal sur-
face [3].

The strong dependence of the charge-transfer or capacitive charging event on
surface structures and the detailed arrangement of atoms and molecules at this
interface is central to electrochemical reactivity, which encompasses processes oc-
curring within the inner Helmholtz plane at a distance of few atomic diameters
from the electrode surface. Hence, for fundamental investigations of electron-
transfer processes, a structurally well-defined and clean electrode surface is a pre-
requisite. Therefore, for many years, mercury electrodes were used for studying
electrode processes at the electrochemical double layer [4, 5].

The key development for the investigation and detailed understanding of sur-
face and interface processes was the introduction of surface-sensitive measure-
ment techniques providing information on an atomic or molecular level, along
with ultra-high vacuum (UHV)-based techniques applied for the preparation and
characterization of structurally well-defined electrode surfaces in the 1960s [6].
These mainly electron-based physical analysis techniques provide detailed insight
into surfaces processes, but they are not applicable for in situ electrochemical in-
vestigations. Hence combined investigations (ex situ approach) involving UHV
surface analytical probing before and after electrochemical experiments are used.
After initial electrode preparation and characterization with surface-sensitive UHV
techniques, the interface was studied again after electrochemical treatment [7].
Systematic studies on the relationship between surface structure and electrochem-
ical behavior were performed with a combined UHV chamber and electrochemical
cell using a vacuum-enclosed sample transfer system [8–10]. However, the funda-
mental limitation of all ex situ techniques to establish a relationship between the
surface prior to and after the emersion from solution into vacuum conditions re-
mained along with the uncertainty of affecting the electrode surface due to the ex-
perimental procedure.

In situ electrochemical information became accessible on a routine basis by
flame annealing techniques introduced by Clavilier et al. [11, 12]. Well-ordered
monocrystalline metal electrodes can be prepared in a laboratory environment
using a Bunsen burner followed by cooling in water and/or in an inert gas stream
followed by transfer into an electrochemical cell. Optical methods such as spectro-
scopic and diffraction techniques have been widely used to study the solid/electro-
lyte interface. However, information obtained by these techniques usually averages
over a macroscopically large sample region. Since defects and impurities at the
electrode surface can significantly influence the electrochemical reactions that oc-
cur, in situ characterization of the solid/liquid interface with high spatial resolu-
tion plays a major role in understanding electrochemical surface processes.

This chapter is focused exclusively on scanning probe techniques with relevance
to electrochemically governed surface processes under ambient conditions. The
application of scanning probe microscopy for electrochemical application is dem-
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onstrated with selected examples. New developments regarding combined scan-
ning probe techniques for electrochemical imaging are discussed in detail.

7.1.2
Scanning Probe Techniques

The major breakthrough for in situ investigation of interfacial electrochemical pro-
cesses was the introduction of scanning probe techniques. This family of surface-
sensitive analytical tools permits in situ investigations of electrode surfaces with
atomic-scale resolution in real time. Binnig et al. [13, 14] laid the fundamentals
for a whole family of scanning probe techniques, which was honored with the No-
bel Prize in physics in 1986. The basic principle of scanning probe microscopic
(SPM) techniques is based on the specific tip–sample interaction when the tip is
scanned in close proximity across the sample surface. Common to most SPM in-
strumentation is the probe positioning unit consisting of an x, y, z positioning de-
vice usually based on piezoelectric elements [15] and a feedback control system to
keep the probe at a constant distance from the sample surface. The major differ-
ence between individual SPM techniques is usually determined by the regulation
of the probe distance, which depends on the fundamental physical aspects of the
selected tip–sample interaction principle. An overview of SPM techniques and a
schematic representation of the underlying near-field interaction commonly ap-
plied in electrochemical surface sciences are given in Tab. 7.1.

7.1.2.1 Scanning Tunneling Microscopy (STM)
STM provides spatially resolved surface images on the atomic level by recording
the electron tunneling current between a sharp probe tip and a conductive sample
surface. By applying a voltage between the tip and the sample, a tunneling cur-
rent is generated, which depends exponentially on the distance between the sam-
ple surface and tip. Usually, the STM tip is scanned across the sample surface
keeping the tunnel current and, hence, the distance between tip and surface con-
stant (‘constant current mode’). Initially, STM was predominantly developed for
surface investigations under UHV conditions. However, early studies demon-
strated that this technique could also operate in electrolyte solutions [16–18]. Son-
nenfeld and Hansma showed the investigation of HOPG as one of the first in situ
applications of STM in solution [16]. Modifications of STM instrumentation were
reported to control independently the electrode potential of the substrate and the
tip with respect to a reference electrode [19, 20]. Electrochemical STM (ECSTM)
[21–24] allows the in situ investigation of electrochemical reactions under poten-
tiostatic conditions using a four-electrode configuration (Fig. 7.2). However, the to-
tal current measured in an ECSTM experiment is a convolution of the tunneling
current and the Faraday current, which is generated by the electrochemical reac-
tions at the substrate/electrolyte and/or tip/electrolyte interface. In order to mini-
mize the contribution of the Faraday current, the electroactive area of the STM
probe has to be reduced, which is described in Section 7.1.3.1. Furthermore, the
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Tab. 7.1 Overview of scanning probe techniques and principles of tip–sample interaction

Scanning probe
technique

Physical interaction Schematic

Scanning tunneling
microscopy

Local electron density;
resolution: atomic

Atomic force
microscopy

Interaction forces:
Coulomb forces
(repulsive); van der
Waals forces (attrac-
tive); fluid surface
tension (attractive);
electrostatic forces
(attractive); resolution:
molecular to atomic

Near-field scanning
optical microscopy

Optical near-field in-
teraction of light with
matter; resolution:
�30 nm

Scanning ion conduc-
tance microscopy

Change of ion conduc-
tance between
electrode inside and
outside the micro-
pipette in close
proximity to sample
surface; resolution:
�50 nm

Scanning electroche-
mical microscopy

Changes in Faraday
current at UME in
close proximity to
sample surface;
resolution: �m to nm
range, strongly
dependent on tip size



potentials applied to the substrate and the STM tip have to be controlled separate-
ly. Using a bipotentiostat allows independent adjustment of the tip potential ET

and the substrate potential ES relative to a reference electrode. A tip potential can
be selected where in principle no electrochemical reactions occur. Hence the Fara-
daic contribution to the current signal should be zero. The tunnel bias voltage U
is defined then as U= ES–ET with the substrate potential determined by the elec-
trochemistry and the tip potential set to a value that allows minimization of the
Faradaic contribution. Mechanistic studies on electron tunneling through water
layers have been performed by a number of research groups and found to be
either close to or smaller than the vacuum value [20, 25]. Lindsay and co-workers
[26, 27] performed systematic studies of the tunneling barrier in STM as a func-
tion of bias voltage and electrochemical potential in the presence and absence of
organic adsorbates. The lateral resolution achievable with STM is superior to that
with other SPM techniques, allowing atomistic insight into electrode surface pro-
cesses.

ECSTM has been applied to many different areas in electrochemistry. Selected
examples highlighting the versatility of ECSTM are discussed in Section 7.2.1.

Despite its inherent utility, STM has certain limitations. A common drawback
characteristic to a variety of SPM techniques is the limited availability of surface
information with high chemical specificity, which is of particular importance dur-
ing biologically or biomedically relevant investigations of complex systems.
Furthermore, the benefit of high lateral resolution is usually traded against infor-
mation obtained only on a very small fraction of the total sample surface. As a re-
sult, the correlation between laterally resolved information obtained by STM and
macroscopic information obtained by bulk electrochemical techniques might be
difficult or not representative for the overall reactivity or surface process. Further-
more, STM measurements require conducting substrates, which excludes applica-
tion to many biologically relevant redox processes. However, these limitations can-
not derogate the impact of STM on fundamental investigations of electrochemi-
cally active interfaces.
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Fig. 7.2 Schematic of the principle components of ECSTM instru-
mentation
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7.1.2.2 Atomic Force Microscopy (AFM)
AFM was invented in 1986 [28] and has rapidly developed into a routine tool for
surface scientists in vacuum and ambient environments. Similarly to STM, a
probe is scanned across the sample surface while detecting variations in physical
and chemical forces at molecular and atomic levels between a sharp tip, which is
attached to a cantilever arm, and the sample surface. The tip is scanned across a
surface utilizing feedback mechanisms, enabling the piezoelectric x, y, z position-
ing system to maintain the tip at a constant force (to obtain height information)
or at constant height (to obtain force information). In noncontact mode (at dis-
tances > 10 Å between the tip and the sample surface), Van der Waals forces, elec-
trostatic forces, magnetic forces or capillary forces produce images of topography,
whereas in contact mode, ionic repulsion forces take the leading role. The propor-
tional relationship between force and displacement of the cantilever is described
by Hooke’s law. The cantilever deflection is monitored and a feedback mechanism
actuates the piezoelectric positioning elements maintaining a constant cantilever
deflection and, hence, a constant force between tip and sample. Most instrumen-
tal AFM designs are nowadays based on optical detection using a segmented
photodiode to measure the deflection of a laser beam reflected from the back of
the cantilever [29, 30], although, capacitance sensing [31] and detection by optical
interferometry [32, 33] can be found in the literature. The absence of current dur-
ing imaging and the inert nature of the AFM probe facilitate the application of
AFM for in situ electrochemical investigations. However, imaging and localizing
electrochemical reactivity in electrochemical AFM (ECAFM) is mainly based on a
change in sample topography induced by electrochemical processes at the sub-
strate. The basic principles of in situ AFM will be omitted here as they have been
reviewed in numerous publications during the last two decades [34].

The most commonly applied modes of AFM operation for in situ investigations
[35] are shown schematically in Fig. 7.3. In contact mode (or DC mode) AFM [28,
36], the tip apex – ideally single atoms – is in direct physical contact with the sam-
ple surface. This contact area is characterized by short-range repulsion forces due
to overlapping orbitals of tip and sample atoms. Since the range and contact area
of the interaction are at Ångstrom levels, atomic resolution can be achieved. Long-
range forces such as magnetic force, electrical force, Van der Waals forces and
capillary forces occur in addition and increase the force at the contact area. The
usual data representation comprises force–distance curves (see Fig. 7.4), which de-
scribe the tip–sample interaction in close proximity. At larger distances no interac-
tion forces are recorded (1). Upon approaching the sample surface, probe/sample
interaction resumes, but with forces much lower than the restoring force of the
cantilever (2). At point (3) the cantilever abruptly engages with the sample surface
due to attractive Van der Waals interactions, which are greater than the restoring
force of the cantilever. Decreasing the distance further increases the cantilever de-
flection (4). If the distance is increased again, a similar cantilever deflection pro-
file is traced as the tip and sample remain in contact (5). At point (6) the cantilev-
er restoring force exceeds the adhesive forces resulting from the tip–sample con-
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tact and the cantilever disengages from the surface. The cantilever is removed to a
distance where no force interaction with the sample occurs (7).

Contact mode imaging is less suitable for the investigation of soft samples such
as biomolecules and polymers, since direct contact and resulting forces occurring
at the tip/sample interface may damage the investigated species. Dynamic opera-
tion modes can be classified into two basic methods: amplitude-modulation (AM)
operation [37] and frequency-modulation (FM) operation [38]. In AM operation
the cantilever is driven at a certain oscillation frequency. As the frequency modu-
lation mode is mainly used in vacuum a detailed discussion is omitted here, fo-
cusing on SPM operation under ambient conditions. The AM mode permits appli-
cation under ambient conditions involving repulsive tip–sample interactions,
while ‘tapping’ on to the sample surface. The ‘Tapping Mode’ (trademark of Digi-
tal Instruments) was introduced for imaging in air [39] and liquids [40] with a re-
duced tip–sample contact time resulting in minimized frictional forces, avoiding
damage of the sample surface [41, 42]. AFM operates in many more modes de-
pending on the specific force interaction (e.g. double-layer forces, electric forces,
magnetic forces, Van der Waals forces). Excellent reviews on different operation
modes in AFM can be found in the literature [29, 43–45].

For in situ investigations of electrochemical processes, AFM has to be equipped
with a liquid cell providing the opportunity to add a reference and a counter elec-
trode. Two different arrangements frequently used for electrochemical experi-
ments are shown in Fig. 7.5. The electrochemical cell is located on top of the

7.1 Introduction to Scanning Probe Techniques 245

Fig. 7.3 Schematic representation of an idea-
lized force-distance curve. (1) The tip is
moved towards the sample without interac-
tion; (2) probe and sample resume interac-
tion; however, the interaction strength is less
than the restoring force of the cantilever;
(3) the cantilever ‘jumps into contact’ since
the interaction force now exceeds the restor-
ing force of the cantilever; (4) the distance is
further decreased and the cantilever deflection

increases; (5) the distance is decreased and a
similar cantilever deflection trace appears as
the tip and sample remain in contact; (6) the
cantilever force exceeds the adhesive forces at
the tip–sample contact and the contact be-
tween tip and sample is interrupted (‘snaps
off’); (7) the cantilever retracts to a distance
without force interaction with the sample sur-
face



three-axis piezoelectric positioner. Usually, a glass cell is pressed via an O-ring on
to the sample. An alternative approach, providing more flexibility for electrochem-
ical investigations, is based on an inverted design with the cantilever attached to
the bottom of the piezoelectric positioner mounted on a free-standing sample
stage, which incorporates the electrochemical cell. In contrast to ECSTM, ECAFM
is based on an insulating tip, which is primarily used as an imaging tool for topo-
graphical changes induced by electrochemical processes occurring at conducting
substrates. Owing to the insulating nature of regular AFM tips, no electrochemi-
cal processes occur directly at the SPM probe. As an example, structured deposi-
tion involving in situ ECAFM is mainly based on hindered mass transfer caused
by the physical presence of the AFM tip in close proximity to the sample surface
as described in Section 7.2.1. Recently, electrochemically induced dip pen litho-
graphic processes for the deposition of nanometer-sized metal structures have
been published [46, 47]. Electrochemical reactions involving redox processes di-
rectly at the AFM tip can be achieved by metallization of the cantilever, which is
mainly applied for studying dissolution or deposition processes. However, modifi-
cation of the AFM tip with a metal layer frequently leads to a significant increase
in the tip curvature, which results in reduced topographical resolution.

The lateral resolution obtained with AFM is usually lower than that with STM
owing to the larger tip–sample contact area. In STM, each imaging point is char-
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Fig. 7.4 Operation modes in scanning force microscopy: (A) classi-
cal contact mode for imaging topography; (B) AC mode (also known
as intermittent mode, dynamic mode, ‘tapping’ mode) for imaging
of soft samples; (C) DC noncontact mode for detection of long-
range interactions; (D) DC mode for measuring friction forces and
elasticity



acterized by the dependence of the current, which flows between ideally an atom-
ic apex of the STM tip and the sample surface. The resolution attainable in AFM
imaging is generally determined by the increased probe tip area and is affected by
a variety of tip and sample properties, including the tip sample microcontact, the
dependence of the contact area on the force, the size and shape of the tip termi-
nus and the elasticity of the sample. The routinely achievable resolution is usually
in the range of few nanometers and requires sharp tips, low loads and relatively
rigid sample films. Nevertheless, atomic resolution has been demonstrated with
AFM [48, 49].

7.1.2.3 Near-field Scanning Optical Microscopy (NSOM)
NSOM is based on the near-field interaction of light with solid matter and poten-
tially useful for in situ investigations of electrochemical processes. This noninva-
sive optical technique was predicted by Synge more than 80 years ago [50, 51] and
realized in practice by Pohl et al. [52] and Betzig et al. [53] at the beginning of the
1980s. Synge envisaged an intriguing concept to overcome the limitations in spa-
tial resolution for conventional optical microscopy determined by the diffraction
limit of �/2 (Abbé criterion). In brief, a laser beam is guided through a tiny aper-
ture (e.g. optical fiber) to the sample surface while the aperture is scanned across
the sample. Light transmitted by aperture and sample is collected by a classical
optical microscope or by a focusing mirror and usually detected with a photomul-
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Fig. 7.5 Schematic of ECAFM
set-up. Top: the sample stage
is mounted on the piezo-posi-
tioner. Bottom: the cantilever
is mounted on the piezo-posi-
tioner. The feasibility of con-
ducting electrochemical experi-
ments is enhanced by im-
proved access to the electro-
chemical cell



tiplier. The detected light flux varies with the dielectric and topographical proper-
ties of the sample surface. The spatial resolution in NSOM is therefore limited
only by the size of the aperture and the proximity of the aperture to the sample
surface and not by the wavelength of light, as is the case in conventional micro-
scopy. As shown schematically in Fig. 7.6, two main concepts of near-field optical
arrangements have been developed: the ‘aperture approach’ and the ‘apertureless
approach’. In the aperture approach, a thin optical fiber coated with a metal film
at the sidewalls guides radiation through a sub-micrometer to nanometer sized
aperture at the apex of the fiber to the sample (transmission mode) [54] or collects
light, which is reflected from an illuminated surface through this aperture (reflec-
tion mode) [55]. In contrast, light is scattered at a sharp metallized tip in the aper-
tureless approach [56]. As a result, these two concepts require different designs of
the NSOM probe. The main motivation for introducing the apertureless approach
resulted from efforts to improve the lateral resolution obtainable in NSOM based
on the aperture approach by decreasing the dimensions of the aperture, which is
limited by low radiation output efficiency. In the apertureless approach, light is
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Fig. 7.6 Schematic of aperture and aperture-
less approach in NSOM. (A) Principle compo-
nents of NSOM instrumentation (aperture
approach). (B) Aperture probe: radiation is
guided through a metallized fiber probe,

which has a tiny non-metal coated aperture at
the apex of the fiber. (C) Apertureless
approach based on far-field sample irradiation
and near-field scattering in presence of a
sharp metallized tip



evanescently generated and a sharp metallic tip positioned in the near-field re-
gime of the sample surface interferes with the evanescent field. Scanning the tip
in the near-field regime above the surface allows detection of the probe–sample in-
teraction in the x,y-plane and provides a local map of the near-field intensity. In
this case, the resolution is determined by the curvature of the apertureless near-
field tip. Both methods appear of equal utility for NSOM experiments as docu-
mented by extensive reviews on instrumental development, operation principles
and applications [57, 58].

Compared with AFM imaging, NSOM operation in liquids is still not a routine
optical imaging procedure. Some of the difficulties of optical imaging in fluids
arise from the tip–sample distance control. Distance control in NSOM is usually
based on a shear-force detection scheme. The fiber tip dithers at its resonance fre-
quency. In close proximity (5–15 nm) to the sample surface, the dithering ampli-
tude is damped. Optical detection [59, 60] and nonoptical shear force detection
[61, 62] are applied for implementing a feedback loop to keep the tip–sample dis-
tance constant. Since all optical contrast methods known from far-field optical mi-
croscopy can be applied in NSOM, this technique has great potential for imaging
electrochemically relevant processes or spectroelectrochemical investigations.
Nevertheless, imaging in liquids is still demanding in NSOM and to date the best
reported resolution of NSOM operated in liquids is �60 nm using noncontact
AFM for distance control [63]. First attempts towards hybrid technology combin-
ing NSOM and SECM (scanning electrochemical microscopy) were reported for
electrochemical investigations [64, 65].

7.1.2.4 Scanning Ion Conductance Microscopy (SICM)
SICM is a noninvasive in situ technique that has great potential for studying bio-
chemically relevant electrochemical processes owing to its capability of mapping
ion fluxes [66]. In SICM, an electrolyte-filled micropipette housing an electrode is
scanned over the surface of a sample immersed in an electrolytic solution (see
scheme in Fig. 7.7). A bias voltage is applied to the electrode inside the micropi-
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Fig. 7.7 Schematic of the basic
principle of SICM. The micropipette
is scanned across the sample sur-
face by keeping the ion current con-
stant



pette as ions migrate through the aperture to the electrode outside the micropi-
pette. The pipette–sample distance is kept constant using a feedback loop by con-
trolling the ion current developing across the pipette aperture. Since the current
is dependent on the distance between the SICM micropipette and the sample sur-
face, local ion currents can be mapped as the micropipette is scanned at constant
height across the sample surface. Improvements in distance control [67, 68] and
combination with patch-clamp techniques [69, 70] allow high-resolution imaging
of living cells, ion channels and sub-cellular structures. The spatial resolution
achievable using SICM is dependent on the size of the tip aperture, which typical-
ly ranges from 50 nm to 1.5 �m.

7.1.2.5 Scanning Electrochemical Microscopy (SECM)
SECM has gained increasing importance among the scanning probe techniques
for the investigation of in situ processes occurring at solid/liquid and liquid/liq-
uid interfaces. Measurements providing information on local (electro)chemical re-
activity are based on the disturbance of Faraday currents at a scanned microelec-
trode depending on the surface chemistry. In SECM the probe is typically a disk
ultramicroelectrode (UME) with diameters ranging from 1 to 25 �m. Although,
different electrode geometries such as conical electrodes and ring electrodes and
electrodes with dimensions <1 �m (see Section 7.1.3.4) have been applied in
SECM experiments [71–75]. The unique behavior of microelectrodes including re-
duced double-layer charging effects, well-defined steady-state currents and a re-
duced iR drop [76] allows their application as scanning probes. The first experi-
ment investigating local concentrations of redox species at a macroscopic elec-
trode using a microelectrode was reported in 1986 by Engstrom et al. [77]. Simul-
taneously, Bard and co-workers published results on ECSTM experiments involv-
ing Faraday currents at large sample–tip distances [78], followed by a quantitative
description of the Faraday current at a microelectrode as a function of the tip–
sample distance [79, 80]. Several modes of operation have been developed for
SECM. The most prominent imaging modes are the ‘feedback mode’ [80] and
‘generator/collector mode’ [81]. Signal generation in SECM is based on surface-in-
duced changes of a Faraday current due to hemispherical diffusion of redox-active
species in solution to a biased UME, which is scanned in close proximity across
the sample surface [82]. In feedback mode an artificial redox species is added to
the solution. The concentration of the redox mediator is influenced by the surface
properties of the sample if the tip and sample are in close vicinity. Fig. 7.8 shows
a schematic representation of the principle of the feedback mode (A), generation
collection mode (B) and direct mode (C). If the disk UME is distant from the sur-
face, the steady-state current iT� is given by the following equation (Fig. 7.9A):

iT� � 4nFcDa �1�

where F is the Faraday constant, n is the number of electrons transferred during
the electrochemical reaction at the tip, D is the diffusion coefficient of the redox
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mediator, c is the bulk concentration of the redox species and a is the tip radius.
When the tip is brought close (i.e. within a few tip radii) to a sample surface, de-
pending on the nature of the sample, current–distance curves (approach curves)
can be obtained (Fig. 7.9). When the electrode is in close proximity (i.e. within a
few electrode radii) to a conductive substrate, the mediator oxidized or reduced at
the UME diffuses to the substrate where it can be re-oxidized or re-reduced, re-
spectively, leading to an enhanced concentration of redox species within the gap
between the UME and the sample surface. Hence an increased current is re-
corded at the UME (iT > iT�). This effect is called ‘positive feedback’ (Fig. 7.9B). If
the UME is approaching an insulating sample, hemispherical diffusion to the
UME is blocked by the sample surface and the current at the UME decreases
(iT < iT�), called ‘negative feedback’ (Fig. 7.9 C).

In generator collector mode, the UME detects electroactive species, which are
generated at the sample surface. Alternatively, detectable species are generated at
the UME and then detected at the sample surface (Fig. 7.8B) [81]. In both modes,
the distance between the UME and sample surface, the size of the UME and the
sample properties influence the Faraday current significantly. Surface modifica-
tions using deposition or etching processes are mainly performed in the direct
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Fig. 7.8 Schematic representation
of the basic operation modes of
SECM. (A) Principle of feedback
mode. (B) Generator/collector
mode: (a) substrate generation/tip
collection and (b) tip generation/
substrate collection. (C) Direct
mode



mode of SECM [83]. In direct mode, the UME and a macroscopic substrate elec-
trode form an electrochemical cell (Fig. 7.8C). The electrodes are immersed in
electrolyte solution or an ionic conductor. By applying an electrical field, surface
processes can be induced and the modification is restricted to the sample surface
directly underneath the UME. Although this technique could be also applied for
imaging, it is used almost exclusively for surface modification. Excellent reviews
on different modes applied in SECM have been published in recent years [84–91].
Electroinactive species can be detected by using potentiometric electrodes such as
ion-selective microelectrodes [92–95]. The optimum working distance (several radii
of the active disk electrode) is determined by recording the Faraday current at the
UME while the tip is approaching the surface (z-approach curves). The distance is
then evaluated by comparing the Faradaic response with theoretically calculated
curves [96], assuming an ideal geometry of the UME.

A valuable asset of SECM compared with other SPM techniques is that electro-
chemical data obtained in SECM experiments can be theoretically characterized
and quantitative information on mass transport can be derived. Mass transport
characteristics of SECM have been theoretically described for a variety of experi-
mental conditions and different geometries with electrodes under diffusion-lim-
ited conditions [85, 97–102]. For quantification of the data obtained, the geometry
of the UME and the absolute distance d between the electrochemical probe and
the sample surface have to be known parameters, which can be derived by record-
ing approach curves. Usually, the steady-state current at the UME in feedback
mode is recorded as a function of the distance to the sample surface.

Usually, imaging is achieved by scanning the UME in a fixed height in the x,y-
plane across the sample surface (‘constant-height imaging’). Consequently, the cur-
rently achievable lateral resolution obtained with SECM in constant-height mode is
still not comparable to the lateral resolution provided by AFM and STM imaging,
owing to the ‘fixed-height’ problem. The working distance is correlated with the
UME size and decreases with reduced electrode size. Additionally, in constant-
height imaging the electrochemical response at the UME may be convoluted by to-
pographic surface features and changing reactivity of the sample surface [103]. Im-
proving the lateral resolution in SECM requires (i) separation of current information
from topographic information and (ii) reduction of the UME size. Recently, several
papers have been published describing fabrication of nanoelectrodes based on
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Fig. 7.9 Normalized current–distance
curves. (A) UME in bulk solution; (B)
UME is approached to a conducting sur-
face and the redox mediator is converted
at the UME and recycled at the sample
surface (positive feedback); (C) UME is
approached to an insulating surface and
hemispherical diffusion towards the UME
is hindered (negative feedback)

iT�= 4nFcDa



electrochemical etching [104–108] or based on laser-based micropipette pulling of
metal microwires [96, 109]. However, accurate control to a few nanometers distance
between the nanoelectrode and the sample surface cannot be achieved in conven-
tional constant-height imaging. Tip crashes due to surface roughness, topographical
features and tilt of the sample may destroy the sample and the tip.

Within the last decade, several groups have focused on approaches for alterna-
tive tip positioning to overcome the described limitations [103, 110–121].

The first successful separation of tip positioning from the electrochemical re-
sponse was published by Ludwig et al. [113]. In principle, tip position control
based on optical shear forces has been derived from near-field scanning optical
microscopy and was adapted to SECM by laterally dithering a fiber-shaped micro-
electrode at its resonant frequency. In close proximity to the sample surface, the
vibration amplitude of the microelectrode is attenuated owing to hydrodynamic ef-
fects, which is recorded using a laser beam focused on the fiber-shaped electrode
and detected via a split photodiode. Based on lock-in amplification, a feedback
loop can be integrated into the tip positioning software routine of the SECM keep-
ing the distance between the tip and the sample surface constant. An alternative
to optical shear force detection was developed by Karrai and Grober based on a
tuning fork as vibration amplitude detector [122]. Furthermore, variations of the
nonoptical shear force detection are frequently used in SECM experiments [117,
119, 121]. Recently, a highly sensitive, nonoptical shear force-based distance con-
trol mechanism has been developed for SECM tips to simplify constant-distance
SECM [120]. The key component of the SECM setup with nonoptical, shear force-
based constant-distance control is an integrated, piezoelectric shear force detection
system consisting of two piezoelectric plates. One plate acts as stimulator and the
other detects the resonance frequency. Phase-sensitive amplification of its alternat-
ing voltage is used to monitor the amplitude of the tip oscillation via a lock-in am-
plifier. Again, computer-controlled closed-loop feedback is used, which constantly
regulates the tip-to-sample spacing. Fig. 7.10 provides a schematic overview of the
different distance control schemes used in SECM. Given the delicacy of accurate
positioning, the application of nanoelectrodes as scanning probes in SECM experi-
ments is still limited, albeit their fabrication is well established. Hence the major-
ity of routine SECM experiments are performed with electrode sizes ranging from
1 to 25 �m.

7.1.2.6 Combined SPM Techniques
Based on the limitations of individual scanning probe microscopies, the combina-
tion of complementary techniques and in particular the combination of SECM
with high-resolution imaging provided by NSOM, ECSTM and AFM is gaining
substantial interest. With respect to the instrumental limitations of electrochemi-
cal imaging, several advantages derive from combined SPM techniques: (i) en-
hanced information on electrochemical processes at the solid/liquid interface, (ii)
simultaneously obtained complementary parameters and (iii) facilitated position-
ing of nanometer-sized probes.

7.1 Introduction to Scanning Probe Techniques 253



Initially, applications of combined scanning probe techniques were mainly uti-
lized to investigate corrosion processes at oxide-passivated metal electrodes. Wil-
liams et al. reported a combination of SECM and ECSTM for the investigation of
pitting corrosion of stainless steel [123]. A commercial AFM was adapted to per-
form combined ECSTM–SECM experiments. For this purpose, a Pt–Ir wire was
etched and insulated similarly to the fabrication of ECSTM probes. After position-
ing of the probe using the tunneling current of STM, the tip was retracted to a de-
signated distance suitable for SECM imaging. The lateral resolution achievable
with this approach was in the micrometer range. Treutler and Wittstock reported
combined tips with an electroactive area down to 4 nm by improving the tip fabri-
cation [124]. Hence, using the positioning principle of ECSTM (usually based on
modified commercial AFM/STM instrumentation) and retracting the combined
electrode to the sensitive working distance for the SECM measurement, the lateral
resolution could be significantly improved. However, both approaches are based
on a sequential acquisition of STM and SECM data. After recording the ECSTM
image, the tip is retracted and the electrochemical image is recorded. Hence data
evaluation of time-sensitive surface processes or materials with temporally chang-
ing surface properties may be difficult.
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Fig. 7.10 Schematic representation of the different configurations of
SECM tips for current independent positioning. (A) Optical shear force
detection; (B) and (C) nonoptical shear force distance control based
on tuning fork (B) and piezo elements (C)

electrochemical
cell with
glass windows



The first attempts at combining NSOM and SECM were described by Smyrl
and co-workers [64]. Although no combined measurements were presented, a
modified optical fiber was reported with the potential to serve as a combined
NSOM–SECM probe. These combined probes were mainly used for SECM imag-
ing with independent height control [117]. A complementary optical and electro-
chemical image of an interdigitated electrode array was published recently [65].
However, the lateral resolution of the optical image obtained with this device was
in the far-field regime.

The combination of SICM and NSOM has high potential for the investigation of
interfacial processes. The NSOM probe is modified to house the electrode immersed
in electrolyte solution, which permits simultaneous recording of optical images dur-
ing ion concentration mapping. By coupling laser light into the aluminum-coated
NSOM–SICM pipette and controlling the distance keeping the ion current con-
stant, simultaneous optical and topographical imaging can be achieved [125].

The motivation to overcome the limitations of constant-height imaging in
SECM has recently pioneered a series of exciting developments. Due to the high
spatial resolution and versatility of AFM, its combination with SECM is of particu-
lar interest for electrochemical imaging at the nanoscale. The powerful benefits of
merging AFM technology with SECM are based on the direct correlation of struc-
tural information with chemical surface activity at excellent lateral resolution
[126]. In principle, two different approaches have been devised [127, 128] with
both concepts based on the development of a combined scanning probe compris-
ing AFM and SECM functionality. The first approach of combined SECM–AFM
imaging in liquid was realized by fabricating bent Pt wire nanoelectrodes shaped
as AFM cantilevers merging both functionalities into a single tip [127, 129]. The
second approach, developed in our research group, is based on integrating a sub-
micro- or nanoelectrode into an AFM tip by three-dimensional microfabrication.
This technology retains the curvature of the AFM tip for high-resolution imaging
while the electrode is recessed from the apex of the tip for simultaneous electro-
chemical imaging [128, 130, 131]. Both approaches for combined AFM–SECM
imaging are applicable to any standard AFM instrument equipped with a liquid
AFM cell and an additional channel to read in the electrochemical data.

Comparing both concepts, the lateral resolution for electrochemical imaging is
so far superior utilizing cantilever-shaped bent wire electrodes. However, simulta-
neous imaging is usually limited to contact mode and robust, nonconducting sam-
ples owing to the contact of the cantilever-shaped nanoelectrode and the sample
surface. Conducting samples require noncontact imaging, avoiding contact of the
electroactive area located at the very end of the tip. In the bent wire approach,
this requires scanning the sample surface twice: first, topographical information
is recorded in contact mode operation without electrochemistry involved; second,
the sample surface is scanned again using the recorded topographical information
to keep the tip at a defined distance from the surface (lift mode) to perform
electrochemical imaging [129].

In the microfabrication approach, the smallest electrode integrated into a stan-
dard AFM tip is in the diameter region of �150 nm [132]. However, there are sev-

7.1 Introduction to Scanning Probe Techniques 255



eral distinct advantages to this technology. Due to the design of the integrated
AFM–SECM tip with a recessed electroactive area, there is no restriction with re-
spect to the nature of the sample, i.e. whether the surface is conducting or insu-
lating. As the AFM functionality of the integrated tip is based on insulating tip
materials (e.g. silicone nitride), topographic imaging can be performed in AFM
contact mode or dynamic mode entirely independently of the properties of the in-
vestigated surface. Consequently, topographical and electrochemical information
can be obtained simultaneously on any sample and dynamic operation modes
(e.g. tapping mode) of AFM for investigation of soft samples can be applied for
combined simultaneous SECM–AFM measurements [132].

7.1.3
Fabrication of Scanning Probes for Electrochemical Application

The lateral resolution in scanning probe microscopy is mainly determined by the
size and shape of the scanning probe tip. Hence fabrication processes based on
reproducible, highly accurate procedures for manufacturing SPM probes are of
great importance. In the following section, a survey of procedures for SPM tip
preparation suitable for in situ electrochemical investigations is discussed.

7.1.3.1 ECSTM Probes
Imaging artifacts due to improper probe geometries have always been a concern
in imaging at atomic resolution in topographic STM. Ideally, tunneling takes
place between a single atom terminating the STM tip and the sample surface.
However, in practice more than one atom may have the same distance to the sam-
ple surface, leading to ‘multiple tips’ and thus imaging artifacts [133]. For rough
sample surfaces, an imperfect tip geometry consisting of several ‘mini tips’ or an
improper macroscopic shape such as a relatively shallow angle of the tip cone can
also lead to imaging artifacts.

Since the tip may be in direct contact with the sample surface during the
imaging procedure, robust tip materials are preferable. After iridium and molyb-
denum, tungsten is the most commonly used tip material. Several strategies of
tip preparation were applied and reviewed in great detail by Melmed [134].
Frequently, iridium–platinum alloys are used in ECSTM, since they provide
sufficient stiffness and inertness to oxidation. These tips can be fabricated by
simple cutting; however, this procedure can lead to multiple ‘mini tips’ resulting
in tip artifacts during imaging. Controlled electrochemical etching of metal wires
is widely used to produce atomically sharp tips. Immersing a metallic wire
vertically into an electrolyte solution and applying a potential between the wire
and a counter-electrode initiates the electrochemical etching process [135–143].
After a certain etching period, the lower part of the wire simply drops off and a
sharp tip is formed at the breaking junction. Depending on the material, KOH or
NaOH solutions are used for etching tungsten [136, 141] and CaCl2–HCl [138] or
KCN–KOH [144] solutions are preferred for etching Pt–Ir. In the case of oxidiz-
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able tip materials, the oxide layer has to be removed prior to application. Ion
milling can be applied, which additionally helps to decrease further the curvature
of the tips. Focused ion beam (FIB) milling, as discussed in Section 7.1.3.5, leads
to tip radii as small as 4 nm and cone angles < 10 � [145]. More detailed descrip-
tions of the influence of etching parameters on the tip geometry can be found
elsewhere [139–142]. In ECSTM, the tunneling current is superimposed by the
Faraday current resulting from electrochemical processes at the substrate–electro-
lyte and tip–electrolyte interfaces. Hence the electroactive tip surface in contact
with the electrolyte solution has to be coated with an electrically insulating
material except the very end of the STM tip. Several coating materials including
glass [16], electrophoretic paint [146], paraffin [144] Apiezon wax [104] and chemi-
cally inert thermoplasts [20] have been applied. Fig. 7.11 shows an image of an
etched Pt–Ir tip insulated with Apiezon wax. By reducing the electroactive area to
a size of �10–8–10–7 cm2, the contribution of the Faraday current is < 50 pA,
which does not interfere with tunneling currents, which are typically in the range
1–10 nA for STM imaging.

7.1 Introduction to Scanning Probe Techniques 257

Fig. 7.11 SEM image of etched STM
tips: (A) etched tungsten tip; (B)
etched tungsten tip insulated with
Apiezon wax. The etched fiber is
pulled twice through molten Apiezon
wax. The apex of the tip is not insu-
lated. Reprinted with permission
from [141]
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7.1.3.2 Metallized AFM Tips
ECAFM investigations of electrochemical processes occurring at solid/electrolyte
interfaces are usually performed with unmodified AFM cantilevers. By applying a
potential to a macroscopic electrode surface in electrolyte solution, topographical
changes in microscopic domains induced by electrochemical surfaces processes
are imaged in situ with AFM. However, several approaches have been published
in which the electrochemical reactions – mainly dissolution or deposition pro-
cesses – are actively triggered by applying a potential to a metallized AFM tip
[147–149]. Metallized AFM cantilevers can be easily produced by sputtering or eva-
porating a thin metal layer on to commercially available AFM cantilevers [150].
However, sputtering an additional layer on to the AFM cantilever increases the
curvature of the AFM tip, which usually results in decreased lateral resolution.
Furthermore, the electroactive area covers the entire AFM tip and cantilever.
Hence lateral contrast on electrochemical information is attainable if only a small
part of the cantilever is immersed in the electrolyte solution. Alternatively, manual
deposition procedures can be applied to insulate the cantilever mount, resulting
in an electroactive area of the size of the cantilever [147].

7.1.3.3 Probes for NSOM and SICM
Two different probe designs dominate in NSOM: (i) fiber-shaped probes with a de-
fined aperture and (ii) apertureless probes. The resolution and quality of the
images obtained in aperture NSOM are strongly dependent on the quality of the
aperture delivering radiation to the sample surface. Betzig et al. successful intro-
duced a design for reproducible fabrication of tapered NSOM fibers, based on
heating and pulling an optical glass fiber under controlled conditions [60]. Alter-
natively, glass fibers can be etched by penetrating hydrofluoric acid through a pro-
tective organic layer [151]. Although the output of high-quality tips from an etch-
ing process is lower compared with pulled fibers, the optical throughput of etched
fibers is increased owing to larger cone angles [152, 153]. Following the fiber pro-
cessing, an opaque metal layer (mainly aluminum) with a thickness of 50–100 nm
is coated on the fiber core except at the apex of the tip. Thus, a small aperture is
created at the fiber tip, avoiding radiation loss of guided light along the fiber. The
quality of the metal coating is crucial for the performance of the NSOM tip. Typi-
cal apertures produced by fiber pulling range around 50 nm with a cone angle of
�20�. More recently, focused ion beam milling has been used to create highly de-
fined apertures at the apex of the optical fibers [154, 155]. FIB milling allows pre-
cise cutting off of the very end of the fiber-optic NSOM probe, producing smooth,
unstructured aperture regions eliminating problems with, e.g., material grain
structures.

Combined AFM–NSOM probes have been fabricated by modifying the AFM can-
tilever with optically transparent tips instead of the usual Si or Si3N4 materials [156].
The lateral resolution achievable with aperture probes is limited to the tens of nan-
ometers range by the achievable light output of the aperture. Hence increasing op-
tical resolution requires alternative concepts for NSOM probes. In principle, an aper-
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tureless NSOM probe is a sharpened metal tip. Hence many probe designs or even
lasing nanoparticles can be envisaged to serve as apertureless NSOM probes. Alter-
natively, apertureless probes can be sharpened by FIB technology, increasing the spa-
tial resolution of the optical information. More detailed information on the state-of-
the-art in NSOM technology was provided by Dunn [57].

In SICM, the lateral resolution is dependent on the dimensions of the orifice at
the end of the micropipette, which is similar to the aperture of fiber-shaped
NSOM probes. Hence similar fabrication strategies based on heating and pulling
utilizing commercially available pipette pullers have been applied [125]. Microma-
chined SICM probes based on conventional photolithographic processes have also
been described [157]. Improvements to the SICM probe orifice can also be
achieved by FIB technology in combination with microfabricated SICM probes, in
particular since reproducible fabrication of nanometer-sized orifices will dramati-
cally increase the lateral resolution attainable.

7.1.3.4 Fabrication of Micro- and Nanoelectrodes
Microelectrodes have been used for a long time for neurophysiological investiga-
tions. However, design modifications are required for utilizing microelectrodes as
components of imaging tools. The conventional design of microelectrodes used in
SECM experiments comprises a disk-shaped electrode with robust, geometrically
defined glass insulation. However, different electrode geometries have been used
for SECM imaging (see Fig. 7.12). Disk electrodes are fabricated by coaxial place-
ment of a noble metal wire with diameters of 5–50 �m inside a glass capillary
sealed at one end. Capillaries are usually made of borosilicate or soda-lime glass
for gold wire electrodes. The wire is melted under vacuum into the glass tube and
the sealed end is ground with sandpaper until the cross-section of the wire is ex-
posed. Successive polishing with a series of diamond pastes results in a corruga-
tion-free surface of the disk-shaped electrode. Electrical connection of the micro-
wire is usually achieved by attaching to a copper wire with silver epoxy paint to
the top of the capillary. For a more detailed description, several reviews on fabrica-
tion of microelectrodes are recommended [158, 159]. Disk microelectrodes with di-
ameters of 1–5 �m are usually fabricated from Wollaston wire following the same
procedure. However, prior to sealing off the capillary, the silver coating has to be
removed with nitric acid. For imaging experiments the insulating glass shielding
is conically reduced to a ratio of the glass shielding to the UME radius (RG value)
of �10. Geometrically reducing the glass insulation avoids contact of the shield-
ing and substrate in case of a deviation in the axial alignment between the sam-
ple surface and electrode, while still providing sufficient contrast for imaging of
insulating substrates. Chemical selectivity may be increased by introducing am-
perometric UMEs functionalized with appropriate recognition chemistries at the
electrode surface, which is particularly relevant for the investigation of biological/
biochemical redox processes [160].

Ring-shaped electrodes can be fabricated by deposition of a metal layer on a cy-
lindrical support material with micrometer-sized diameter. Microfabrication tech-
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niques such as sputtering or vapor deposition are usually applied to deposit the
electrode material, providing ring electrodes with a layer thickness of 10 nm–
5 �m. Metal coatings can be insulated from the ambient solution by epoxy resins.
Carbon ring electrodes have been fabricated by pyrolyzing methane within a
pulled quartz capillary. After a carbon ring is formed, the capillary is filled with
epoxy and beveled to expose the carbon ring electrode [161]. Combining NSOM
with SECM can be realized by coating of an NSOM fiber probe with a metal layer
and successive insulation towards to solution providing an exposed microring
electrode around the aperture of the optical fiber tip. Shi et al. demonstrated this
concept by coating an optical fiber with gold, providing a SECM microelectrode
[162]. A combined probe suitable for simultaneous optical and electrochemical
measurements was published recently by Bard and co-workers [71].

The fabrication of nanometer-sized electrodes (also called ‘nanodes’) was re-
ported at the beginning of the 1990s [74, 163]. However, application as an electro-
chemical imaging tool was realized only 10 years later. The fabrication of nano-
electrodes is mainly based on etching processes similar to the fabrication of STM
tips [108, 144] or by drawing an embedded metal wire with laser pipette pulling
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Fig. 7.12 Microelectrode geometries used
in SECM experiments: (A) disk microelec-
trode; a= radius of the disk. (B) Ring mi-
croelectrode; b =inner radius of the ring,
c = outer radius of the ring. (C) Hemisphe-
rical microelectrode; r0 = radius of the
hemisphere. (D) Finite conical microelec-
trode; a= radius of the disk



techniques [96, 109]. Electrodes with diameters of �4 nm have been reported
[109]. Several strategies and materials have been published for insulation of these
probes in order to expose a well-defined electroactive area suitable for electro-
chemical imaging [107, 164, 165]. Bent nanoelectrodes shaped like AFM cantile-
vers have been fabricated by etching and successive insulation with electrophore-
tic paint providing an electroactive area at the very end of the tip [127]. A problem
still not solved with these approaches is the mediocre reproducibility of the fabri-
cation process and the lack of control for defined electrode geometries [126]. The
dimensions of the nanoelectrode can be derived experimentally by measuring the
diffusion-controlled steady-state current. The electrode shape is frequently derived
by comparing experimentally obtained approach curves with theoretically calcu-
lated curves. However, for quantification of data obtained in nanoscale electro-
chemical imaging experiments, a precise knowledge of the distance between the
scanning tip and the sample surface and known and well-defined electrode geo-
metries are prerequisites.

7.1.3.5 Microfabricated Combined Scanning Probe Tips
One of the major advantages of AFM among all the scanning probe techniques,
in addition to its versatility and broad applicability, is the well-established fabrica-
tion of AFM cantilevers [166]. Based on microfabrication technology, batch pro-
cessing of silicon and silicon nitride cantilevers can be routinely achieved at com-
paratively low cost and with high reproducibility.

Several strategies for combined scanning probes for AFM–NSOM [156, 167] and
combined STM–potentiometric sensing probes [168] based on microfabrication
techniques have been published in recent years. Our group introduced a success-
ful concept for combining SECM and AFM based on integrating a microelectrode
into an AFM tip based on microfabrication technology [128, 130, 169, 170]. The
design in Fig. 7.13 permits simultaneous recording of topographical and electro-
chemical properties of the sample surface while keeping the distance between the
integrated electrode and the surface constant. Predominantly thin-film chemical
vapor deposition (CVD) and sputter techniques along with focused ion beam
(FIB) micromachining originating from microelectronics are used, ensuring repro-
ducible fabrication of nanoelectrodes integrated into conventional AFM tips. This
development enables an electrode to be integrated at a precisely defined and delib-
erately selected distance from the apex of a scanning probe tip. Conventional sili-
con nitride cantilevers are sputtered with a metal electrode layer (mainly gold and
platinum) at a thickness of �100 nm. The cantilever is then insulated based on
plasma-enhanced chemical vapor deposition (PECVD) for silicon nitride or sand-
wiched layers of silicon nitride and silicon oxide or by using chemical vapor poly-
merization (CVP) for parylene C. Owing to its high uniformity and biocompatibil-
ity, parylene C is the preferred choice for many applications in the biomedical
field [170]. In order to expose an electroactive area recessed from the apex of the
tip, a fabrication step allowing 3D structuring has to be applied. FIB technology is
an attractive tool for various maskless structuring processes and a well-established
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Fig. 7.13 Design of an integrated SECM–
AFM probe. Processing steps of a modified
AFM tip using FIB technology showing in the
left column a schematic view of the proces-
sing step and in the right column the corre-
sponding FIB images. (A) AFM cantilever
after coating with the gold layer and the sili-
con nitride insulation. (B) Diametrically op-
posed FIB cuttings along the dotted lines.
(C) Side view after step (B). (D) Repetition of
the diametrically opposed FIB cuttings of

step 2 along the dotted lines after turning the
cantilever by 90� creating a free-standing
square pillar. (E) Re-modeling of the non-con-
ductive AFM tip by FIB cuttings along the
dotted lines on all four sides of the square
pillar. (F) FIB image of the final integrated
frame microelectrode (edge length: 2.2 �m)
after ‘single-pass milling’ along the dotted
lines for removal of re-deposited material
from the electroactive surface. Reprinted with
permission from [128]
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technique in the semiconductor industry [171]. Recently, FIB milling has been in-
creasingly applied for scanning probe manufacturing, e.g. ultra-sharp AFM tips
with needle-like probes, providing high aspect ratios for the investigation of nar-
row grooves [172]. Several FIB milling steps are performed to expose reproducibly
an electrode recessed from the apex of the AFM tip (see Fig. 7.13). Finally, the
original AFM tip is reshaped, correlating the tip height to the dimensions of the
integrated electrode. Hence the optimum working distance between electrode and
sample surface and high quality for AFM imaging are ensured. Several different
electrode geometries have successfully been integrated into AFM probes, includ-
ing frame-, ring- and disk-shaped electrode structures (see Fig. 7.14).

The resolution of FIB systems promises integration of nanoelectrodes in the
near future, although electrode dimensions accessible with etching and pulling
techniques have not yet been reached based on the illustrated microfabrication
technology. So far, disk-shaped integrated nanoelectrodes with diameters as small
as 150 nm have been fabricated [132]. A distinct advantage of this technology is
the integrity of the basic features of the AFM cantilever. The quality of topographi-
cal images is determined by the precision of FIB milling, which is suitable for the
fabrication of ultra-sharp AFM tips [172]. Furthermore, the bifunctional probe can
be used in all operational modes provided by AFM, e.g. dynamic mode for imag-
ing of soft sample surfaces [173]. It should be noted that the concept of integrated
electrodes can be extended to a variety of different electrode materials, e.g. pH-
sensitive oxides and to the integration of multiple electrodes.
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7.1.3.6 Carbon Nanotubes
Very recently, carbon nanotubes have been identified as having promising poten-
tial as electrochemical scanning probe tips. The electrochemical behavior of car-
bon nanotubes and their application as nanometer-sized electrochemical sensors
in analytical and biological applications have already been demonstrated [174].
Their unique features combining a high aspect ratio and sub-nanometer radius of
curvature with chemical stability and mechanical robustness have identified car-
bon nanotubes as an interesting alternative to conventional scanning probe sen-
sors. They provide a unique combination of high resolution and high aspect ratio
imaging owing to their exceptionally large Young’s modulus [175]. In addition,
carbon nanotubes bend elastically instead of fracturing under large forces, which
makes them highly robust for AFM probe applications. The first approaches
using carbon nanotubes as SPM probes have been published recently [176–178].
Early attempts at using carbon nanotubes as conductive probes used the concept
of adhesive pick-up of carbon nanotubes with an AFM probe [179]. The assembly
of a carbon nanotube attached to the AFM tip was then modified with a conduct-
ing metal layer. The resulting nanowire has a high aspect ratio, providing a bene-
ficial geometry for both electric and magnetic force microscopy and an ideal ge-
ometry for imaging small, deep pore structures. However, for fabrication of
electrochemical scanning probe tips similar to the SECM probes, the metallized
carbon nanotube has to be insulated, which increases the total diameter of the
wire and demands further microstructuring for developing a combined electro-
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Fig. 7.14 Attainable geometries of micro- and nanoelectrodes inte-
grated into AFM tips: (A) frame electrode; (B) ring electrode; (C) disk
electrode. (D) FIB image of (left) an integrated frame sub-microelec-
trode with an edge length of 770 nm and a tip height of 700 nm and
(right) an integrated disk nanoelectrode with a diameter of 300 nm.
Reprinted with permission from [132]



chemical scanning probe tip. Merging the benefits of carbon nanotube probes for
SPM along with sophisticated microstructuring may lead to combined electro-
chemical scanning probes tips with unique imaging properties in the near future.

7.2
Applications

The introduction of scanning probe microscopy had a substantial impact on the
fundamental understanding of processes occurring at the solid/liquid interface.
Investigations of the initial states of corrosion and heterogeneous electron transfer
reactions with high lateral resolution and in real time provided by in situ SPM re-
volutionized electrochemical surface science. Furthermore, a wide variety of bio-
logically and biomedically relevant reactions occur at surfaces or interfaces and
are frequently related to structural changes of the surface. SPM techniques have
successfully been applied to correlate structural changes with physical or chemical
properties. Ongoing progress in probing electrochemical surface features with
scanning probe microscopy and selected fundamental applications will be dis-
cussed in the following section.

7.2.1
Material Characterization and Modification

Prior to the development of scanning probe microscopy, structural information
about electrode surfaces had to be inferred from the results of spectroscopic or
macroscopic electrochemical measurements. The development of in situ electro-
chemical SPM had a strong impact on many areas of interfacial science. SPM
techniques have gradually matured into powerful tools for imaging electrode sur-
faces in an electrochemical environment with atomic resolution, contributing to
an in-depth understanding of a wide variety of electrochemical processes.

Applications of electrochemical STM in the field of probing solid/liquid inter-
faces include investigating electron transfer processes [180, 181] and in situ imag-
ing of gold and platinum electrode surfaces [182–184]. Furthermore, ECSTM has
been applied for fabricating nanostructures and for studying thin-film depositions
[185–187]. ECSTM studies imaging potential-dependent phase transitions (surface
reconstruction) of multiple single-crystal electrodes including gold [188] and plati-
num [189] have been described. Fig. 7.15A shows an in situ STM image in 0.1 M
H2SO4 electrolyte solution of a freshly prepared flame annealed Au(100) surface
demonstrating hexagonal-close-packed surface atoms. When the electrode poten-
tial is scanned in positive direction, reconstruction is lifted at about +0.36 V vs.
SCE due to specific adsorption of sulfate ions. The (hex) � (1 � 1) transition
causes a pronounced current peak visible in the cyclic voltammogram at this po-
tential. The unreconstructed surface, which has a fourfold symmetry, is covered
with small mono-atomic gold islands (Fig. 7.15 B) formed due to the excess of sur-
face atoms in the more densely packed (hex)-structure. Scanning the potential
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back from positive values (e.g. + 0.75 V vs. SCE) to the starting point at –0.2 V vs.
SCE leads to a slow reconstruction of the (hex) surface illustrated in Fig. 7.15 C.

Electrochemical SPM has become an indispensable tool for gaining mechanistic
insights into electrode reactions at single-crystal electrodes. Excellent reviews de-
scribing structure studies of metal electrodes by in situ STM [25, 190–192] and
electrochemical applications of in situ scanning probe microscopy [193–195] have
been published. Specific topics which are addressed during ECSTM studies include
the characterization of the structure of bare metal surfaces, monolayers and multi-
layers of metals formed on top and of semiconductor electrodes and adsorbates.
Especially the occurrence of adsorbates and adsorbate ordering is a central issue
in electrochemistry. Electrochemical AFM has been used to monitor electrodeposi-
tion processes of metals [196–198], electrodeposition and characterization of con-
ducting polymers [199–201] and thin-film deposition on highly oriented pyrolytic
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Fig. 7.15 Sequence of ECSTM images repre-
senting surface reconstruction of Au(100) in
0.1 M H2SO4. (A) The freshly prepared recon-
structed surface at –0.2 V vs. SCE, (B) the un-
reconstructed surface immediately after lifting
of the (hex) structure at +0.36 V vs. SCE and

(C) the surface after potential-induced recon-
struction. The corresponding cyclic voltammo-
gram shows the current peak at +0.36 V vs.
SCE representing the (hex) � (1 �1) transi-
tion. Reprinted with permission from [190]

(A) (B)

(C)



graphite (HOPG) [202, 203]. For the characterization of adsorbate layers, different
operating modes of AFM have been applied to perform adhesion and elasticity mea-
surements of monolayers in electrochemical environments. Recently, dip-pen nano-
lithography induced by electrochemical reactions has been reported [46].

The SECM configuration of positioning a UME in close proximity to a sample
surface has been widely used for surface modification. Microstructured deposition
of metals [204, 205] and conducting polymers [112, 206, 207] and etching pro-
cesses of semiconductors [208, 209] have been performed with the direct and feed-
back mode of SECM. An attractive unique feature of SECM is the possibility of in-
ducing surface reactions and characterizing the results or simultaneously monitor-
ing the reaction rate. A comprehensive review on surface modification with SECM
has been published [83]. Microscopic analysis and reaction rate imaging of compo-
site materials and modified electrodes have been performed with SECM [87]. Re-
cently, Bard and co-workers published several contributions on SECM investiga-
tions concerning the electrical properties of self-assembled monolayers at a molec-
ular level, including charge transfer through these films [210, 211].

7.2.1.2 Dissolution and Crystallization Processes
Dissolution and crystallization processes occurring at solid/liquid interfaces are of
key importance in a wide variety of chemical reactions [212] and have been studied
extensively using a variety of electrochemical SPM techniques. Focus on in situ in-
vestigations of these processes is centered on exploring the initial stages of dissolu-
tion and crystallization, similar to studying deposition processes. SPM studies on
corrosion aim at elucidating the initiating steps and the structural evolution of the
corroding material. In situ studies of corrosion and dissolution have been con-
ducted at various surfaces including Cu [213–219], steel [220, 221], Ag [222] and
other materials [223–227]. Excellent reviews on corrosion have been published [25,
190, 192, 193]. Dissolution processes are usually potentiostatically controlled. A po-
tential is applied to the conducting sample and topographical changes at the elec-
trode surface are monitored at the nanometer level in real time as a function of
the applied potential or current. An example for the observation of anodic dissolu-
tion of Cu using in situ AFM is depicted in Fig. 7.16. Fig. 7.16 A shows a cyclic vol-
tammogram recorded at a highly oriented graphite electrode for the oxidation–re-
duction behavior of Cu in a CuSO4–HCl electrolyte solution. In Fig. 7.16B, a se-
quence (images a–f) of in situ AFM images at different stages of the Cu deposition
are shown. All electrochemical experiments were conducted with a Cu reference and
counter-electrode. The condition of the initial freshly cleaved highly oriented gra-
phite surface prior to electrochemical experiments (at 0 V) is shown in
Fig. 7.16 B(a). During a first anodic cycle (0 V to + 400 mV and back) the graphite
surface remained unchanged. At a cathodic potential of –80 mV, small crystals nu-
cleated and grew, as shown in Fig. 7.16 B(b). Fig. 7.16 B(c) corresponds to the gra-
phite surface at the end of the Cu deposition cycle (–40 mV) when the current be-
came anodic. Between –40 and 40 mV, the majority of small Cu crystals had dis-
solved, but at 40 mV significant growth of the remaining crystals was observed
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(Fig. 7.16B(d)). These crystals with a unit cell more than three times larger than Cu
were identified as CuCl using Auger spectroscopic and X-ray diffraction (XRD) anal-
ysis. At the current peak of 240 mV, crystal dissolution started (Fig. 7.16 B(e)) and
was completed revealing the surface in its original starting condition at 400 mV as
shown in Fig. 7.16B(f).

Although electrochemical STM and AFM permit in situ imaging of electrochem-
ically induced processes with high resolution down to the atomic level, only topogra-
phical information on induced surface changes can be obtained. Hence there is a
lack of chemical specificity on the involved redox processes compensated by the ap-
plication of element-specific ex situ surface techniques, such as Auger spectroscopy
and XRD. SECM is a promising SPM technique adding chemical information to the
investigation of such interface processes. Moreover, electrochemical processes can
be locally induced independent of the nature of the substrate, in contrast to STM,
which is limited to conducting samples. However, conventional SECM provides
mediocre lateral resolution in comparison with STM and AFM.

Hansma et al. introduced the promising technique of SICM, providing chemical
information on ionic processes [66]. This in situ technique based on measuring ionic
fluxes is suitable for high-resolution imaging at conducting and insulating surfaces.
Simultaneous imaging of topography and local ion currents has been shown using a
combined ion-conductance and shear-force microscope [67] and AC mode SICM
[68]. Recently, first approaches have been published using SICM for processing mi-
crocircuits and for localized electrochemical deposition [228, 229].

SECM is widely used to characterize and investigate processes at solid/liquid in-
terfaces [230]. The concept of positioning a probe close to a phase boundary pro-
vides the opportunity to measure transfer rates of processes across interfaces in a
wide range of applications. Furthermore, SECM combined with a thin-layer liquid
cell configuration allows probing of electrochemical reactions in a small volume.
Thus, the analysis of heterogeneous transfer processes and laterally resolved inves-
tigations primarily of electron transfer represent an application uniquely accessi-
ble with SECM [231]. Consequently, SECM is ideally suited for corrosion studies:
(i) there is no limitation based on the conductivity of the sample as SECM works
for both insulating and conducting surfaces, (ii) structural surface effects can be
correlated with localized electrochemical activity, (iii) the UME can be used either
to initiate the reaction and/or to detect electroactive corrosion products at the
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Fig. 7.16 In situ AFM imaging of electroche-
mical Cu deposition and dissolution. (A) Oxi-
dation–reduction behavior of Cu on a highly
oriented graphite working electrode. Electrolyte
solution, 4 � 10–4 mol/L CuSO4 and 2 �10–3

mol/L HCl; scan rate, 2 mV/s; initial potential,
0 V. (B) EC–AFM images of (a) freshly cleaved
graphite working electrode surface at the be-
ginning of the CV scan (0 V), (b) the beginning
of the Cu deposition on the graphite step

defect (–80 mV) and (c) Cu crystals deposited
at the end of the cathodic deposition cycle
(0 V). At a potential of 40 mV, the AFM image
(d) shows the growth of larger crystals at
sites previously occupied by Cu; further in-
crease of the potential to 120 mV leads to dis-
solution of the crystals (e) until, at the end of
the CV scanning cycle (400 mV) (f), the sur-
face was free of crystalline deposits. Re-
printed with permission from [214]
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UME and (iv) the current measured at the UME and/or in the case of a conduct-
ing sample at the substrate provides quantitative information on the processes in-
volved. Corrosion investigations have been performed at several metal surfaces in-
cluding steel [232–234], Al [235], Ni [236], Ti [237, 238] and semiconductors [239].
Furthermore, SECM is a powerful tool for investigating the dissolution character-
istics of electrically insulating materials, in particular ionic single-crystal surfaces
[230, 240]. While SECM studies provide valuable quantitative information on local
dissolution rates, complementary topographical information is usually derived
from microscopic studies owing to the limited lateral resolution obtainable in con-
ventional SECM [241]. A significant advance in the measurement of dissolution
kinetics was accomplished by the introduction of a complementary AFM tech-
nique, in which a biased Pt-coated AFM cantilever is used to measure the topogra-
phy of a dissolving crystal surface while simultaneously inducing electrochemical
dissolution under conditions closely mimicking those for kinetic SECM measure-
ments. This technique has been applied to study the dissolution of KBr single
crystals in acetonitrile solution [147], for in situ observation of the dissolution of
potassium ferrocyanide trihydrate [148] and recently for the observation of surface
processes involved in the dissolution of calcite in aqueous solution [149]. One ma-
jor drawback of this technique is the size of the electroactive area of the scanning
probe resulting from coating the entire AFM cantilever with the electrode
material. Hence the lateral resolution of the electrochemical information obtained
is limited. In addition, the conductivity of the AFM tip limits the application to in-
sulating surfaces in AFM contact mode.

Corrosion processes of surface-coated metals have been intensively studied by
scanning Kelvin probes (SKPs) [242]. However, to date the lateral resolution of the
SKP has been limited by the diameter of the probe (typically 20–100 �m) and a
comparatively large working distance (�10 �m). Owing to the inherent limita-
tions of this technique, further detailed discussion is omitted in this chapter.
However, the combination of AFM and SKP (SKPFM) is noteworthy, since the lat-
eral resolution is dramatically improved based on the resolution of a metal-coated
AFM cantilever and the AFM distance control. Simultaneous information on sur-
face topography and surface potentials developing during electrochemical reac-
tions can be obtained [243] providing laterally resolved potential information [244].

7.2.1.3 Combined SPM Techniques for Material Characterization and Modification
Recently, Macpherson and co-workers published results on dissolution experi-
ments revealing significant improvement of the lateral resolution by combined
SECM–AFM measurements [127]. Bent Pt-wire nanoelectrodes shaped as AFM
cantilevers have been used to induce dissolution electrochemically from a local-
ized region of a nonconducting solid substrate. This technique is limited to insu-
lating substrates in AFM contact mode; however, it provides excellent spatial reso-
lution due to the nanometer-sized electrode. Since the electroactive area is located
at the very end of the tip, conducting samples have to be investigated using lift-
mode imaging [129]. Similarly to combined ECSTM–SECM, the sample surface
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has to be scanned twice. First, the topographical information is recorded in AFM
contact mode operation followed by a second scan in SECM mode using the re-
corded topographical information to keep the tip at a defined distance to the sur-
face tracing the contours of the sample.

Simultaneous SECM–AFM imaging of electrode surfaces can be achieved by in-
tegration of submicro- and nanoelectrodes into AFM tips using microfabrication
techniques [128]. Since the distance between the integrated recessed electrode and
the surface remains constant, simultaneous imaging of the topography and
electrochemical properties of the sample surface independent of the nature of the
sample can be achieved. Due to the well defined geometry of the bifunctional
probe, quantification of the current signal and theoretical modeling can be per-
formed [245].

Fig. 7.17 shows simultaneously obtained height (B) and current (C) images of
disk-shaped platinum structures embedded in an insulating silicon nitride surface
recorded in AFM contact and SECM feedback mode using 0.05 mol/L [Fe(CN)6]4–
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Fig. 7.17 (A) Schematic representation of si-
multaneous AFM–SECM imaging of disk-
shaped platinum structures embedded into
an insulating silicon nitride surface. (B) Topo-
graphy recorded in AFM contact mode and
(C) simultaneously obtained current image re-
corded in SECM feedback mode. Redox med-

iator, 0.05 mol/L [Fe(CN)6]4– in 0.5 mol/L KCl
electrolyte solution. The tip was held at a po-
tential of 0.65 V and the sample at 0 V vs
AgQRE to ensure diffusion-controlled pro-
cesses. Electrode edge length, 770 nm; tip
height, 406 nm; scan rate, 2 Hz



as redox mediator in 0.5 mol/L KCl electrolyte solution. Biasing the integrated tip
at a constant potential (0.65 V) oxidizes ferrocyanide to ferricyanide in solution.
The sample was held at 0 V to ensure diffusion-controlled processes. According to
the theory of the feedback mode, the diffusion-limited Faradaic current measured
at the electrode is influenced by the properties of the sample surface. Accordingly,
scanning the AFM–SECM tip across the insulating silicon nitride layer results in
blocked diffusion to the tip integrated electrode and a decreased current in con-
trast to the steady-state current in bulk solution (negative feedback). Due to the
re-reduction of the redox mediator at the biased platinum spots, the tip current is
increased compared with the steady-state current in the bulk solution (positive
feedback) above the conducting features. The periodicity of the disk-shaped con-
ducting surface features is evident in the electrochemical image and corresponds
well with the topographical information.

7.2.2
Biological Applications

Molecular monolayers, including layers of functional biological macromolecules,
have been investigated successfully by probing single-molecule electronic proper-
ties directly in aqueous solutions using electrochemical in situ STM. In addition
to high structural resolution, in situ STM offers the perspective to obtain single-
molecule spectroscopic data. This opportunity emerges most clearly when adsor-
bate molecules have accessible redox levels and the tunneling current decomposes
into successive single-molecule interfacial electron-transfer steps. Excellent re-
views on this topic have been published recently [246–248]. Proteins adsorbed in
monolayers on neat and modified Au(111) electrodes have been studied. Compre-
hensive surface characterization including resolving structural features at single-
molecule levels combined with information on the electrochemical potential win-
dows for functional monolayer stability of these proteins monolayers could be
achieved by in situ SPM. Investigations include blue copper protein Pseudomonas
aeruginosa azurin [249–253], Saccharomyces cerevisiae cytochrome c (single-haem
protein) [254], poplar plastocyanin mutants [255] and a synthetic 4-�-helix bundle
carboprotein [256]. ECSTM investigations require attaching the target molecule to
a conductive layer, limiting the applicability of this technique. Imaging of DNA
adsorbed on mica was achieved with STM [257], but the imaging mechanism was
controversially discussed and may in fact be based on an SECM measurement ow-
ing to a monolayer of water and dissolved ions at the mica substrate [258, 259].
Despite excellent resolution, in situ STM is not applicable for investigations of
biological samples such as entire cells.

In contrast, AFM has developed into a routine tool for biological investigations
and certainly is among the most commonly applied scanning probe techniques in
the biological field. The investigation of biological interfaces is mainly based on
structural changes, which can be detected by conventional AFM techniques. Chem-
ical functionalization of AFM tips extends the information space beyond topographi-
cal data provided by conventional force microscopy. Force spectroscopy and molecu-
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lar recognition force microscopy (MRFM) yield information on molecular interac-
tions characterizing, e.g., ligand–receptor binding and dissociation processes [260].
However, to the best of our knowledge, these techniques have not yet been applied
to redox-active processes and are considered beyond the scope of this chapter.

SICM has proven to be an excellent tool for investigations on living cells. In
contrast to other SPM techniques, SICM operates in buffered solutions and is
highly suitable for noninvasive imaging of soft biological samples. The first suc-
cessful imaging of living cell surfaces using SICM was accomplished by Korchev
et al. in the mid-1990s [69, 261]. Living cardiac myocytes have been imaged with a
lateral resolution of 50 nm [261]. SICM has also been applied for assessing the
volume of living cells, which allows quantitative characterization of dynamic
changes in cell volume while retaining the cell functionality with high resolution
(2.5 � 10–20 L) [262]. More recently, a novel combined technique based on SICM
and patch-clamp [70] has been used for mapping of single active ion channels in
intact cell plasma membranes for the first time [263]. Local application of potas-
sium ions is enabled via a micropipette and detection of the resulting ion flow via
a channel using the patch-clamp technique. Based on this configuration, the dis-
tribution of ATP-regulated K+ channels (KATP channels) in cardiac myocytes was
imaged (Fig. 7.18B). A photograph and a schematic view of the experimental set-
up showing the SICM micropipette for imaging the topography and the patch-
clamp micropipette for simultaneously monitoring the electrical response is
shown in Fig. 7.18 A. A similar method using a combined SICM–patch-clamp
technique was applied to image ion channels of epithelial microvilli, cardiomyo-
cyte T-tubules and sperm cells [70]. SICM utilizing a feedback-controlled fast re-
sponding distance control permitted imaging of contracting cardiac myocytes
[264]. By combining this method with confocal laser microscopy, simultaneous
measurements on the nanometric motion of the cell and local calcium ion con-
centrations just underneath the cell membrane have been demonstrated [264]. Re-
cently, SICM was successfully applied for imaging the life cycle of microvilli [265],
which previously was a challenging imaging task with AFM owing to substantial
mechanical interaction between the specimen and the AFM probe.

SECM is a powerful technique for obtaining electrochemical information on a
wide range of biological species. In contrast to AFM, information on specific elec-
troactive species generated at or involved in biologically relevant surface processes
can be obtained. SECM has been applied successfully for monitoring the respira-
tory activity of PC12 cells [266] and HeLa cells [267, 268] at a single cell level and
for the detection of neurotransmitter release [118]. Furthermore, electron-transfer
rates between metallic electrode surfaces and enzymes [269] and of tip-generated
species occurring at nonconductive surfaces containing a redox-active enzyme
[270] have been investigated in feedback mode SECM. The utility of SECM for
imaging molecular transport across membranes has recently been reviewed [271].
SECM in generator/collector mode has been applied to probe ion transfer at bi-
layer lipid membranes [272]. Imaging of enzyme activity has been performed in
SECM feedback [273–275] and generator/collector modes [276, 277]. A combina-
tion of localized desorption induced by SECM followed by chemical derivatization
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Fig. 7.18 Functional localization of sin-
gle ion channels in intact cell mem-
branes. (A) Photograph of the experi-
mental arrangement showing the SICM
and the patch-clamp pipette and the
cardiac myocyte (a) and corresponding
scheme of the sensing mechanism
using a combined SICM–whole-cell
voltage-clamp technique (b). (B) Func-
tional imaging of KATP channel distribu-
tion of the cardiomyocyte sarcolemma.
Maps of K+ current (a, c) and surface
topography superimposed on the K+

current map (b, d). Reprinted with per-
mission from [262]



was used to create and image enzymatically active spots on alkanethiolate-covered
gold electrodes [278]. SECM offers several mechanisms for local surface modifica-
tion and characterization of biochemically active microscopic regions and for the
analysis of interactions in patterned multi-enzyme layers [279].

Surface modification of electrodes with bioreceptors such as enzymes or applica-
tion of potentiometric electrodes in SECM is gaining substantial interest owing to
the specificity added to information gained during investigations of complex biolog-
ical systems. However, utilizing the current signal for positioning of SECM probes is
only applicable for amperometric electrodes. Consequently, nonamperometric tips,
such as biosensors, require alternative tip positioning strategies for imaging SECM
experiments. Utilizing optical microscopy for tip positioning yields only qualitative
results [280]. A few approaches have been reported for the application of potentio-
metric UMEs [281–284] and enzyme UMEs [160], despite the fact that potentio-
metric probes are of great interest for detecting electroinactive species [285] or for
detecting heavy metals [286]. Horrocks et al. [281] used antimony SECM electrodes
operating also in amperometric mode for positioning of the tip prior to pH map-
ping. Wei et al. [282] introduced positioning techniques based on DC measure-
ments of the solution resistance using Ag/AgCl micropipette electrodes or potentio-
metric measurements of steady-state concentration profiles with ion-selective micro-
electrodes providing the tip–sample distance. Furthermore, potentiometric UMEs
with a dual-electrode configuration have been reported. One channel is configured
as an ion-selective electrode and the second channel as an amperometric electrode
for distance control during the approach of the UME. A hydrogen peroxide micro-
biosensor was positioned by applying a high-frequency alternating potential to the
tip and measuring the solution resistance between the tip and the auxiliary elec-
trode [119]. Although good agreement of the experimentally obtained data with the-
ory has been achieved, this approach is limited to micrometer-sized sensors, since
the relative contribution of the solution resistance to the impedance decreases with
the dimensions of the sensor. Shear force-based constant-distance SECM has also
been applied for positioning of microbiosensors [103].

Nevertheless, a major drawback of conventional SECM is signal-dependent posi-
tioning of microelectrodes resulting in insufficient lateral resolution and convolu-
tion of the electrochemical response and topographical information. In addition,
imaging of enzyme activity in the generator/collector mode does not provide topo-
graphical information when the substrate of the enzymatic reaction is absent.
While SECM imaging of enzyme activity using the shear force feedback mode to
control the substrate–probe distance has been described [103, 287], to date few re-
sults have been published using nanoelectrodes in SECM experiments.

7.2.2.1 Combined SPM Techniques for Biological Applications
Combined SPM techniques enable complex processes such as biological activity at
the surface of living cells to be addressed. As an example, cell activity has been
imaged with a combination of NSOM and SICM based on fluorescence detection
of the optically active Ca-fluo-3 complex [288].
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As many biological processes induce structural changes along with chemical
signals, the combination of AFM with SECM appears an attractive choice for
imaging electrochemical processes at biologically active interfaces. Recently, inte-
grated AFM–SECM probes have been used to image enzyme activity with high
resolution [132]. In Fig. 7.19, simultaneous imaging of immobilized peroxidase ac-
tivity in generator/collector mode SECM and contact mode AFM is demonstrated
using bifunctional SECM–AFM probes [289]. Enzyme spots were created by
chemisorption of a functionalized thiol monolayer (cystaminium chloride) on mi-
cropatterned disk-shaped gold structures embedded in a silicon nitride layer. Sub-
sequently, peroxidase was covalently attached to the gold spots by adding a mix-
ture of glutaraldehyde and peroxidase, forming a surface grafted cross-linked pro-
tein gel at the aminated surface of the self-assembled monolayer [278]. Electroche-
mical imaging of peroxidase activity was obtained in the generation/collection
mode [276]. The substrate of the enzymatic conversion (H2O2) is reduced to water
with hydroxymethylferrocene (FMA), a metal–organic electron donor (containing
Fe2+), which is added to the solution. Hence the oxidized species ferrocinium
methylhydroxide (FMA+, containing Fe3+) is continuously generated during the
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Fig. 7.19 (A) Schematic representation of si-
multaneous AFM–SECM imaging of peroxi-
dase activity in contact mode generator/col-
lector mode AFM and SECM. (B) Top view of
the height and (C) simultaneously recorded
current in the presence of the enzymatic sub-

strate H2O2 (0.5 mmol/L). Images were re-
corded in 2 mmol/L FMA, 0.1 mol/L KCl in
phosphate buffer (0.1 mol/L, pH 7.0). The tip
was held at a potential of 0.05 V vs. Ag/AgCl.
Electrode edge length, 860 nm; tip height,
410 nm; scan rate, 1 Hz [294]



enzymatic reaction (Fig. 7.19A). FMA+ diffuses to the integrated electrode and can
be detected amperometrically at E = 0.05 V vs. Ag/AgCl, a potential where no other
electroactive species present in solution can be converted. Fig. 7.19B and C show
the topography and the electrochemical response, respectively, corresponding to
the enzymatic activity of the peroxidase in the presence of H2O2.

Recent developments of AFM–SECM probes in our research group were fo-
cused on imaging electrochemical activity at soft biological samples during tap-
ping mode AFM operation. Although several approaches of combined AFM–
SECM using bent cantilever-shaped nanoelectrodes have been published [148,
290], to date none of these reported measurements have involved the tapping
mode AFM owing to the spring constant of these hand-made tips [126].

The application of microfabricated AFM–SECM tips for dynamic (‘tapping’)
mode AFM operation has recently been demonstrated [173]. Despite the cantilever
modification during tip fabrication, the resonance frequency of the unmodified sil-
icon nitride cantilever is not significantly altered, which was confirmed by com-
paring frequency spectra of unmodified and modified cantilevers. Electrochemical
images recorded in tapping mode revealed current responses and lateral resolu-
tion comparable to the electrochemical images obtained in contact mode.

Recently, AFM tip integrated electrodes have been applied for imaging enzyme
activity in tapping mode operation for the first time [132]. The enzymatic activity
of glucose oxidase (GOD) entrapped in a soft polymer matrix deposited inside the
pores of a periodic micropattern has successfully been imaged in tapping mode
AFM and generation/collection mode SECM.

7.2.3
Imaging with Tip-integrated Sensors

Integrated SECM–AFM probes provide the opportunity to integrate and position
micro- and nanobiosensors at a well-defined and deliberately selected distance
above the sample surface. Standard surface modification processes for biosensors
can be used to immobilize biological recognition elements at the surface of the in-
tegrated electrode. Utilizing electrochemical techniques, the site of immobilization
is confined to the electrode surface, providing highly localized and reproducible
integration of a biosensing interface [291, 292]. With the immobilization of en-
zymes via self-assembled thiol monolayers with reactive headgroups [293], conver-
sion of electroactive and -inactive species generated at the sample surface is en-
abled. Successful imaging with a tip-integrated biosensor based on horseradish
peroxidase has recently been demonstrated [294]. The AFM–SECM technique is
by no means limited to the integration of biosensors and can be extended to po-
tentiometric sensors, such as pH-microsensors or amalgam electrodes. Many bio-
logical processes including enzymatic reactions, biocorrosion and metabolic pro-
cesses of microorganisms involve or are driven by pH changes. Hence simulta-
neous AFM imaging and mapping of local pH modulations at the nanoscale are
of substantial interest. For example, antimony and iridium/iridium oxide elec-
trodes have been reported for electrochemical pH measurements of biological sys-
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tems [295–297]. As thin films of these materials can be sputtered with conven-
tional microfabrication techniques, the fabrication steps described above for the
integration of gold and platinum electrodes can be modified and optimized to in-
tegrate pH-sensitive electrochemical sensors into AFM tips. The potential of tip
integrated electrodes and biosensors for biological application and in addition to
force imaging is discussed in detail elsewhere [298].

7.3
Conclusions

In situ scanning probe techniques have been applied successfully to a variety of stud-
ies on interfacial processes at solid/liquid and liquid/liquid interfaces. Recent de-
cades were characterized by substantial advances in instrumental development, the-
oretical models and fundamental studies rendering in situ SPM technique key tech-
nologies in electrochemical surface science. Depending on the tip–sample interac-
tion, a variety of processes can be studied ranging from topographical changes ac-
companying electrochemical processes at the interface to the determination and
quantification of electron transfer rates. The beginnings of SPM in electrochemical
surface science were focused on investigating the surface structures of single-crystal
electrodes in ambient environments and adsorbate formation processes. Current
trends of SPM application in the life sciences clearly address increasingly complex
interfaces and the redox surface processes involved, representing the next ‘grand
challenge’ in this field. Distinct correlation of physical properties with (bio)activity
and reactivity is among the key questions to be answered by suitable in situ scan-
ning probe techniques. Recently, innovative solutions for combined and integrated
scanning probe techniques have been achieved, providing the exciting opportunity
to obtain simultaneously information on complementary parameters with high spa-
tial and temporal resolution at bio-related interfaces.

7.4
Multifunctional Scanning Probes – Quo Vadis?

Surface electrochemistry in combination with scanning probe techniques is a
highly interdisciplinary field reaching out into many scientific and engineering
disciplines. In addition to fundamental studies and consideration of unsolved
problems related to the structure of the electrical double layer, a variety of novel
applications for multifunctional SPM techniques in bioelectrochemistry, biocorro-
sion, fuel cell research, electrochemical nanotechnology, sensor technology and
material sciences can be envisaged. Especially the multi-parametric investigation
of dynamic processes correlated in time and space provides an innovative and im-
portant role for scanning probe techniques in these specified areas, demanding
smart combination and integration of existing techniques. Progress in nanotech-
nology may have a substantial impact on scanning probe microscopy, providing
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the next-generation technology for improved scanning probes, such as the applica-
tion of carbon nanotubes as nanoelectrodes or scanning SPM probes. Coupled
with strategies for chemical modification of these materials, this will be an impor-
tant step towards enhancing lateral resolution and providing novel mechanisms of
imaging contrast. However, increasing complexity of the probe demands advanced
fabrication strategies providing a sound technological basis for continuous ad-
vancement. Examples highlighted in this chapter, including combined AFM–
SICM, AFM–NSOM and AFM–SECM, clearly demonstrate that ongoing progress
requires synchronized efforts in the scientific and engineering aspects of this dy-
namic area. Without doubt, microfabrication will continue to have a major impact
on the reliable and reproducible fabrication of scanning probe tips. Novel probe
designs such as multifunctional scanning probes integrating AFM–SECM–NSOM
functionality or multiple electrodes into a single tip cannot be envisaged without
corresponding progress in micro- and nanofabrication technology. Continuing this
vision leads to the integration of nanoelectrodes into arrays of cantilevers as the
ultimate tool for electrochemical surface analysis. Although there is still a long
way to go towards this goal, the first successful steps have already demonstrated
that yesterday’s visions maybe turned into today’s technology.
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Abstract
Micro and nano-fluidic systems are of increasing importance, especially in the life
sciences. This leads to a growing demand for appropriate models capable of repre-
senting fluidic micro devices with sufficient accuracy. Mesoscopic in nature, the de-
vices feature nano scale dynamics that are not captured by continuum models of
Computational Fluid Dynamics (CFD) on both length and time scales, which are
intractable for molecular simulations. Solving the continuum fluid dynamic equa-
tions is typically an iterative process, and therefore coupled models between conven-
tional continuum CFD and microscopic or even atomistic methods are computation-
ally demanding. In this article we discuss two time-explicit CFD schemes: Digital
Lattice Boltzmann Automata (DLB), attempting to close the mesoscopic gap from
the side of the continuum equation (that is, top down), and Dissipative Particle Dy-
namics (DPD), a coarse-grained molecular dynamics model (that is, bottom up).
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8.1
Introduction

In the past decade, microtechnology has become an increasingly important key
technology for a variety of industrial applications. These applications range from
simple miniaturized mechanical structures all the way to complex micromechani-
cal systems operating in various physical domains at the same time. The fluidic
domain has gained increasing importance because of its very promising adaptabil-
ity in the biomedical sector, where dispensing of the smallest amounts of liquids
is needed, sophisticated biochemical reactions are employed in reaction chambers
containing picoliter agents or even less and immobilization of specific molecules
out of the liquid phase is to be performed. Even in material process technology,
where liquid materials with structures down to several tens of nanometers are im-
portant ingredients, modeling and simulation is needed, especially in molding
processes when the length scale of the mold approaches the same order of magni-
tude as microstructures in the material.

A natural development is that increasing attention is being paid to the model-
ing of fluid transport in confined micrometer-scale geometries (see, for example,
[1]). Although the description of fluid flow within the framework of a conven-
tional continuum approach yields good results for a wide range of scales down to
several tens of nanometers, it does not guarantee a proper description at increas-
ingly smaller scales. Physical phenomena, which can usually be neglected on the
macro scale, become dominant as the length scale drops below the micrometer
range. This does not necessarily mean that the structures confining the fluid are
of sub-micrometer scale, but rather that their significant features are. Think of a
particle-filled feedstock for micropowder injection molding that has a particle size
distribution with diameters in the range from 50 nm up to 1 �m. This implies
that modeling and simulation must be capable of spanning the length scale,
which in the worst case may range over several orders of magnitude.

Modeling and simulation of the behavior of materials in various applications of
modern microsystems is a challenging task. High costs or restricted availability of
samples for analysis require modern microfluidic systems to operate in the picoli-
ter regime and below. In production environments, nevertheless, the systems have
to be optimized with respect to speed and throughput. Special care must be taken
in the design of the liquid handling system. Simulation tools emerging from a
theoretical modeling, that ranges from quantum physics of atomic-scale phenom-
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ena up to continuum descriptions of macroscopic behavior [2], and going even
further to system behavior, are the ingredients of still missing engineering tools
that support design processes in micro- and nanosystem technology. The use of
advanced computer-aided design (CAD) tools promises reduction in the extent of
physical testing necessary to prototype a device. Activities to incorporate various
physical models at different length scales (see, for example, [3]) exist.

Systems which are mesoscopic in nature, that is, span the nanometer regime
up to the micrometer scales and for which microscopic effects stemming from
the nanoscale become important, cannot be treated with classical molecular dy-
namics (MD) since the required computational power is prohibitively large. There-
fore, there is an urgent need for the development of new models and their imple-
mentation with adequate numerical models into simulation tools that are capable
of properly describing fluid flow in the range from 10 nm up to 1 �m.

Simulation of complex processes in a common framework with a reasonable com-
putational effort – as it is essential for its application in a design process – might be
realized by superimposing particle dynamics on a continuum computational fluid
dynamics simulation. Typically, the particle dynamics simulation will be computation-
ally expensive but suitable for the description of microscopic features. The continuum
CFD solvers available are very fast but not suitable for microscopic dimensions. In
coupling both methods, the iterative procedure for fluid solvers will, owing to the
nonlinear nature of the Navier-Stokes equations, force the costly particle dynamics
calculation to be repeated in every iterative loop. To overcome this drawback, it is
desirable to couple the microscale simulation, featuring non-iterative and explicit
time marching, to an equivalent model capable of acting at a much coarser length
scale and thus eventually leading to a feasible simulation process for engineering
CAD applications in multi-scale micro- and nanoelectromechanical systems (MEMS
and NEMS) [4]. Note that reducing the Navier-Stokes solution to an explicit time step
method is undesirable [5]. The challenge is to develop a tool capable of bridging the
gap between the microworld and the macroscopic behavior of the system.

Two promising candidates to fulfil the above-mentioned requirements are the
lattice gas (LG) methods, with their special variations found in the lattice Boltz-
mann (LB) methods, to be applied to the large-scale part of the simulation and
dissipative particle dynamics (DPD), a particle dynamic simulation technique for
mesoscopic simulations above the molecular length scale. In the following we will
give an overview of the basic ideas underlying these two methods with respect to
their capabilities in simulating fluid dynamics at the respective length scales ap-
plicable in MEMS and NEMS. In the following section we shall also provide more
detailed descriptions of the respective methods.

8.2
The Abstract LG Approach and the Physically Motivated DPD Model

Lattice gas methods and LB models are methods for the simulation of fluid flows.
They are distinct from MD methods or direct discretizations of partial differential
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equations, as for example the Navier-Stokes equations. The basic idea of LG and
LB methods is the assignment of quantities to quasi-particles moving on a regular
lattice in arbitrary dimensions. The equation of motion for the respective quanti-
ties is reproduced by transporting the particles along the links between lattice
sites, that is, executing a so-called propagation step. After the propagation the
quantities transported with the quasi-particles are exchanged between the particles
occupying a lattice site according to a finite set of rules applied to the finite set of
possible states for each lattice site.

The transported quantity is the momentum that a particle carries. Depending
on whether this momentum is a Boolean, an integer or a real quantity, we end up
with different categories of the lattice methods, that is, the simple lattice gas, the
integer lattice gas (ILG) or the lattice Boltzmann description. An overview of
these models is given in [6]. Note that LG models, albeit providing fast and effi-
cient ways for solving partial differential equations, show some fundamentally un-
physical behavior, such as the Galilean invariance problem, when it comes to the
simulation of macroscopic fluid flow obeying the Navier-Stokes equation. This
problem is solved in the LB methods applied to fluid flow problems [7].

The advantages of using LB methods for specific applications, such as the dy-
namics of multicomponent flow or multiphase flow, are evidenced in [8]. LB
methods are easily coupled downscale with atomistic or microscopic particle dy-
namic methods and also ‘upwards’ to macroscopic grid methods. This powerful
scale-spanning property is best illustrated by the various areas to which the meth-
od has been applied, such as flow around macroscopic objects, surface gravity
waves [9], oscillatory channel flow [10], finite volume schemes [11], applications to
flow in porous media [12] and thermodynamic multiphase flows [13] and the
method can be applied also to free surface flow [14].

Our goal is a correct modeling of flow problems in micro- and nanosystems. We
have to deal with two main challenges. First, continuum models have their limita-
tions in representing correct hydrodynamic behavior on microscopic scales when
the discrete microscopic nature of the fluid becomes relevant. Second, microscopic
models often deliver too much information and, from the viewpoint of computa-
tional cost, we often cannot afford them. On the molecular level, which means at
a microscopic length scale of the order of inter-atomic distances in fluids or sol-
ids, MD [15, 16] represents an attractive simulation technique for the study of hydro-
dynamic phenomena. However, at length scales from 10 to 1000 nm a coarse grain-
ing of the molecular model, due to rising computational costs, is desirable.

In other words, either the available modeling tools are too coarse-grained or
they are too ‘microscopic’. Bridging the gap between these two extremes is cur-
rently a wide field of research. Along with this challenge, the question arises of
how the bridge can be mounted to its shores, that is, adequate techniques of cou-
pling between different models are also of great importance.

A very promising technique to match the microscopic description to coarser
models is DPD, first introduced by Hoogerbrugge and Koelman [17]. In essence,
it is a treatment of the dynamics of quasi-particles representing small sets of the
liquid’s molecules by stochastic differential equations similar to a Langevin
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approach. It combines features from both the MD and LG methods. Since its in-
troduction, this method has been applied to the simulation of a wide variety of
phenomena, especially in material science. Thorough investigations have been car-
ried out in order to understand the capabilities of DPD when applied to CFD
problems [18–25]. Dissipative particle dynamics represents in our view an attrac-
tive technique, which could provide some answers. It provides the advantage of
Galilean invariance and isotropy over simple lattice gas automata (LGA) [26] and
the conservation of momentum over the Langevin approach. Covering already
coarser scales as MD can do, a drawback of DPD is still its small time-scale and
its short length scales compared with the LG methods mentioned above.

We would like to call DPD a mesoscopic simulation method. In the task of
‘bridging the gap’ between atomistic and mesoscopic simulation [27], DPD will be
one of the choices. Its application range for different simulation tasks is briefly
listed: mesoscopic dynamics of colloids [28], binary fluids and the matching of
macroscopic properties with DPD [29], domain growth and phase separation in
immiscible fluids [30] and the simulation of rheological properties [31], which is a
very important characteristic of this method, augmenting its capability by predict-
ing material properties, so necessary for the CAD process in MEMS.

Recently, DPD has attracted increasing interest from different research groups.
Several attempts at its improvement with respect to different aspects have been
made. Its algorithmic optimization was the focus, making it a method appropriate
for application in the engineering field [32–34]. The inclusion of energy conserva-
tion in the particle–particle interaction for the set of stochastic differential equa-
tions describing a DPD model have been derived [35], which is an important ex-
tension for heat flow applications. Recently, phase change models have been in-
cluded, built on the energy-conserving DPD models [36] for a solid–liquid phase
transition. Modeling of the liquid–vapor co-existence within the DPD approach
was for a long time believed to be impossible, unless one was ready to sacrifice
the advantages of the method coming from the use of larger time steps than is
possible in MD [27]. Recently, this dilemma has been solved by introducing a so-
called multi-particle DPD [37]. For static problems the multi-particle DPD model
was shown to reproduce correct phase co-existence, for instance for a pending
droplet. For the dynamic problems the model has not yet been tested.

At present, no attempts have been made to exploit a combination of LG/LB
models and DPD for the simulation in CFD. Especially for MEMS applications,
where an increasing need for modeling and simulation of fluid dynamics can be
observed, this configuration seems to be a promising candidate.

The overall challenge that arises with the two models mentioned above is to
match macroscopic material properties and to provide results for microscopic phe-
nomena on the smallest length scales occurring in the problem. This is where the
model parameters have to be tuned in order to obtain reliable results for all
length scales of the given simulation.
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8.3
Digital Lattice Boltzmann Automata

In this section, an explicit fluid solver is derived based on a digital approximation of
the Boltzmann transport equation (BTE). We start by discussing the state-of-the-art
approach to simulate fluid dynamic systems by solving the Navier-Stokes equation
and the disadvantages of implicit methods in brief. In the following we take a look
at a general properties of conservation laws, allowing us to reformulate them in a
digital framework, thereby removing the need for real-valued field variables. In this
framework, a finite order approximation of the BTE is derived that is capable of re-
covering the Navier-Stokes equation. The resulting new model is explicit by defini-
tion, free from numerical errors and linear in computational complexity.

The equation governing the time evolution of the single particle probability of
many particle systems is the BTE. The huge information content imposed by trac-
ing the trajectories of all particles under consideration makes it computationally
intractable for any practical problem size. A radical simplification of the BTE is
found by a statistical moment expansion of the particle distribution function. Its
zero-order moment is then identified as the mass balance law, the first-order mo-
ment is the momentum balance law, as it is found in the Navier-Stokes equation,
and the second-order moment is the energy balance law.

The first three moments are sufficient to describe compressible flow in the con-
tinuum limit. In the incompressible continuum limit only the Navier-Stokes equa-
tion is considered. By being a radical simplification of the underlying physics, the
Navier-Stokes equation still imposes some challenges for practical problems. As it
shows a second-order nonlinearity in velocity and velocity gradient, it is neither
very tractable analytically nor easily dealt with numerically. It might, however, be
solved with the help of an appropriate discretization scheme and by applying
iterative solution procedures. Such implicit methods are currently applied success-
fully in computational fluid dynamics. A general advantage of iterative methods is
that simply increasing the iteration depth for a single time step can reduce nu-
merical errors. Hence they show much better stability properties than explicit
schemes. However, convergence might be slow and cannot be guaranteed in gen-
eral. Once we consider problems where different physical domains interact with
each other, implicit methods might lead to a prohibitive increase in computational
cost by including the external simulation into its iterative loop and forcing its re-
computation. This would be especially cumbersome if the time-scales for the
problems do not match, as in couplings between molecular dynamics and fluid
solvers. For these kind of problems, explicit schemes are required.

Partial differential equations for fields, such as the Navier-Stokes equations, are
typically solved by numerical methods. After applying one of the various discretiza-
tion techniques, one ends up with a system of algebraic equations, which in turn are
to be solved by suitable matrix inversion techniques. The inversion operation is a
process requiring numbers to be given as real values. This is numerically impossi-
ble on finite memory digital computers since any real-valued number represents an
infinite amount of information. Replacing real numbers by floating-point numbers
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makes the model tractable but it violates the balance laws solved for by introducing
numerical errors. A numerical scheme is said to be unstable if the errors increase
with time. Easy ways to force numerical stability are to increase the depth of itera-
tion and the number of digits of the floating-point data type. Both can be increased
to arbitrary order, resulting in a fashion of brute force stabilization by excessive com-
putational effort. For safety reasons only, much more work is put into the solution
process than necessary. Our aim is to reduce work to a minimum.

Stability would obviously be achieved without excessive computational effort if
the numerical errors were identical to zero after every applied operation. This
would require the arithmetic on the conserved field variables to be exact. On a
digital computer, only integer addition, subtraction and multiplication on a finite
range can be done without information loss. That is obviously not enough to
solve differential equations, owing to the necessary matrix inversion step. How-
ever, neglecting for the moment the way in which differential equations are
solved numerically, we can argue that addition is a sufficient operation for the
communication among discrete field variables representing a conserved quantity.
This is a trivial conclusion from the �-theorem stating that the right-hand side of
an equation needs to have the same physical dimension as the left-hand side. In
order to benefit from this fact, we have to reformulate our model in such a way
that makes equation solving obsolete. Owing to the equivalence of all Turing com-
plete languages, it must be possible to describe all facts captured in the terms of
differential equations by other means and without equations. For the lattice Boltz-
mann method we chose the language of cellular automata.

8.4
Cellular Automata Fluid Model

A cellular automaton is a regular arrangement of cells or sites. Every site is in a
state taken from a finite set. A finite neighborhood is defined for each site. All
sites become updated in an instant owing to a set of rules taking the current state
of the cell and its neighbors as input variables. Cellular automata are Turing com-
plete and can hence describe any describable problem. Doing physical simulations
on cellular automata is reducing physical laws to logic, thereby making them very
easy to solve on a digital computer. Solving the full Boltzmann transport equation
is still intractable, but the cellular automaton can easily be used to model a dis-
crete particle distribution identical with the Maxwell-Boltzmann distribution up to
a certain order. Any model that re-samples the moments of this distribution to
high enough order satisfies the Navier-Stokes equation implicitly.

The lattice Boltzmann automaton is defined as an arrangement of identical iso-
tropic sites on a regular lattice. Every site is connected to a finite set of neighbor-
ing sites by links. The links are occupied by particles where a particle is defined
as a unification of mass, momentum and energy. It is a computational object,
which must not be mistaken for a molecule or something similar. Particles move
in a universal streaming step along their links to the respective neighboring sites

8.4 Cellular Automata Fluid Model 295



where they occupy the same link as before. Subsequently, the particle distribution on
every site becomes rearranged in a mass-, momentum- and energy- (if taken into
account) conserving way. Hydrodynamic behavior emerges when these two steps
are repeated for a long time. Depending on the data type of the link occupation
and the update rules, we distinguish several models. We call the automaton a lattice
gas if only one particle per link is allowed [26]. A floating-point representation is
called lattice Boltzmann automaton and can be distinguished further according to
the update algorithm. Integer-based automata can be defined similarly to either
the lattice gas principle or the lattice Boltzmann automata. They are either called
integer lattice gas or digital lattice Boltzmann automata. Integer lattice gases should
be seen as automata making a random walk in their state space [38–40] whereas di-
gital lattice Boltzmann automata compute a deterministic approximation of the Max-
well-Boltzmann distribution function in its digital state space. Owing to the small
number of local degrees of freedom, this approximation degenerates to a distribu-
tion of particles among the finite number of lattice links, retaining only the most
important property of the Maxwell-Boltzmann distribution, namely its invariance
under a spatial translation hereafter called Galilean invariance.

The underlying lattice is identical for all models. It has to be sufficiently iso-
tropic. In what follows we consider a three-dimensional model for incompressible
flows conserving only mass and momentum. It has been shown [41] that no lat-
tice exists in three dimensions satisfying the isotropy condition. It is possible,
however, to define such a lattice in four dimensions, the so-called face-centered
hypercube (FCHC) [42], which is the set of 24 links obtained from all permuta-
tions of (± 1,± 1,0,0). A three-dimensional lattice can then be obtained by projec-
tion. The site is a cube with links pointing to the middle of all edges and two
links pointing to the center of each face of the cube. A two-dimensional model
can be obtained by another projection. Even though the lattice now looks three-di-
mensional it is very important not to forget where it came from, especially once
we take energy into account. Since the distance from the center of the cube to the
center of its face is shorter than to the middle of its edge, one might mistakenly
think that the particles move at different speeds. In fact, they have a velocity com-
ponent in the fourth direction that has to be taken into account.

In this model, all particles have the same energy. This might even be assumed for
particles that are at rest (alternatively, we could simply admit that energy is not a
conserved quantity in this model, as it is not in the incompressible Navier-Stokes
equation). Since we have two links pointing to every face of the cube, we might uni-
fy them to single links, leaving us with six links pointing to the cubes faces, 12 links
pointing to its edges and one resting link in the center. We call this lattice the D3Q19
lattice, since it has 19 speeds in three dimensions (see Fig. 8.1).

The state of a single site can be represented by the vector

�s � �r� nw�w� sw� s� se� e� ne� n� f �wf � sf � ef � nf � b�wb� sb� eb� nb�T �1�

where r denotes the occupation of the resting link. The other links are named in-
tuitively according to the direction in which they point: n denotes north, w west, s
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south, e east, f front, b back and combinations thereof denote links to the respec-
tive edges. Four quantities of the state vector should be conserved: the total
amount of mass and the momentum in three directions. Those quantities can be
obtained from the state vector by multiplication with certain mask vector opera-
tors:

� ��s � �1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1� 1�
�x ��s � �0��1��1��1� 0� 1� 1� 1� 0� 0��1� 0� 1� 0� 0��1� 0� 1� 0�
�y ��s � �0� 1� 0��1��1��1� 0� 1� 1� 0� 0��1� 0� 1� 0� 0��1� 0� 1�
�z ��s � �0� 0� 0� 0� 0� 0� 0� 0� 0� 1� 1� 1� 1� 1��1��1��1��1��1�

�
���

���

�2�

where � is the total amount of mass on the site and �x, �y and �z are the momen-
tum in east, north and front direction, respectively. We can define 15 vectors per-
pendicular to these mask vectors:
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Fig. 8.1 The three-dimensional projection of
the FCHC lattice is called the D3Q19 lattice.
Particles are either at rest or move along one
of the 18 links to a neighboring site. Links
pointing to the face of the cube are double
links
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The vectors are grouped in two classes according to the hydrodynamic moments
that they affect. It is now obvious how we can prevent all numerical errors from
reaching the conserved quantities. Everything we are allowed to do is adding inte-
ger multiples of the 15 mask vectors perpendicular to mask vectors defining the
conserved quantities and thereby we need to avoid under- and overflows. Exactly
how often we want to add the different vectors to the state vectors has to be deter-
mined from the Galilean invariance condition.

8.5
Scattering Rules for Galilean Invariance

A system in a given frame of reference moving at constant velocity with respect to
other frames is Galilean invariant when its behavior is independent of the frame
of reference chosen for its description. Ultimately, Nature itself is not Galilean in-
variant, but it is a reasonable assumption for most practical problems in fluid dy-
namics to be Galilean invariant. Operating with floating-point numbers or not,
Galilean invariance can never be reached exactly in a model stored in a digital
computer. In lattice Boltzmann models, the error might become very large owing
to the small number of speeds with which we allow the particles to travel. With
this finite set of degrees of freedom, only a finite order of Galilean invariance can
be obtained. The order of Galilean invariance is a figure of merit of the method.
Here we aim only at second-order Galilean invariance in order to be compatible
with the incompressible Navier-Stokes equation. By adding more speeds and ob-
taining higher orders of Galilean invariance, the model might finally reach the
quality and the computational complexity of molecular dynamics.

The condition for Galilean invariance is most easily achieved to a given order
by forcing the central moments of a single site distribution function with respect
to velocity to be independent of flow speed. Central moments �n can be computed
from the moments �n as follows:

�0 � �0
�1 � �1
�2 � �2 � �2

1

�
�

�
�4�

where the �n are given by

�0 �
�

P�x�dx

�m�0 �
1
�0

�

xmP�x�dx

�
��

��
�5�

for the distribution P (x) with respect to x. Here we are interested in the particle dis-
tribution with respect to the fluid speed on a single site. The zeroth order and first
order moments are correct by definition since they represent the conservation laws.
We need to determine them to remove their impact on higher moments:
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For the second-order central moments we look for equilibrium values indepen-
dent of the conserved quantities. To determine them, we assume the case where
the fluid is at rest. All links of the FCHC must then have the same number of
particles residing on them. The number of particles in the resting channel is
taken to be arbitrary and kept as an adjustable parameter r0 for the time being.
We remember that the links pointing to the faces of the cube are double links
with twice the equilibrium occupation of the links pointing to the edges. Since for
a fluid at rest �1 � 0, we find
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We want to obtain weights �
eq
k so that �s eq ��s��k �

eq
k �c k �

�
j �

eq
j
�bj, where �s eq is

the equilibrium state vector. For second-order moments only the first sum is of in-
terest. Their weights can now be determined when we set r0 � ��3:
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This choice, however, is not a unique one since the degrees of freedom outnum-
ber the conditions. A proper choice for �eq

j is much less obvious. They influence
the third hydrodynamic moment typically associated with the heat conductivity.
Since temperature is not defined in our model, we might conclude that their
choices are arbitrary. Any attempt to use them in order to reach third-order Gali-
lean invariance must fail since the number of degrees of freedom offered by them
is insufficient. If noise reduction is our major concern we might choose partly
empirically

�eq
yx �

ew � se� ne� nw
4

�eq
yz �

sf � sb� nf � nb
4

�eq
xy �

nw � sw � se� ne
4

�eq
xz �

wf � wb� ef � eb
4

�eq
zx �

eb� wb� ef � wf
4

�eq
zy �

nb� sb� sf � nf
4

�9�

We then need to control the scattering process in a way that assures an increase
in entropy. We do this with a simple extrapolation scheme and obtain the output
state vector:

�s out ��s in �
�

k

��1�
eq
k ��ck �

�

j

��2�
eq
j ��bj �10�

8.6
Model Properties and Extensions

The system approaches its equilibrium state if 0 � � � 2. The relaxation parame-
ter �1 determines the kinematic viscosity v of the modeled fluid like [43]

v � 1
3

1
�1
� 1

2

� �

The relaxation parameter �2 is arbitrary, but it is a good choice to set it to unity
since this reduces noise in the solution. The operation is round-off error free in
the conserved quantities if the weights for the vectors to be added are chopped to
integers. Numerical errors exist, in fact, but they are kept out of sensitive data.

The use of integers adds a new numerical concern to the calculation negligible
in floating-point arithmetic. The range of numbers that we are allowed to use is
limited. We require the occupation numbers to be in the range 0 � � ��, where � is
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the largest available integer depending on the data type in use. We can now de-
fine a 19-sided convex polytope in 15 dimensions to which all allowed operations
are restricted:

0 	�s in �
�

k

��1�
eq
k ��ck �

�

j

��2�
eq
j ��bj 	�I� �11�

where �I is the identity vector. Since this polytope is guaranteed to be convex, it is
possible to stay inside by adding only one vector at a time and restricting the re-
spective weight to a value not causing over- or underflow. If it is not possible to
apply the weights obtained from the Galilean invariance condition, the remainder
is saved to a register until all the other vectors have been added. Then one at-
tempts to add the remainders until they are zero or no further improvement can
be found.

The authors have successfully implemented this algorithm. It has, however,
three undesired features: checking for over- and underflow for every weight indiv-
idually and starting the process over again after the first iteration is computation-
ally expensive. It is not guaranteed that the computed weights can be applied at
all. Galilean invariance and the desired target viscosity hence cannot be guaran-
teed. Finally, and worst, if the computed weights cannot be applied, if they lie out-
side the polytope, then there is no guarantee for entropy to increase any more.
The gain in entropy is a necessary condition for stability. It would therefore be
better if we rejected the condition where over- or underflow occurred. The reason
for this kind of error can be traced back to insufficient grid resolution. It is theo-
retically possible to refine the grid adaptively by splitting one cube into eight iden-
tical but smaller cubes. The occupation numbers are then spread among the smal-
ler cubes that need to be updated twice as often as the larger cubes. The kine-
matic viscosity of the fluid must stay constant. It is given in lattice spacing
squared per time steps. The relaxation parameter has to be recomputed for the
finer grid as

�1N � 1

2N
1
�1
� 1

2

� �

� 1
2

�12�

where N is the level of refinement. It is easily seen that �1N will finally approach
zero for large N. Since the incoming state vector is always valid, a relaxation pa-
rameter of zero must also be valid. Over- and underflow conditions can hence be
eliminated by adaptive grid refinement. The remaining question is whether suffi-
cient grid refinement is possible. The largest allowed integer decreases with the
level of refinement as �N � ��8N , resulting in possible refinement factors of 2, 5,
10 and 21 for unsigned integer data types of 8-, 16-, 32- and 64-bit precision, re-
spectively. A refinement factor of 10 means that one large site is split into �109

smaller sites. Arbitrary levels of refinement could be reached by splitting up indi-
vidual particles, but that would jeopardize the total correctness of the algorithm.
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The option for adaptive grid refinement not only increases stability, it also simpli-
fies the algorithm, since specific knowledge about which operation caused the er-
ror is no longer necessary. Individual checks after every operation and the repeti-
tion of the circle become obsolete. Checking in the end whether over- or under-
flow has occurred somewhere is sufficient to decide if grid refinement is neces-
sary or not.

The presented scheme satisfies the incompressible Navier-Stokes equation up to a
slight viscosity anomaly, namely that the viscosity decreases at high speeds. The rea-
son for this artifact is that the viscosity, as it may be seen as the diffusion coefficient
of momentum, is influenced by higher moments of the particle distribution func-
tion. Adding speeds and obtaining third-order Galilean invariance would allow us
to define energy and in addition remove this artifact. Even more speeds would then
have to be added to remove all artifacts from the heat conductivity. However, adding
more and more speeds makes the model impractical and puts its elegance and effi-
ciency in question. The energy behavior obtained would be that of a perfect gas any-
way, since the particles have no internal degrees of freedom. It might therefore be
better to concentrate on athermal lattice Boltzmann automata and simulate the tem-
perature by other means. The error in viscosity can be ignored if the fluid speed does
not exceed a certain value. It becomes visible for speeds exceeding 10% of the speed
of sound. In most applications of interest, speeds are in general much lower. How-
ever, the lattice Boltzmann method is most often applied to nonacoustic problems
depending only on the Reynolds number of the system. The computational effi-
ciency of a Reynolds number simulation can in principle be improved by the appli-
cation of higher speeds as compared with denser grids. That is why it is so common
to run lattice Boltzmann simulations at high Mach numbers.

8.7
Examples and Applications

The digital lattice Boltzmann automata represent a very elegant and simple
model. Bounce-back sites, returning incoming particles to where they came from,
can model solid boundaries. Source and force terms can be added to the scatter-
ing algorithm, allowing us to code inflows, outflows and any kind of arbitrary
body forces depending on time, coordinates, speed, mass or simply the wish of
the user. The simplicity to set up boundary conditions allows us to model any ge-
ometry, however complex, without increasing the computational cost. The phe-
nomenon of vortex shedding, which is not easily captured by continuum meth-
ods, without introducing additional modeling of surface roughness emerges natu-
rally in lattice Boltzmann simulations (see Fig. 8.2).

The input might in fact be as inconvenient as a CT scan of a piece of porous
rock. Sites can switch from being a fluid site to being a boundary site in an in-
stant, which is useful for modeling moving bodies in the fluid. By achieving all
this, the digital lattice Boltzmann automaton is stable by design and linear in
computational complexity and memory occupation with respect to the number of
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sites. Stability is achieved without excessive computational effort in floating-point
precision. The commercial digital lattice Boltzmann simulator [40] uses eight-bit
integers with a range of only 0–255 for a 49-speed third-order Galilean invariant
model with energy closure [44]. Implemented with floating-point numbers, the
same model would require at least 64-bit data types for stability reasons. This
means that the unconditionally stable method needs only one-eighth of the mem-
ory required for the potentially unstable floating version of the same model.

8.8
Modeling Nano- and Microflows with Dissipative Particle Dynamics

In the following sections we will review DPD and its potential fields of applica-
tion. First we will present the model and the closing section is devoted to the ap-
plication of DPD to concrete problems.

Let us first have a look at the basics of the DPD method as introduced by Hoo-
gerbrugge and Koelman [17] and later slightly corrected by Español and Warren
[45]. After discussing some extensions to the DPD model, we will see that the
method allows for inclusion of energy conservation and thus becomes thermody-
namically more consistent.

As in LG models, the continuum is discretized into a set of point particles.
DPD particles do not represent single atoms or molecules but, rather, larger clus-
ters of molecules or atoms. In LG models the particles move on a lattice, whereas
in DPD the positions and momenta of the particles are defined in a continuous
space. Both methods update at discrete time steps.

The updates are computed by applying Newton’s second law. For a particle of
mass mi this yields
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Fig. 8.2 The onset of vortex shedding behind
a circular cylinder at a Reynolds number of
�50. The problem is two-dimensional and

was simulated with the two-dimensional pro-
jection of the FCHC lattice, the D2Q9 lattice



�ri � vi � pi

mi
� �pi � Fext

i �
�

j�j 
�i

f ij �13�

with ri and pi being the position and momentum vector of particle i, respectively.
Fext

i is an external force field acting on each particle. f ij is a pair force between
two particles i and j. In DPD this pair force is defined as

f ij � FD
ij � FR

ij � FC
ij �14�

FD
ij is a dissipative force and FR

ij represents a random force. By setting both forces
to zero, we are left with the conservative force FC

ij , which shows us that, at least
concerning the forces, MD can be seen as a subset of DPD.

For FD
ij and FR

ij suitable forms, which fulfil Galilean invariance, are

FD
ij � ���D�rij��eij � vij�eij �15�

and

FR
ij � 	
ij�R�rij�eij �16�

eij � rij�rij is the unit vector pointing from particle j to particle i and vij � vi � vj

is the relative velocity of the particles. 
ij is a random number with the properties
�
ij�t�� � 0 and �
ij�t�
kl�t�� � ��ik�jl � �il�jk���t� t�. � and 	 can be interpreted as
a friction coefficient and a noise amplitude, respectively. �D�rij� and �R�rij� are
weight functions determining the range of the forces and their strength in depen-
dence of the inter-particle distance rij. For rij � rc these functions vanish identi-
cally, with rc being the cut-off distance.

For a well-defined equilibrium temperature, detailed balance requires the fluc-
tuation-dissipation theorem for DPD to be fulfilled [45], which is

�D�rij� � �2
R�rij� and

2kBT
m

� � 	2 �17�

m is the mass of a particle, kB is the Boltzmann constant and T stands for the
equilibrium temperature. Usually, the weight functions are chosen to be

�D�rij� � �2
R�rij� � 1� rij

rc

� �2
� rij � rc

0� rij � rc

�

�18�

A convenient choice for the conservative force is [27]

FC
ij � a�R�rij�eij �19�

with a representing an amplitude. This force has a purely repulsive nature and is
less steep than its pendant in MD. This allows for larger time steps in the simula-
tion. Additionally, the particles may penetrate each other.
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The DPD model has two great advantages. The first is its great flexibility in fit-
ting the model parameters to the specific needs of the considered simulation. Be-
low we will see how especially the conservative force FC

ij can be adjusted in order
to model, for instance, colloidal suspensions, polymeric solutions or two-phase
flow.

The second advantage is the simplicity of the model and its straightforward im-
plementation. However, one could also see this as a drawback of DPD, that is,
one could say the model is too simple. At least partially this is true.

One of the major disadvantages of the standard DPD model presented above is
its inability to conserve energy. Only with energy conservation temperature gradi-
ents and heat flow can be modeled correctly. Avalos and Mackie [35] and Español
[46] found independently equivalent solutions on how to introduce energy conser-
vation into DPD. This extension to DPD will be reviewed below.

Additional drawbacks include the following:

1. The physical time and length scales of the DPD model are undefined.
2. The transport coefficients cannot be specified directly, but kinetic theory has to

be applied in order to relate the coefficients with the DPD parameters [47].
3. In general it is not clear how to define the shape and amplitude of the conser-

vative force in order to prescribe a certain hydrodynamic behavior.

In order to overcome these deficiencies, two physically similar but algorithmically
different approaches were made to establish a thermodynamically more consistent
fluid particle model, namely the voronoi fluid particle model [48] and smoothed
dissipative particle dynamics (DPD) [49]. The two models will be briefly described
below.

8.9
Energy-conserving DPD

Using Español’s notation [46], an additional degree of freedom �i is introduced for
each particle, representing its internal energy, and, additionally, an entropy
si � s��i� which is needed for the definition of a ‘temperature’ Ti � ��si���i��1 for
each particle.

The additional equation of motion for �i is

��i �
�

j�j 
�i

m
2

vij � FD
ij � �qD

ij �
m
2
	2

ij�
2
R�rij�

� �
� 1

�����
�t
�

�

j�j 
�i

m
2

vij � FR
ij � �qR

ij

� �
�20�

In [35], �qD
ij is called ‘mesoscopic heat flow’ and is computed as follows:

�qD
ij � �ij

1
Ti
� 1

Tj

� �

��
D�rij� �21�

Additionally, there is a ‘random heat flux’ [46] �qR
ij with
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�qR
ij � ij�

�
R�rij�
�ij �22�

�ij can be interpreted as the thermal conductivity between two particles. It de-
pends on the particle energies of individual particle pairs and it is assumed that
�ij � �ji. ij is a noise amplitude. Also, 	 and � from Equations (15) and (16) now
transform in principle to coefficients 	ij and �ij for individual pairs. ��

D�rij� and
��

R�rij� are additional weight functions needed for the corresponding changes of
the particle energies. 
�ij is a second random number with the same characteristics
as 
ij in Equation (16). For simplicity, it is assumed here that all particles possess
the same mass m. Otherwise, for the particle interactions, a geometric mean
would have to be calculated.

Again, the coefficients are not independent, but the following relations hold:

��2

R � ��
D and 2

ij � 2�ij �23�

Additionally, the first part of Equation (17) still holds and the second part is re-
placed by

�ij �
m

2kBTij
	2

ij �24�

with

T�1
ij �

1
2

1
Ti
� 1

Tj

� �

�25�

representing a mean inverse temperature of two particles i and j.

8.10
State of the Art in DPD

In the framework of the so-called GENERIC formalism [50, 51], two thermodyna-
mically consistent models were established, the Voronoi fluid particle model [48]
and the smoothed dissipative particle dynamics (SDPD) model [49]. Since both
models can be formulated in the GENERIC form, they are guaranteed to conserve
energy and to fulfil the second law of thermodynamics, that is, the entropy of the
system is a strictly increasing function of time.

While SDPD particles are true point particles, a Voronoi fluid particle is repre-
sented by a Voronoi cell in a Voronoi lattice. Each Voronoi cell is associated with a
point which is allowed to move freely and the cell defines the volume, which is
closer to this point than to any other.

SDPD can be seen as a smoothed particle hydrodynamics (SPH) model (see, for
example, [52]), which includes thermal fluctuations. As in SPH, a bell-shaped
weight function W�r� is associated with the particles, which helps both in defin-
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ing the density of the particles and in approximating second spatial derivatives at
the particle locations.

In both models, the particles possess a position vector, a momentum vector, a
mass and an entropy. In SDPD, the mass is assumed to be constant whereas it is
a degree of freedom for Voronoi fluid particles. Therefore, there exists also an
equation of motion for the mass. In both cases, the equations of motion represent
discretized versions of the Lagrangian equations of hydrodynamics.

When comparing the computational efficiency of both models, two factors are
important. First, the construction of the moving Voronoi grid represents an addi-
tional effort. However, second, already in 2D, the number of interacting neighbors
in SDPD is roughly an order of magnitude larger than for the Voronoi fluid parti-
cles, which have six neighbors on average. The relative importance of these two
factors is not yet clear.

Concerning the representation of boundaries, the Voronoi fluid particle model
seems to have certain advantages over SDPD. Depending on the boundary condi-
tions, values either for the hydrodynamic fields or for the fluxes can be directly
prescribed. This lets one also expect that coupling to a coarser continuum descrip-
tion or to a microscopic molecular dynamics model should be implementable in a
straightforward way. Therefore, the Voronoi fluid particle model could also serve
as a bridge between continuum models and molecular dynamics, which makes it
particularly attractive.

8.11
Fields of Application for DPD

In the following, an overview will be given of the areas where DPD was already
applied. We will close the presentation with our own results for pressure-driven
flow.

Most of the approaches to model complex fluids with DPD modify the conserva-
tive force. One example is the local freezing of groups of DPD particles in order
to form rigid bodies [53]. In this case, a constraint force fixes the relative position
of the particles. Shear thinning curves were obtained for volume fractions up to
30%. Above this level, the results became slightly inconsistent. One of the reasons
is probably the fact that the rigid bodies can interpenetrate to a certain extent ow-
ing to the nature of the conservative force [see Equation (19)].

By introducing spring forces between the particles, polymer chains can be mod-
eled. The DPD particles represent monomers, that is, not necessarily single
atoms. If these chains are combined with freely moving fluid particles, polymer
solutions can be simulated. In this way, the solvent quality was determined as a
function of the solvent–solvent and solvent–monomer interactions [54]. Addition-
ally, the scaling of the relaxation time or of the radius of gyration with the chain
length coincides well with the Rouse-Zimm models [55].

If we introduce two different types of particles together with conservative forces,
which produce stronger repulsion between unequal particles than between parti-
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cles of the same type, we can investigate phase separation. Domain growth was
studied with this technique and transitions were found from diffusive growth to
the hydrodynamic regime [56].

Up to now, energy-conserving DPD has been rarely applied. It has been used
for modeling heat conduction in a solid [57], and it was shown that the model be-
haves correctly in equilibrium and that Fourier’s law is reproduced in nonequili-
brium situations.

Another application of energy-conserving DPD is the simulation of phase
changes. For this purpose, the model was extended by introducing an enthalpy of
fusion, which leads to a stepwise-defined equation of state with an expression for
temperatures lower than the melting temperature, equal to the melting tempera-
ture and above the melting temperature [36].

Energy-conserving DPD introduces an energy �i as an internal variable of the
particles. The strategy of introducing internal variables can be generalized accord-
ing to Español [58]. Examples were given for the simulation of polymer solutions
with particles possessing an internal elongation vector or the simulation of chemi-
cally reacting mixtures by introducing an internal fraction variable representing
the relative amount of two species in a DPD particle.

In our own work, we are especially interested in the question of which informa-
tion and modeling capabilities the DPD method can deliver that are missing in
continuum approaches. Our application field is the simulation of micro powder
injection moulding (micro-PIM). The above question is of interest to us since in
this area, continuum simulators simply produce wrong results when compared
with experimental outcomes [59]. We will present some simple simulations of Poi-
seuille flow after a short discussion on the type of boundary conditions we have
used.

For the study of the bulk behavior of a DPD fluid, periodic boundary condi-
tions (PBC) are usually applied. That is, a particle leaving the simulation box at
one side re-enters the domain at the opposite end. Realistic simulations require
the introduction of walls.

For Couette flow, the introduction of explicit walls can be circumvented using
the Lees-Edwards technique [32], which modifies the periodic boundary conditions
by adding velocity components to the particles passing through the boundary. For
non-moving walls this is not possible. The usual technique to model walls directly
is the introduction of additional particles which remain at fixed positions. If the
interaction potential between the wall particles and the fluid particles diverges for
decreasing interparticle distance, this by itself is already a sufficient measure.

However, usually in DPD, forces such as that defined in Equation (19) are
used, which allow particles to interpenetrate. In this case, an additional reflection
of particles hitting the wall has to be introduced. At least three reflection mecha-
nisms exist:

1. Specular reflection keeps the velocity components parallel to the wall un-
changed and inverts the velocity component perpendicular to the wall.

2. ‘Bounce back’ reflection inverts all velocity components.
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3. Maxwellian reflection thermalizes the particles to a wall temperature and re-
flects them back randomly according to a Maxwellian distribution which is
centered at the velocity of the wall.

An additional possibility is the derivation of effective forces exerted by the wall on
the fluid particles, by calculating the continuum limit of the discrete particles
forming the wall [60].

We have applied the Maxwellian reflection of the particles to Poiseuille flow, but
without the introduction of discrete frozen particles or effective forces by the wall
on the particles. The idea behind this solution is an additional coarse graining of
the interaction between fluid particles and the walls. For a wall in the y-direction,
this behavior can be realised by randomly drawing the velocity component vy from
a Rayleigh distribution:

��vy� � m
kBTw

vy exp � mv2
y

2kBTw

� �

�26�

and vx and vz from a Maxwell distribution:

��vi� � �2�mkBTw��
1
2 exp � mv2

i

2kBTw

� �

�27�

with zero mean, that is, the walls stay at rest. The index i is a placeholder for x or
z and Tw is the wall temperature.

With a slight modification, this mechanism can also be used for boundary con-
ditions at walls in Couette flow. This was done, for example, in [61].

For energy-conserving DPD, Willemsen et al. [36] introduced an interesting new
implementation of a constant-temperature boundary, which produces better re-
sults than previous approaches for the temperature of the particles close to the
wall.

The simulation of Poiseuille flow, that is, pressure-driven flow between two infi-
nitely extended flat walls, shows us some advantages of DPD over continuum
approaches. The infinite extension of the walls parallel and perpendicular to the
flow direction is realized by introducing PBCs in the corresponding directions,
here x and z. In the y-direction, the walls are realized by the described Maxwel-
lian reflection. In all simulations, the wall temperature was set to Tw � Tfluid � 1
in reduced units.

Initially, the particles possess a zero mean velocity in all Cartesian directions.
The initial configuration of the particles is a simple cubic lattice with lattice
constant la � ��1�3 determined from the particle density �. This is valid if we de-
fine the mass of all particles to be m � 1. It can be observed that the symmetric
configuration vanishes very rapidly during a simulation and at least does not af-
fect the results presented here.

In order to generate a pressure-driven flow, a constant force fx is exerted on
each particle. Here, the assumption from continuum theory which states that a
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constant force field leads to a linear pressure gradient is adopted. Since all parti-
cles possess a unique mass m � 1, the force accelerates each particle equally with
gx � fx�m.

Fig. 8.3 shows that the boundaries influence the flow as expected: the average
flow velocity saturates exponentially to a final value.

In conventional continuum fluid dynamics, nonlinear behavior of the fluid
must be explicitly built into the applied model, for instance by introducing correc-
tions for the viscosity near walls (see, for example, [62]).

Fig. 8.4 shows the average velocity of the DPD fluid as a function of the force
driving the particles. As can be seen, the fluid behaves nonlinearly above gx � 0�8.
This happens implicitly due to the influence of the boundary conditions, since no
explicit model for non-linearity was built in.

The shear viscosity � can be estimated from the velocity profiles using the ana-
lytical expression for the velocity profile in the direction of flow for Poiseuille flow
[63]:

vx�y� �
�gxl2y

2�
�y� y2� �28�

The cross-stream coordinate y is normalized such that 0 	 y 	 1, with y � 0 and
y � 1 representing the two walls. We observe a constant shear viscosity for
gx 	 0�06 and an increase for larger forces, that is, shear thickening. We empha-
size that Equation (28) assumes laminar flow, a constant viscosity and incompres-
sibility.

That incompressibility is not prescribed in DPD can be seen in Fig. 8.5. It
shows plots of the relative density �rel � ����� over the cross-stream coordinate y
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for gx � 0�005 and gx � 0�32. We can see that the density seems to be constant
over a wide range of the channel.

At the walls, there are large fluctuations and Equation (28) is definitely not
valid any longer. This can explain why, for all simulation runs, the fitted polyno-
mials deviate more the closer we approach the walls. The consequence is that vis-
cosity is not constant over the whole domain. The computed viscosity should
therefore represent the viscosity in the center of the channel.

In Fig. 8.6 we show the same density profiles, but zoomed in on the ordinate
to densities 0�85 � �rel � 1. Here, we can see that the density for gx � 0�005 is
really constant far enough from the walls and only suffers from small fluctuations
due to the finite number of particles participating in the simulation.

However, the density for gx � 0�32 has a maximum of �rel�y � 0�5� � 0�99 in
the center and decreases to �rel�y � 0�15� � �rel�y � 0�85� � 0�93 before the large
fluctuations near the wall set in. Additionally, we can see that at gx � 0�08, the
density profile starts to change its shape from a flat profile at gx � 0�005 to a
‘crooked’ profile at gx � 0�32. This coincides perfectly with an increase in the com-
puted shear viscosity �.
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Fig. 8.5 Cross-stream density pro-
file



Of course, the density results could be wrong because of a wrong model or a
wrong implementation of the model. Fig. 8.7 shows that this is not the case. The
maximum relative density (which was always observed directly at the walls) is
plotted against the particle resolution, that is, the number of particles represent-
ing the channel width. The plot shows us that �rel � 1 is reached in the continu-
um limit. Therefore, when a decrease of the dimensions of our system increases
the importance of the discrete nature of the fluid, DPD delivers information con-
cerning density fluctuations, which continuum approaches cannot deliver.

One observable effect in micro-PIM is frictional heating. If too much heat is
generated, this can cause damage to the fabricated microcomponent. For example,
in the Hele-Shaw continuum model [5], this effect is taken into account by intro-
ducing a correction term � �� in the energy balance, with �� being the shear rate.
Fig. 8.8 shows measured temperature profiles for the DPD fluid during Poiseuille
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sity. Zoom into the range
0�85 � �rel � 1

Fig. 8.7 Relative density at the walls as a function of the gap width



flow. Even though no explicit model for frictional heating was built in, the fluid
shows an increase in temperature in the vicinity of the highest shear rates.

The currently existing applications of standard DPD show the great potential of
the method. Additionally, our results have shown that DPD takes microrheological
effects into account, which cannot be represented in continuum approaches, for
example the density fluctuations near solid boundaries.

The newest models are even more promising. For example, smoothed dissipa-
tive particle dynamics and the Voronoi fluid particle model are candidates with en-
ormous potential, not only because of their thermodynamic consistency but also
because of new possibilities arising from them, such as how to couple different
modeling domains. Coupling will definitely be one of the central issues for our
work in the near future.

8.12
Conclusions

We have reported on two methods suitable for the simulation of micro- and nano-
fluidic behavior that we believe to be able to bridge the gap between purely micro-
scopic approaches such as molecular dynamics and macroscopic continuum descrip-
tions. This leads us to the conclusion that it is worthwhile to exploit a combination of
LG/LB models and DPD for the simulation of CFD. Especially for MEMS applica-
tions, where an increasing need for modeling and simulation of fluid dynamics
can be observed, this configuration seems to be a promising candidate.

The lattice Boltzmann model presented here is not derived from the Navier-
Stokes equation, even though it claims to capture the same physical facts. The
question of the extent to which one of the two descriptions might be the more
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physically consistent might arise. For empirical reasons, the Navier-Stokes equa-
tion should be seen as the gold standard in fluid dynamics simulation. Analytic
solutions to the Navier-Stokes equation exist and are called ‘exact’ solutions in the
literature. However, we have to keep in mind that an exact solution of the Navier-
Stokes equation is still only an approximation of the underlying physics governed
by the Boltzmann transport equation. The Boltzmann transport equation by itself
is a radical simplification of the physics defined by the Schrödinger equation. We
might recognize this as a hierarchy of simplifications always introducing new er-
rors. It is impossible for the Boltzmann equation to capture more physical facts
than does the Schrödinger equation. Likewise, there cannot be more truth in the
Navier-Stokes equation than in the Boltzmann equation. From the Boltzmann
equation we might also derive the digital lattice Boltzmann automaton. Its differ-
ence from the classical approach of deriving yet another differential equation
comes into play only if we consider problems that cannot be solved analytically
and only those are of practical interest for simulation. The digital lattice Boltz-
mann automaton is an algorithm ready for implementation on a digital computer
and without the need for any further simplification. The same is not true for any
differential equation being solved numerically. Here the hierarchy of modeling is
yet to find its end. Infinitely many differentially small distances and differential
time steps are intractable and have to be replaced by finite differences. Real-val-
ued numbers contain an infinite amount of information. They have to be mod-
eled by floating point numbers. At the bottom of the simplification hierarchy, the
Navier-Stokes models have few advantages over the digital lattice Boltzmann auto-
maton, which always yields, so to speak, an exact solution by simply applying its
rules. The actual quality of this solution depends on the order of Galilean invari-
ance, which is rather low in the presented model. However, since it is not based
on the continuum assumption, the lattice Boltzmann automaton can in fact be
seen to capture facts ignored by the Navier-Stokes equation. In micro- and nanodi-
mensions the discrete character of real-world fluids becomes obvious through fluc-
tuation effects such as Brownian motion. If the physics of fluids were really only
governed by the Navier-Stokes equation, micro- and nanoparticles would drop to
the ground and Brownian motion would not exist. The digital lattice Boltzmann
automaton shows fluctuations, which can be influenced by the precision of the in-
teger data type and by �2. The possibility of modeling fluctuations provides us
with a valuable method to interpolate between continuum and particle description
of fluids. On the one hand we are able to simulate high Reynolds number flow,
and on the other we can study the random walk of single molecules of a dilute
substance resolved in a liquid. The potential of the method to study fluctuations
is yet to be investigated.

Apart from all its benefits, there are also some general shortcomings of the digi-
tal lattice Boltzmann philosophy:

� Arbitrary orders of Galilean invariance can only be reached with great effort.
� The number of speeds that we must add to improve our model increases expo-

nentially with the order of Galilean invariance.
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� Particles are not allowed to have internal degrees of freedom.
� For very high resolution or very high order of Galilean invariance, a particle-

based scheme such as the DPD method is much more efficient.
� Unless many speeds are added, the dynamics of the model is restricted to sub-

sonic speeds.
� The model is inherently transient.
� Only one steady-state solution shows up regardless of how many are possible.
� To obtain a steady-state solution, the automaton has to be run until no further

changes occur. This might take a very long time and the digital lattice Boltz-
mann method is therefore not recommended for purely steady-state problems.

The ability of the lattice Boltzmann automaton to handle flow in arbitrary com-
plex geometries, such as taken from a CT scan, is of great value for the modeling
of real-world setups. By using integer data types instead of floating-point arith-
metic, the memory footprint could be significantly reduced, in addition to the gen-
eral desiderata of unconditional stability. However, the strictly statistical nature of
the method captures no specific microscopic interactions among particles or be-
tween particles and boundaries. Once the dimensions of the system decrease in
such a way that no bulk behavior is present any longer, the rising importance of
the discrete nature of the fluid makes a more detailed model such as DPD neces-
sary.

DPD captures information concerning density fluctuations, which continuum
approaches cannot deliver. Local density behavior is extremely important for the
modeling of the equation of state of the liquid. This, in turn, is extremely impor-
tant for the description of the co-existence of solid, liquid and gas phases. Model-
ing of the local interacting behavior in terms of density functionals for the respec-
tive interacting energies is a new development in the field of DPD.

It has been shown in the literature, and our results also emphasize, that DPD
takes microrheological effects into account without having to model them expli-
citly as in Navier-Stokes approaches. Moreover, some of the effects cannot even be
represented in continuum approaches, for example density fluctuations near solid
boundaries. The striking benefit of using more fundamental particle-based meth-
ods such as DPD shows up when effects such as frictional heating creep into the
results without any explicit modeling.

However, in this discussion we should not forget about the multi-scale nature
of micro- and nanosystems. Any of these systems, as special as their applications
might be, will always have to be represented for the designer in an environment
that allows for the simulation of the functionality of the system in its entity.
Therefore, it will be necessary in the future to couple the micro- and nanoworld
to a continuum model and even to a global balance description at a macro-model
level. This requires new approaches for model order reduction directly from the
mesoscopic level represented by the lattice Boltzmann method and the DPD
approach.
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Abstract
Nanofluidics research is focused on miniaturized fluidic structures with at least
one dimension being confined to the sub-micrometer range. These devices offer a
host of new possibilities and perspectives for both fluid handling and chemical
and biochemical analysis systems, as they interact with the analyte molecule or
the solvent matrix at or close to the molecular level. This chapter reviews both
classical and unconventional fabrication methods used in nanofluidics. Underly-
ing physical principles and application examples are discussed for liquid handling
in nanochannels and biomolecule analysis.

Keywords
nanofluidics; nanofluidic structures; nanofluidic devices; nanochannels; fabrica-
tion; biological macromolecules.
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9.1
Introduction

Over the past one and a half decades, microfluidics research has established a
groundbreaking technology for analysis and synthesis in all fields of chemistry,
ranging from drug screening to medical diagnostics and environmental chemistry
[1–3]. While the pioneering publications in the field focused on shrinking and
adapting conventional analytical techniques to the planar microchip format [4–6],
recent research has introduced an increasing number of new approaches to analy-
tical problems, which rely on unique properties of microscale fluidics. Diffusion-
based filtering in laminar flows, pioneered in 1997 by Yager’s group [7], is an
early example of this breed. The principle relies on the fact that the majority of
microfluidic devices operate under low Reynolds number conditions and mass
transport between adjacent stream lines is driven by diffusion only. Clearly, the
concept would be difficult to implement on a larger scale because of flow turbu-
lences and the fact that diffusion time increases by the power of 2 with distance.
However, if comparing microchannels – the key component of microfluidics –
and conventional glass capillaries today, one finds that both are similar in size
with bore diameters in the range from several micrometers to about 200 �m. For
most microfluidic devices, miniaturization is predominantly achieved by planar in-
tegration of microchannel networks with zero dead volume interconnects and not
necessarily by shrinking channel dimensions.

This has changed in recent years with the introduction of nanofluidic devices
and their enabling fabrication technologies. Compared with the domain of solid-
state nanotechnology, the fluidics community uses the adjunct nano in a less re-
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strictive way and includes fluidic structures with sub-micrometer feature size in
the field of nanofluidics. We therefore define the latter as the science of miniatur-
ized fluidic structures whose system functionality is predominated by features
confined to the sub-micrometer range in at least one dimension. Fig. 9.1 provides
a size comparison for objects and molecules of biochemical and biological interest
indicating the range covered by microfluidic and nanofluidic systems.

The transition from micro- to nanofluidics allows for the first time fluidic struc-
tures to interact with analyte molecules or the solvent matrix at or close to the
molecular level. In some cases, this interaction is clearly visible (for example, for
unzipping of double-stranded DNA molecules; see Section 9.4.2), but it holds es-
sentially true for most nanofluidic devices. The ability to manipulate, sort and
sieve single molecules and specifically to tailor molecular transport between adja-
cent structures provides researchers with a host of new opportunities to advance
chemical analysis [8, 9]. It should also be noted that a number of approximations
usually taken for granted for modeling flow and molecule physics are no longer
valid at this level and a detailed analysis on the molecular scale is required.

In this chapter, we will introduce the reader to this young, interdisciplinary
field of research in two steps. The first part of the chapter focuses on the fabrica-
tion methods at hand for creating nanofluidic features in a variety of substrates.
The second part discusses applications of nanofluidics and the underlying physi-
cal and chemical principles. These include pressure-driven, electrokinetic and dif-
fusion transport through submicrometer structures and the manipulation of bio-
chemical molecules.
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Fig. 9.1 Comparison chart for sizes of ob-
jects and molecules of biochemical and bio-
logical interest, also indicating the range cov-

ered by microfluidic and nanofluidic systems
and the resolution achievable with different
lithography techniques



9.2
Fabrication Techniques for Nanofluidic Structures

The fabrication of microstructures for mechanical and fluidic applications relies
essentially on methods developed by the planar microelectronics industry. These
are generally known as thin-layer techniques and comprise deposition, photolitho-
graphy and selective etching. This core set has been extended over two decades of
microelectromechanical systems (MEMS) research by complementary processes
such as anisotropic wet and dry etching for bulk micromachining, thick photore-
sist technology including LIGA and the epoxy-based SU-8, polymer-based molding
methods and many more.

The following review of fabrication techniques is organized into five sections,
starting with an introduction to high-resolution lithography, followed by the two
classical techniques, bulk and surface micromachining, photopolymer-based fabri-
cation and finally the fast growing area of replication methods. Given the close re-
lation between many micro- and nanofabrication techniques, references to micro-
meter machining are included in the following discussion where applicable. As a
full introduction to micromachining is beyond the focus of this chapter, the read-
er is referred to excellent text books on the fabrication technologies in general [10,
11] and on those used in microfluidics in particular [2, 12].

9.2.1
Lithography for Nanofluidic Structures

Structuring of a thin film on a planar substrate with an arbitrary pattern is typi-
cally achieved by photolithographic imaging through a partly transparent mask on
to a photosensitive polymer layer. As a prerequisite, the resolution, R, of the litho-
graphic equipment has to meet or exceed the minimum feature size of the pat-
tern to be generated. The resolution is defined as the minimum distance between
two distinguishable features and can be calculated for projection lithography from
the wavelength, �, used for exposure as

R � k
�

NA
�1�

where k is an empirical parameter accounting for process variables (typically be-
tween 0.4 and 1) and NA the numerical aperture of the optical system. As a con-
sequence, stricter requirements on the patterning resolution call for light sources
of short wavelengths. Although 365 nm ultraviolet (UV) radiation generated by
discharge lamps is still common in most research laboratories, ArF excimer lasers
at 193 nm are already common in modern lithography equipment for industrial
production. For the future, extreme UV lithography down to 13 nm using reflec-
tive optical systems is already in the development pipeline. Additionally, optical
proximity correction and advanced phase shift masks push lithographic resolution
down to below 65 nm for 193 nm equipment by taking advantage of precisely cal-
culated diffraction and refraction effects.
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However, as the cost of mask making is prohibitive for most research laborato-
ries, projection lithography is rarely used for the generation of nanometer struc-
tures. As an alternative, direct writing techniques allow nanopattern generation
on a photoresist-coated substrate without the need for an optical mask. Although
the sequential writing process is slow, the fast turnaround times are advantageous
for research purposes. Direct-writing particle beam lithography benefits from the
high energy of the charged particles, which are used to pattern the resist layer in-
stead of photons used in conventional lithography. Electron and ion beam pattern
generators – widely used for writing chromium masks for UV lithography – are
capable of focusing the incident electron beam to spots as small as 10 nm. These
instruments are excellent lithography tools and find wide application in nanoflui-
dic systems fabrication.

For particular applications, a number of additional lithography techniques are
available, including nanolithography using a scanning tunneling microscope for
localized surface modification [13] or laser interference lithography for the genera-
tion of periodic fringe patterns [14], an introduction of which is beyond the scope
of this chapter.

However, as the discussion in the following sections will show, not all nano-
meter-sized structures require costly high-resolution lithography equipment. A
number of, mostly 1D-confined, nanostructures can be fabricated using surpris-
ingly traditional microtechnology techniques. This holds especially true for struc-
tures that are confined within the substrate plane, because controlled deposition
and selective removal of thin material layers can be achieved down to the low
nanometer range [15].

9.2.2
Bulk Micromachining

9.2.2.1 General Aspects
Despite a growing number of new techniques for rapid prototyping and mass fab-
rication of fluidic devices, bulk micromachining (BMM) of microchannels re-
mains the most common fabrication approach. To describe the method briefly, the
substrate is first protected by a suitable material layer, which is subsequently pat-
terned photolithographically. Then, channels are chemically etched into the sub-
strate where the protection layer has been opened. Finally, the protection layer is
removed and the etched grooves are turned into closed channels by bonding a
suitable cover plate to the structured substrate (Fig. 9.2). Owing to their excellent
chemical stability, glass [5, 6] and quartz (fused silica) [16] have been main work-
horses for microfluidics since its early days. Also, single-crystal silicon has found
wide use, making good its shortcomings in terms of chemical inertness [17, 18]
by the large number of dedicated fabrication methods available.

Fig. 9.3a shows a typical cross-section of a channel formed by wet chemical
etching in hydrofluoric acid (HF) in a glass substrate. Owing to the amorphous
structure of the bulk material and to the isotropic nature of the etching chemistry,
the channels have a smooth, semi-circular cross-section. As a consequence, the
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width of the channel at its top is always at least twice its depth, which limits
achievable aspect ratios (depth-to-width ratio).

Anisotropic etching techniques, both wet and dry, circumvent this limitation.
For some monocrystalline materials such as silicon, selected wet chemical etch-
ants show drastically increased etch rates for specific crystal planes whereas
others are removed at a much lower rate [11]. Alkaline etchants such as potas-
sium hydroxide (KOH), sodium hydroxide (NaOH) and tetramethylammonium
hydroxide (TMAH) form distinct trapezoidal or triangular channel cross-sections
in (100) silicon (Fig. 9.3 b) and rectangular ones in the (110) type. Note that differ-
ent channel depths can be fabricated simultaneously as the etching comes to a
nearly complete stop once the (111) planes meet up at the channel bottom.
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Fig. 9.2 A typical micromachining process
for channel fabrication in glass substrates by
wet etching in hydrofluoric acid (HF). Polysili-
con is used as etching mask here; other

masks such as metal layers (chromium–gold)
or photoresist (for dilute HF solutions only)
have been reported in the literature

Fig. 9.3 Three typical bulk-micromachining
etch processes: (a) isotropic etching of glass
(in HF) or silicon (in HNO3–HF–COOH mix-
tures); (b) anisotropic etching of (100) silicon

in KOH or other alkaline etchants; (c) aniso-
tropic dry etching of both crystalline and
amorphous materials; w= channel width on
top, A= cross-section area

a) Isotropic wet etching b) Anisotropic wet etching
of (100) silicon

c) Anisotropic reactive-ion
etching

�·d 2+dm



Whereas wet etching yields anisotropic etching profiles only with single-crystal
substrates, dry etching techniques are capable of providing anisotropy also with
amorphous materials (Fig. 9.3 c) [19]. In contrast to purely chemical etching meth-
ods, a reactive-ion etching (RIE) process receives additional activation energy by
spatially directed ion bombardment and thus achieves a certain degree of aniso-
tropy even where chemical orientation dependence does not exist.

The protection layer or etch mask has to be chosen with regard to the etchant
chemistry used. For HF etching of glass and quartz, polysilicon and chromium–
gold bilayers are typically used, whereas Si3N4 and SiO2 are ideal for silicon etch-
ing in alkaline solutions. Photoresist may be suitable for short, shallow wet chem-
ical etching processes, but generally does not withstand longer etchant exposure.
For RIE etching, however, photoresist is widely used as a mask layer. Only espe-
cially deep etching processes might require a more inert mask, such as electro-
plated metal [19].

For the sake of completeness, a number of other BMM channel fabrication tech-
niques are noteworthy, including buried, closed channels [20, 21] and electropol-
ishing [22, 23].

9.2.2.2 Nanochannel Fabrication
Conventional BMM processes can be used directly for the fabrication of 1D-con-
fined nanochannels, i.e. sub-micrometer deep grooves with lateral dimensions in
the micrometer and millimeter range (Fig. 9.4 a). In order to ensure good repro-
ducibility of the channel depth, the areas to be etched have to be thoroughly
cleaned before etching to avoid localized slow-down of the process leading to
depth inhomogeneity. If the final channel depth is to be controlled by timing, the
etch rate of the process used should be low (1–50 nm/min) to reduce the influ-
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Fig. 9.4 Comparison of two 1D-confined na-
nochannels made by BMM and SMM. (a)
Bulk-micromachined channel etched into a sil-
icon substrate and covered with a second sili-
con wafer. Reproduced with permission from

[24]. (b) Nanochannel made by removal of a
sacrificial phosphosilicate glass layer covered
by an SiO2–Si3N4–SiO2 sandwich. Reproduced
with permission from [34]



ence of wafer immersion in the etchant. In the case of silicon substrates, Hane-
veld et al. [24] used a commercial developer solution for positive photoresists con-
taining 2.5 wt% TMAH as etchant. At room temperature, the resulting etch rate
was 3.7 nm/min for (110) silicon. As nanochannel fabrication requires only shal-
low etching, the native oxide layer of the silicon substrate (typically 2 nm) was suf-
ficient to protect the substrate from dissolution. It was structured using photo-
lithography followed by oxide patterning in 1% HF.

Similarly to most microchannels, for nanochannels made by BMM bonding to a
cover plate is required to close the grooves after etching. This bonding process
has to be well controlled in order to avoid bending or sagging of the cover plate,
which might obstruct the inner space of the channels. As a consequence, applied
pressure during bonding has to be limited in addition to the planar extent of the
channel geometry in relation to its depth.

For 2D-confined nanochannels, e-beam patterning of a PMMA resist layer in
conjunction with RIE has been used to machine 70 nm wide and 135 nm deep
channels into a silicon wafer [25]. A different approach, adapted from [26], in-
volves direct, localized depassivation of the hydrogen-terminated silicon surface by
the e-beam followed by KOH etching. Although this direct-writing technique did
not require photoresist coating and development, long exposure times were neces-
sary to achieve the desired surface modification.

More efficient is the direct fabrication of 2D nanochannels in silicon and glass
by focused ion beam milling (FIB), which circumvents the lithography step alto-
gether. FIB systems ablate the substrate locally by physically extracting surface
atoms upon bombardment with a focused beam of high-energy ions, e.g. gallium.
If the beam is slowly scanned over the surface using computer-controlled deflec-
tion systems, grooves can be machined in any desired pattern. Using an FIB sys-
tem with a spot size of 10 nm at 30 keV acceleration voltage, channels with cross-
sectional dimensions from 500�500 down to 50 �50 nm2 were fabricated in glass
wafers and evaluated using fluorescent Rhodamine B solution [27].

Porous silicon formation can also be used to form 2D-confined nanochannels,
with the particularity that pores form perpendicular channels through low n-
doped silicon wafers under an applied electric field [28–30], whereas all other pro-
cesses described so far only allow the fabrication of planar channels. Despite the
name, macropores can have sub-micrometer diameters [31] with lengths of several
tens of micrometers, which makes them interesting for a number of applications
such as drug release by controlled diffusion. Fabrication of defined pores requires
that pore size and position are defined by patterning of an insulating layer on the
wafer before the etching is carried out in an HF mixture [32]. A combination of
electron–hole pair generation by illumination and carrier drift in an electric field
provides and concentrates holes at the openings of the insulating layer. These
holes are necessary for silicon dissolution in HF and therefore confine the etching
locally. Owing to the applied electric field, the hole concentration can be focused
at the bottom of the growing etch pit, which leads to a strong etching anisotropy
and pore formation (Fig. 9.5).
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9.2.3
Surface Micromachining

9.2.3.1 General Aspects
In surface micromachining (SMM), structures are formed by a combination of de-
position and selective removal of additional material layers without direct modifi-
cation of the substrate. A typical SMM method is the sacrificial layer process,
where the void inner portion of the channel is created by structuring a sacrificial
thin film, covering it with a different material and selectively removing the sacrifi-
cial template again (Fig. 9.6 a). This results in channels with a depth equal to the
thickness of the sacrificial layer, which are conveniently sealed by the cover layer
and therefore do not require an additional bonding step for the cover plate (how-
ever, openings for fluidic access to the channels need still to be made by a suit-
able etching process).
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Fig. 9.5 Vertical channels formed
by directed and aligned macro-
pores etched electrochemically un-
der illumination into n-type silicon
in HF solution. Reproduced with
permission from [32]

Fig. 9.6 Two approaches for channel fabrica-
tion using surface micromachining: (a) sacrifi-

cial layer technology (b) sacrificial substrate
technology

1) Sacrificial layer
deposition and
patterning

2) Deposition of the
cover layer

3) Selective removal
of the sacrificial
layer forms the
channel

1) Etching of the
channel mold

2) Deposition of the
cover layer

3) Flipping, bonding
to a 2nd substrate
and dissolution of
the 1st



The chemical selectivity of the available etchants limits the choice of sacrificial
and cover layer materials; whereas the sacrificial layer should dissolve quickly, the
cover layer should withstand the etching process unharmed. Typical sacrificial
layers are phosphosilicate glass (PSG), a doped silicon oxide dissolving quickly in
HF-based etchants [33] and polysilicon, which can be selectively etched in TMAH
[34] or KOH [35]. For its stability in most etchants, vapor-phase deposited silicon
nitride is often used as a cover layer.

A different sacrificial fabrication process for microchannels involving dissolu-
tion of the entire substrate after channel formation is illustrated schematically in
Fig. 9.6b [36].

9.2.3.2 Nanochannel Fabrication
The fabrication of 1D-confined nanochannels with depths between 20 and 100 nm
can be achieved using amorphous silicon (a-silicon) [34] and polysilicon [37, 38] as
sacrificial layers (Fig. 9.4 b). A thin silicon film of the desired channel height is va-
por-deposited and patterned on a passivated silicon wafer and covered with a di-
electric cover layer. After opening inlet and outlet ports at the channel end, the sa-
crificial layer can be removed in TMAH–water solutions. Replenishment of the
etchant and removal of etching products are diffusion-limited, which causes long
etching times (up to 80 h depending on the geometry [34]) taking into account a
channel length of several millimeters, a width in the micrometer range and a
thickness < 100 nm. As a consequence, an Si etchant with high selectivity towards
the dielectric cover layer of the channel is required (depending on temperature
and concentration, TMAH has a selectivity of the order of 10 000 : 1 to SiO2 and
Si3N4). Still, sacrificially etched nanochannels may have a height profile slightly
tapered along their main axis because the cover layer close to the ends of the
channel is exposed to the etchant for a longer time than the middle section [37].
Nanostructured column/void PECVD silicon films have been proposed as sacrifi-
cial material for nanochannel fabrication, as their sponge-like structure facilitates
dissolution [39].

After etching, the channels have to be rinsed and dried carefully to avoid etch-
ant residues by replacement of the etchant with water, followed by 2-propanol,
which is finally evaporated under rotation [37]. Fluid replacement is achieved by
diffusion as pressure-driven flushing of solutions is difficult in practice.

Nanofluidic structures confined in two dimensions can be fabricated using sa-
crificial layers, if means to pattern the latter with sub-micrometer precision are
available. The Craighead group has presented a variety of these structures, based
on polysilicon as sacrificial material and vapor-deposited SiO2 as cover layer [8]. E-
beam lithography has been used to generate 400 nm deep channels containing a
dense array of solid posts of 100 nm width. In order to solve the issue of time-
consuming sacrificial layer removal by wet etching, Li et al. used the polymer
poly(butylnorbornene) (PNB) as a sacrificial layer for the fabrication of 2D nano-
channels in the 100 nm range [40]. The polymer can be structured by photolitho-
graphy followed by RIE or by direct embossing (see Section 9.2.5.2). PNB has the
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interesting property that it withstands temperatures of up to 220 �C, allowing sub-
sequent plasma-enhanced CVD processes to deposit an inorganic cover layer for
the channels. Then, after opening access holes to the channels, the sacrificial
layer can be removed by thermal decomposition at 440 �C in a nitrogen atmo-
sphere without wet chemistry.

Whereas the techniques illustrated above rely on high-resolution lithography
equipment, Tas et al. have demonstrated the fabrication of 2D-confined nanochan-
nels by conventional methods [41]. The first method uses a sacrificial polysilicon
nanowire to define the channel opening, which is deposited on the sidewall of a
topography step by a combined CVD and backetch process. After covering the na-
nowire with silicon nitride, the sacrificial polysilicon is removed in KOH
(Fig. 9.7a). A second approach takes advantage of the adherence of the cover layer
after the sacrificial layer has been removed. The thin cover is permanently
dragged on to the substrate by capillarity during the drying step after etching, re-
sulting in an asymmetric channel cross-section as illustrated in Fig. 9.7 b. The im-
pact of the cross-sectional asymmetry on fluid flow in these nanochannels re-
mains to be assessed.

The fabrication of vertical nanochannels with nanometer confinement in the
horizontal direction requires more processing steps than its horizontal counter-
part. Again, well-controlled layer formation techniques such as thermal oxidation
or chemical vapor deposition are used to define the confined channel dimension.
Fig. 9.8 shows a fabrication procedure developed by Lee et al. [42] where etching
of vertical steps into a layer of amorphous silicon selects the position of the chan-
nels to be made, while the step height sets the channel depth. The channel width
is defined in the following step by growing a precisely controlled thermal oxide
layer under dry conditions on the amorphous silicon structure. While a 40 min
oxidation step at 1000 �C results in an oxide thickness of 50 nm, oxide thicknesses
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Fig. 9.7 2D-confined nanochannels fabricated
using conventional thin-film and photolitho-
graphy techniques. (a) Sacrificial layer etching
of a polysilicon nanowire deposited on the

vertical sidewall of a topography step.
(b) Cover layer attached to the substrate by
capillary forces during drying. Reproduced
with permission from [41]



as small as 5 nm can be fabricated reliably. The remaining gaps are subsequently
filled by a second amorphous silicon deposition and the whole substrate is planar-
ized by chemical–mechanical polishing. Finally, the sacrificial oxide is removed by
wet etching and the resulting vertical channels can be sealed by an additional sili-
con oxide or gold deposition.

9.2.4
Fabrication Based on Thin-layer Polymers

Photocurable polymers allow fast and efficient fabrication of structural patterns on a
substrate without additional etching steps. However, as photoresists used in stan-
dard lithography are generally designed to be easily removed after pattern transfer
to the underlying layer, their use for microfluidic applications is limited owing to
the lack of chemical stability. However, a number of photocurable polymers are avail-
able that can be processed in a very similar fashion (spin coating, exposure, develop-
ment) and that form comparatively inert structures upon cross-linking. The best
known materials are the epoxy-based SU-8 photoresist [43] and photosensitive poly-
imide [44]. Fig. 9.9 shows as an example two SU-8 fabrication approaches for micro-
channels using either bonding to a cover plate or sacrificial layer removal with un-
exposed SU-8 assuming the role of the sacrificial material [45].

While these examples involve spin coating of the liquid polymer precursors,
gas-phase deposition of polymer layers has also found application in microfluid-
ics. The polymer parylene is inert to a wide range of solutions and can be depos-
ited in the thickness range between 1 and 30 �m using pyrolysis of the monomer
at 680 �C followed by conformal condensation and cross-linking on the substrate
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Fig. 9.8 Fabrication of vertical nanochannels.
(a) Schematic fabrication procedure based on
sacrificial layer technology and trench etching

into amorphous silicon. Adapted from [42].
(b) SEM photograph of a 50 nm wide chan-
nel. Reproduced with permission from [42]
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at room temperature. Microchannels in parylene can be fabricated using photore-
sist as sacrificial layer sandwiched between two vapor-deposited polymer layers
[46]. Ilic et al. fabricated 400–850 nm wide channels by depositing parylene in nar-
row trenches etched into a silicon wafer. As more polymer is deposited at the top
of the trench than at the bottom, the material pinches off and seals the trench,
forming a closed parylene tube [47].

9.2.5
Replication Technologies

Replication is advantageous for rapid prototyping and for cost-efficient mass pro-
duction of microfluidic devices in polymers using a micromachined master struc-
ture [48–51]. Common to the different replication techniques used in micro- and
nanofabrication is the rigid mold or master which contains a topography inverse
of that desired for the replica. To replicate the mold topography into a mechani-
cally soft substrate, both surfaces are brought into physical contact for a given
time to allow for pattern transfer and are separated again.

All replication techniques allow inherently parallel pattern generation on a large
number of substrates using a single mold. Many identical replicas can be fabri-
cated from a single mold before it has to be replaced owing to deterioration. The
importance that this technology has gained in recent years is underlined by the
fact that commercial nanoimprinting and -embossing systems are available for
routinely patterning in the sub-100 nm range.
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Fig. 9.9 Channel fabrication using photocur-
able polymers. (a) Microchannel fabrication
based on lithography and channel sealing by
a cover plate. (b) Sacrificial layer technique
using non-cross-linked SU-8 as sacrificial
layer: the first layer is exposed through a pat-

terned thin-film metal mask, then cured, cov-
ered by a second resist layer, flood-exposed
and cured again. Finally, the non-cross-linked
SU-8 and the metal mask can be removed in
developer and etching solutions, respectively.
Adapted from [45]

1) Polymer spin
coating and
patterning

2) Bonding to a cover
plate

1) Polymer coating,
metal mask depo-
sition and pattern-
ing, exposure

2) Coating of the 2nd
polymer layer,
curing

3) Removal of
uncured poylmer
and metal mask



9.2.5.1 Casting
Casting or molding of elastic polymer structures, one of the most widely used re-
plication techniques in microfluidics, is very straightforward: the liquid polymer
precursor is poured on to the master and subsequently cross-linked (see
Fig. 9.10). It has been shown that highly complex microfluidic devices containing
active elements such as valves and pumps can be fabricated in this fast and sim-
ple process [52]. Because of its good optical properties and self-sealing capability,
the commercially available poly(dimethylsiloxane) (PDMS) is the elastomer of
choice for research and industry [53–55]. As molds, etched silicon substrates,
lathed metal sheets and thick photoresist structures are used. After curing and
mold release, PDMS bonds spontaneously and reversibly to flat surfaces such as
glass, silicon, some plastics or a second PDMS sheet. If permanent, mechanically
stable sealing is required, a short oxygen plasma treatment can be used prior to
bonding to activate the PDMS surface, resulting in a stronger bond.

Replica fabrication by casting of elastomers is capable of reproducing features
down to tens of nanometers [56]. To assure defect-free separation of the master
and the cured elastomer, bottom and sidewall roughness of the mold features has
to be tightly controlled and the use of a surface treatment procedure (for instance,
immersion in a chlorosilane solution) for improved mold release is recom-
mended.

To machine 2D-confined PDMS nanochannels, Hug et al. [25] used e-beam
lithography and PMMA resist for pattern generation, which was subsequently
transferred into the silicon substrate by anisotropic wet etching in KOH. After
casting and bonding of the replica to a glass cover, 100 nm deep and 300 nm wide
channels in PDMS could be realized.

Owing to the increased surface-to-volume ratio, the surface properties of PDMS
become more important with reduced channel dimensions. It has been reported
[25] that spontaneous filling of PDMS nanochannels with aqueous solutions re-
quires prior surface hydrophilization by oxygen-plasma treatment [57]. Also, it was
observed that channels are easily obstructed at high width-to-depth ratios as the
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Fig. 9.10 A typical elastomer casting process
using a structured substrate (e.g. a silicon
wafer with reactive-ion etched features) as
master. To facilitate separation between repli-

ca and master after curing, pretreatment of
the master surface with a chlorosilane is re-
commended between steps 2 and 3
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elastic channel walls sag or even collapse once they touch the opposite wall. This
problem is also known from nanoprinting, where deformations of high-aspect ra-
tio PDMS structures occur during stamping [51], and it makes the fabrication of
1D-confined nanochannels in PDMS difficult to achieve.

9.2.5.2 Embossing
Embossing allows pattern transfer into rigid, thermoplastic substrates or thin
films, which are heated above their glass transition temperature, Tg (depending
on the polymer used, between 50 and 150 �C) [48]. In a vacuum chamber, the
master is pressed into the soft polymer (forces between 0.5 to 2 kN/cm2) and held
in place while the assembly cools below Tg, before both are separated again.

Nanoembossing was first reported to structure resist films (also known as na-
noimprint lithography), which were used to fabricate metal structures in a lift-off
process with 25 nm features [58]. After the embossing step, residual resist re-
mains in the grooves of the patterned layer and an anisotropic etching step is re-
quired to transfer the pattern through the entire resist thickness. As an extension
of this concept, Cao et al. recently reported the fabrication of 10 nm wide nano-
channels by embossing and RIE, followed by nonuniform deposition of a few
hundred nanometers of SiO2 to cover and close the channels without bonding
[59]. Patterning of a sacrificial polymer layer for nanochannel fabrication by
embossing has been described [40]. Also, the issue of line edge roughness in the
master due to scattering effects during lithography has been addressed by adapted
etching procedures and thermal photoresist reflow [60].

In addition to its application in nanoimprint lithography, embossing can also be
directly applied to form channel structures in thermoplastic substrates without
further etching steps [61]. Using a customized hot embossing process for polymer
pellets, Studer et al. fabricated nanopillar arrays down to 150 nm feature size [62].

9.2.5.3 Injection molding
Even more oriented to mass fabrication is injection molding, the dominant tech-
nique for the commercial fabrication of plastic parts of arbitrary shape and size
(an example is the mass fabrication of movie DVDs with features 400 nm wide
and 100 nm deep). Different from the previous method, the molten polymer
(200–350 �C) is injected under pressure (600–1000 bar) into the molding chamber
containing the mold insert, where it cools below its solidification temperature.
Then, the two-part chamber opens and releases the replica, which can have fea-
ture sizes as small as 25 nm [63]. The application of injection molding to micro-
fluidic device fabrication was first described by McCormick et al. for PMMA [64].
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9.2.5.4 Printing
Printing of micro- and nanometer features, also referred to as soft lithography,
has recently attracted increased attention for high-resolution patterning applica-
tions. Radically different from the conventional lithography approach, patterns are
not generated by irradiation using light or particle beams, but by direct, physical
transfer of a structured material layer on to the substrate [49, 51, 65].

Stamps are fabricated by PDMS casting on nanostructured masters similar to
the procedures described earlier. The soft, elastomeric nature of PDMS is advanta-
geous for the stamp, as the latter adapts itself to the surface roughness and topo-
graphy of the substrate during printing. This conformal contact at the microscale
has to be assured for successful patterning with low pinhole densities.

However, the softness of the stamp might compromise the accuracy of the pattern
transfer owing to deformation under pressure. This issue can be solved for high-pre-
cision applications by using a stiffer elastomer for the patterned layer of the stamp
[66–68]. Modified PDMS formulations, also called hard PDMS or h-PDMS, have
been developed to respond to these requirements while maintaining the advanta-
geous molding and printing properties of the material [69]. The thin, stiff stamp
is supported by a thicker, soft elastomer support to allow practical handling of the
tool.

The stamping process itself consist of three distinct phases: first, the stamp sur-
face is covered with the ink solution, then it is brought in contact with the sub-
strate to transfer the pattern, followed by separation of stamp and substrate. Upon
contact, the functional species of the ink solution needs to adsorb to the substrate
to assure successful pattern transfer. Especially for small structure widths, molec-
ular diffusion of the ink molecules on the substrate surface is not negligible and
can cause structure expansion by several hundred nanometers depending on the
molecular weight of the ink [70].

A widely used ink–substrate system is based on alkanethiols, which form a
well-ordered surface assembled monolayer (SAM) on gold substrates. The strong
thiol bond ensures that the ink is transferred properly from the stamp to the gold
substrate upon contact. Thiol-SAMs were shown to prevent molecular access to
the gold surface and can therefore be used as etch mask for gold in various etch-
ing mixtures. A gold layer nanostructured in this way can serve as a functional
structure, for instance as a nanowire or electrode, or it can be used as secondary
etch mask for further etching of the underlying substrate [70, 71].

9.3
Fluid Flow and Molecular Transport in Nanochannels

Diffusion, pressure-driven flow and electrokinetic flow are the main processes
that govern molecular transport in miniaturized fluidic devices. All are directly de-
pendent on dimensional parameters, such as distance or surface-to-volume ratio.
As a consequence, flow properties in nanostructures are essentially different from
those with features of tens of micrometers as typically used in microfluidics.
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9.3.1
Pressure-driven Flow in Nanochannels

Most macroscopic flow systems rely on one or several pressure sources for liquid
transport, which allow precise control of flow-rates and flow paths in conjunction
with valves. If a pressure difference �P is applied to both ends of a channel of
length L, a flow Q is induced through this channel:

Q � �P
Rf L

�2�

The parameter Rf is the hydraulic flow resistance of the channel geometry per
unit length. It has been determined analytically for a number of cross-section geo-
metries starting with the case of a circular tube with radius r (Hagen-Poiseuille):

Rf � 8�
�r4

�3�

The viscosity � is a temperature-dependent material property of the liquid in the
channel, a typical value for dilute aqueous solutions at room temperature being
0.01 P. For triangular channels, such as they are formed by anisotropic wet etch-
ing of silicon, Rf has been determined to be (dimensional parameters as in
Fig. 9.3b) [72]

Rf � 69�6�
w4 �4�

A typical case for nanochannels is a rectangular cross-section (as depicted in
Fig. 9.3c). Under the condition that the depth d is much smaller than the width
w, Rf can be written as

Rf � 12�
wd3 �5�

A more general treatment of Poiseuille flow in various duct geometries can be
found, for instance, in [73].

Equations (3)–(5) underline the strong fourth-order dependence of the flow re-
sistance on the cross-sectional dimensions, which makes pressure-driven flow less
suitable as a driving mechanism for nanoscale fluidic systems. Fig. 9.11 compares
flow-rates for the three channel geometries with dimensions ranging from 50 �m
down to 50 nm. The resulting flow-rates span 12 orders of magnitude. However,
for most applications, the time needed to exchange the liquid volume within a
nanochannel is more important than the actual flow-rate. Although the flow-rates
scale with r4, the exchange time depends on the flow velocity of the liquid, which
scales down only with r2 (in the circular case) and is therefore less affected by re-
duced dimensions.
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Filling of nanochannels with hydrophilic walls, such as glass or SiO2, is typical-
ly accomplished by capillary action without external pressure. However, PDMS
does not show spontaneous filling owing to the hydrophobicity of the surface [25].
Wetting properties of nanochannels are typically assessed using a microchannel
array as test structure, which is filled with fluorescent dye solution [74]. The
movement of the boundary between filled and empty channel can be monitored
under a fluorescence microscope.

9.3.2
Electrokinetic Fluid Handling in Nanochannels

Electrokinetic fluid handling is a widely used technique in microfluidics for elec-
trical manipulation of minute amounts of liquid reagents or particle suspensions
[75, 76]. As the fluid flow follows an applied electrical field, a specific flow path
can be chosen in a channel network without the need for micromechanical valves
and pumps, which greatly facilitates device fabrication and operation. For nano-
fluidic applications, the technique has the additional advantage that flow is in-
duced on the surface instead of in the bulk of the solution. As a result, electroki-
netic pumping can be applied to nanochannels without major modification, while
pressure-driven flow is greatly affected by downscaling of the channel geometry.
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Fig. 9.11 Calculated flow-rate as a function of channel dimension for the
three typical cases circular, triangular and rectangular cross-sections,
based on Equations (2)–(5). As the pressure difference, a value of
100 kPa, is assumed, for a channel length of 1 mm. In the case of the
rectangular channel, the width is assumed to be constant at 10 �m and
the graph is only plotted for a << w



9.3.2.1 Electrokinetic Transport Phenomena
Although the field of electrokinetics comprises several effects related to charged
solid–liquid interfaces, the two most important phenomena allowing molecular
transport on the microscale are electrophoresis and electroosmosis [77]. Both de-
scribe the interaction between a statically charged solid surface and an electrolyte
solution in an electric field.

Electrophoresis refers to the transport generated by the Coulomb force acting on
a mobile, charged object (e.g. a polymer particle or an ion) suspended in a quasi-
stationary solution in an electric field. Under an applied field, the object acceler-
ates to a velocity where Coulomb force and viscous drag are equal:

qE � 6�vepr� �6�

where q= object charge, E = electric field strength, vep = electrophoretic velocity,
r = radius of the object and �= buffer viscosity.

Equation (6), known as the Stokes-Einstein relation, is valid for particles, but
can also be used as an approximation for an ion with its surrounding hydration
shell [78].

A typical application of electrophoresis is the separation of molecules with dif-
ferent charge-to-size ratios in the field of chemical analysis. The electrophoretic
mobility of an ion, �ep, relates electric field and resulting migration velocity, vep,
and can be derived from Equation (6):

�ep �
q

6�r�
�7�

and

vep � �epE �8�

To give an order of magnitude, negatively charged amino acids have electrophore-
tic mobilities in the range –2.5 �10–4 to –4 �10–4 cm2/V s [79], while smaller inor-
ganic ions have mobilities ranging from ± 4 �10–4 to ± 8 �10–4 cm2/V s depending
on their polarity [80].

In electroosmosis, on the other hand, the picture is inverted and the charged sur-
face remains fixed while the solution is mobile and can flow freely (Fig. 9.12).
Electroosmosis refers to the bulk transport of a liquid volume enclosed by a
charged, stationary surface in an electric field (electroosmotic flow, EOF). Most
materials used for the fabrication of micro- and nanochannels exhibit a perma-
nent surface charge, which upon filling of the channel leads to the formation of a
layer of mobile electrolyte ions with opposite polarity close to the surface (also
called electrolyte double layer, EDL). This layer can be forced to move by applying
an electric field along the channel axis. As a result of viscous drag, the whole vol-
ume in the channels moves together with the thin surface layer, leading to a bulk
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pumping mechanism. Similarly to �ep for ions or particles, an electroosmotic mo-
bility can be attributed to the bulk solution:

�eo �
��

�
�9�

where �= dielectric constant of the solution and �= zeta potential of the surface–so-
lution interface (see Section 9.3.2.2), and again

veo � �eoE �10�

For Pyrex glass, the electroosmotic mobility varies between 3.5 �10–4 and 5� 10–4

cm2/V s (with low values at low pH), while fused silica spans a range from
0.5� 10–4 to 4.5 �10–4 cm2/V s [81]. Polymers such as Teflon have generally a low
zeta potential, leading to a �eo between 1 �10–4 and 2 �10–4 cm2/V s. As a conse-
quence, the velocity of EOF in the technically interesting field range of 10–1000 V/
cm is between 10 �m/s and 5 mm/s.

The zeta potential describes the mobile portion of the EDL as described in the
next section. Equation (9) is derived from the Helmholtz-Smoluchowski equation
and is, strictly, valid only for cases where the extent of the double layer is small
compared with the channel diameter.

In practice, electrophoresis and electroosmosis occur simultaneously and the ob-
served velocity of an ion i can be written using the sum of both mobilities, �i:

vi � E
�
�ep�i � �eo����������������

�i

�
�11�

Therefore, depending on the sign of �i, the ion can migrate in the direction of the
EOF (co-electroosmotic transport) or against it (counter-electroosmotic transport).
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Fig. 9.12 Electroosmotic flow (EOF) in a mi-
crochannel or capillary. The observed velocity
of the different ions is the vector sum of the

EOF velocity and the ion-specific electrophore-
tic velocity. EOF develops a plug-like, rectan-
gular flow profile



9.3.2.2 The Electrolyte Double Layer
The structure of the EDL and its dependence on material and electrolyte parame-
ters are very complex. A number of models exist to describe potential and charge
distribution within the EDL, including the Helmholtz model, the Gouy-Chapman
model and the Guy-Chapman-Stern model. Within the context of this chapter, we
can give only a brief introduction to the physics of the EDL, and readers are re-
ferred to excellent text books on the topic for further study, e.g. [77].

The model which coined the term EDL was first put forward in the 1870s by
Helmholtz. In this model, the surface holds a charge density due to an excess or
deficiency of electrons and therefore causes a redistribution of ions close to the
surface in order to ensure electroneutrality. Helmholtz assumed that the solution
is composed only of electrolyte ions and that no electron transfer processes occur
at the surface. As a result of the surface potential, excess ions form a charged
layer on the surface, which is only as wide as an ion with its solvation shell.
Hence the double layer is formed by the fixed surface charge on one side and the
opposing ion charge in the solution on the other.

Because the Helmholtz model did not account for phenomena such as mixing,
solvent interaction and molecular transport, it was refined over the years. First,
Gouy and Chapman proposed in 1910 that excess ions are nonuniformly distrib-
uted in the vicinity of the surface, with a maximum concentration at the surface
decreasing nonlinearly until they reach bulk concentration. The principle of this
diffuse charge layer on the surface allowed, for instance, the dependence of the
EDL structure on the electrolyte composition to be described. However, the model
predicts an unrealistic surface concentration as it assumes that ions are infinitely
small and can come infinitely close to the surface. It was therefore modified by
Stern in 1923, introducing the concept of a fixed excess charge layer in close vicin-
ity to the surface combined with a diffuse layer extending into the bulk solution.

Fig. 9.13 shows these two distinct zones, the thin Stern layer close to the wall,
which is formed by immobile charges, and the diffuse or Gouy-Chapman layer,
whose charges are mobile under an applied electric field. The interface between
both layers at a distance � from the wall separates moving and nonmoving liquid
zones and is therefore called plane of shear. The potential at the plane of shear is
the zeta potential, �, which is a function of electrolyte composition and wall mate-
rial.

The Debye length �D is a measure of the width of the EDL:

�D �
�������������������

�RT
F2
	

i
ciz2

i


��� �12�

where �= dielectric constant, R = gas constant, T = temperature, F = Faraday con-
stant, (96 495 C/mol), ci = concentration of ion i and zi = valence of ion i.

In a physical interpretation, the parameter 1/�D (also known as Debye parame-
ter, �) represents the 1/e decay of the potential from the wall. Experimentally, �D

can be modified by adjusting the ionic strength of the electrolyte solution, which
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Fig. 9.13 Schematic representation of the
Gouy-Chapman-Stern double layer model.
(a) A fixed surface charge on the left attracts
a positive counter-charge in the electrolyte to
balance electroneutrality. The thin Stern layer
of thickness � is firmly attached to the surface
and remains immobile, whereas cations in
the loosely bound diffuse layer can be acceler-
ated in an electric field. (b) The potential dis-

tribution through the double layer depends on
the wall potential and on the ionic strength of
the electrolyte. It is nearly linear in the Stern
layer and decays exponentially in the diffuse
zone. The potential at the plane of shear be-
tween Stern and diffuse layer is called zeta
potential, �, and the distance at which the po-
tential falls to 1/e is the Debye length, �D

Fig. 9.14 Debye length as a function of electrolyte concentration for a
monovalent aqueous solution at 25 �C



affects the sum term in Equation (12). Fig. 9.14 illustrates the dependence of �D

on the concentration of a monovalent electrolyte solution.
It should also be noted that Equation (12) relies on the Debye-Hückel approxi-

mation for thin layers and is therefore only valid if the EDL is much smaller than
the channel dimensions. Although this holds true in microfluidics with typical
channel diameters ranging between 1 and 100 �m, nanochannels require a closer
look at the double layer to predict EOF at these dimensions.

For most materials typically used in micro- and nanofluidic devices, such as
glass [79] and polymers [57], the surface charge is negative for a wide range of pH
values owing to deprotonation on the surface. As a consequence, the net charge
of the EDL is positive under typical buffer conditions and electroosmotic flow is
directed towards the cathode. An important property of EOF is the nearly rectan-
gular flow velocity profile, which is caused by the fact that the driving force for
the liquid movement is generated on the surface. This is in strong contrast to
pressure-driven Poiseuille flow, which has a parabolic velocity profile with flow
stagnation along the walls due to viscous shear. In practice, the rectangular profile
has certain advantages, such as reduced mixing between adjacent liquid zones in
separation techniques. In nanofluidics, it allows pumping through narrow chan-
nels or porous structures, which would require strong external pumps and con-
nectors if pressure-driven flow were to be used.

9.3.2.3 Electroosmotic Pumping in Nanochannels
With regard to nanofluidics, EOF has scaling properties far superior to pressure-
driven flow. While the flow velocity, vp, at constant pressure decreases with the
square of the channel radius r (i.e. vp �r2), the electroosmotic flow velocity, veo, is
independent of r as long as the Debye-Hückel approximation is valid. As a result,
liquid transport by pressure is difficult to achieve in extremely small channels or
channels packed with a porous stationary phase.

However, Equations (9) and (10) do not yield correct values if the EDL thickness
�D becomes a considerable fraction of the channel radius r. For cases where r/
�D�1, that is, for channels < 100 nm deep, the EDL spans across the whole chan-
nel cross-section and severely reduces EOF (illustrated schematically in Fig. 9.15).
Mathematical models for electrokinetic flow and ion transport in nanochannels
with r/�D�1 have been developed for ultrafine capillary channels of rectangular
cross-section [82], for symmetric and asymmetric nanochannels [83], for multiva-
lent ions [84] and for silica nanotubes [85].

To verify the validity of these mathematical models for nanochannels, Ramsey’s
group has investigated electroosmotic flow in glass channels with depths between
83 nm and 10.4 �m using neutral, fluorescent markers to determine the EO flow
velocity. The Debye length was modulated between 0.7 and 60 nm by using so-
dium tetraborate buffer at different concentrations according to Equation (12).
While the electroosmotic mobility, �eo, follows a linear relationship with �D for
larger channels, the impact of the double layer overlap is clearly visible in
Fig. 9.16 for channels shallower than 100 nm.
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This effect can be elegantly used to generate hydraulic pressure for microchip
pumping applications in a simple channel configuration. A micrometer-size main
channel serving as inlet and outlet is connected in a T-configuration with an aux-
iliary nanochannel. Once a driving voltage is applied between inlet and the nano-
channel, an imbalance in electroosmotic flows occurs as the EO mobilities are dif-
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Fig. 9.15 Qualitative potential distribution normalized to 	W from
wall to wall in a 50 nm deep channel. For wider EDLs, the diffuse
layers from both sides overlap

Fig. 9.16 Electroosmotic mobility as a function of
double layer thickness for different channel depths.
Reproduced with permission from [86]



ferent in the two portions of the system. The resulting difference in flow-rates
builds up a hydraulic pressure which releases to the outlet channel in order to ful-
fil the mass-balance requirement. This electroosmotically induced, pressure-driven
flow has the advantage of being electrical field-free, which allows, for instance,
suspensions of objects such as biological cells, which are sensitive to electric po-
tential gradients, to be pumped.

With the application of field-free EOF pumping on glass microchips in mind,
the connecting nanochannel can also be fabricated by inducing a dielectric break-
down through the substrate between two closely adjacent channels [86, 87]. At
electrical field strengths between 0.5 and 2 MV/cm, the bond interface between
substrate and cover wafer cannot sustain the electric field and one or more nar-
row fractures appear at the closest point between the two channels. Depending on
the time the voltage is applied after breakdown and on the electric field strength,
these fractures can be in the nanometer to low micrometer range. Indirect EOF
pumping and field-free sample injection into microfluidic electrophoresis devices
have been demonstrated.

The dependence of electroosmotic flow on the r/�D ratio allows one to tailor
molecular transport such that only molecules with a specific electrophoretic mo-
bility are driven through the nanochannel, whereas others are held back [88]. Kuo
et al. demonstrated gated fluidic transport through a PCTE membrane containing
ion-track etched pores with diameters between 15 and 200 nm [89, 90]. The mem-
brane is sandwiched between two microchannels and acts as a gate for flow and
molecular transport between the two channels (Fig. 9.17 a). In order for a mole-
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Fig. 9.17 (a) A PCTE mem-
brane sandwiched between
two microchannels serves as
a nanocapillary array for gate-
able fluid control. (b) Rever-
sion of the molecular trans-
port direction of fluorescein
in a pH 8 phosphate buffer
for two different pore sizes
(left, 15 nm; right, 200 nm).
Reproduced with permission
from [90]

(a)

(b)



cule to pass the gate under counter-electroosmotic flow conditions, its electro-
phoretic mobility, �ep, has to be higher than the EOF in the opposite direction. As
the EOF depends on the pore size, the latter has an impact on the flow-rate for a
specific analyte and can even reverse its flow direction (Fig. 9.17b).

9.3.2.4 High-pressure Electroosmotic Pumps
For a variety of applications, miniaturized liquid pumps are required to generate
minute flow-rates at high pressure ranging from a few hundred kPa to 10 MPa
(e.g. for high-performance liquid chromatography). Whereas conventional, me-
chanical micropumps are only rarely capable of delivering output pressures of
more than 50–100 kPa, EOF pumping can do so if two conditions are met. First,
the internal surface of the pump available to generate electroosmotic flow has to
be maximized as EOF is a surface phenomenon; second, the resistance to pres-
sure-driven flow has to be increased to avoid reverse flow under high back-pres-
sure conditions. Both conditions can be met by packing a microfluidic channel
with a stationary phase that has pores in the nanometer range. Paul et al. showed
that pressures as high as 55 MPa could be generated [91]. It is assumed that
pumps based on the same principle will also be implemented in the future, tak-
ing advantage of defined nanochannel structures instead of porous media.

9.3.3
Nanoporous Membranes as Controlled Diffusion Barriers

Stable, well-controlled, nanoporous membranes are an enabling technology for
the fabrication of implantable biosensors, biomolecular filtration and environmen-
tal analysis systems [92]. The purpose of these membranes is a strict separation
between the analytes of interest and interfering sample matrix constituents, such
as particulate organic and inorganic matter or unwanted molecules interfering
with the analysis process. Nanoporous membranes, also referred to as molecular
sieves, achieve this separation by reducing or preventing mass transport through
their pore system for molecules above a certain cut-off size or weight. An ideal
membrane has a narrow pore-size distribution, a large pore-to-surface ratio to fa-
cilitate sample through flow and is both biocompatible and nonfouling.

Membranes regularly used are based on polymer sheets perforated by stretching
or ion-track etching. Owing to their polymeric nature and their tortuous porosity,
these membranes often suffer cracking and clogging due to mineral deposits or
protein absorption [93]. Also, the pore size distribution is comparatively wide for
cast membranes (�30%), whereas ion-track etched membranes exhibit tighter
specifications at the expense of low pore densities [94]. Nanostructures fabricated
by deposition, patterning and selective removal of sacrificial thin films provide an
interesting alternative to conventional membrane materials. As outlined in Sec-
tion 9.2.3.2, sacrificial layer technology is advantageous for the fabrication of 1D-
confined nanostructures as no nanolithography is required to achieve the desired
pore sizes.
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In an early example of the fabrication of microchip filters, Kittilsland et al. pro-
posed a self-aligning process for creating tortuous flow paths through a silicon
membrane fabricated by anisotropic wet etching in conjunction with a selective
etch-stop technique on p+-doped silicon. The cut-off size (50 nm) was defined by a
sacrificial thermal SiO2 layer [95].

Tortuous flow paths can be avoided by using different sacrificial layer systems,
which provide straight vertical nanopores through a silicon membrane [94, 96].
Similarly to approaches used in nanochannel fabrication [42], vertical steps are
etched into a silicon substrate, followed by sacrificial oxide growth and polysilicon
refill of the remaining trenches. Before selective etching of the sacrificial oxide,
the wafer is anisotropically etched from the back side to create a thin silicon
membrane. As oxide growth is extremely well controlled (about ± 1 Å for a 50 Å
thick layer), pore sizes down to 10 nm could be fabricated with < 5% variation
over a 4 in wafer.

These nanoporous membranes can be used as biomolecular filters to protect
glucose sensors from interfering proteins that might adsorb to the sensing sur-
face. Using a silicon membrane with 25.4 nm wide pores, it is possible to retain
the protein albumin [molecular weight (MW) 66 000] whereas glucose (MW 180)
diffuses freely through the membrane [94]. Conversely, engineered nanopore
membranes can also act as controlled-diffusion sources for the administration of
medical substances [97].

9.3.4
Fluid Dynamics in Nanotubes

Carbon nanotubes (CNT), discovered in 1991 by Iijima, are one-dimensional car-
bon fullerenes, i.e. convex cages of atoms with only hexagonal or pentagonal faces
with a cylindrical shape [98]. While the first nanotubes discovered consisted of
several concentric graphite cylinders (multi-walled CNT), the fabrication of single-
wall CNTs was developed shortly after [99]. Typically, their inner diameter is
< 10 nm whereas their length can be hundreds of micrometers. Apart from re-
markable tensile strength, nanotubes exhibit varying electrical properties (depend-
ing on the way in which the graphite structure spirals around the tube and other
factors) and can be insulating, semiconducting or conducting. Carbon nanotubes
are fabricated in a carbon arc similarly to fullerenes.

It has been demonstrated that carbon nanotubes can be filled by various liq-
uids, including liquid salts [100] and metals. Multi-wall carbon tubes have been
used to study wetting, evaporation, condensation and expansion phenomena by
transmission electron microscopy (TEM) [101]. In this case, hydrothermal nano-
tubes were filled with water in addition to dissolved and free gases, which were
encapsulated during a modified fabrication procedure [102].

Fan et al. recently described the fabrication of silica nanotubes with internal di-
ameters ranging from 5 to 100 nm and lengths of several micrometers [103]. A
theoretical model describing ion transport in silica nanotubes has also been de-
scribed [85].
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Whether nanofluidic networks based on CNTs can be fabricated and deployed
still remains to be proven. Although considerable progress towards localized and
directed growth and deposition of CNTs has been made, interconnections between
single CNTs and the interface to the macroscopic world remain issues to be
solved.

9.4
Study of Biomolecules in Nanofluidic Devices

One of the driving forces behind micro- and nanofluidics is the study of biomole-
cules for applications including drug development and screening and medical di-
agnostics. Some of these molecules, for instance DNA fragments, have a consider-
able weight and their size is similar to the structural dimensions of the devices
discussed in this chapter. As an example, under physiological buffer conditions,
the 48 kbp bacteriophage �-DNA has a radius of gyration of 0.5 �m when coiled
up into a sphere, a persistence length of 50 nm and a total contour length of
16 �m when stretched out [104]. Nanofluidic structures are small enough to force
a single DNA molecule to uncoil when it passes an obstacle in the flow path, thus
affecting its migration velocity. It should be noted that these interactions between
chain-like molecules and a solid phase have been exploited for many years in gel
electrophoresis, but nanofluidics allows the study of the dynamics of these pro-
cesses in detail and under reproducible conditions.

9.4.1
Sizing of Biological Macromolecules

While electric field-induced separation analysis is straightforward for many ana-
lytes, most macromolecules of biochemical interest have a constant charge-to-size
ratio. As each base element of the macromolecule has the same charge, the high
total charge of the larger molecule is compensated by its additional size. There-
fore, electrophoretic separation is generally carried out in sieving matrices, which
interact physically with the macromolecules and slow them while they migrate
through the separation channel. This dynamic interaction between analyte and
sieving matrix leads to a size-dependent separation. Gels such as polyacrylamide
and agarose are used for electrophoretic separation of DNA molecules, both in
conventional capillaries and on microchips [105]. Separation is not only required
for the size analysis of DNA fragments, but also finds wide application as a purifi-
cation step to isolate a certain fragment from an unknown mixture.

As an alternative to randomly arranged gel matrices, nanometer-sized sieving
structures, also called artificial gels, can be created by direct nanostructuring of
the substrate. These engineered structures are long-term stable compared with
gels, which are typically prepared freshly for each analysis. Also, DC electrophore-
tic separations in these devices might result in faster separation of large DNA
than the pulsed-field techniques used for gels [106].
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An early example by Turner et al. is composed of a dense array of 100 nm wide
posts with 100 nm wide gaps fabricated in a 400 nm deep, 800 �m long and
500 �m wide separation channel (see Fig. 9.18) [107]. The fabrication procedure is
based on e-beam lithography for obstacle definition and sacrificial layer etching to
yield covered nanochannels as described in Section 9.2.3.2. A mixture of two fluor-
escently stained DNA molecules, 43 and 7.2 kbp long, was separated by electrophor-
esis at voltages between 2 and 15 V. The electrophoretic mobilities for both mole-
cules turn out to be electric field dependent, with a maximum ratio of 1.8 at 5 V.

In a follow-up study, the same group used pulsed electric fields to analyze the
migration dynamics of DNA molecules in the post array [108, 109]. Video observa-
tions showed that smaller molecules were fully inserted into the artificial gel re-
gion during a pulse duration, while parts of the longer molecules still remain out-
side. Consequently, the inserted part of the larger molecules is pulled out of the
post array by relaxation of the molecule during the time span between two pulses,
thus preventing center-of-mass movement (Fig. 9.19). Short molecules, however,
do not recoil between two pulses and therefore migrate in steps to the anode. The
separation of an unknown mixture of different DNA fragments can be achieved
by slowly increasing the pulse time while monitoring the number of molecules
that cross the boundary between the open channel section and the post array.
Shorter molecules migrate fully into the entropically unfavorable region at shorter
pulse times than longer molecules. Using a similar structure fabricated in quartz,
Kaji et al. recently achieved electrophoretic separation of DNA fragments ranging
from 1 to 38 kbp in only 180 s [110].
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Fig. 9.18 A nanofabricated sieving structure
for the separation of long DNA molecules.
Left, top view with inlet and outlet regions
and the separation sieve; right, close-up of

the column array with 100 nm wide and
400 nm high posts. Reproduced with permis-
sion from [107]



In a different device geometry with constrictions perpendicular to the substrate
plane instead of posts, Han and Craighead achieved fast (�30 min) separation of
large (5–200 kbp) DNA molecules by DC electrophoresis [111]. Entropic traps in
the separation channel were formed by an alternation of deep (1.8 �m) and shallow
(75–100 nm) regions. Surprisingly, smaller DNA fragments remain in the entropic
traps for longer times than larger molecules and therefore have longer migration
times (Fig. 9.20). This is in contradiction with conventional gel electrophoresis,
where shorter molecules elute first. It is assumed that the part of the molecule in
contact with the boundary of the thin region plays a crucial role in the escape of a
DNA molecule from an entropic trap. Whenever Brownian motion introduces a suf-
ficient number of DNA subunits into the thin region, which consequently has a high
field strength, the escape of the whole molecule is initiated. Longer DNA molecules
have a larger surface area in contact with the boundary and therefore have a higher
probability to escape per unit time [112].

Although the methods mentioned above require separation, a direct length mea-
surement on a single molecular level is also possible in nanofluidic channel net-
works. Introduction and stretching of fluorescently stained �-DNA in nanochan-
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Fig. 9.19 (a) DNA molecules are driven into
the dense pillar region, which occupies the
bottom 80% of each frame. Six or seven mol-
ecules are shown, one (on the left) having
been completely lodged in the unfavorable re-
gion. The scale bar represents 5 �m. (b) En-
tropic recoil at various stages ending when all

the molecules have recoiled except the left-
most. Without the interaction between the
two regions, this molecule experiences no
center-of-mass motion and only slight con-
traction. Reproduced with permission from
[109]



nels of 45–100 nm was successfully achieved by electrophoresis [40, 59]. Image
analysis of video frames taken by a high-sensitivity CCD camera in an epi-fluores-
cent setup reveals the length of single molecules. Foquet et al. studied sizing of
labeled DNA molecules in 1D nanochannels using fluorescence correlation spec-
troscopy at flow velocities of up to 5 mm/s [38]. By correlating the number of
photon bursts with the DNA fragment length, unknown mixtures of DNA frag-
ments can be analyzed in terms of size and molecular concentration in one run.

9.4.2
Migration of Biological Macromolecules Through Nanopores

While the examples presented in the previous section rely on fluorescence to de-
tect DNA molecules, nanopores also allow a sensing scheme with a direct electri-
cal readout for each molecule passing through the pore. If the pore is small
enough and if the analyte molecule has different electrical conduction properties
to the surrounding buffer, the electric current through the pore changes whenever
the pore is blocked by a molecule passing through.

For successful operation, the pore membrane thickness has to be smaller than
the molecule persistence length, 50 nm for double-stranded DNA, to prevent the
molecule from passing through the pore in a folded configuration. Also, the pore
diameter needs to be larger than the cross-section of the molecule (�2 nm). The
challenges in fabricating such an instrument are tremendous, but considerable ad-
vances have been made recently by research groups at Harvard. Two approaches
for nanopore formation were studied in parallel: natural ion channels inserted
into lipid bilayers [113] and solid-state pores made by nanofabrication techniques
[114]. Similar experimental setups were used in both cases, consisting of two poly-
mer reservoirs filled with a buffer solution, which are separated by the membrane
containing the nanopore. Analyte molecules are added to the cathode reservoir
and are subsequently pulled through the nanopore by an electric field applied be-
tween the two reservoirs
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Fig. 9.20 Mobility of DNA in an entropic trap-
ping channel plotted versus molecule length.
The fit used (solid line) works well for larger
DNA sizes, but fails for fragments shorter than
10 kbp. For these molecules, it is assumed that
the radius of gyration approaches the depth of
the shallow regions and trapping is reduced.
Reproduced with permission from [111]



Kasianowicz et al. deployed biochemical molecules as functional elements for
pore fabrication. The pore is formed within minutes by self-assembly of an 
-he-
molysin channel obtained from Staphylococcus aureus bacteria, which is inserted
into a 5 nm thick phospholipid bilayer separating the two reservoirs [113]. The re-
sulting channel diameter is in the region of 1.5 nm, which lets single-stranded
DNA pass but retains double-stranded DNA. It is experimentally possible to unzip
double-stranded DNA physically by pulling only one strand through the pore
while the other remains on the opposite side of the membrane [115]. Owing to
the translocation mechanism inside the 
-hemolysin channel, translocation times
depend not only on the size of a fragment, but also on its composition. Polydeoxy-
cytosines passed the pore three times faster than polydeoxyadenines of the same
length [116].

Looking for a mechanically and chemically more robust solution, the formation
of solid-state silicon nitride nanopores with diameters down to 3 nm was studied
using ion-beam sculpting [117]. The process starts with focused-ion beam etching
of an initial 100 nm pore into a 500 nm thick, low-stress Si3N4 membrane sup-
ported by a silicon wafer. This pore is subsequently closed by a lateral atomic flow
of silicon nitride matter induced by FIB bombardment, which forms a thin mem-
brane a few nanometers thick growing from the edge of the pore to its center. In
order to stop the ion-beam sculpting process reliably before the pore closes com-
pletely, the ion current through the remaining pore is constantly monitored and
fed back to the beam source. Fig. 9.21a shows a transmission electromicrograph
of the resulting pore [114].

Fig. 9.21 b shows the evolution of the electric current flowing through the nano-
pore at an applied bias of 120 mV. The current drops by �Ib for a period td due to
a 1 �m long, 3 kbp double-stranded DNA fragment passing through the pore and
reducing the electrical conductivity temporarily. Surprisingly however, it was ob-
served that despite the small diameter of the pore, a minority of DNA fragments
passed the pore in a folded ‘hairpin’ configuration. These events can be discrimi-
nated owing to their shorter blocking times and larger current drops.

Recently, Storm et al. introduced a method for the fabrication of SiO2 pores
with single-nanometer precision, which will allow handling of single-stranded
DNA [118]. An electron beam is used to fluidize the silicon oxide of a larger
(20 nm diameter) pore, causing a reduction in the diameter due to surface ten-
sion. The process can be monitored in real time under a transmission electron
microscope, which is also used to provide the electron beam.

Extending the concept to single-molecule DNA sequencing could have a tre-
mendous impact, as sequencing today is a laborious procedure involving multiple
translation of the genetic information. If the pore membrane could be made thin
enough to host only a few base-pairs, discrimination of the four base-types A, G,
C and T based on their electrical conductivity could be possible. Alternatively, the
integration of nanometer-scale electrodes into the pore for tunneling measure-
ments perpendicular to the DNA chain is proposed. However, even if the techno-
logical issues can be solved, complex biological molecules such as DNA still need
to be tamed to pass through the detector in a straight configuration.
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9.5
Conclusions

The exciting aspect of fluidics in the nanometer range is the interaction between
structural elements, solution chemistry and physicochemical analyte properties on
a molecular length scale. In principle, the technology available today allows the in-
spection and manipulation of larger molecules one by one. This is the result of a
common effort in the research community to combine and refine techniques
from microelectronics, microtechnology and nanotechnology as successful tools
for nanofluidic device fabrication. However, there is still a long way to go to un-
derstand fully the implications and the potential of this continuing reduction in
feature size for physical and chemical processes.

Also, researchers should not forget that not all applications benefit from minia-
turization. For an imaginary nanometer-scale capillary electrophoresis system, for
example, the question arises of whether a sample volume of 1 aL (10–18 L or
100 nm3) is still representative for the analysis. If the sample contains an analyte
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Fig. 9.21 (a) A 3 nm wide solid-state nano-
pore in a 5–10 nm thick silicon nitride mem-
brane clamped as a separation between two
liquid reservoirs can be used to detect DNA
fragments passing the pore by monitoring the

ionic current through the constriction.
(b) Current blockade due to a 1 �m long,
3 kbp double-stranded DNA fragment passing
through the pore. Reproduced with permis-
sion from [114]



at a concentration of 10 �M, only six analyte molecules are present in the sample
volume on average.

Despite these issues, nanofluidics provides us with a vast variety of opportu-
nities in nanoscale liquid handling and single-molecule analysis. There are good
indications that nanofluidics will establish itself as a strong field of research at
the boundary between physics, engineering, chemistry and biology.
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Abstract

Carbon Nanotubes, CNTs, are currently the topic of an ever-increasing number of
publications. Of the new device applications, sensors may be one of the earliest
commercial successes although it is obvious that many devices with a variety of
applications will emerge. Sensors, in general, do not demand an exact replication
of electronic properties but rather a stable differential property with and without
the measurand. This work describes the CNT and its origin with an emphasis on
CNT use in the development of devices like sensors. Direct incorporation into
structures, addition of reactive and passivation layers to tailor reactivity and prop-
erties, and CNT use as a template of nano-dimensions is discussed. Early results
suffer from the lack of control experiments which cloud interpretations and hin-
der our understanding of the mechanisms of CNT device response. However, the
promise of single molecule detection, ultra low power and size, and a new sensor
platform with a potentially broad applicability in gases and liquids will encourage
rapid progress in the use of CNT nanotechnology.

Keywords
nanotechnology; nanotubes; carbon; sensors, chemical; biological;
microelectromechanical; systems, sensor arrays; CNT, properties of;
applications of.
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10.1
Introduction

Nanoscience and nanotechnology have created a great deal of excitement, activity,
promise and expectation in the past few years. The immense academic interest
has resulted in many publications and patents. Commercial interest has stimulated
activities to produce practical nanomaterials and nanodevices, including sensors.
This review discusses nanotechnology and sensors with an emphasis on carbon na-
notubes (CNTs) and chemical and biochemical sensors made from carbon nano-
tubes.

In general, the literature on nanostructures, nanotubes, CNTs and sensor appli-
cations is growing exponentially. The literature on nanotubes for all applications
is exploding and, like most new technologies, much of the growth has been first
in the scientific and engineering novelties and later in more applied studies and
ultimately realistic applications. There have been a number of reviews of the elec-
trical and mechanical properties of CNTs and their preparation [1–6].

A recent report states that the global market for nanotubes in 2002 reached �$12
million. This market is predicted to grow exponentially over the next 3 years, reach-
ing perhaps $700 million in 2005 [7]. Current commercial applications for CNTs in-
clude conductive polymers, advanced composites, fibers and displays. Industries al-
ready utilizing these applications include automotive, aerospace, household appli-
ances, sporting goods, telecommunications equipment and medical products. Some
of the interesting products include tennis racquets, fishing rods, soil-resistant fabric
for pants, sun-block lotions and creams and heat shields for the space shuttle. CNTs
are also seen as a potential foundation for a new generation of high-performance

10 Carbon Nanotubes and Sensors: a Review358



integrated electronic devices that will allow the electronics industry to keep Moore’s
law alive for another two decades. Because of their stability, high current capacity
and low emission threshold, CNTs are expected to have application as field emission
tips for flat panel displays, lamps, X-ray sources and microwave generators. Because
of their large surface area, chemical stability, high electrical conductivity and high
strength, CNTs are expected to be used in electrochemical devices including bat-
teries, supercapacitors, fuel cells and hydrogen storage cells [8]. For some recent em-
phasis on nanotechnology, we need only note that the US National Nanotechnology
Initiative (US NNI) [9] claims to be the first fundamental science-driven initiative
announced by a US President and resulted in $470 million in funding in the
USA in 2000 and will be $847 million in the President’s 2004 budget. Other coun-
tries have similar initiatives and the US National Science Foundation (NSF) has pre-
dicted a $1 trillion market in 2015 for nanotechnology! In the past few years, world-
wide industry has become a strong supporter of nanotechnology and we are begin-
ning to see its potential for broader societal impacts.

However, the old approaches to catalysts and polymers were ‘nanotechnologies’
in the sense that the chemistry of tiny particles and large molecules has typical di-
mensions in nanometers, just as the first useful polymers were biopolymers. So
is ‘nanotechnology’ new or old? Is it special or the same stuff with a new and
catchy name? The answer is that both viewpoints contain some truth. In one
sense, we look at the mature nanotechnologies and see them as improvements
that were made years ago, processes that resulted in great adsorbents or catalysts,
but we could not measure why. Today we see the new structures and materials
under the scanning electron microscope (SEM) and examine the carbon nanotube
knowing where every atom is placed. In fact, we always stand on the shoulders of
those scientists and engineers who went before us. We have only recently been
able to ‘see’ clearly the nanoworld, enabled by the improvements in SEM and
transmission electron microscope (TEM) instrumentation and the invention of the
atomic force microscope (AFM) and related techniques. New materials and meth-
ods of fabrication such as fullerenes and even the nanotubes themselves preceded
the term ‘nanotechnology’, but working with them at atomistic dimensions and
utilizing their quantum properties is indeed new. Tab. 10.1 provides a possible
clarification of the ‘new’ and ‘old’ nanomaterials.
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Tab. 10.1 Comparison of some new and old ‘nanomaterials’

Old New

Carbon black Carbon nanotubes
Fused silica Quantum dots
Aerogels, polymers Molecular wires
TiO2 and powders Thin films
Molecular sieves SWCNT sensors
Nanocrystalline SnO2 sensor Unprecedented properties
Improvements Disruptive technology



So what is next? Is there a lesson or useful observation here? Perhaps two.
First, a product such as the SnO2 nanocrystalline sensor did not wait for the ‘in-
vention’ of nanotechnology or the ‘declaration’ of its arrival! Successful products
are always ‘outside-in’ driven, and this means that they are developed from tech-
nology but are pulled through by the market. We do not need to see what unique
structures our process produces to use it, but we do learn to control a process and
a structure so it becomes useful. The same will be true for nanotechnology. Ex-
periments and research will lead to more technology and a broader base from
which to pull products to the market, but the unique new sensor products will be
pulled through by outside influences and demands even if the base technology is
not well understood and it may take many more years to understand and unravel
its many mysteries completely.

The second observation is that perhaps a useful distinction between new and
old nanotechnology comes in the form of differentiating between incremental and
revolutionary improvements. Revolutionary developments cause a paradigm shift
in thinking and ultimately in societal behavior. The current use of nanomaterials
allows us to explore the limiting behavior of macroscopic systems as the character-
istic dimensions are reduced into the nanometer regime, where typical dimen-
sions are 1–100 nm. As the dimensions are reduced, the usual bulk behavior of
materials disappears and new phenomena appear, often providing advantages for
attaining engineering goals. The recent focus on and funding for ‘nanotechnology’
has led to unique materials, new processes and novel structures that enable us to
reach into uncharted territory in both fundamental and applied research areas.
The truly new tools and research are examining ‘nano’ particles and structures
from the ground up, atom by atom, and not as the result of a somewhat blind
process as may have been true in the ‘old’ nanotechnology.

The new nanostructures are of substantial interest academically and technologi-
cally. Recent CNT publications have discussed the preparation, characterization,
functionalization, manipulation and applications in fibers, fabrics and electronic
and optical devices including sensors. Since sensing depends on a differential re-
sponse, i.e. the difference in the response with and without analyte, we predict
that applications in chemical and biochemical sensing will be realized sooner
than applications such as transistors where exact control of the absolute proper-
ties of each CNT may be demanded. In the near future, the CNT will touch all
manner of chemical and biochemical sensing.

We present here a brief introduction to the CNT, the structures themselves,
their properties and devices with special attention paid to the characteristics that
will yield practical applications. Then we discuss some of the fundamental elec-
tronic structures made from CNTs and the application of the structures to make
devices, sensors and particularly chemical and biochemical sensors.
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10.2
Structure and Properties of CNTs

10.2.1
Structure

CNTs are rolled sheets of graphene, a cylindrical fullerene. The formation of a sin-
gle-walled carbon nanotube (SWCNT) is illustrated in Fig. 10.1. The armchair and
the zigzag CNTs result from rolling the graphene on an axis with a chiral angle
of 30 � or 0 �, respectively. The CNTs grown from metal catalysts are normally
open at the ends because the catalyst particle is located at the end. CNTs can be
closed at the ends but this requires the inclusion of five-membered rings in
which each carbon atom is connected to one five- and two six-membered rings,
the buckeyball structure, as shown in Fig. 10.2. The CNT structure is unique be-
cause each CNT is a single molecule with an exactly known conformation of each
atom in the structure. The rolled graphene sheet can be described by the chiral

10.2 Structure and Properties of CNTs 361

Fig. 10.1 Formation of a single-walled CNT structure. Roll the
graphene sheet on an axis a or z to form a tube. CNT proper-
ties depend on chiral vector (na1 + ma2) and chiral angle �.
Tube length is perpendicular to the roll axis. When rolled on
the axis where �= 30 �, an armchair structure results

Fig. 10.2 Fullerene CNT structures



vector C that connects two crystallographically equivalent sites and is expressed as
the sum of two unit vectors, a1 and a2, such that C = ma1 + na2. The values of n
and m determine the diameter, D, and the chiral angle, �, of the tube [10a]:

D � �31�2���dCC�n2 �m2 � nm�1�2 �1�

� � arctan��n�m���31�2�n�m��	 �2�

The observed electrical and spectroscopic properties depend upon (n,m) or equiva-
lently on the nanotube diameter and chiral angle. Nanotubes typically have diame-
ters from 1 to 100 nm and lengths up to hundreds of micrometers have been re-
ported [10b].

The CNT structure can be altered dramatically by defects and the physical
change that is observed when the six-membered ring pattern is interrupted is il-
lustrated in Fig. 10.3. A regular insertion of five-membered rings such that each
carbon atom is a member of one five- and two six-membered rings result in clo-
sure. The buckeyball shape, as mentioned above, and CNT endcaps formed in this
way. Insertion of a seven-membered ring defect results in divergence of the struc-
ture and these have not been observed experimentally but can indeed be envi-
sioned. The inclusion of a C7 + C5 defect has also been postulated. Other defects
of carbon are possible and there are a host of impurities in the current structures
and nearby surroundings. Nanotubes have also been made from other materials
such as BN and zinc oxide, leading to speculation about nanotubes, dopants and
other defects that are important in sensor design and performance.

Since the structure determines the properties to a large extent, efforts have been
made to synthesize all types of nanotubes and some examples are given in Fig. 10.4,
taken from various websites as indicated. Illustrated are tubes with single walls
(SWCNTs), multiwalled carbon nanotubes (MWCNTs) that are comprised of concen-
trically nested SWCNTs and CNTs with endcaps and fillings (nanotestubes). Addi-
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Fig. 10.3 CNT structures and defects



tional structures, including nanoropes, consisting of numerous intertwined
SWCNTs, nanohorns, nanofibers and torroids and cones, have also been observed.
The use of different conditions for the nanotube synthesis leads to different tube
structures and different physical properties. The diameters of the SWCNTs are typ-
ically from 0.4 to �5 nm, whereas the MWCNT have diameters from �1.5 to
100 nm or more [8].

MWCNTs have received less attention than SWCNTs since they are more com-
plex and each carbon shell may have different electronic properties and chirality
and there are interactions between the shells. One of the ongoing challenges in
the fabrication of CNTs is the difficulty of growing them in the desired location
with well-defined properties, including diameters, chirality, purity and defects.

10.2.2
Properties

Because of their new and interesting properties, CNTs have become a topic of in-
creasing interest. The properties can be isolated into two camps: (1) those that are
theoretically calculated which illustrate the possibilities for CNTs as materials and
(2) those that have been measured or in some way experimentally verified. Currently
there is a gap between the two camps, probably due in large measure to the large
variety of CNT structures and to inadequate controls in the fabrication procedures.
Although we believe it very important to be aware of both camps, in our discussions
of sensors we will tend to emphasize the experimentally verified properties as chem-
ical and biochemical sensors are truly experimental systems with a straightforward
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Fig. 10.4 Examples of different types of nanotubes



purpose. The theoretical predictions are very important since they provide a guide for
experimental results in areas in which the experiments are difficult.

Of all the structures of molecules, CNTs are one of the few that are known pre-
cisely at the atomic level, where each atom is located and held in place. This is in
contrast to the free structures of polymers and proteins for non-rigid systems.
The CNT is analogous to a crystal in its repetitive regularity, although the CNT
may have fewer defects than most three-dimensional crystals. The fact that the
CNT has interesting properties that might be exploited in electrodes in electroche-
mical reactions, catalyst supports or functionalized templates for molecular wires
that join the chemical and electronic worlds, are an interesting if not compelling
reason to explore uses for CNTs.

The molecular structure of the CNT leads to the prediction of some unique
physical, electrical and chemical properties (see Tab. 10.2). The SWCNT is a one-
dimensional conductor wherein all of the electrons are confined to move in one
atomic layer. The direction of electrical conduction is normally measured along
the tube and perpendicular to the tube-rolling axis. The conduction electron wave-
length around the circumference of a nanotube is quantized due to periodic
boundary conditions and only a discrete number of wavelengths can fit around
the tube. Along the tube, the electrons are not confined. The structure has a
unique aspect ratio, being only �1 nm in diameter but micrometers in length.
Further, all of the atoms in the SWCNT structure are surface atoms, making it a
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Tab. 10.2 Properties of Single-wall CNTs [3, 8, 16]

Mechanical Strength, toughness, flexibility, surface/volume
Composites have a CNT Young’s modulus 1 TPa, 5 times that of steel, and tensile strength
45 GPa, 20 times that of steel, a density of 1.4 g/cm3 (Al: 2.7 g/cm3); and a strength/weight ra-
tio 500 times greater than Al, steel and Ti and an order of magnitude greater than graphite/
epoxy
CNTs have reported linear elasticity of up to 5–10%. Concentric MWNTs can expand like a tele-
scope with non-Hooke’s law spring forces and rotate
The largest possible surface-to-volume ratio

Chemical Bonding, reactivity High chemical stability
Chemical and biological reactivity can be obtained by functionalization; CNTs possess stability
in solvent, acids and bases

Thermal Insulators, conductors High temperature stability
Higher stability than graphite and amorphous carbons. Theory predicts thermal conduction is
6000 W/m K (Cu is 400) to 3 kW/mK, which is greater than that of diamond (2 kW/mK)

Electrical Conductivity High electronic conductivity
Suitable for microelectronics, can be semiconducting or metallic CNTs with high current-carry-
ing capacity stable at J�109 A/cm2 (1000 times greater than Cu); suitable for field mission
tips. Can oscillate tips electrostatically

Optical Absorption, reflectivity High bandwidth
Smallest of fibers and filters or waveguides appear possible; light affects conductivity, field
emission tip generates x-rays, ir detection/emission possible



one-dimensional conductor and a single molecule wire, i.e. a molecular wire of
the same size as or smaller than polymers such as DNA. The CNT is much smal-
ler than a biological cell and closer in size to the building blocks of the cell.

Chemically, CNTs are very stable, with covalent carbon bonds and with properties
such as stability that are generally thought of as between those of graphite, which
has sp2 atoms in a 2D plane, and diamond, which has sp3 atoms in a 3D space.
The CNT, and also the fullerenes, are in a third stable (or metastable) form of a car-
bon lattice structure. The larger the diameter of the CNT, the more the carbon bonds
are planar and sp2 in character. To the extent that the sp2 bond vectors are bent into a
third dimension, the bond character is more like sp3. Hence it is not surprising that
CNTs exhibit electrical and mechanical characteristics between those of graphite and
diamond [11]. Infact we could predict that it is possible to use CNTs as the seed for
the growth of diamond. Unlike in silicon, there are no free bonds in CNTs, except
possibly at the ends of the nanotube, leading to a chemically stable surface which
can be functionalized for chemical or biological sensing, e.g. by plasma activation
[12]. The ends can be terminated with carboxyl groups or futher functionalized
[13, 14]. The ‘all-surface-atom’ structure gives the highest possible ratio of surface
to volume for catalyst, adsorbent or sensor applications. The CNTs are thermally
stable up to �300 �C with a thermal conductivity greater than that of diamond.
CNTs are tough and flexible, having a measured Young’s modulus of 0.3–1.5 TPa
(cf. steel, 0.2 TPa). The variability is thought to be due to the different fabrication
procedures [8, 15] and typical values of properties are given in Tab. 10.2.

A slight change in the winding of the hexagons along the axis of the tube can
change the tube from acting as a metal to a large-gap semiconductor. Experimen-
tally, about two-thirds of the SWCNT tubes produced are semiconducting and
one-third are metallic. This result fits with theoretical calculations which conclude
that the behavior of a particular CNT with indices (n, m) would be metallic pro-
vided n–m= 3i, where i is zero or an integer and semiconducting otherwise, with
a bandgap Eg that goes inversely with the diameter D, Eg = (4�hvF/3D) where vF is
the Fermi velocity. Bandgaps vary from about 10 meV to 1 eV. Density of states
measurements and spectroscopic measurements on CNTs have verified the fea-
tures predicted in the theoretical band structure calculations [4]. The armchair
tube with its six-membered ring units in a line (see Fig. 10.2) is a metallic conduc-
tor whereas the zigag CNTs are semiconducting. It appears that MWCNTs tend to
behave as metallic conductors [8] or at least to behave in accordance with the ex-
pected properties of the outer shell if side-bonded and operated at low bias [5]. On
the other hand, the SWCNTs can be either metallic or semiconducting, as indi-
cated above. The electrical conductivity can be very high [17, 18]. The conduction
is predicted to be ballistic under certain conditions, resulting in a very low resis-
tance and high current-carrying capacity [19, 20].

Although improvements in the fabrication of CNTs appear to be yielding reduced
defect densities and higher conductivity, the defects remain present. In fact, the pres-
ence of defects is predicted from theory and can even be used to modulate the con-
ductivity of metallic CNTs [21]. Measured room temperature resistances of the best
recent SWCNT FET structures tend to be about 10 k� or more, which should be
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compared with the corresponding theoretical quantum mechanical resistance for a
1D metallic SWCNT of 6.5 k�. The additional resistance is attributed to the metal–
CNT contact resistance, nonidealities, impurities and finite temperature effects. The
contact resistance can be greater, particularly for semiconducting CNTs, and can
dominate the resistance of the fabricated device. For the semiconducting CNTs,
the CNT–metal contacts are actually Schottky barriers and their properties can have
a major influence on the device behavior [5, 22–24]. Improved procedures for mak-
ing contacts are needed and are still under development.

CNTs respond to light, not only with a change in conductivity but also by
changing shape [25]. Exposing filament bundles of SWCNTs to visible light causes
them to bend elastically. The light also caused current to be generated and the fil-
aments to move between two electrodes. Calculations of the optical properties
based on an sp3 tight binding approximation have been made [26]. It appears that
the CNTs offer the promise to be both controlled emitters and absorbers of elec-
tromagnetic radiation, allowing optical device and sensor possibilities.

10.3
History, Preparation and Cleaning

10.3.1
History

In 1991, Iijima at NEC is credited with the discovery of CNTs with very large length-
to-diameter ratios in carbons made in a carbon arc discharge [27]. However, as with
many great discoveries, there were even earlier reports of carbon filaments of nan-
ometer dimensions from the 1970s [6, 10a] and of course the discovery of fullerenes
[28] and even an article published in 1978 that apparently described carbon nano-
tubes as carbon fiber layers on the arc electrodes themselves [29]. Over the ensuing
years, many types of tubes and preparative methods for nanotubes and related struc-
tures have been published, and more appear each month.

10.3.2
Methods of Preparation

A variety of methods exist to prepare CNTs with different levels of purity, sizes and
shapes, multi-walled and single-walled geometries. Generally, it has been reported
that multiwall tubes do not require a catalyst to grow and single-walled tubes are
grown using a catalyst, which keeps them uncapped at the ends. Today the catalytic
processes result in a wide variety of chemical purities. Specific impurities are a func-
tion of the process and include amorphous carbon, other fullerene structures, organ-
ic materials or inorganic materials such as catalyst support and metal.

The current view of the CNT growth process comes from observations. If we dis-
perse a nanoparticulate metal catalyst such as Fe on the surface, then subject it to
900 �C and a source of carbon in a reducing atmosphere, the nanotubes grow like
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grass up from the surface with the tiny metallic nanoparticle on the top of the tube.
When the metal nanoparticle is dissolved with HCl, an open-ended tube results. The
explanation is that the nanoparticle is in a molten state and the source of carbon
saturates the metal with carbon, which then begins to precipitate out. Since the
source of carbon is at the top of the particle, the precipitation occurs at the particle
bottom by the substrate in the form of the nanotube. The nanoparticle is thereby
lifted up or pushed along the surface as the tube is knitted. It has been observed
that the nanoparticle metal catalysts are on the ends of the tubes away from the sur-
face and that the nanotube diameter is a function of the nanoparticle diameter [30].
The earliest arc discharge methods for CNT preparation made many different struc-
tures simultaneously such as mats, ropes and tubes [27]. Later, laser ablation meth-
ods gave some measure of improvement [31] but the catalytic pyrolysis of hydrocar-
bons [32] and other CVD methods [33] made vast improvements in the control and
uniformity of the CNTs produced. A typical process requires a catalyst of nanosized
metal particles dispersed on the dielectric surface, a carbon source, temperatures of
about 850–1100 �C, pressure control of each gas, a reducing atmosphere and reaction
times of 5–60 min. With such a process, preferential growth of single-walled, long
carbon nanotubes is observed. Low-pressure methods and rf-PECVD CNT growth
recipes have been reported [34].

Pulsed laser and arc discharge techniques [35], CVD on doped Si-wafer substrates
[33] and templated approaches have been used to make the CNTs grow preferentially
in certain areas [36]. Other ideas such as a gel-casting foam method for CNT growth
[37], a method on SiO2 [38], a variation of electric arc discharge [39] and a method
using modification with ion beams to obtain CNT alignment on the surface [40]
have been reported. Recent modifications to processes incorporate novel YAlFe per-
ovskite catalysts [41] and an HiPCO disproportionation process [42].

Highly ordered arrays of carbon nanotubes, with densities as high as 1010 cm–2, have
been made using anodized aluminum nanopore templates [43] (see Fig. 10.5). Sen-
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Fig. 10.5 (a) Schematic of fabrication process
and (b) SEM image of the resulting hexagonally
ordered array of CNTs on an anodized alumina
template with nanopores [43]



sing electrodes for glucose oxidase redox activity have been made from these func-
tionalized electrodes [44].

Of all the methods of preparation, it is becoming routine to produce carbon
nanotubes with a specific diameter within a narrow range and in the location of
interest defined on the micrometer or hundreds of nanometer size scale. There
are now several companies that sell, in addition to the CNTs themselves, CNT fab-
rication equipment [45] complete with recipes to produce CNTs. These unique
nanostructures can be incorporated into device structures. However, the challenge
remains to obtain the CNT performance desired, and this depends upon many
factors in addition to the CNT being present.

10.3.3
Nanotube Purification and Cleaning

The CNT purity and the substrate surrounding the CNTs are topics not often dis-
cussed in publications to date. The lack of control experimentation is disturbing
and often clouds the interpretation of results. How do we know we are measuring
the property of the nanotube or its impurities or the surroundings? We do not
know, and CNT synthesis is today a chemically impure process and also one that
leads to significant structural defects. This subject is important especially to the
understanding and construction of practical sensors.

Cleaning processes are beginning to be developed for CNTs. In general, clean-
ing processes can utilize high temperatures (a few hundred degrees Celsius) in
air to remove amorphous carbon since the CNT is stable to several hundred de-
grees. Cleaning can also use organic or mineral acid solvents with or without
chromatographic separation to remove organics and inorganic/ionic material.
However, the yield, level of purity, cost and uniformity of CNTs vary widely with
today’s techniques. Costs of commercially available CNTs depend strongly on the
purity of the product.

Only a few publications have started to report the purity of the CNTs produced.
Purification by acid treatment, filtration, water wash and vacuum drying has been
reported to reduce the metal content to 3.5%. This procedure also reduces the po-
rosity of the CNTs. High-temperature vacuum annealing [47] and HCl washing
[48] have been used to obtain similar reductions in metal content and the latter
procedure resulted in a 65% increase in the N2 adsorption BET surface area to
861 m2/g. It is clear that the washing changes the surface area available for inter-
action with gases and the nature of the available interface to substrate and fluids.
The total surface area for a single-walled carbon nanotube can be calculated as-
suming that all surface atoms are available, giving about 3000 m2/g [49]. Since no
reported areas are yet this large, we can assume that there are some parts of the
surface that are as yet blocked. The highest surface area that carbons can achieve
is �1000–1500 m2/g and the highest experimentally reported CNT area is
1587�m2/g [50], which was achieved by washing the HiPco prepared CNTs in sol-
vent followed by acid washing and wet oxidation to lower the metal content to
< 1% while removing amorphous carbon.
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10.4
Characterization of Carbon Nanotubes

The electrical and mechanical properties depend on the diameter and the chiral an-
gle of the CNT. Techniques have been developed to measure these properties using
STM (scanning tunneling microscopy), STS (scanning tunneling spectroscopy),
AFM (atomic force microscopy), SEM (scanning electron microscopy) and TEM
(transmission electron microscopy). The first reported STM measurements on mul-
ti-wall CNTs show an atomically resolved pattern affected by the two outermost
layers of the tubes [51, 52]. In 1996, Lin et al. accurately determined the chiral angle
of a multi-walled nanotube [53]. The first STM measurements on SWCNT date from
1994 [54] and 4 years later the groups of Lieber and Dekker independently succeeded
in recording atomically resolved images of SWCNT [55, 56]. Images of SWCNT pro-
duced by the arc discharge method have been reported [57] and images of intramo-
lecular nanotube junctions and the corresponding topological defects have also been
measured [58]. Even with excellent spatial resolution (better than 0.5 Å), extracting
reliable information from experimental images is not an easy task because of distor-
tions of the nanotube when current is flowing [3]. In order to obtain the best images
from STM, both low positive and negative bias images are needed [59].

STS measurements are performed by keeping the STM tip stationary above the
nanotube, switching off the feedback mechanism and recording the current I as a
function of the voltage V applied to the sample. The differential conductance, dI/
dV, of the measured current–voltage curve gives the density of states involved in
the tunneling conduction and measurements compare well with theoretical calcu-
lations, at least for biases below about 0.75 V [3]. From the density of states ob-
tained from STM, the bandgap for a semiconducting CNT can be obtained, which
can be used to calculate the diameter. Thus the STS electrical measurement deter-
mines the diameter of semiconducting CNT. For metallic nanotubes, the width of
the metallic plateau in the density of states, defined as the energy between the
first van Hove singularities located on each side of the Fermi energy, is inversely
proportional to the tube diameter, as with the semiconducting CNT. When STS is
used with STM, it it possible to perform a determination of the nanotube struc-
ture [60, 61]. It is difficult to obtain good measurements of diameter without the
STS measurements because of tip-shape convolution effects in STM [62]. STM
and AFM have been combined to image SWCNTs [63].

Some of the vibrational modes in nanotubes can be excited with Raman spec-
troscopy. At the right frequency, phonons can be excited in SWCNT of specific di-
ameter [64]. The position of the breathing modes shifts with the diameter, hence
the resonant frequency can be used to determine the CNT diameter [65]. Reso-
nant Raman scattering has become a powerful tool to determine the distribution
of CNT diameters in bulk samples [66, 67]. Raman spectroscopy has also been
used to detect strain in SWCNTs [68]. Electrostatic force microscopy (EFM) has
provided noncontact methods for measurement of conductance of a CNT and
DNA molecules [69], the electric potential in CNT circuits [70, 71] and the ferro-
electricity of CNTs [72].
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10.5
Electronic Devices Incorporating CNTs (Not Sensors)

Before a review of sensors, it is useful to discuss the structure and properties of
devices that have incorporated CNTs. These devices and the structures therein can
be used to implement sensor designs.

10.5.1
Carbon Nanotube Field-effect Transistors (CNTFETs)

The progress in terms of nanotube applications is extraordinarily rapid, as evidenced
by the appearance of publications of devices for FETs, nanologic and nanomemory
circuits, electron emitters, electromechanical actuators and chemical and biochem-
ical sensors. The present status of the efforts to make CNTFET devices for use in
electronic circuits has been reviewed [73]. Other electronic and electromechanical
structures, including mechanical oscillators, have also been reviewed [74].

One of the first uses of a single CNT was as a conductive channel in a FET-type
structure that operates at room temperature [75]. Several years later, a room tempera-
ture FET was made that can detect the transfer of a single electron to the gate [76].
Kruger et al. [77] exposed the gate of a CNT FET to a drop of electrolyte, which
caused large shifts in the Fermi level and large resistance changes, with the conclu-
sion that nanotubes are possibly the most sensitive FETs for environmental applica-
tions. These first devices had CNTs on the surface of silicon dioxide, with each end of
the CNT lying on top of a metallization pad. The gate dielectric was the silicon di-
oxide below the CNT, so the gate connection was made to the substrate. FET struc-
tures with both SWCNT and MWCNT were made and the MWCNT devices showed
no variation in conductivity with the gate voltage. Electron transport was diffusive
rather than ballistic [78]. Although having the CNT exposed to the ambient may
be a good sensor design, for a transistor this exposure leads to unstable behavior.
The situation is analogous to that of FET chemical sensors in which the open gate
provides both the sensitivity and the instability.

Recently, top-gated CNTFETs have been made by the deposition of an oxide and
metallization on top of the CNT [79]. The threshold voltage for the top-gated FETs
is about –0.5 V, compared with –12 V for the older bottom-gated devices. The top-
gated devices behave electrically much more like typical FET structures, with a drive
current that is about three to four times higher and a transconductance that is about
four times higher than that of state-of-the-art 15–50 nm long channel silicon or SOI
MOSFETs. The newer top-gated structures also have a 200-fold increase in the trans-
conductance and significant improvements in the source and drain contacts to the
CNT. In the first devices the CNTs were just laid on the metal pads and the contact
resistances were > 100 k�. After annealing of Ti contacts deposited on top of the CNT,
the contact resistance is below �30 k�. The ability to make good contact is improv-
ing rapidly and may already have been achieved by the time this article is published!

The CNTFET devices as fabricated show behavior that is similar to that of a p-
type silicon MOSFET device. It has been shown that this is due to the reversible
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exposure to oxygen during the fabrication [80]. It is possible to transform a p-type
CNTFET to an n-type CNT by annealing in vacuum and return to the p-type after
exposure to oxygen. To detemine if this behavior is due to a doping phenomena,
CNTFETs were doped with potassium, an electron donor, to make the devices n-
type [81]. Although n-type devices were obtained, the CNTFET behavior with re-
spect to threshold voltage and subthreshold current–voltage characteristics was
not the same as that observed with oxygen exposure. The present interpretation is
that the transport and switching behavior of CNTFETs is determined by Schottky
barriers present at the source and drain contacts where the metal and semicon-
ducting carbon meet. Oxygen affects these contacts in a reversible manner, open-
ing the door for the design of a chemically sensitive CNTFET. Support for this in-
terpretation is provided by theoretical modeling and the temperature dependence
of the current. This oxygen sensitivity was actually used to make a CMOS-like in-
verter using an n-type CNTFET (vacuum annealed and covered with PMMA to
protect it from ambient oxygen) and a p-type CNTFET (vacuum annealed and not
covered with PMMA) [82] (see Fig. 10.6). We expect that much of the sensing be-
havior attributed to CNTs will later be found to be substrate and contact effects.

The fabrication of FET structures from carbon nanotubes is a challenging task,
recently reviewed [83]. One approach is to try to grow the CNTs where one wants
them to build a device and the other approach is to grow the CNT is the best way
and then assemble the CNT into devices. The newest tools for the latter approach
include multiple degrees of freedom nanorobotic manipulators with the capability
to position CNTs with nanometer resolution.

10.5.2
Field Emission Devices

The unique properties of CNTs include carrying high currents, high chemical sta-
bility, low emission threshold, high thermal conductivity and the ability to fabri-
cate arrays of CNTs using templates all make CNTs attractive for use as field
emission devices in displays and related applications [84–86]. A theoretical
approach has also been published [87], together with the use of CNTs as lumines-
cent elements [88]. CNTs have been used as cathodic field emission tips in the
generation of X-rays [89] and also in the generation of microwave power [90].
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10.5.3
Miscellaneous Devices and Applications of CNTs

In general, the Hamiltonian contains three parts: there are terms for the atomic
contribution, the electronic contribution and an electron–phonon interaction con-
tribution. For the CNTs, the electron–phonon interaction term is particularly
large, suggesting the presence of strong electromechanical interactions. This man-
ifests, for example, in the observed optically induced deformation [91]. Strong elec-
tromechanical interaction was shown in a experiment in which two sheets of bil-
lions of nanotube bundles were laminated into a double-layer film configuration
with two-sided Scotch tape [92]. When a DC potential was applied in aqueous
NaCl, the double layer deflected. The direction of deflection depended on the po-
larity of the voltage. The behavior is attributed to differential expansion due to
electrochemical double-layer charging. Cantilevered MWCNTs were deflected
using electrostatic potentials and could be excited into resonance [93]. A theoreti-
cal analysis of the data indicated that the induced charge was all at the tip of the
CNT. Ordered arrays of parallel CNTs have been used in the detection of IR radia-
tion [94]. Carbon nanotubes have been used as very robust tips in atomic force mi-
croscopes, with and without chemical functionalization [95]. The high surface area
and chemical stability of CNTs have been exploited to store hydrogen [96a]. Ad-
sorption of CO2 has also been studied [96b] and found to involve physisorption on
the sidewalls of SWCNTs.

10.6
CNT Sensors for Chemical and Biochemical Applications

10.6.1
Sensor Properties, Designs and Structures

There are certain CNT properties that are particularly relevant to sensors, e.g. the
surface area, size and shape, electrical conductivity, chemical reactivity and optical
properties. However, clearly a chemical sensor will require a well-characterized
and stable CNT device structure in order to:

1. obtain a constant and predictable CNT surface and signal;
2. have a surface of high purity for reliable functionalization;
3. understand the effect of variables, e.g. temperature, pressure, relative humidity

(RH) and chemical contamination, on sensor response; and
4. design controlled surfaces for optimum response.

While fabrication and growth of the CNT are significant and necessary accomplish-
ments, they are not sufficient for the successful design and construction of a sensor.
Sensors based on CNTs will require work on substrates, contacts, functionalization
chemistries at the interfaces with and without encapsulants, methods of measure-
ment, annealing, stabilizing and packaging to house the sensing behavior. The
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CNT properties, purities and contacts are still variable. In many ways the situation is
reminiscent of the Schottky barrier devices of the late 1960s, where lack of purity and
high-performance vacuum systems was a major problem affecting the repeatable
performance of a device whose properties depended on reproducibility and cleanli-
ness of an interfacial layer a few atoms thick. Today there are still considerable hur-
dles to the making of CNT sensors and even larger hurdles to their ultimate com-
mercialization. Having said this, the near future for devices incorporating nano-
tubes is most promising for a variety of reasons including the promise of single-mol-
ecule sensitivity and the molecular engineering of responses with high selectivity
and extremely fast response time in the tiniest of packages with power consumption
orders of magnitude lower than current sensing devices.

Even though the CNT structures have been available for less than a decade, all
manner of sensors have been created and tested in one form or another. There is
sensor technology in the use of the CNTs as direct molecular probes, as platforms
for surface chemical layers and as electrodes in analytical measurements. At this
point it is best to examine several ways in which the CNTs are used in sensors to
make measurements.

There are a few successful batch fabrication or microfabricated structure designs
that have been used for chemical and biochemical sensing and variations are illu-
strated in Fig. 10.7. These sensor output depends on the conductivity of the de-
vice, which may include a CNT with a coating, for example. In practice, the CNTs
are grown on the surface in a CVD process at 900 �C. The structure may be fabri-
cated in either of two ways: (1) deposit the CNTs first and then perform metallization
or (2) grow the nanotubes on surfaces with electrodes sufficiently refractory to with-
stand the CNT growth procedure. The CNTs can be individual or multiple SWCNTs
or networks that are contacted by electrodes of various geometry. There is a difference
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Fig. 10.7 Structures for CNT chemical sen-
sors. Grow CNTs, then perform metallization
(bottom) or place electrodes on the surface

and then deposit CNTs (top). CNTs can be
single or multiple tubes or CNT networks



between multiple tubes, aligned or not aligned, each spanning the electrode gap and
the network nanotube structure of either uniform or variable CNTs that span the gap
between contacts. In the case of networks, the multiplicity of CNT–CNT contacts
across the electrode gap leads to different conduction character. All of these device
structures allow one to install a bottom gate and operate the sensor as a FET as well
as a simple chemiresistor. Other versions of the sensor structure with top gates or
side gates have also been envisioned and fabricated. Another process to make
CNT sensors is to use a single electrode or a multiple electrode structure, e.g. in a
lock and key configuration, and deposit CNTs from a suspension onto the surface
of the electrodes [96c]. Networks can be easily made in this manner and the added
advantage is that the CNTs can be presorted and washed for greater physical and
chemical purity (Fig. 10.8). Techniques for manipulation and alignment of CNTs
on surfaces and electrodes are an important area of study in sensor development.

10.6.2
Added Layers: Functionalization, Decoration, Adornment

The sensor is a multi-layered structure having a substrate, CNT and chemical sensi-
tizing and encapsulating layers. At each layer there is an interface of variable com-
plexity that is intimately connected to the observed sensor response. As indicated in
Fig. 10.8, CNTs can be functionalized with added layers to change their reactivity and
thereby achieve different performance characteristics as sensors. Functionalization
is a word used to describe adding or bonding something to the CNT in order to im-
part one or more important characteristics, i.e. a characteristic that improves the sen-
sor function toward its intended application. From the point of view of the sensor,
reasons for functionalization include doping the CNT with states of a particular re-
activity and/or coating the CNT to block unwanted reactivity. Coatings can reduce
RH dependence or passivation layers can improve stability over time or conditions
of use. From the point of view of the semiconductor CNT, functionalization includes
adding intrinsic or extrinsic dopants. Intrinsic would be those functionalizations in-
cluded in the fabrication of the CNT itself, such as impurities or different atoms or
missing atoms in the semiconductor or carbon arrangements that alter the electron-
ic states such as the five-membered rings involved in tube end closure or the pair of
five- and seven-membered ring defects.

Functionalization can also be described by the chemistry of attachment of the
layers. Tab. 10.3 illustrates a categorization of CNT sensor functionalization. The
general categories include metals and nonmetals and liquids and solids. Metals
such as Pd can make the CNT sensitive to molecular hydrogen and polymeric or-
ganic films can make the CNT sensitive to electron donor or acceptor molecules.
In general, any dielectric layer placed next to an SWCNT can alter its conductivity
in some manner. Indeed, then any molecule that alters the dielectric behavior of
the ad-layer that is immediately next to the CNT wall has a good chance of alter-
ing the observed CNT device electrical characteristics. Although many reports of
CNT sensor response are given, rarely is the part of the structure responsible for
the change given.
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Specific chemical functionalization of CNTs [97] can lead to reversible behavior
of the coatings [98] toward analytes or to permanently reacted layers of metal oxi-
des [99]. Boron nitride nanotubes have also been functionalized [100] in an at-
tempt to tailor the reactivity of the resulting CNT device. Noncovalent methods for
decoration of CNT layers for biosensors [101] have been surveyed and large sensor
arrays have been studied [102]. The array work leads to future versions of electron-
ic noses and tongues for imaging in chemical and biochemical space [103]. Chem-
ical bonding to CNTs results in specific atoms and molecules [104] decorating the
outerwall surface.

Methods for coatings must be suitable for the material, e.g. e-beam or thermal
evaporation can be used for many materials including insulators such as SiO2

[105] or metals. An interesting method of spontaneous metal deposition [106] has
been reported that appears to be a simple corrosion reaction of the surface Fe-me-
tal impurities on the insulator and the more conductive CNTs that results in local-
ized electrodeposition of the metal. Intrinsic doping with oxygen has been studied
from a theoretical perspective [107 a] and a survey of functionalization for SWCNT
focused on phthalocyanine [107 b] has been reported.

Nanotube–polymer systems have recently received much attention for solubiliz-
ing and for coating CNTs [108–111]. Polymers can bind noncovalently to CNTs
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treated–purified multi-walled
CNTs and (bottom) treated–pu-
rified SWCNTs. From
www.sesres.com



[112] and yet dramatically alter the characteristics of nanotube FET devices [113].
PEI coatings were found to shift FET device characteristics from p- to n-type semi-
conducting CNTs and this was attributed to the electron-donating ability of amine
groups in the polymer [114]. However, covalently bound polymers have also been
studied [115] and in addition to polymers coated on CNTs, the CNTs have been
put on to the polymers [116].

10.6.3
Examples of CNT Sensors

The review could be divided into gas-, liquid- and solid-phase sensors or into
physical, chemical and biosensors. However, all manner of sensors have been at-
tempted and so we will review examples that illustrate structure, materials and
methods employed for the various sensing and analytical applications.

10.6.3.1 Gases
After the fabrication of the first FET devices in 1998 [75], it was quickly discovered
that these bottom-gated structures were extremely sensitive to gases such as nitro-
gen oxides and ammonia [117]. The exposure history to oxygen [118] was very im-
portant and oxygen chemisorption was used to explain the p-type behavior of
these FET devices [119, 120]. These FETs were used in large sensor arrays [121]
and in biosensors [122–124]. Short vertically grown nanotubes or ‘nanoturf’ sen-
sors have been made on a surface that contained a Pt interdigitated electrode
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Tab. 10.3 Functionalization of CNTs

Intrinsic doping
IMPURITY
Atom missing, 5–7 ring pairs, 5 ring closure, or
Any atom or atom pair in the wall that dopes the
Semiconductor

Extrinsic doping
BOND ENERGY
Weakest:
Van der Waals
�-Bonding, dipole–dipole interactions
Hydrogen bonding
Covalent bonding

Strongest:
Ionic bonding

MATERIALS
Metals, semimetals, semiconductors – Pd, Pt, alloys, � � �

Metal oxides – SnO2, ZnO2, � � �

Organic layers – polymers: PEI, DNA, Teflon, Nafion, � � �

Composite layers or liquid layers – Nafion/CNTs, electrolytes, � � �



(IDE) and used for sensing NO2 [125] with cross-sensitivity to ammonia, ethanol
and humidity. The hystersis in the FET current–voltage curve behavior, consistent
with mobile ion effects [114], has been used for RH sensing [126] when the FET
is covered with a very thin Nafion film. A recent version of the FET uses a net-
work of CNTs as the source to drain channel and is applied to trace detection of
nerve agents [127] and in this design the CNTs were functionalized with a selec-
tive polymer. CNTs were physically deposited from solution on Au IDEs and used
in a simple chemiresistor method to measure gases and vapors [128]. The CNTs
were purified prior to use and sensitivity to benzene was reported that is not typi-
cally reported for in situ grown CNTs. This CNT sensor in the chemiresistor for-
mat, where R/R0 is the sensor signal, also exhibited a linear response with analyte
concentration not seen from the CNT FET platform. Clearly the FET and chemire-
sistor approaches are using different CNT properties for the measurement.

The gas that is sensed by the CNT device depends not only upon the selection of
CNTs and the measurement method but also on the substrate and functionalizations
that are used. One of the earliest gases detected was hydrogen and the CNTFET was
activated with a Pd metal layer [129]; the Pd allows the formation of atomic hydrogen
that can alter the FET characteristics. The presence of molecular hydrogen does not
produce a signal. Low-level sub-ppm concentrations of NO2 have been detected [130]
with SWCNTs and also ammonia [131]; other environmental contaminants [132] and
gas-sensing applications [133] have used multi-walled CNTs [132].

10.6.3.2 Liquids
Electrocatalytic oxidation of the hormone NO [134] and the anodic oxidation of hy-
drazine [135] have been reported. The detection of liquids can be performed at
CNTs since they are basically fullerenes and stable in electrolytes over a wide
range of pH values. However, the electrodes are often fabricated as CNT powder
electrodes, as has been applied to the detection of cysteine [136], or as composites,
as has been applied to the detection of glucose [137]. One of the most important
types of sensing in liquids is for biological purposes and so it is only logical that
many of the examples of sensing in liquids are for biological materials. Other bio-
directed protein analyses with modified CNT electrodes include xanthine and uric
acid [138] and technology for enzyme modification of CNT electrodes has been re-
ported [139]. A review of electrochemical sensing has appeared [140] and the di-
rect detection of DNA hybridization has been reported [141]. Successful biosen-
sing has been performed with Teflon composite electrodes [111]. The CNT electro-
des in liquids have been used to detect phenomena such as Li+ ion intercalation
[142] and soluble nitrites [143]. One can even find carbon modified by CNTs [144]
which comprises a carbon on carbon electrode and there have been reports of nov-
el CNTs and other nanomaterials for biosensing [145]. Finally, the use of the nano-
tube structure for a template [146] offers exciting possibilities to the device experi-
menter.
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10.6.3.3 Physical Sensors
There is, of course, the whole gamut of physical sensors for temperature, pres-
sure [147, 148], stress, strain [149, 150], flow [151–153], position and viscosity and
other variables that has not been discussed. Electronic sensing and field emission
sensors [154] have likewise not been covered here. There is great excitement about
potential robotic applications and one can envision the potential for the combina-
tion of chemical, biochemical and physical sensing to produce artificial sensing
systems and human-like robots. However, these sensors and systems are beyond
the scope of this review, which has focused on the CNTs themselves, devices and
chemical and biochemical sensors.

10.7
Conclusion

We have discussed a variety of sensors utilizing CNTs and specifically SWCNTs.
Most of the sensors that have been discussed in the literature are based on changes
in electrical properties, although other sensing mechanisms are possible, such as the
shift in resonance of a CNT mechanical structure or variation in optical properties.
Scientists and engineers are just exploring many of the properties of CNTs and how
to use them to nanoengineer specific device properties. It is without doubt that new
sensing mechanisms and novel variations of old approaches will be explored in the
search to find out what sensor methods really fit the CNT technology. This explora-
tion will take some time. Two decades ago we began the euphoric exploration of sil-
icon-based microfabricated and micromachined sensors which were hailed as the
panacea for the then current sensor problems. In the last 20 years, some silicon sen-
sors have had great success in the market place, such as accelerometers, pressure
sensors and blood gas analyzers, but most of the microfabricated silicon sensors de-
scribed in the literature did not have the competitive advantages and performance
required for successful commercialization. A similar shakeout is expected with
CNT sensors. It is our hope that with a more fundamental understanding of CNTs
and the relationship between performance and molecular design that not just a few
great applications will be found by trial and error, but that numerous great applica-
tions will be consciously identified and developed successfully.

Sensors are ‘layered’ devices and each layer influences the overall function. For
example, layers consist of the substrate, the CNT itself or the platform device,
which may be configured as a FET or chemiresistor, Schottky barrier, etc. that al-
low the changes in the layers to be detected. The layers that functionalize the
CNT control the reactivity and the species, such as the analyte or moisture, that
reach the CNT. The various layers are chosen specifically to obtain the required
sensor parameters of sensitivity, selectivity, response time and stability. Under-
standing and controlling the complex interactions that will make a practical CNT
sensor remain a topic of intense investigation and one of lively debate. Of course,
there is also the measurement circuit, which, it is hoped, will be able to correct
all of the shortcomings of the sensor and produce a measurement system that
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performs as needed. And if the circuit fails to correct the sensing behavior, there
are always smart algorithms. However, no circuit or software can make up for a
poor sensor and so it is always best to obtain the best sensor performance.

It is exciting that it is possible to utilize these new and unique nanomaterials in
practical applications such as sensors. It remains a proper question for the science
community whether the recent torrent of descriptive, anecdotal and theoretical pub-
lications about nanotubes amounts to understanding. It is odd somehow that so
much has been learned about this system but so little is understood about its basic
function and how to engineer this technology into sensors. The use of the CNT in
any truly practical system has been very limited to date and its use as a template
has not yet been explored. The sensor technology community is aware that control
of the electrical properties, the contacts and the placement on substrates are some of
the key factors in using these structures in sensor designs. The study of the unique
properties that result at the interfaces of these materials with substrates and added
layers is truly an additional exciting area that will have a profound impact on the
unfolding of this technology into sensors and allied applications.
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Abstract
The invention of the transistor some 50 years ago, the subsequent realization of
integrated circuits and today’s availability of complete systems-on-a-chip have had
an essential impact on today’s way of life. The next revolution of similar impact
may arise from developments in the area of biotechnology and life sciences. In
this field, tools are required which can – in some cases only – be provided using
techniques established by the semiconductor manufacturing world. Ongoing de-
velopments which intend to merge the know-how and potential of both disci-
plines, bio- and semiconductor technology, envision a way towards intelligent bio-
sensor and actuator chips. In this chapter, CMOS-based DNA sensor chips with
fully electronic readout are considered. The chapter is organized as follows. First,
an introduction on basic DNA microarray techniques is given. Applications are
briefly discussed and also the related technical requirements in terms of number
of test sites, sensitivity, specificity and dynamic range. In Section 11.2, we address
the motivation to develop electronic detection systems and the economic and tech-
nical boundary conditions for CMOS-based sensor arrays. A concrete example of a
CMOS-based DNA sensor array is considered in detail in Section 11.3. There,
after an introduction concerning the detection principle, CMOS process-related is-
sues, architecture and circuit design issues, the interdependence of these areas in
this nonstandard CMOS application and system aspects are discussed. A brief out-
look towards label-free detection methods is given in Section 11.4 and finally, in
Section 11.5, the chapter is summarized.

Keywords
DNA; sensor arrays; CMOS; DNA microarrays; DNA chips; redox-cycling detec-
tion.
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11.1
Introduction

11.1.1
DNA Microarrays

The development of DNA microarray sensor chips in recent years has opened the
way to high parallelism and high throughput in many biotechnology applications
[1–9]. The most widely known fields are genome research and drug development;
exploration of these tools in the field of medical diagnosis is under development.
The purpose of DNA microarrays is to enable the parallel investigation of a given
analyte concerning the presence of specific DNA sequences. Depending on the
particular application, requirements range from relatively simple ‘presence or ab-
sence’ evaluations to quantitative analyses with a high dynamic range. In the fol-
lowing, the basic setup, the basic operation principle, the state-of-the-art optical
readout method and application-driven specifications and requirements are briefly
reviewed.
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11.1.2
Basic Operation and Detection Principles

A DNA microarray is a slide or a ‘chip’ typically made of glass or a polymer
material [1–9]. Silicon is also used as carrier material, since the huge know-how
on silicon manufacturing allows silicon-based chips to be obtained with specific
advantageous properties [10–12]. Within an area of the order of square milli-
meters to square centimeters, single-stranded DNA receptor molecules are immo-
bilized at predefined positions on such chips. These so-called probe molecules
consist of different sequences of typically 20–40 bases. As depicted schematically
in Fig. 11.1, these probe molecules can be deposited using microspotters [13, 14].
Today, such spotters are able to handle volumes in the sub-nanoliter range.

In Fig. 11.2 a and b, two different sites within an array are considered after the
immobilization phase. For simplicity, only five bases are drawn in this schematic
illustration. As shown in Fig. 11.2 c and d, in the next step the whole chip is
flooded with an analyte containing the ligand or target molecules. Note that these
molecules can be up to two orders of magnitude longer than the probe molecules.
In case of complementary sequences of probe and target molecules, this match
leads to hybridization (Fig. 11.2c). If probe and target molecules mismatch as
shown in Fig. 11.2 d, this chemical binding process does not occur. Finally, after a
washing step, double-stranded DNA is obtained at the match positions
(Fig. 11.2e) and single-stranded DNA (i.e. only the probe molecules as at the be-
ginning of the whole procedure) remain at the mismatch sites.

Since the receptor molecules are known, the information whether double- or
single-stranded DNA is found on the different test sites reveals the composition
of the analyte. Hence the remaining demand is to make sites with double-
stranded DNA visible. In the widely used state-of-the-art optics-based readout tech-
nique, the target molecules are labeled with fluorescence molecules before the
analyte is applied to the chip. After hybridization and a subsequent washing step,
the whole chip is illuminated or scanned with monochromatic light with a wave-
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Fig. 11.1 Schematic plot showing
a DNA microarray during the func-
tionalization process. A microspot-
ter deposits single-stranded DNA
probe molecules (known DNA se-
quences) on the surface of the
chip at predefined positions



length matched to the absorption profile of the marker molecules (Fig. 11.3). A
camera system with a blocking filter for the excitation wavelength takes an image
of the array chip. Fluorescence light emitted at a considered position reveals suc-
cessful hybridization and double-stranded DNA at this position.

We should mention that the spotting technique discussed here is only one of
the methods to functionalize a microarray chip. In this case, the probe molecules
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Fig. 11.2 (a), (b) Schematic consideration of two test sites after the immobiliza-
tion process. For simplicity, probe molecules with five bases only are shown here.
(c), (d) Hybridization phase. An analyte containing target molecules to be de-
tected is applied to the whole chip. Hybridization occurs in the case of matching
DNA strands (c). In the case of mismatching molecules (d) chemical binding
does not occur. (e), (f) Situation after washing step

Fig. 11.3 State-of-the-art optical DNA microarray
readout method (schematic plot). The target
molecule is labeled with a fluorescence marker.
The chip is illuminated with light of a defined
wavelength �1. A camera system scans the whole
chip or takes an image. The marker molecule
which is only present at matching positions emits
fluorescence light with a wavelength �2 > �1 which
is detected by the camera system. Since the in-
tensity of this light source is orders of magnitude
lower compared with the stimulating light source,
a filter with very good suppression characteristics
at �1 is used to shield the camera system



are synthesized off-chip. This technique is adequate for low- and medium-density
arrays with pitches of order 100 �m.

Using a lithography-based mask technique similar to that known from the
semiconductor manufacturing world, in situ synthesis of the receptor molecules
can be performed [15, 16]. There, the probe molecules are synthesized base-by-
base on-chip. Ligation of a base at the strands under construction is triggered or
blocked by the presence or absence of light at the respective sites. The required
mask count is approximately equal to the number of different bases (cytosine,
guanine, adenine, thymine) � length of the probe molecules. This optical tech-
nique, used by Affymetrix, is specifically advantageous if a large volume of high-
density chips with a high or very high number of test sites (e.g. �100000) is to be
manufactured.

Febit has developed a system [17] where the light-triggered chemistry behind
the in situ synthesis of the probes is similar to that of Affymetrix. The main dif-
ference compared with the Affymetrix approach is that no masks are required but
illumination patterns are dynamically generated using a digital projector-based
system.

The Nanogen principle allows one to move off-chip synthesized receptor mole-
cules to their on-chip target position using a dielectrophoresis technique [18–20].
For this purpose, some logic CMOS circuitry is provided on the same chip to ap-
ply the required voltages at the sensor sites. Readout is based on optical detection.

Recently, Combimatrix has suggested a system for on-chip in situ synthesis ap-
plying electrical potentials to the test sites during the functionalization process
[21, 22]. The required potentials are controlled by CMOS logic gates. Readout is
done using an optical technique.

11.1.3
Applications and System Requirements

The goal of this section is roughly to define specifications and requirements for
the different fields of DNA microarray application which must be considered dur-
ing the configuration of a chip-based system. Two main application areas, gene ex-
pression profiling and genome-related investigations, are identified.

In case of gene expression chips [23–25], the change of cell metabolism func-
tions is monitored after application of stress or drugs. The response of cell tissue
is monitored using cDNA as the information-carrying species. The expression pro-
files achieved, for example, reveal whether cancer-suppressor genes are up- or
down-regulated after a chemical compound is applied. Such applications require
arrays with at least several hundred or even up to several thousand sites. Since
the amount of regulation – or expression – is the main parameter of interest,
quantitative analyses are necessary. The dynamic range should exceed 2.5 decades
in most applications.

On the other hand, in the area of medical diagnosis, single nucleotide poly-
morphism (SNP) detection is of high interest [26–28]. SNPs, for example, deter-
mine the reaction of a patient’s metabolism after application of a certain drug. In
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the future, SNP characterization may provide the doctor with the information on
which drug and which dose of that drug should be applied. This scenario of indi-
vidual personalized medication may significantly help to lower patients’ suffering,
to lower adverse effects and to reduce costs. The cancer drug Herceptin is a first
example where an SNP test has to be performed before application [29, 30].

Assuming probe molecules with 25 bases as an example, SNP detection plat-
forms must be able to distinguish between a perfect match (where each of the 25
bases finds the complementary base at the correct position) from so-called weak
mismatches (i.e. from hybridization events, where only 24 or 23 bases of probe
and target molecule match) (see Fig. 11.4). The number of available target mole-
cules is usually relatively high in such tests, since they are provided by a biochem-
ical amplification process, the polymerase chain reaction (PCR) [31–35]. Hence
the main requirement for such sensor arrays is high specificity, whereas high sen-
sitivity or large dynamic range are of less importance. The number of sites re-
quired is typically between about 50 and a few hundred.

Finally, it should be emphasized that the use of DNA microarrays alone does
not help to develop a new drug or to heal a patient. A DNA chip is only a tool
which helps to provide us efficiently and at reasonable cost with a huge amount
of valuable data. The sampled information, however, must be interpreted using
the methods from the field of bioinformatics. Exploration of the full potential of
microarrays therefore also depends on further progress in the already ongoing
parallel development in both areas.
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Fig. 11.4 Schematic plot depicting an example of the different situations to
be distinguished in an SNP detection experiment. (a) Perfect match; (b)
weak mismatch (one of 25 bases); (c) weak mismatch (two of 25 bases)



11.2
Electronic DNA Chips

11.2.1
Motivation

So far, DNA array chips based on optical readout techniques have been discussed.
DNA sensor array chips with fully electronic readout promise several advantages
over the optical type, since they allow easier handling by the user and avoid ex-
pensive optical setups comprising CCD cameras, lenses, etc. These properties
have the potential to allow access to new fields of application and to new markets
(e.g. diagnosis in hospitals and doctors’ offices, point-of-care and outdoor applica-
tions, food control). On the other hand, today’s status of development is less ad-
vanced compared with the optical platforms.

11.2.2
CMOS-based DNA Chips

11.2.2.1 Economical Boundary Conditions
There are numerous suggestions in the literature for electronic DNA sensors fo-
cusing on the realization of a few test sites per chip only. These approaches uti-
lize a suitable biocompatible substrate material carrying the transducer elements.
The electrical terminals of the electronic sensor(s) on-chip are connected to an off-
chip read-out apparatus which provides and measures all necessary electronic sig-
nals to operate the chip. Due to the fact that such chips do not contain any active
electronic device they will be referred to as ‘passive chips’ in the following.

This is the most cost-effective concept as long as only few sites per investiga-
tion are required so that the amount of interconnects to the external read-out ap-
paratus is not too high. Although a CMOS chip would help to further enhance
the sensor signal(s) on-chip, there is no mandatory need for this measure in most
applications. The costs of a CMOS chip are usually considered to be too high in
these low-density applications to compete with passive, low-cost, test stripe-like
electronic systems.

With increasing number of test sites per chip, an interconnect problem arises
for passive chip-based approaches. The large number of interconnects needed to
contact a medium-density passive chip lowers the available area per contact pad
on-chip. As a consequence, reliability and yield decrease. Since the total area of
such chips is limited, the available area and thus the signal strength per sensor
also decrease. The lowered interconnect reliability at decreasing signal strengths
finally leads to a complete loss of signal integrity. In this case ‘active chips’ (with
active on-chip circuitry) are required, to amplify and process the weak sensor sig-
nals on-chip, i.e. in the direct neighborhood where the sensor signals are gener-
ated. Moreover, adequate on-chip circuitry allows operation of large microarray
chips with a small number of contact pads independent of the numbers of test
sites per chip.
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Note that in this case higher costs per chip are not only acceptable owing to oc-
currence of a technical brick wall, but that another metric must be considered
here: Whereas the costs per chip are increasing, the costs per data point decrease.
Consequently, in the case of applications where a number of data points of the or-
der of 100 or higher is required, active CMOS-based sensor array chips represent
the technically and economically better choice compared with their passive coun-
terparts.

A summary of these arguments is given in Tab. 11.1.

11.2.2.2 Technical Boundary Conditions
The realization of active electronic biosensor arrays requires the integration of bio-
compatible interface, sensor and transducer materials into standard CMOS envi-
ronments [36–40]. The chips have to be equipped with a passivation, which allows
them to be operated in contact with wet media. Moreover, the material used to re-
alize the transducer must be provided. Unfortunately, the materials available in
standard CMOS lines are often not suitable to fulfill all biological and chemical
requirements. In the case of sensor arrays based on electrochemical principles,
the transducer material is usually a noble metal, in many cases gold. Gold, how-
ever, and other noble metals are not part of standard CMOS production lines. In-
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Tab. 11.1 Economic aspects and technical boundary conditions of passive and active DNA sen-
sor arrays

Passive electronic DNA chips
(only electronic transducer
elements + interconnect lines
on chip)

Active electronic DNA chips
(electronic transducer elements
+active on-chip circuitry for
signal pre-processing, electronic
multiplexing, � � �)

Density Low Medium–high
Test sites per chip �10 � 100
Costs per chip Low Increased processing costs:

– CMOS processing costs
– Process to provide transducer

elements must be compatible
with CMOS process

Cost per data point Approximately constant Decrease with:
– Increasing number of test

sites per chip
– Increasing number of re-

quired data points per inves-
tigation

Electrical performance Medium High
Electronic signal integrity – Limited robustness – By far increased robustness

– Loss of signal integrity at
high test site count per chip

– Independent of number of
test sites per chip



tegration of these materials in a CMOS production line is crucial, since they may
lead to contamination problems which have a significant impact on the perfor-
mance of the CMOS devices and on the yield.

A reasonable concept to deal with this challenge is to fabricate CMOS wafers
using the full standard CMOS process without any extra steps up to standard pas-
sivation. Standard or slightly modified Si3N4 passivations from CMOS production
lines often meet the biological requirements, i.e. they are suitable to shelter the
chip from the wet media which are to be analyzed. The specific transducer
materials are then provided in a post-CMOS process implemented outside the
CMOS production line.

In addition to the already discussed wafer- and chip-related manufacturing as-
pects, innovative packaging solutions are needed which differ from standard con-
cepts used in the semiconductor world. The total sensor area, i.e. the area with
the fluid interface, must be isolated from the region with pads used to contact the
chip electrically. Moreover, the package must provide an electronic and a fluidic
interface to the readout apparatus.

A further condition for robust and reliable operation of chips with a large num-
ber of positions is to provide array-compatible high-precision analog circuitry. The
challenges usually arise from relatively low signals to be pre-processed within a
given area per sensor site at sufficient dynamic range. Control logic and digital
circuitry are also needed on-chip, but the total area consumption and design chal-
lenges of the pure digital parts are relatively low.

11.3
CMOS-based DNA Sensor Array Using a Redox-cycling Detection Technique

In this section, concrete development steps of a fully electronic CMOS-based
DNA microarray platform are described. Starting with the detection principle
used, experimental data concerning the extended CMOS process, circuit design is-
sues, DNA experiments and system integration aspects are discussed.

11.3.1
Detection Principle

The electrochemical sensor principle used is shown schematically in Fig. 11.5. It is
based on an electrochemical redox-cycling technique [41–45]. A single sensor
(Fig. 11.5, left) consists of interdigitated gold electrodes (generator and collector elec-
trode). Probe molecules are spotted and immobilized on the surface of the gold elec-
trodes and chemical bonding is achieved by, e.g. thiol coupling. The target molecules
in the analyte which is applied to the chip are tagged with an enzyme label (alkaline
phosphatase). After the hybridization and washing phases, a suitable chemical sub-
strate (p-aminophenyl phosphate) is applied to the chip. The enzyme label, available
at the sites where hybridization occurred, cleaves the phosphate group and the elec-
trochemically active p-aminophenol is generated (Fig. 11.5, right).
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Applying simultaneously an oxidation and a reduction potential to the sensor
electrodes (Vgen and Vcol in Fig. 11.5, e.g. +300 and –100 mV with respect to the
reference potential), p-aminophenol is oxidized to quinonimine at one electrode
and quinonimine is reduced to p-aminophenol at the other. The activity of these
electrochemically redox-active compounds translates into an electron current at
the gold electrodes and the electronic measurement devices or circuits connected
to the electrodes (symbolized by Igen and Icol in Fig. 11.5).

This idealized schematic description of the redox-cycling process suggests a bal-
anced charge situation at the two working electrodes. However, in reality not all
particles oxidized at the generator reach the collector electrode. A measure for this
phenomenon is the collection efficiency [44, 45]:

ce � Icol�Igen �1�

Measured data reveal values down to 80–90%. A potentiostat circuit, whose output
and input are connected to a counter and to a reference electrode, respectively,
provides the difference currents to the electrolyte. In particular, it forms a regula-
tion loop which holds the potential of the electrolyte at a constant value. The com-
plete four-electrode system is shown in Fig. 11.5 (left).
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Fig. 11.5 Redox-cycling sensor principle and
sensor layout. Left: single sensor consisting
of interdigitated gold electrodes and potentio-
stat circuit with counter and reference electro-
des. Right: blow-up of a sensor cross-section
showing two neighboring electrodes after suc-
cessful hybridization. For simplicity, probe
and target molecule are only shown on one of
the electrodes. After a washing step, p-amino-

phenol phosphate is applied and electroche-
mically active compounds are created by the
enzyme label molecule (alkaline phosphatase)
bound to the target DNA strands. Applying
simultaneously an oxidation and a reduction
potential to the sensor electrodes, a redox
process is started at the electrodes and a cur-
rent flow occurs at both electrodes



The current flow at the sensor electrodes is a function of the contribution ini-
tially generated by the enzyme label and of the redox-cycling related contribution
at the sensor electrodes. These two mechanisms lead to a simple differential equa-
tion whose solution predicts an electrode current which increases in proportion to
the measurement time (Fig. 11.6, top, curve A). With increasing concentration of
p-aminophenol, saturation of the measurement currents occur due to diffusion ef-
fects in the analyte (Fig. 11.6, top, curve B). Owing to electrochemical artifacts, an
offset current may also contribute to the detection current (Fig. 11.6, top, curve
C). For this reason, as suggested in [41], often the derivatives of the sensor cur-
rent with respect to the measurement time, �Icol/�tmeas and �Igen/�tmeas, are eval-
uated instead of the absolute values (Fig. 11.6, bottom, curve C).

11.3.2
Extended CMOS Process

In Fig. 11.7, the process used to provide the gold electrodes is schematically depicted
[39]. We start on the basis of a 6 inch n-well CMOS process specifically optimized for
analog applications (high-ohmic polysilicon resistors, poly–poly-capacitors). The mini-
mum gate length is 0.5 �m, the oxide thickness is 15 nm and the supply voltage is 5 V.

The steps depicted in Fig. 11.7 show the process flow beginning at the point
where processing of the standard CMOS flow is completed. The CMOS flow ends
with encapsulation of the second aluminum layer by an oxide (SiO2), application
of a chemical–mechanical planarization (CMP) step and nitride (Si3N4) passiva-
tion (Fig. 11.7 a). In the next step, via holes are etched down to the aluminum
layer (Fig. 11.7b). A Ti/TiN barrier layer is deposited and the holes are filled with
tungsten by a CVD process (Fig. 11.7c). The tungsten is etched back stopping at
the barrier layer. The Ti/TiN layer at the surface of the wafer is also etched with
an RIE process (Fig. 11.7d). Finally, the gold electrodes are fabricated in a lift-off
process after evaporation of a Ti/Pt/Au stack with layer thicknesses of 50/50/300–
500 nm each (Fig. 11.7 e). Gold metallization is also used for the output pads.
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Fig. 11.6 Schematic plots demonstrating the
impact of different contributions to the sensor
signal. (a) Electrode current; (b) derivative of
the electrode current with respect to the mea-
surement time. Curves A, ideal case; curves B,
with saturation effects due to increasing con-
centrations of p-aminophenol and quinonimine
at the considered sensor site; curves C, with
saturation effects and further electrochemical
artifacts



Optionally, a compartment can be provided surrounding the sensor area of each
test site (Fig. 11.7 f). In our case, it is made of polybenzoxazole (PBO) and pro-
cessed as a resist, i.e. exposed, developed and baked. The purpose of this hydro-
phobic compartment is to avoid contamination of neighboring sensors during the
spotting process. In particular, the need for processing the compartment depends
on the specific spotting technique used [13, 14].

The SEM photograph in Fig. 11.8 shows the second aluminum layer from the
CMOS process, via contact and sensor electrode. Fig. 11.9 shows a tilted SEM
cross-section photograph with sensor finger electrodes and CMOS elements after
the complete process run. (The nitride layer on top of the sensor electrodes is
only used for preparation of the SEM photograph.) A top view of a sensor with in-
terdigitated gold electrodes embedded within a PBO ring is depicted in Fig. 11.10.
Width and spacing of the gold electrodes is 1 �m in all cases.

Fig. 11.11a shows a fully processed demonstrator chip with 128 (16 �8) posi-
tions and Fig. 11.11b shows a blow-up of the sensor area of a fully processed
demonstrator chip with 32 (8 �4) positions.
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Fig. 11.7 Schematic description of the extra process flow after standard CMOS to provide the
Au sensor electrodes and optionally a sensor compartment

Fig. 11.8 SEM photograph showing
the aluminum 2 layer from the CMOS
process, via contacts and Au sensor
electrode



11.3.3
Demonstrator Chip: Architecture and Circuit Design Issues

The architecture of the demonstrator chip depicted in Fig. 11.11a is shown in
Fig. 11.12. Sensor site selection is done by column and row decoders and a multi-
plexer. A common potentiostat circuit is used for all sensor sites in parallel, mea-
suring the potential of the electrolyte at its input (reference electrode) and driving
a counter electrode at its output to keep the potential of the electrolyte at a prede-
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Fig. 11.9 Tilted SEM cross-section photograph with sensor electrodes and CMOS elements
after the complete process run. Note that the nitride layer on top of the sensor electrodes is
used only for preparation purposes. The width and spacing of the sensor electrodes are
1 �m

Fig. 11.10 Top view of a sensor with interdigitated gold electrodes embedded within a
PBO ring. The width and spacing of the sensor electrodes are 1 �m



fined voltage. Considering stability, this circuit is designed to be robust against
the widely varying electrical properties of the electrolyte. Further detailed discus-
sions on CMOS potentiostat circuits can be found elsewhere [46–49].

The potentials of the sensor electrodes of each sensor are controlled by the circuits
located underneath the sensor sites (Fig. 11.13). In order to cover a wide band of
possible applications, the circuit is designed to be operated with sensor currents
from 1 pA to 100 nA. It consists of two regulation loops to control the potentials
of both electrodes, whose currents are both recorded. They are amplified by a factor
of 100 using two cascaded current mirrors in series within each branch.

The transfer characteristics of each pixel can optionally be calibrated. This is
achieved by forcing reference currents into both branches of the circuit through tran-
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Fig. 11.11 Chip photographs of fully processed demonstrator chips. (a) Config-
uration with 16 � 8 positions, sensor pitch = 300 �m, single sensor diameter =
200 �m; (b) configuration with 8 �4 positions, sensor pitch = 400 �m, single
sensor diameter = 200 �m

(a)

(b)
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Fig. 11.12 Chip architecture of a demonstrator chip with 16� 8 sensor sites

Fig. 11.13 Sensor site circuit



sistors Mn51 and Mp51 at the same nodes, where the sensor currents are applied [38,
39, 50] and measuring the circuit response (output current) for different operating
points.

The variation of the transfer characteristics is determined by the variation of the
current gain of the current mirrors (Mn11–Mn14, Mp11–Mp14, Mn31–Mn34,
Mp31–Mp34). The variation of the current gain originates mainly from the varia-
tion of the transistor threshold voltage, Vt, which can be modeled as [51, 52]

��Vt� � A�Vt�
��������������

W � L
� �2�

where �(Vt) is the transistor area (width W� length L)-dependent standard devia-
tion of the threshold voltage and A(Vt) is the process-dependent threshold voltage
related matching constant. For the considered process, A(Vt) = 14 mV �m holds for
both n- and p-MOS transistors [53].

Owing to the very high dynamic range of five decades in current required here, the
transistors of the current mirrors are operated in the subthreshold regime in most
cases. In the subthreshold region, the transistor drain current, ID, can be modeled as

ID � I0 �W
L
� 10�VG�Vt��S �3�

where I0 is a process and device type (n- or p-MOS)-dependent constant, VG the
transistor’s gate voltage and S the transistor’s subthreshold slope (a constant
weakly dependent on the process and the device type).

Since the devices Mn13 and Mn14, Mp13 and Mp14, Mn33 and Mn34, and
Mp33 and Mp34 only ensure that the devices Mn11 and Mn12, Mp11 and Mp12,
Mn31 and Mn32, and Mp31 and Mp32 are operated at similar drain voltages, re-
spectively, the main contribution to the mismatch of the current gain is provided
by the latter group of devices.

Considering the collector electrode related part of the circuit as an example and
using Equation (3) we can calculate the gain of the two current mirrors Mn11–
Mn14 and Mp31–Mp34 in series:

Iout

Ical
�WMn12

WMn11
�WMp32

WMp31
� 10���Vt�Mn12�Mn11�Sn����Vt�Mp32�Mp31�Sp�	 �4�

The relative error of the gain of the two current mirrors is given by

��Iout�Ical�
Iout�Ical

� 10���Vt�Mn12�Mn11�Sn����Vt�Mp32�Mp31�Sp�	 �5�

where Sn and Sp are the n- and p-MOS transistor’s subthreshold slopes,
�Vt,Mn12,Mn11 and �Vt,Mp32,Mp31 are the threshold voltage differences of devices
Mn11 and Mn12 and Mp31 and Mp32, respectively. Length L is constant for all
devices and parameter variations of L can be neglected.

11 CMOS-based DNA Sensor Arrays398



An important output of Equations (4) and (5) is that the gain mismatch is inde-
pendent of the transistors’ gate voltages. As a consequence, the gain error is con-
stant independent of the sensor current/the circuit’s output current as long as the
transistors in the current mirrors are operated in the subthreshold region.

Assuming that all current mirror transistors are operated under strong inver-
sion conditions, which is given for sensor currents in the upper region,

ID � k�W
L
� �VG � Vt�2 �6�

holds for the transistors’ drain currents, with k being a process and device type
(n- or p-MOS)-dependent constant. On the basis of this relation, the gain of the
two current mirrors is approximately given by

Iout

Ical
�WMn12

WMn11
�WMp32

WMp31
� 1� 2� �Vt�Mn12�Mn11

VG�n � Vt�n
� 2� �Vt�Mp32�Mp32

VG�p � Vt�p

� �

�7�

where Vt,n and Vt,p are the mean values of n- and p-MOS transistor threshold volt-
ages, respectively. Since the denominator in the last two terms in brackets in
Equation (7) is proportional to the square root of the transistor current (following
Equation (6)), we can describe the relative error of the gain of the two current
mirrors as

��Iout�Ical�
Iout�Ical

� �
������

Ical
� �8�

with � being a process- and design-dependent constant.
On the basis of Equations (5) and (8), the gain error can be easily modeled for

the whole operating range: In Fig. 11.14, the gain error is plotted schematically as
a function of 1�

������

Ical
�

. The behavior can be approximated by two straight lines:
one in the inversion region increasing in proportion to 1�

������

Ical
�

and the other one
in the subthreshold region with zero slope. In the weak inversion regime, i.e.
where the transistors’ operation points change from strong inversion to the sub-
threshold region, a transition of the two lines into each other occurs.
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Fig. 11.14 Schematic plot of the
gain error as a function of (cali-
bration current)–1/2 induced by pa-
rameter variations of the current
mirror transistors of the circuit
depicted in Fig. 11.13



These relations allow easy calibration of the circuit and of the whole array.
Using two values for the calibration current the behavior in the inversion regime
can be determined. These currents, labeled A and B in Fig. 11.14, must be chosen
in the upper region of the range of specified sensor currents. In the subthreshold
regime, one calibration data point (labeled C in Fig. 11.14) is sufficient. The value
of this current may, for example, lie in the middle or in the lower half of the spe-
cified current window. Storing the measured output currents for these three cali-
bration points for each test site, the whole array can be calibrated.

11.3.4
Process Optimization

Using the calibration option described above, the fabricated chips can also be elec-
trically tested [38, 39, 50]. The chips are then operated without a fluid or biologi-
cal material applied, but in the same electrical configuration as in the calibration
mode. Here we use the option of pure electrical operation to evaluate the CMOS
process properties.

Figs. 11.15 and 11.16 show the measured transfer characteristics and the gain
as a function of the input current of all test sites from a 16� 8 chip as shown in
Figs. 11.11a and 12. Processing is performed as described in Section 11.3.2; PBO
compartments are not processed here, characterization is done at wafer level. The
plots reveal that for input currents below 10 pA a deviation of the gain is obtained
compared with higher input currents. This effect coincides with a bending of the
transfer characteristics in Fig. 11.15 in the region below 10 pA.

This artifact results from a degradation of the transistor properties compared
with the pure CMOS process. Using charge-pumping characterizations [54, 55],
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Fig. 11.15 Measured transfer characteristics of a test site cir-
cuit as function of the input (calibration) current of all test
sites from a 16� 8 chip as shown in Fig. 11.11a. No annealing
after Au process



the interface state density Nit of the transistors is measured. For the pure CMOS
process without extra process steps, a value of Nit = 1010 cm–2 is found for both p-
and n-MOS transistors [39]. This is a reasonable value; values of the same order
are found for most standard commercial CMOS processes. After gold processing,
a more than 20-fold increase is measured (Nit > 2 �1011 cm–2). This excessive value
translates into an increased, i.e. deteriorated, subthreshold slope S of the transis-
tors, worsened off-state characteristics and thus to increased leakage currents.
These increased leakage currents lead to the bending of the transfer characteris-
tics in Figs. 11.15 and to the increase of the ratio of output and input current in
Fig. 11.16. Consequently, this effect must not be interpreted as a true increase in
the gain.

In standard CMOS processes, a forming gas (N2, H2) anneal is applied to re-
duce damage at the MOS transistor interface. In order to avoid the effects de-
scribed above, such an annealing step is also applied here after the gold process
module. N2/H2 annealing is performed at different temperatures for 30 min.
Characterization of the interface state density reveals an excellent value of Nit

< 2 �109 cm–2 after annealing at 400 �C; 350 �C annealing leads to slightly higher
but still good values. As shown in Fig. 11.17, the decreased number of interface
states turns into proper transfer characteristics.

We should also discuss the standard variations of transfer characteristics and gain
at this point. The statistical variations in Figs. 11.15–11.17 are approximately inde-
pendent of the input current between 1 pA and 1 nA; for higher currents a slight
decrease is found. Comparing these measured data with analytically calculated val-
ues on the basis of Equations (2)–(8) using transistor matching parameters extracted
for the pure CMOS process [53], very good agreement is found. For example, the
standard variation of the measured gain for operating points in the subthreshold
region amounts to �20%; the calculated value is 18%. We therefore conclude that
the gold process does not influence this important analog device property.

Up to now, we have considered CMOS process front-end parameters in this sec-
tion. However, the characteristics of the gold electrodes with and without annealing
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Fig. 11.16 Measured gain of a
test site circuit as function of
the input (calibration) current
of all test sites from a 16�8
chip as shown in Fig. 11.11a.
No annealing after Au process



must also be investigated. Measured resistance data for gold and aluminum 2 lines
and of the related via connections are given in Tab. 11.2. The data without an anneal-
ing step and with annealing at 350 �C are similar for all parameters. With annealing
at 400 �C, a 20% increase in the gold resistance occurs. The SEM photographs in
Fig. 11.18 reveal that this increase coincides with a rearrangement of grains within
the gold layer. On the other hand, there is no change to the as-deposited Au stack up
to 350 �C annealing. Consequently, annealing at 350 �C is chosen as a process win-
dow where both device and electrode properties are optimized.
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Fig. 11.17 Same plot as in
Fig. 11.16, but with an N2/H2

annealing step after Au pro-
cess at 350 �C for 30 min

Tab. 11.2 Resistances of gold and aluminum 2 lines and of the related via connections without
and with annealing steps at different temperatures after the Au process

Anneal (N2/H2) Square resistance Au
lines (m�/square)

Resistance via holes
(0.8 �0.8 �m) (m�)

Square resistance Al 2
lines (m�/square)

Without 48 370 79
350 �C, 30 min 51 360 76
400 �C, 30 min 61 340 74

Fig. 11.18 SEM photographs showing the Au sensor electrodes without and
with annealing steps at different temperatures after the Au process



11.3.5
Measured Results

In this section, results with biology applied to the chips are reported. We start
with a simple oligo experiment. In this experiment, on one part of the sensor
sites single-stranded DNA oligo molecules are immobilized which are exactly
complementary to DNA oligo sequences in the analyte. On the other part of sen-
sor sites, non-specific random sequences of probe DNA are immobilized. The ex-
periment is performed at wafer level. The fluidic contact is provided via a flow
cell positioned above the chip under test.

Two positions with matching strands and two positions with random sequences
are considered. Since the absolute values of collector and generator current look
very similar, only the collector current is shown in Fig. 11.19. As can be seen,
match and mismatch clearly lead to different amounts of currents, but the offset
currents (at tmeas�38 s, where the dashed line is plotted) for the matching posi-
tions differ by a factor of 2 (see discussion in Section 11.3.1). Using the derivative
�Icol/�tmeas (Fig. 11.20), as discussed in [41], the data for the two matches and for
the two mismatches are in very good agreement.

Further measurements with PCR products performed by project partners have
demonstrated proper operation down to 10–13 mol.

11.3.6
System Design Aspects

11.3.6.1 Extended System Architecture
The results and achievements discussed above describe a demonstrator chip. This
configuration is adequate to perform experiments from proof-of-principles towards
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Fig. 11.19 Measured sensor currents for two positions with matching
strands and two positions with mismatching random sequences. Data
to be interpreted arise at tmeas�38 s (dashed line)



benchmarking investigations with competitive approaches. Furthermore, the archi-
tecture shown in Fig. 11.12 allows one to study many further important properties
of this CMOS-based approach and to collect a huge amount of information which
is required to design a user-friendly prototype version.

The next generation of these chips will consist of the kernel described here and
further on-chip peripheral circuits to increase functionality and to provide robust
and easy applicability. For this purpose, analog signal processing will be complete-
ly kept on-chip thanks to the addition of reference circuits and analog-to-digital
and digital-to-analog converters. The introduction of further control logic circuitry
allows the chip to be operated with a pure digital interface. Moreover, the number
of external interconnects will be reduced by this approach (e.g. down to six or
eight) independent of the number of test sites per chip.

11.3.6.2 Alternative Circuit Design Approaches
Alternative circuit design and architecture approaches may be required if larger
arrays are needed (e.g. with 1000 test sites or more). In this case, the sequential
analog readout of each test site (e.g. using the circuit in Fig. 11.13) results in the
fact that the data are sampled in different time intervals. Owing to the very low
minimum currents to be monitored, the readout time interval per test site cannot
fall below a given minimum value.

A concept which uses the same detection principle but circumvents this prob-
lem independent of the array size is described in the following [54]. CMOS pro-
cess and sensor design are the same as above. The concept is based on the realiza-
tion of a specifically adapted analog-to-digital converter within each sensor site.
The realized sensor circuit consists of two complementary parts for the generator
and collector electrodes. The principle is shown in Fig. 11.21. The voltage of the
sensor electrode is controlled by a regulation loop via an operational amplifier and
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Fig. 11.20 Derivatives �Icol/�tmeas of the sensor currents in Fig. 11.19



transistor M1. For A/D conversion, a sawtooth generator concept is used, where
an integrating capacitor C is charged by the sensor current. When the switching
level of the comparator is reached, a reset pulse is generated and the capacitor is
discharged by transistor M2 again.

Equation (9) describes the frequency behavior as a function of the sensor cur-
rent including parasitic and device mismatch effects:

1
f
� �Vref �comp � Voffset�comp� � C

Ielectrode � Ileak
� tdelay �9�

where f is the oscillation frequency, Vref,comp the comparator switching level,
Voffset,comp the comparator input offset voltage, C the total capacitance (i.e. including
parasitic capacitances), Ielectrode the sensor electrode current, Ileak the leakage current
(e.g. due to transistor junction leakage) at the circuit node connected to the compara-
tor input (labeled with an asterisk in Fig. 11.21) and tdelay the comparator delay time.
Equation (10) gives an approximation for the measured frequency:

f 
 Ielectrode��Vref �comp � C� �10�

The chosen sawtooth amplitude Vref,comp is 1 V here and C�140 fF, so that fre-
quencies between 7 Hz and 700 kHz are obtained for a sensor current range from
10–12 to 10–7 A. The number of reset pulses is counted with an in-sensor-site
counter (24 stages in [54]). For readout, the counter circuit is converted into a
shift register by a control signal and the data are provided to the output.

For test purposes, an array with 16 � 8 test sites is fabricated. Two different com-
parator circuit designs are used for the generator and for the collector branch.
Both comparators are based on a Miller-type operational amplifier. They differ in
the reset pulse-shaping circuit.

These test arrays also provide a test/calibration current input similar to the case
of the arrays discussed above. This option is used to characterize the electrical be-
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Fig. 11.21 Sensor circuit principle using analog-to-digital conver-
sion based on a sawtooth generator concept within each sensor
site



havior of the chips. Evaluation is done for a specified range of currents between
1 pA and 100 nA. Fig. 11.22 shows the result of an experimental evaluation of the
homogeneity (i.e. the relative accuracy) of the array. The 3� standard variations of
the measured frequencies are plotted for the different comparator circuits and
both electrodes. As can be seen, the 3� values are < 2% in the current range from
10–10 to 2 �10–8 A. In the range from 10–11 to 10–7 A, the 3� variations are < 6%
for all circuits. At 10–12 A, 3� values between 12 and 20% are obtained depending
on the circuit type considered.

This behavior can easily be understood using the Gaussian equation for error
propagation:

�2 F�p1� p2� p3� � � ��� 	 �
�

i

�F
�pi

� �2

��2�pi�
� �

�11�

with F being a function of parameters p1, p2, p3, � � �. Applying this relation to Equa-
tion (9), the relative standard deviation of the measured frequencies is obtained:

��f �
f
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In the mid-frequency/mid-current range, the variations are dominated by the current-
and frequency-independent terms in Equation (12), i.e. by mismatch of the integrat-
ing capacitor and by the comparator offset voltage. For low currents/low frequencies,
leakage current mismatch leads to a contribution proportional to 1/Ielectrode. In the
high-current/high-frequency region, the delay mismatch dominates because the con-
tribution of this parameter increases in proportion to Ielectrode.

Overall, the data from Fig. 11.22 represent tolerable levels for most applications
without calibration at a high dynamic range. If higher accuracy is required, cali-
bration of the individual sensor site circuits as described above can be performed
to compensate for these deviations.
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Fig. 11.22 Standard variations
of the measured frequencies
as a function of the input
(calibration) current for the
two different comparator cir-
cuits (types A and B) and both
electrodes. The plot is shown
for input currents up to 1 �A
(specified range: 1 pA–100 nA)
to demonstrate the frequency
dependence in the high cur-
rent region more clearly



In order to demonstrate biological measurements, two sensor rows are spotted
with two different DNA probe sequences. An analyte containing target molecules
matching one of the probes is applied. A flow cell is used in this experiment
which covers only 5 columns and 16 rows of the sensor field, so that only 80 posi-
tions are shown in Fig. 11.23. There, a clear increase in count rate is observed at
the matching positions (row 8), whereas no response is seen at the mismatching
positions (row 7) as compared with the uncovered positions. The gradient in the
column direction is assumed to originate from microfluidic nonidealities in the
flow cell.

11.4
Label-free Detection Methods

The readout methods discussed so far are based on labeling the target molecules.
In this section, we briefly address approaches which allow electronic label-free de-
tection. The goal of such approaches is the simplification of the biochemical pro-
cedure needed to operate a DNA sensor since the labeling step applied to the tar-
get molecules is avoided here.

It is not the purpose of this section to discuss comprehensively all known sug-
gestions concerning label-free sensor principles including all possible advantages
and disadvantages. Here, only some of the most promising and advanced
approaches in this area are briefly sketched.

The basic principle of impedance based approaches is depicted schematically in
Fig. 11.24. There, the electrical impedance between a sensor electrode and the
electrolyte (or between neighboring electrodes) is measured [55–57]. Hybridization
events lead to a change in the electrical properties of the electrode–electrolyte in-
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Fig. 11.23 Result of a DNA experiment using the circuit concept from
Fig. 11.21. Row 8, matching probes; row 7, mismatching probes; all other posi-
tions not functionalized



terface. Using the first-order equivalent circuit also shown in the figure, hybridiza-
tion results in a decrease in the capacitive part of the impedance.

The impedance and the impedance change of such sensors are not only deter-
mined by a capacitive effect, but also a resistive contribution is found. Both contri-
butions depend on the quality of the layer of probe molecules. If the density of
this layer is not sufficient, the resistive element may even shunt the capacitive
contribution so that evaluation of this parameter is aggravated. For this reason,
phase-sensitive amplifiers (lock-in amplifiers) are usually used to measure ampli-
tude and phase of the sensor signal [57], or resistive and capacitive contributions
are distinguished using other discriminating measurement principles [58].

The realization of mass-sensitive approaches [60–63] is usually based on the
change of the resonance frequency of an electromechanical sensor due to the in-
crease in the mass attached to the sensor surface in the case of binding events at
the sensor surface. A further contribution to the change of the oscillation frequency
originates from viscosity changes at the sensor surface after binding events.

An example is depicted in Fig. 11.25, where the topology of a film bulk acoustic
wave resonator (FBAR) is shown [60]. A piezoelectric layer is sandwiched between
two metal electrodes. The top electrode is coated with a biochemical coupling
layer. The resonance frequency of the resonator is determined by the thickness of
the piezoelectric layer and the mass of the electrodes. To prevent leakage of acous-
tic energy into the substrate, an acoustic mirror (similar to an optical Bragg reflec-
tor) is formed by several layers with alternating low and high acoustic impe-
dances.

The resonance frequencies of the FBAR oscillator circuit in water and after
forming a BSA layer on the sensor surface are shown in Fig. 11.26. A shift of
850 kHz compared with the pure water case is observed. Since frequencies are
measurable with very high accuracy, this approach promises highly sensitive sen-
sors. Moreover, the principle is robust against imperfect properties such as pin-
holes of the probe molecule layer.
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Fig. 11.24 Schematic plot demonstrating the basic operation principle of
impedance-based DNA sensors. Left, before/without hybridization; right,
after/with hybridization



A very similar sensor principle uses cantilevers instead of film bulk acoustic
wave resonators [62, 63]. In particular, it has been demonstrated [63] how active
CMOS circuitry is used to enhance significantly the quality factor (Q) of oscilla-
tion-based systems.

11.5
Conclusions

The development of CMOS-based DNA sensor arrays with fully electronic readout
promises to provide tools with several advantages over DNA microarrays based on
optical readout techniques, but today’s state of development is lower for the elec-
tronic devices. Recent achievements, however, envision application scenarios
using CMOS sensor arrays for the near future, such as individual medication,
point-of-care DNA diagnosis and high dynamic range gene expression at attractive
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Fig. 11.25 Schematic cross-section
of an FBAR sensor [60]. Below the
piezoelectric layer an acoustic Bragg
mirror is deposited using several
layers of materials with different
acoustic velocities. This mirror re-
flects vibrational energy back to the
piezoelectric layer and therefore
strongly enhances the quality factor
of the sensor

Fig. 11.26 Resonance frequencies of the FBAR oscillator circuit [60] as shown in Fig. 11.25 in
water and after forming a BSA layer on the sensor surface



costs. In this chapter, the potential of a fully electronic CMOS-based DNA sensor
array based on an electrochemical redox-cycling method has been shown. The in-
tegration of specific transducer materials for building the sensor and sensor-re-
lated circuit design issues have been discussed in detail. The future challenge is
to develop a complete, robust and user-friendly system consisting of an advanced
chip, a related package, the readout apparatus including software and biochemical
assays specifically developed for the different applications. The next-but-one step
may be to switch to label-free detection-based sensors to reduce further the com-
plexity of biotechnological pre-processing.
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11.8
List of Symbols

A(Vt) [mV �m] transistor threshold voltage-related matching
constant

� [A1/2] process- and circuit design-dependent constant
used to describe the relative error of the transfer
characteristics of a sensor test site circuit

C [F] capacitance
ce [1] collection efficiency
�Vt,Mn12,Mn11 [V] difference of transistor threshold voltages of n-

MOS transistors Tn11 and Tn12
�Vt,Mp32,Mp31 [V] difference of transistor threshold voltages of p-

MOS transistors Tp32 and Tp31
F(p1, p2, p3, � � �) function of parameters p1, p2, p3, � � �

f [s–1] oscillation frequency
I0 [A] process- and device type (n- or p-MOS)-dependent

constant used to model the transistors subthres-
hold current

Ical [A] calibration current used to calibrate the sensor
site related gain stages

Icol [A] collector electrode current
ID [A] transistor drain current
Ielectrode [A] sensor electrode current
Igen [A] generator electrode current
Ileak [A] leakage current
Iout [A] output current of sensor site-related gain stage
k [A/V2] process- and device type (n- or p-MOS)-dependent

transistor constant
L [�m] transistor length
�1, �2 [nm] light wavelengths
Nit [cm–2] gate oxide interface state density
S [mV/decade] transistor subthreshold slope
Sn [mV/decade] n-MOS transistor subthreshold slope
Sp [mV/decade] p-MOS transistor subthreshold slope
� standard deviation
tdelay [s] delay time
tmeas [s] measurement time
Vcol [V] collector electrode voltage
Vgen [V] generator electrode voltage
VG [V] transistor gate voltage
VG,n [V] n-MOS transistor gate voltage
VG,p [V] p-MOS transistor gate voltage
Vref,comp [V] comparator switching level/sawtooth signal ampli-

tude
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Voffset,comp [V] comparator input offset voltage
Vt [V] transistor threshold voltage (mean value)
Vt,n [V] n-MOS transistor threshold voltage (mean value)
Vt,p [V] p-MOS transistor threshold voltage (mean value)
W [�m] transistor width
WMn11 [�m] width of n-MOS transistor Mn11
WMn12 [�m] width of n-MOS transistor Mn12
WMp31 [�m] width of p-MOS transistor Mn31
WMp32 [�m] width of p-MOS transistor Mn32
Q [1] quality factor (in oscillating systems)
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